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Chapter 1

Motivation

This document describes my PhD thesis about the development of methods for utilizing traveling
electrons driven by surface acoustic waves (SAW) for quantum computations. Before describing
my work, two preceding background studies for SAW-driven electrons are presented. One work
is related to experiments in the field of quantum-electron optics, such as types that use electron
interferometers instead of those of photons. SAW-driven electron transport allows the qubit-
encoding of quantum electron optics (e.g., time-bin encoding). The other work is related to the
scalability problem of qubits, as defined in static quantum-dot systems. By using SAWs, single
electrons can be transported between distant static quantum dots. This protocol is considered a
promising method of overcoming the scalability problem. While presenting these studies, I address
the motivation behind this thesis. Finally, I provide an outline of this document.

1.1 Quantum-electron optics
Optical systems are promising platforms for quantum information technology. In the field of quan-
tum communications, an optical system is considered to be unbeatable, because the loss of photonic
quantum information during transportation is minimized. Recent studies have demonstrated quan-
tum teleportation of 100- to 1,000-km distances [1] with quantum key distributions [2]. It has also
been shown that optical systems have great potential for quantum computation, similar to static
qubit systems (e.g., transmon qubits comprising superconducting circuits and spin qubits encoded
in electron or hole spins) in which quantum error correction codes are available. Photons traveling
through the same optical channel can be encoded as different qubits if there is a time delay between
them. This allows us to implement deterministic universal quantum manipulation of many qubits
using only a few fundamental physical gates by employing a loop structure as information memory,
as originally proposed for time-bin qubits [3, 4]. The creation of a cluster-entangled state has been
demonstrated by using a delay line to couple multiple time-bin qubits [5]. Thus, it is possible to
implement error correction codes for each time-bin qubit, owing to the redundancy in the continuum
state of the harmonic oscillator.

Similar to photon qubits, flying electrons in a solid device can also be used as flying qubits.
The flying electron qubit should have the same advantages as a flying photon qubit in terms of
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1.1. QUANTUM-ELECTRON OPTICS

scalability, in that it does not require the integration of numerous physical qubits. Instead, the
universal quantum operation of many qubits is possible by using only a few fundamental physical
gates. The path of such flying electrons should be defined using a 1D channel (e.g., edge channel of
the quantum Hall regime or a gate-defined 1D wire defined by electrostatic potential). In contrast
to a photon system, the flying-electron system is programmable by means of gate voltage, and it
has a strong electron–electron interaction. The size of the device, apart from the cooling system, is
much smaller than the optical system, because the velocity of the electron is much smaller than that
of photons. Therefore, the use of flying electrons for quantum computations becomes a choice of
future quantum information-technology applications.

As a part of quantum-electron optics experiments, interference experiments of flying electrons
have mainly been conducted for direct-current (DC) transport using DC bias. The objective of these
works was to extract quantum information, such as the phase of the wave function, that was otherwise
hidden during standard conductance measurements. A Mach–Zhender interferometer provides one
full-qubit manipulation. This was demonstrated for flying electrons through the quantum Hall
edge state [6] and the 1D gate-defined channel [7]. The output current is determined by the phase
difference of an electron acquired in the two paths of a Mach–Zhender interferometer. Because
the phase shift contains information about the scattering present in each path, it is used to gain the
full transmission coefficient using a scatterer. For example, it was used to measure the scattering
phase of a quantum dot [8]. From the interference amplitude, one can also obtain information
about decoherence caused by electron–electron interactions [9–12]. Two-electron interference
was also investigated by combining two Mach–Zhender interferometers and measuring the cross
correlations [13, 14].

In these interferometer experiments, electrons are injected from electron reservoirs via low-
energy excitations. The wave packet is not explicitly generated and is treated as plane wave that
extends over all interferometers. This means that we cannot access each electron resolved by time
and space. The main advantage of the flying qubit is therefore missing. To overcome this situation,
G.Féve et al. developed a single electron source [15]. In their experiment, electrons or holes
trapped in a quantum dot were emitted on-demand one-by-one to the quantum Hall edge channel
via a rapid sweep of the gate voltage. This created a finite size packet in the form of a charge
density wave and enabled the time-resolved experiment. This was the first realization of a single
flying qubit generated from an electronic system, but it was imperfect. The problem of this scheme
was the simultaneous excitation of electrons and holes, because the excitation is not a pure single
electron or hole [16]. Recently, a short Lorentzian-shaped voltage pulse (V(t) ∝ 1

W2+t2 : W is width)
on Ohmic contact, which satisfied the condition for excitation of an integer number of electrons,∫ ∞
−∞ V(t) = nh

e , was found to excite only electrons or holes, as predicted theoretically by J. Keeling
et al. [17] and demonstrated experimentally by J. Dubois et al. [18]. Here, n is integer, e is the
elementary charge, and h is the Planck constant. Moreover, when n is one, a pure single electron
having an energy distribution higher than the Fermi energy is generated. This particle is a leviton,
and it has attracted a great deal of research attention [19,20] because it provides a promising single
electron for quantum-electron optics. It is thus considered possible to construct a flying qubit system
using levitons. The size of the wave packet reaches several 10s of µm in current radio-frequency
technology. One of the difficulties with constructing a leviton-based flying qubit system is cooling
the electrons to below several 10 mK, such that the energy distribution of a leviton is not smeared
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by the Fermi distribution. The size and temperature could be made smaller or larger by using THz
technologies. There are several proposals [21, 22] for quantum manipulation of a leviton state.
However, none have yet been realized experimentally.

The electron transport driven by SAW on a piezoelectric material may be an easier and simpler
method of realizing the flying qubit. A SAW creates a moving quantum dot when it propagates on
a depleted 1D channel. The number of electrons trapped in each moving quantum dot can be set
as an integer by the charging energy of the dot. When only one electron is trapped, it is used as
a single electron source. Therefore, SAW-driven electrons are also promising for the construction
of a flying qubit system. The typical size of the wave packet can be made to be less than 100 nm
with the distance between neighboring wave packets around 1 µm. The quantum state of this single
electron is robust against increases of temperature up to several Kelvin. These are advantages over
the leviton. Another challenge is that the direction of flow is restricted to a direction determined by
the inter-digital transducer (IDT) fabricated to generate the SAW. It is thus necessary to combine
several SAW sources (i.e., IDTs) to fully control the direction of the electron flow. Compared
with the SAW-driven electron system and the photon qubit system, the system size of the SAW-
driven electron system can be made much smaller, owing to the far smaller propagating velocity of
electrons and the smaller size of the wave packet. Additionally, strong two-particle interactions can
be used for the two-qubit operation. However, the SAW-driven electron system has not yet been
well-investigated in this light.

One of the most important quantum manipulations is that of coherent beam-splitting, which is
used in most of optical setups. Therefore, as one of the targets of this thesis work, I demonstrate
the coherent beam-splitting of SAW-driven electrons. This demonstration corresponds with the
single flying-qubit manipulation and the first quantum manipulation of a qubit array. The detail
of this demonstration is described in Chapter 3. This demonstration of the beam splitter opens a
new way of realizing a Mach–Zehnder interferometer of a SAW-driven electron by combining two
beam splitters. There is also a theory that proposes a device for demonstrating the violation of
Bell’s inequality by creating an entanglement between two electrons belonging to two neighboring
Mach–Zehnder setups [23]. Thus, the realization of the beam splitter should finally lead to the
universal operation of multiple qubits.

Research of the flying electron qubit started very recently. One of the purposes of my work is
to address its potential. Yet, further works in this field remain necessary.

1.2 Single electron transfer via SAW and electron-spin entan-
glement

Electrons trapped in static quantum dots are generally considered promising for quantum information
technology. Qubit information is usually encoded to the electron spin. Thus, coherence time has
reached more than 10 µs in a quantum dot formed in isotopically purified silicon [24,25]. Two-qubit
operation has also been realized, and prototype devices containing relatively large number of qubits
have been fabricated [26, 27]. To define a logical qubit, which is fully protected from errors, one
needs to manipulate numerous physical qubits at high fidelity to perform quantum error detection
and correction [28]. Therefore, this type of spin device faces a scalability problem.
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To overcome this problem, some researchers have proposed using long-range electron–electron
interactions mediated by floating metallic gates [29–31] or superconducting resonators [32–35].
On the other hand, several researchers have considered directly transporting single electrons. One
method of single-electron transport is to shuttle an electron between adjacent quantum dots [36,37].
However, this scheme requires many quantum dots to transport an electron over a long distance,
and the transport length is currently limited to several µm. Another method is to use a SAW. It was
demonstrated that a single electron can be transferred over a long distance of at least 250 µm [38,39].
The efficiency of this electron transport has recently exceeded 99%. It is also possible to select
the arbitrary moving dot (i.e., SAW potential minimum) to catch and transfer the electron [40].
Spin scattering during transportation over several µm has been shown to be negligible [41], and
manipulation of spin during the transportation has also been demonstrated [42]. Therefore, the
electron-spin transport via SAW is useful.

In this thesis work, I also propose to generate and detect non-local entanglement of electron
spins using the SAW-driven electrons. These are generated by combining a spin qubit system with
a photon system [43]. However, the method of using SAWs has advantages for certain applications,
because the projection of photon information to electron information is far from efficient. In an
electron system, the ground state of two electrons confined in a static or a moving quantum dot is the
spin singlet state, known as a maximally entangled state. Therefore, spatial splitting of an electron
pair generates a non-local entanglement state.

In Chapter 6, I present my original scheme to create and detect non-local entanglement. As
a part of this scheme, I demonstrate the spatial splitting of two electrons confined in a moving
quantum dot into different spatially separated moving quantum dots. A complete set used to create
non-local entanglement can be directly applied to distribute entanglements between separated spin-
qubit sub-groups. These sub-groups can then be quantum-mechanically connected and mediated
by the entangled pair. This should address the scalability issue of the electron-spin qubit system.

1.3 Outline
Here, I provide an outline of this thesis. In Chapter 2, general background related to my work
is described. The platform of my experiments is the 2D electron system under the application of
strong SAWs. In the first section, a 2D electron system realized in a high electron mobility transistor
formed at the interface comprising GaAs/AlGaAs is explained. Then, SAW modes of GaAs devices
are described in the second section. The third section is devoted to explaining the technical details
used in SAW-driven electron experiments.

Beam splitting for SAW-driven single electrons is described in Chapter 3. I prepare two tunnel-
coupled quantum wires in which a SAW-driven electron is transported. A simplified two-level model
of beam splitting is described at first, followed by a more precise theoretical description. I simulate
coherent electron motion using numerically calculated electrical potential. Finally, the experimental
result is presented and compared with the numerical simulation result. The experiment result is
found consistent with the simulation. I use the simulation to identify the origin of experimentally
observed behavior of the measured current. I also find that the dephasing of the electron-wave
function is negligible and that fidelity of the state initialization is very low. This low initialization
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fidelity is the motivation of the experiment presented in Chapter 4.
In Chapter 4, the internal orbital state of the SAW-driven electron is measured. This is real-

ized by the measurement of potential dependent electron tunneling to a reservoir. I analyze the
experimentally observed current by employing a theoretically derived fitting function, finding that it
works well. From the fitting, the internal quantum state of an electron in a SAW potential minimum
is evaluated. Additionally, I discuss the case wherein the initial state is not a classically mixed
state, but is instead a superposition of orbital states. I also find this to be inconsistent with the
experimental result.

In Chapter 5, I show high-visibility tunneling oscillation observed when the barrier potential is
directly controlled by the center barrier gate. The origin of this high-visibility current oscillation
has not yet been well-understood, but it behaves as if the coherent tunneling of electrons, which
escape the confinement of the SAW-driven moving quantum dots, happens. If this is truly coherent
electron tunneling, it is the highest interference visibility observed in quantum-electron opticals.

In Chapter 6, electron-pair splitting is described. The electron pair is initially loaded into the
potential minimum of a SAW and is then split into different channels at the fork structure of the 1D
channel. This experiment is closely related to the realization of non-local entanglement, because
the two-electron ground state in a standard quantum dot is the spin singlet. I also present a device
design to demonstrate the creation and detection of a non-local entangled pair.
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Chapter 2

Background

In Section 2.1, the physics of low-dimensional electron systems are described. Understanding the
characteristics of GaAs devices are particularly important for understanding my work. Elaborate
devices are realized using GaAs-based semiconductors, which offer ideal platforms for the quantum
electron-optics experiment. Section 2.2 refers to SAWs generated on the surface of GaAs. The
method of generating a SAW and its properties are discussed. Electron transport driven by the SAW
is also described. Technical aspects of the experiments for SAW-driven electrons and related studies
are discussed in Section 2.3. The driving of electrons by SAWs and the influences of the SAW on
the experimental system are also discussed.

2.1 Devices made of GaAs and low-dimensional physics
Electrons in a material are always exposed to the material’s roughness. Materials are full of defects
and impurities, and symmetry is unintentionally broken. Numerous attempts have been made during
the history of semiconductors to realize clean electron systems. One remarkable achievement was
the invention of high electron-mobility transistors in the 1980s. In such transistors, the mean free
path can exceed 10 µm. This value far exceeds the typical size of modern semiconductor devices.
Research on ballistic electrons is thus made possible.

2.1.1 GaAs high-electron-mobility transistor as a 2D electron system
If the dimension of a system changes, the equations used to describe the system must be corrected
from those used for 3D systems. This leads to new physical phenomena. It is thus possible to prepare
low-dimensional 2D, 1D, and 0D systems of electrons or holes in solids. Varieties of materials have
been developed to investigate low-dimensional physics. For 2D systems, membrane-like materials
have recently been used (e.g., graphene and monolayer transition metal dichalcogenides). Epitaxially
grown semiconductor devices can also host 2D electrons by sandwiching a thin conductive layer
inside insulating layers. In these materials, electron motion is quantized in the growth direction.
When only the lowest energy mode is allowed, electron motion is restricted to 2D. Similarly,
nanowire materials have been used for studies of 1D physics, and self-assembled quantum dots have
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2.1. DEVICES MADE OF GAAS AND LOW-DIMENSIONAL PHYSICS

GaAs

GaAs

n-AlGaAs

AlGaAs

Metal electrode Energy

Z direction

Figure 2.1: Layer structure of GaAs/AlGaAs devices (left) and conduction-band energy bottom
perpendicular to surface (right). Blue (red) circle indicates electron accumulated at hetero junction
and metal electrode (dopant ionized at n-AlGaAs layer).

been used for 0D physics.
The dimensionality of electron (hole) systems can also be changed by confining the electrons

(holes) using the electrostatic potential induced by gate electrodes. By applying tuning voltages to
gate electrodes, it becomes possible to restrict electron motion to lower dimensions and to investigate
the physics of low-dimensional systems. For example, gate electrodes deposited onto a 2D system
can create such confinement potentials either from the top, bottom, or side. Among the variety
of 2D systems, the high electron mobility transistor (HEMT) formed at an interface of GaAs and
AlGaAs is particularly suitable for the study of electron transport, owing to its long mean-free path.
Devices of the highest quality are realized using this type of transistor.

The HEMT has a history greater than 30 years, and high mobility has been achieved after some
technical contrivance. A typical structure of the GaAs/AlGaAs HEMT is shown in Figure.2.1.
It utilizes a deep potential dip at the junction of the different semiconductors. This potential dip
emerges from the combination of the jump of the conduction-band bottom at the hetero-junction and
the electrical field caused by ionized dopants. First, AlGaAs has a larger band gap than does GaAs,
leading to the jump of the band at the interface. This band-gap mismatch depends on the fraction
of Al. In my experiments, I employed Al0.3Ga0.7As, which has a band gap of about 1.9 eV, whereas
the band gap of GaAs is about 1.5 eV. The jump of the conduction and valence band bottoms are
0.2 eV [44, 45]. Note that both the bottom of the conduction band and the top of the valence band
are at the Γ point, and the electron state in the conduction band is at the s-orbital, meaning that no
valley freedom is allowed for the electrons. This makes this system easy to understand.

An electric field is created using ionized Si dopants in an n-AlGaAs layer in our device. The
energy level of an electron trapped in a Si dopant is known as the DX center. It is placed at 0.12
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2.1. DEVICES MADE OF GAAS AND LOW-DIMENSIONAL PHYSICS

eV below the conduction-band bottom for Al0.3Ga0.7As [46]. This deep-dopant level is mediated
by the deformation of the lattice structure. Electrons trapped in the DX center can easily escape
from this level, because their energies are higher than the GaAs conduction at the band bottom.
Therefore, they are ionized. As a result, an electrical field is created along the growth direction
(z-direction). A deep potential dip is formed at the AlGaAs/GaAs interface, as shown in Figure.2.1.
If the potential dip is deeper than the Fermi energy, electrons accumulate at the interface with a
strong confinement potential. Typical energy splitting is at the order of 10–100 meV. In contrast,
the Fermi energy is tuned to be several-to-10 meV above the lowest mode in the z-direction, thus
keeping all electrons in the lowest mode of the confinement direction. The electrons trapped at the
hetero-junction are considered to be 2D electron system (2DES).

The role of the undoped AlGaAs layer placed between the GaAs substrate and the n-doped
AlGaAs in Figure.2.1 is to separate the 2DEG from the Si dopants and to reduce electron scattering.
The distribution of dopants and their unintentional occupation are uncontrollable. This induces
randomness to the electrostatic potential and reduces mobility. However, if the distance between
the 2DES and its dopants is large, the influence of the potential randomness is suppressed. The
surface the GaAs layer is then deposited to protect the AlGaAs layer from oxidization. There is
a jump of the potential energy at the junction between the metal and the semiconductor, known
as the Schottky junction. At the junction of different materials, the energy band is modified, and
polarization takes place, leading to the energy barrier shown in Figure.2.1. This energy barrier is
about 0.7 eV for the Ti/GaAs interface [47, 48]. This value is not changed much by the application
of a gate voltage. Ti is often used as a glue between the GaAs and another metal (e.g., Au).

2.1.2 1D and 0D structures
When gate electrodes are deposited on the surface of a substrate, the electrostatic potential of 2DES
is controlled by means of voltages applied to gate electrodes. Note that both GaAs and AlGaAs
are not conductive at low temperatures. Thus, current leakage from the surface gate to the 2DES is
small, typically 10−20A [49] for a mesoscopic structures. On the other hand, electrical contact to a
2DES is made by alloying a metal with a semiconductor. A metal electrode contacted to the 2DES
is called an Ohmic contact.

Figure.2.2 shows a typical gate design for a short 1D channel. This structure is called a quantum-
point contact (QPC). When we apply negative voltages to the gate electrodes, the region beneath
the gate is depleted. Electrons then flow through a narrow constriction between the gates. Eigen
energies along the confinement (transverse) direction are discretized. It appears as a quantization
of the conductance in units of 2e2

h [50] (see Figure.2.2(b)). When the gate voltage is tuned such that
the conductance is at the first plateau (2e2

h ), only one transmitting mode exists as the realization of
the 1D channel. When the conductance is on the second plateau, two transmitting channels exist.
The robustness of the plateaus depends on the smoothness of the potential. In our HEMT, because
the 2DES is about 100 nm below the surface, and the Fermi wavelength is 40–60 nm, the potential
profile defined by such a gate structure is always smooth. Electrons can thus adiabatically transport
through the QPC, and the transmission probability of a channel can reach 100%.

It is also possible to construct a structure in which an electron is confined from all directions.
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2.2. GENERATION OF A SAW-DRIVEN CURRENT

(a) (b)

Figure 2.2: (a) Quantum-point contact and electron transported through an opening of the electrical
potential. (b) Quantization of conductance cited from [50]

Such a structure is known as a quantum dot. Electron energy is discretized by the single particle
energy spacing and charging energy. In a GaAs-based lateral quantum dot, the charging energy
is larger than the single particle energy spacing. The electrochemical potential in a quantum
dot depends on the number of electrons trapped. Conversely, the number of electrons is tuned
electrostatically using gates. This quantum dot is used in my research as a source of integer-number
electrons. However, a SAW can induce a moving electrostatic potential, as describe in the next
section.

2.2 Generation of a SAW-driven current
A SAW is a mechanical wave that travels on the surface of a material. This mechanical wave mode
does not always interact with electrical modes. In the case of piezoelectric materials, however,
electrical modes strongly couple with mechanical modes. A sophisticated method of generating
a SAW was developed by R.M. White and F.W. Voltmer in the 1960 ’s. They adopted the IDT
(see Figure.2.3(a)), which is made of two metal electrodes having comb-like fingers placed facing
each other. By applying alternating-current (AC) voltages to the IDT, one can generate a SAW on
demand. After the adoption of IDTs, the technique for generating SAWs became more sophisticated,
owing to the commercial advantages of implanting SAW systems into electrical circuits. Although
the velocity of a SAW is much smaller than that of electrons, SAW devices have been successful in
minimizing device sizes and increasing the multi-functionality of circuits. SAW devices are used as
filters, oscillators, transformers, and sensors. Nowadays, they are also used for touch-panel systems.

In the context of physics, mechanical systems have recently attracted a great deal of attention. As
a counterpart to the photon, a quantized particle of a mechanical wave is known as a phonon. This has
become the target of various researches. A key component of such a mechanical system is the IDT,
because it allows easy generation of a SAW. In addition to the IDT, the SAW resonator consisting
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2.2. GENERATION OF A SAW-DRIVEN CURRENT
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Figure 2.3: (a)An IDT. (b) A SAW resonator.

of two SAW mirrors has been used to confine a phonon to a desired space (see Figure.2.3(b)).
Some researchers have employed them for a cavity quantum electrodynamics (QED) experiments
that embedded quantum dots [51] or a superconductor transmon qubits [52]. Researchers have also
succeeded in generating a number (Fock) state of a phonon in a SAW resonator [53].

In addition to the standing SAW in a resonator, traveling SAWs have also been utilized. In
1996, it was experimentally demonstrated that a high-power SAW could be used to transport single
electrons through a gate-defined 1D electron system (i.e., QPC) [54]. Because a single electron
is trapped in each SAW potential minimum, experimenting on single flying electrons becomes
possible. An important achievement in this field was the single-electron transport between distance
quantum dots using a SAW [38, 39]. This single-electron transfer scheme can potentially address
the scalability issue of semiconductor quantum-dot-based spin-qubit systems. It also offers a novel
platform for quantum-electron optics experimentation.

2.2.1 SAW generation
Generation of a SAW is schematically described in Figure.2.4. When a mutually reversed voltage is
applied to the IDT fingers, opposite charges are accumulated under them. The accumulated charge
generates an electrical field between the fingers, as indicated by the orange arrows in Figure.2.4.
Note that the same situation can be obtained, even when one of the combs is grounded. The equation
used to describe the piezoelectricity is written as

D = eS + ϵE (2.1)
T = cS − et E . (2.2)

Here, D, T , S, and E denote the electric flux, stress, strain, and electric field vectors, respectively, and
e, c, and ϵ denote piezoelectric constant, stiffness coefficient, and dielectric constant, respectively.
These fields and parameters are described using Voigt notation, a rule applied to replace the two-
coordinate system in a suffix of one integer based on symmetry. For example, xx is replaced with
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2.2. GENERATION OF A SAW-DRIVEN CURRENT

Equation of motion ρ∂
2ui
∂t2 =

∂Ti j
∂xj

Maxwell’s equations ∇ · D = 0
Strain-Displacement Si j =

1
2 (

∂ui
∂xj
+

∂u j

∂xi
) ∇ · B = 0

Piezoelectric equations Di = ei j k Sj k + ϵi j E j ∇ × E + ∂B
∂t = 0

Ti j = ci j klSkl − eki j Ek ∇ × H − ∂D
∂t = 0

Table 2.1: Summary of equations describing each field in piezo-electrical materials.

1, and yz is described with 4. The equation without Voigt notation is shown in Table.2.1). The
superscript, t, placed on e indicates a transposed matrix. Usually, it is assumed that no real charge
exists in a semiconductor. Therefore, the above fields must satisfy the following equation derived
from the Maxwell equation:

∇ · D = ∇ · eS + ∇ · ϵE = 0. (2.3)

A standard method used to find a solution to this kind of equation expands the field with a plane wave
while keeping the condition (2.3) at any place and time. This leads to a linear relationship between
the electrical field and the strain. Therefore, an electric field applied through the IDT placed on the
substrate can generate a SAW. The relationship between displacement (u) and electrical potential
(ϕ) is also linear, because these terms are derivatively related to S and E . Equations of the relation
between these fields are summarized in Table.2.1.

In a simplified model, IDT fingers are considered to be lines without width upon which voltages
are applied (see Figure Figure.2.4b). In this model, electrical potential ϕSAW(x0, t) at distance x0
from the IDT can be calculated as follows:

ϕSAW (x0, t) = cSAW

N∑
n=0

(−1)nV(t −
x0 +

Ln
2

vSAW
). (2.4)

Here, cSAW denotes the coupling coefficient between the IDT and the SAW, determined by solving
the above equations. N and L indicate the number and period, respectively, of the IDT fingers.
Note that eigenmodes of the electro-mechanical coupled system are modified from those of the zero
piezo-electric constant system. Although an almost-electrical mode has a velocity approximate to
that of light, an almost-mechanical mode has a velocity close to that of a mechanical wave. The
SAW is the almost-mechanical wave, and the almost-optical wave component is ignored. For a
sinusoidal SAW, V(t)=Ve−iωt and ϕSAW become

ϕSAW (x0, t) = cSAWVei{ ω
vSAW

(x0+
L
4 )−ωt}2i sin( ωL

4vSAW
)

N
2∑

n=0
ei ωLn

vSAW . (2.5)

For simplicity, N is assumed to be even. ϕSAW takes the maximum value for ω = ω0 =
2πVSAW

L .
For more precise calculations, the internal reflection of a SAW (between IDT fingers) and the

reflection to the IDT input line for the conversion from a SAW to an electrical wave must be
considered. It is also necessary to consider the position dependence of the charge accumulation
enhanced at the edge of the IDT. The center and the edge of the IDT have different capacitances and
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Figure 2.4: IDT when voltage is applied. (a) Description of the charge and electric-field distribution
in space. Orange arrow indicates the electrical field. (b) Left (right): Simplified distribution model
of electrical potential (charge) on the surface caused by IDT.

charge distributions, and each IDT finger is space-dependent. Taking all of these things into account
during the calculation is too cumbersome. Additionally, our current technology for IDT fabrication
is imprecise. There is a deviation of the IDT dimensions by an order of 10 nm from the design.
This deviation is not negligible for such a precise calculation, because we employ 250-nm-wide
IDT fingers.

We have assumed that a SAW propagates through a 1D path. In a 2D system, the diffraction
effect is important. Because the IDT is a 2D object, a wave generated at y = 0 (see notation in
Figure.2.3) and those at y , 0 take different paths. Waves from different parts of the IDT are added
at a certain distance from the IDT, similar to the light focused by a lens [55].

2.2.2 SAW in GaAs
Heretofore, we have discussed the general properties of SAW devices. Next, we discuss specific
features of a SAW in GaAs. GaAs belongs to the III–V semiconductor class and forms a zincblende
crystal. Owing to the absence of spatial inversion symmetry of the crystal, there is an internal
charge polarization and a surface charge that depends on the strain. The surface mechanical modes
are derived using the piezoelectric equation and the equation of motion under a stress-free boundary
condition at the surface [56] (Ti3(z = 0) = 0; see equations in Table.2.1). Roughly, surface waves
can be classified by their two wave modes. One is a normal surface acoustic wave (NSAW), which
has no attenuation along the propagation direction parallel to the surface. The other is a leaky SAW
(LSAW) or pseudo-SAW. This wave mode has a finite component of a bulk shear horizontal wave.
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This mode leads to attenuation along the propagating direction.
Calculation of the phase velocity and the piezoelectric coupling constant provides some specific

features of the SAW in GaAs. The piezoelectric coupling constant, K2 = 2δv0
v0

, indicates the
piezoelectricity. Here, v0 is the phase velocity of the SAW without piezoelectricity, and δv0
is the phase velocity correction for the piezoelectricity. The piezoelectric coupling constant is
equivalent to the ratio between the piezoelectric constant and the stiffness coefficient in the bulk
mode. Although the relationship is not kept in the surface mode, the piezoelectric coupling constant
is used to evaluate the strength of the piezoelectricity. In GaAs, the NSAW has a smaller maximum
piezoelectric coupling constant than does the LSAW (see Figure.2.5(b)). Thus, LSAW modes are
used in piezoelectric devices made of GaAs. The most commonly used crystal angle in GaAs for
piezoelectric devices is the [110] direction on the (001) surface. The wave mode is symmetric with
the rotation by π/2 around the axis perpendicular to the surface. It also has an inversion symmetry
on the (110) and (100) plane. This direction not only has a large piezoelectric coupling constant,
but it also surprisingly suffers from no attenuation, because coupling to the bulk modes is absent
for this specific angle (see Figure.2.5(c)). It is thus possible to consider the LSAW along the [110]
direction as a pure Rayleigh wave.

Another advantage of using this direction for SAW propagation is that the (110) plane is a
cleavage plane. IDT fabrication along the [110] direction is, therefore, easy. This direction is
also free from unwanted wave flow. The cusp structure in the group velocity on a (001) plane
of GaAs, as shown in Figure Figure.2.6, indicates that there are more than one allowed modes
along a direction inclined from the [100] direction. This structure originates from flows of different
wave-vector waves to the identical direction because of the bending of the slowness surface. This
is the reciprocal of the phase velocity. However, the [110] direction is free from this effect.

The piezoelectric constant of GaAs is not large ( 0.07%). For example, Li niobate and Li tantalate
have much larger piezoelectric constants. Quartz also has a larger piezoelectric constant [57]. These
are commercially used materials. However, GaAs can instead form a very clean 2D electron system
having a mobility of 106 cm2/V. This clean system is ideal for our electron-transport experiment
mentioned in the next section.

2.2.3 Formation of a moving quantum dot
A SAW generated by an IDT is a kind of electrical potential wave for electrons. For a weak
SAW, this wave provides slight modulation of the electrostatic potential to the 2DES. For example,
electrons acquire their momentum from the phonons constructing along the SAW. However, when
the SAW amplitude becomes large enough, the effect of a SAW is no longer described by such
perturbations. Moreover, when a SAW is combined with a depleted 1D channel, only SAW-driven
electrons contribute to the current. Electrons are trapped in the SAW potential minimum and
dragged by SAW if its electrical potential is higher than the kinetic energy of electrons. In such
a situation, quantization of the current is typically observed. Because the potential structure of a
SAW is similar to moving quantum dots (see Figure.2.7), strong charge repulsion between electrons
plays an important role. Electrons having excessive energies are thus expelled from the potential
minimum. The quantization of the number of electrons in each potential minimum, therefore,
occurs at the boundary between the electron reservoir and the depleted 1D channel. If all the SAW
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Figure 2.5: Characteristics of SAW cited from [58]. (a) Phase velocity, (b) piezoelectric coupling
constant, and (c) attenuation of leaky saw are plotted as a function of the wave-vector direction.

Figure 2.6: Slowness surface of phase velocity (left) and group velocity (right). Vertical direction
is [112] at GaAs (111) cut and [100] at (001) cut. The figure is cited from [59]
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Figure 2.7: Image of electron flow by SAW

Figure 2.8: Current quantization by the surface acoustic wave. Figure is taken from [54]

potential minima are identical (i.e., the SAW is periodic), then they convey the same number of
electrons. Therefore, the total number of electrons transported per time (current) is given as

I = ne f , (2.6)

where n is the number of electrons in each potential minimum, e is the elementary charge, and f is
the frequency of the SAW.

Experimentally, a 1D electron system is defined by the gate electrodes that allow the arbitrary
control of the channel width. By increasing the confinement potential by increasing the applied
negative gate voltages, the number of trapped electrons decreases one-by-one (see Figure.2.8).
Additionally, the current decreases by a unit of ef. Using n, it becomes possible to determine the
number of electrons used in the experiment.
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2.3 Techniques and summery of preceding studies on SAW-
driven electron

Historically, the electron transport driven by the SAW has mainly been studied in the field of
metrology. The current shows discrete steps in units of e f . This discovery was considered to be
a promising opportunity to define the current standard. Therefore, numerous attempts have been
made theoretically and experimentally to improve the accuracy of the measured current at its plateau.
Recently, however, studies on the current standard seem to have been taken over by the scheme of
gate-controlled electron-pumping processes [60]. Technologies developed for the current standard
are still useful in my study, however. In this section, some technical aspects of the related studies
are presented. My work is related to the motion of electrons driven by the electrical potential of
SAWs. Studies described in this section provide insight about the electron environment.

2.3.1 Process of current quantization
In my work, single electrons are first loaded from the reservoir to moving SAW potential minima.
This initialization process is a difficult one to access experimentally. Intuitive understanding is easy:
the excess electrons are ejected to the reservoir by the strong charging energy. However, it is difficult
to determine which quantum state is realized for an electron trapped in a SAW potential minimum.
Some people have considered this process completely quantum mechanical. However, they reached
this conclusion by including only two initial electrons [61], owing to the difficulty of calculation.
Others have tried to explain this process semi-classically [62]. Their research has only shown the
validity of the formation of the current plateau. A.M. Robinson and C.H.W. Barnes treated the same
problem completely classically [63]. They considered many electrons in a quantum dot as the initial
state and calculated their time evolution. Owing to the exchange of energy between electrons, some
electrons had higher energies than did the barrier potential, and they dropped from the quantum
dot. Because of this process, the final number of electrons was stabilized in their calculation.
The configuration of initial electron positions and the resulting SAW-quantized current are shown
in Figure.2.9(a) and (b). Additionally, the researchers evaluated the electron temperature for the
remaining electron in the quantum dot, as shown in Figure Figure.2.9(c). If the initial temperature is
0 K, electrons are heated up, because the area in which electrons can move increases as the number
of electrons in the quantum dot decreases. On the other hand, if the initial temperature is high,
electrons in the quantum dot are cooled. This is because the energy is extracted by the expelled
electrons. The electron temperature after this process becomes stable, regardless of the environment
temperature.

Current noise around the quantized current plateau was experimentally measured by A.M.
Robinson et al. [64, 65]. They observed larger noises than were theoretically expected from the
shot noise. They pointed out that this was caused by the switching of the impurity states. This
argument is reasonable, because many impurities exist in GaAs HEMT samples, because dopants
provide electrons. Even for un-doped devices, the density of impurities is still high, exceeding
1013cm−3 [66–68]. Evaluating the negative influence of the impurities remains a long-term issue. It
is also an inevitable issue for general semiconductor devices. In any case, it is necessary to take this
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(a) (b) (c)

Figure 2.9: Numerical simulation of SAW-driven electron transport. (a) Example of initial position
of electrons. (b) Current as a function of barrier potential averaged over 10,000 simulations at each
barrier height. (c) Electron temperature at each timing of electron transport. If initial temperature
is small (large) final temperature increases (decreases). Data are cited from [63].

influence into account, because it can corrupt the experimental vlidity. Note, however, that there is
a possibility of drastic improvement of device properties when using un-doped wafers. Recently,
the quantization of current was demonstrated using an un-doped GaAs device [69].

2.3.2 Heating and SAW reflection
A SAW emitted from the IDT also significantly modifies the environment. The first influence
includes the increase of temperature [70,71]. The microwave power required for the IDT is greater
than 10 dBm to find a robust quantized plateau of the current. This often exceeds the cooling power
of a cryostat, particularly for a dilution fridge. Therefore, an increase of the electron temperature
is inevitable. One solution to suppress the heating is to use pulse bursts. They shorten the time
duration of the SAW application, suppressing the heating while sacrificing the current. A typical
experimental result for the heating is shown in Figure.2.10(a). The electron temperature begins
to increase around -15 dBm without a pulse burst and 10 dBm with the pulse burst. In the
previous section, suppression of the electron temperature was described. However, heating by the
SAW mainly affected the phonon temperature. It can also dephase the electrons. Therefore, the
application of pulse bursts is technically important.

Usually only a SAW traveling directly from the IDT to and through a channel is considered.
However, a SAW initially traveling through the main structure of the sample possibly reflects back
from the edge or the metallic gates [72,73]. This reflected-SAW is weak compared with the original
wave. However, it can remain in the main structure for a relatively long time. Figure.2.10(b) shows
the decay of the remaining SAW as a function of time measured by changing the pulse burst period.
It observes the current flowing through the QPC structure when a SAW is applied. The SAW works
as a turnstile periodic opening of a conduction channel by periodically decreasing the potential
barrier rather than driving the force to cross the potential maxima. If the reflected SAW emitted
at the previous pulse burst is added to the directly injected SAW, the current is enhanced. In the
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(a) (b)

Figure 2.10: (a) Electron temperature measured with the quantum dot when a SAW is applied.
Electron temperature exponentially increases as the power of the SAW increases. The increase
of temperature is suppressed by inducing the pulse burst operation. Data are cited from [70] (b)
SAW-induced current as a result of interference with reflected wave measured using the Fourier
transform of the current patter as a function of the frequency of the SAW. A peak appears in the
Fourier component at the period of the pulse burst (25 µ) in the lower figure, where the n’s peaking
from the left originate from the interference of SAWs between n-times different pulse bursts. The
upper figure shows the accumulation of data for the first peaks when the pulse period is changed.
Both data show similar decaying patterns. Data are cited from [73].

experiment, pulse width is set to 0.5 µ, which is short enough to neglect the interference of the SAW
emitted at a single pulse burst. Exponential decay of the current was observed in an experiment
with a decay time of over 100 µs. The influence of the reflected SAW thus exists and is sometimes
used as an additional control parameter [74]. However, in most experiments, it deteriorates the
controllability of the electrons.

2.3.3 Detection of SAW amplitude
The amplitude of the SAW is an important parameter in experiments for SAW-driven electron
transport. To measure the amplitude, it is necessary to compare it with a reference whose energy
scale is known. Such an energy reference is defined using electrons trapped in a static quantum
dot. The energy spacing between different energy states in a single quantum dot is measured
using the Coulomb diamond [70, 75, 76]. Figure.2.11 shows an example measurement of the SAW
amplitude using a quantum dot formed by an unintended impurity potential. In the insets of
Figure.2.11(a) a cross section of the Coulomb diamond along the source-drain voltage is plotted
with a fixed-gate voltage. Differential conductance though the quantum dot is determined by the
relationship between its electrochemical potential (µ(n); n: number of electrons in the quantum dot)
and the electrochemical potential of the source (µs) and drain (µd) reservoirs. If the electrochemical
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potential of the n-th electron in the quantum dot is placed in the bias window defined by the source
and drain bias (µs > µ(n) > µd), the differential conductance increases. Otherwise, the current is
suppressed (i.e., Coulomb blockade). To achieve the maximum source-drain bias to lift the Coulomb
blockade, the following relation must be satisfied: µs = µ(n+ 1) = µ(n)+∆EC = µd +∆EC , where
∆EC is the additional energy. When the source-drain bias exceeds the addition energy, ∆EC , the
blockade is lifted, because either µ(n) or µ(n + 1) must be in the bias window. The left inset of
Figure.2.11(a) shows the measurement of the addition energy, ∆EC ≈ 0.3 meV. In Figure.2.11(b),
the source-drain bias is set to zero, but a SAW is applied. The derivative of the current by the radio-
frequency (RF) power applied to the IDT is plotted as a function of the gate voltage and power. The
current changes around the black curve, whereas it remains constant around the gray region. The
role of the SAW in this experiment is to oscillate the electrochemical potential of the electron in the
quantum dot by the amount of the electrical potential of the SAW (µ(n, t) = µ(n)+ASAW sin(2π fSAW t;
ASAW is the electrical potential amplitude of the SAW; fSAW is the frequency of the SAW). When
the electrochemical potential of the electron crosses the energy window or the Fermi energy of
the reservoirs, the current flows. The maximum amplitude of the SAW for the current suppression
satisfies the following relation: µ(n + 1) − ASAW = µs = µd = µ(n) + ASAW . From the relation,
µ(n + 1) − µ(n) = ∆EC , the intersection of two black curves indicated by the white double arrow
satisfies ∆EC = 2ASAW . Therefore, the applied RF power of about -12 dBm corresponds with the
SAW amplitude of 0.15 mV in this experiment. Using this evaluation method, modulation of the
chemical potential of the source and drain reservoirs can be neglected. This is because the electrical
potential of the SAW is screened in the region of high electron density. However, the assumption
of no modulation of the chemical potential of the reservoirs is not fully justified.
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(a) (b)

∆Ec/2

Figure 2.11: (a) Pinch-off curve of a quantum point contact where an unintended impurity quantum
dot is formed. Inset: bias voltage is swept at each gate voltage. If the chemical potential of the
quantum dot is within the energy window of the source-drain bias, the differential conductance
increases. In the left inset, a small differential conductance region appears over the bias of 0.3 mV
for the gate voltage of -1.145 V. (b) Derivative of the current by the RF power as a function of the
gate voltage and power applied to the IDT. Source-drain bias is almost zero in this measurement.
At the intersection of two curves at the gate voltage of -1.145 V, the two chemical potentials for the
n-th and (n+1)-th electron in the quantum dot (n is unknown) are aligned with the chemical potential
of reservoirs when the SAW-induced potential maximum and minimum arrive. This means that
the amplitude of the chemical potential oscillation at half of the 0.3 mV, which is measured in (a).
Therefore, the RF power at the intersection corresponds to the 0.15-mV SAW amplitude in this
experimental setup. Data are cited from [75].
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Chapter 3

Coherent beam splitter for electrons driven
by surface acoustic waves

A beam splitter is essential for realizing quantum electron optics at the single electron level. In
an optical system, optical beam splitters are used for varieties of experimental setups. Thus, if
we follow the optics experiments, a realization of the counterpart to the optical beam splitter for
electrons is necessary. It is desirable for a beam splitter to have the ability to split electrons into two
different stochastic directions. This splitting must also be a quantum-mechanical splitting. The wave
function of each electron must be split at the beam splitter. To realize this, a tunnel-coupled wire
device structure, as shown in Figure.3.1, was proposed [77,78]. This beam splitter has already been
demonstrated for DC bias-driven electrons [6,7]. However, it has not been demonstrated for a single
electron trapped in a moving SAW potential wave. Therefore, realization of a quantum-mechanical
or coherent beam splitter is necessary to pursue quantum electron optics and realize the flying qubit
of an electron trapped in the SAW potential. In this chapter, I present the experimental realization
of coherent beam splitting with numerical calculations. In Section 3.1, the time evolution of the
electron state is considered in a simple two-level model. Section 3.2 is devoted to the numerical
calculation of the realistic potential profile in a real space. Combining the potential calculation using
the finite element method (FEM) to solve the Laplace equation and time-dependent Schrödinger
equation for simulation of time evolution, I obtain the current expected to be observed for coherent
time evolution as a function of the gate voltage used to control electrical potential of conduction
channel. A complicated time-evolution process and a higher-lying excited state are also included in
the calculation. Finally, I present the experimental demonstration of the coherent beam splitter. I
also discuss the experimental setup and characteristics of the SAW-driven current for reference.

3.1 Two-level model
I first explain the tunnel-coupled wires as a coherent beam splitter for a single electron using a simple
idealized model. Here, the operation of the beam splitter is seen as a realistic device. The device
structure comprises two 1D channels that are tunnel-coupled in the center region (see Figure.3.1).
We explain the time evolution of the electron state in this structure using quantum mechanics.
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Figure 3.1: Electron-tunneling process in a tunnel-coupled wire.

Although the explanation here is still based on the simplified model, which only considers two
levels defined by the electron position in the upper or lower channel, the model provides an intuitive
understanding of what happens in this structure. We consider two cases. The first requires an
electron as a free wave corresponding to the situation of a preceding study by Yamamoto et al. [7].
The other requires an electron to be confined in the SAW potential and travel with it. Both situations
have similar outcomes, but the physical descriptions are different.

3.1.1 Free electron case
A free electron propagates through a 1D channel as a plane wave. The electron state is characterized

by e±ik f x with the wave number determined by
ℏ2k2

f

2m = E f − ϕ. Here, E f is the Fermi energy, and
ϕ is the on-site electrical potential. When two parallel wires are tunnel coupled, the eigenstate is
modified in the tunnel-coupled region. The eigenstate splits into two plane waves of different wave
numbers, causing the interference seen in the following.

Within the two-level model, a tunnel-coupled wire is described by the tunneling energy, τ, and
the difference of detuning energies, ϵ . The former denotes the strength of the tunnel coupling in the
tunneling region, and the latter denotes the electrical potential difference between the two wires.
The confinement potential term of the Hamiltonian is

Hτ =
ϵ

2
|↑⟩ ⟨↑| − τ |↑⟩ ⟨↓| − τ |↓⟩ ⟨↑| − ϵ

2
|↓⟩ ⟨↓| , (3.1)

where |↑⟩ and |↓⟩ indicate the presence of the electron in either of the two (upper or lower) channels.
The eigenenergy and the eigenstate of Hτ are E± = ±

√
ϵ2+4τ2

2 and |±⟩ = ϵ∓
√
ϵ2+4τ2

2A |↑⟩ + τ
A |↓⟩,

respectively. Here, A is the normalizing factor, A =
√
τ2 + { ϵ−

√
ϵ2+4τ2

2 }2. Note that E−, the lower
energy state, is the bonding state of the wave functions in the upper and lower channels. τ > 0 if
the phase of |↑⟩ and |↓⟩ are the same.

By including the kinetic term and the average of the on-site electrical potential, the Schrödinger
equation becomes

{− ℏ
2

2m
∂2

∂x2 + ϕ + Hτ}ψ(x) = E fψ(x), ψ(x) = ψ↑(x) |↑⟩ + ψ↓(x) |↓⟩ . (3.2)
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Figure 3.2: Probability of the position of electron in the upper channel after being transported
through the tunnel-coupled wire when the initial state is in the upper channel.

After diagonalization by the eigenstate of Ht , the equation becomes

{− ℏ
2

2m
∂2

∂x2 + ϕ ±
√
ϵ2 + 4τ2

2
}ψ±(x) = E fψ±(x). (3.3)

The solution of this equation for a right-moving wave isψ±(x) = eik±x |±⟩, where k± =

√
2m(E f −ϕ∓

√
ϵ2+4τ2

2 )
ℏ .

If the initial electron state is |↑⟩ and has an energy E f , the electron state at the exit of the tunnel-
coupled wire is

| f in⟩ = ⟨+| ↑⟩ eik+L |+⟩ + ⟨−| ↑⟩ eik−L |−⟩ . (3.4)
Here, L is the length of the tunnel-coupled region. If E f is much larger than the potential terms, ϵ

and ϕ, k± ≈
√

2m
ℏ {

√
E f − ϕ±

√
ϵ2+4τ2

4
√

E f −ϕ
}. k+− k− ≈

√
2m(ϵ2+4τ2)
2ℏ
√

E f −ϕ
= m

√
ϵ2+4τ2

ℏ2k f
=

√
ϵ2+4τ2

ℏvg
is the difference

of wave number between the two modes. vg is the group velocity of the traveling electron. By
substituting this approximation into (3.4), the probability of the final electron state (|↑⟩ or |↓⟩)
after transmitting through the tunnel-coupled wire is obtained as plotted in Figure.3.2. Oscillation
as a function of the tunneling energy appears to have nearly zero detuning energy. Note that in
(3.4), the reflection of the electron at the connection between the tunnel-coupled region and the
zero-tunneling-energy region is ignored.

3.1.2 Confined electron case
Next, we consider the case in which the electron is transported by the moving potential induced by
the SAW. The time-dependent Schrödinger equation is

{− ℏ
2

2m
∂2

∂x2 + ϕ(x − vt)}ψ(x, t) = iℏ
∂

∂t
ψ(x, t). (3.5)

Here, ϕ(x − vt) is the time-dependent potential, and the velocity, v, of the SAW potential wave is
assumed to be constant. The explicit form of ϕ(x − vt) is not considered here, but it should be large
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enough to confine and convey the electron. We define x′ as x′ = x − vt. Then, by substituting x′

into (3.5), the Schrödinger equation becomes

{− ℏ
2

2m
∂2

∂x′2
+ ϕ(x′)}ψ(x′, t) = iℏ{ ∂

∂t
− v

∂

∂x′
}ψ(x′, t). (3.6)

Note that the partial derivative by t in (3.6) is applied for the fixed x′, although x is fixed for
the partial derivative in (3.5). By simple calculation and considering the gauge transformation,
ψ(x′, t) = ei x

′mv
ℏ ψ′(x′, t), the time-dependent Schrödinger equation becomes time independent.

{− ℏ
2

2m
∂2

∂x′2
− mv2

2
+ ϕ(x′)}ψ′(x′, t) = iℏ

∂

∂t
ψ′(x′, t). (3.7)

In this equation, we find the steady state by finding the eigenenergy and the eigenstate. If En and
Ψn(x′) satisfy {− ℏ22m

∂2

∂x′2 + ϕ(x
′)}Ψn(x′) = EnΨn(x′) (n is index of eigen state), the solution of (3.5)

becomes
ψn(x, t) = ei(mvx

ℏ −mv2t
2ℏ )−i Entℏ Ψn(x − vt). (3.8)

From this equation, we can see that the first-phase term is predetermined by the velocity of the
SAW potential. This term does not change the phase difference between the electron states driven
by the SAW potential, but it changes the global phase. Thus, the electron state is only controlled
by the eigenenergy term. The calculation of an electron state after the transport thus becomes a
time-independent problem.

If the driven electron enters a tunnel-coupling region, the Hamiltonian is modified to include the
two propagation channels and the tunnel-coupling between them as (3.1). If only the ground state at
each channel were taken into account, the calculation of tunneling would be reduced to the eigenvalue
problem of the Hamiltonian. The equation that must be solved (the one following (3.7)) is now
{− ℏ22m

∂2

∂x′2 + ϕ(x
′) + Hτ}Ψ0(x′) |±⟩ = (E0 + E±)Ψ0(x′) |±⟩. Here, the wave function is decomposed

into the spatial distribution term and the pseudo-spin term that describes the occupation of either
channel. Using an eigenenergy of Hτ, the phase acquired through time evolution is calculated. The
state after the time evolution is initially |↑⟩, ignoring the global phase.

| f in⟩ = ⟨+| ↑⟩ e−i E+Tℏ |+⟩ + ⟨−| ↑⟩ e−i E−L
ℏ |−⟩ . (3.9)

T = L/v is the dwell time of the electron traveling from the entrance to the exit of the tunnel-coupled
wire. (E+−E−)T

ℏ =
√
ϵ2+4t2L
ℏv is the phase difference between the two eigenstates. The distinction of the

phase difference between the free electron and the SAW-driven transport originates only from the
difference of the velocity of electron transport. The oscillation pattern for the free electron shown
in Figure.3.2 is therefore common for SAW-driven electron except for the energy range.

3.1.3 Adiabatic and non-adiabatic transport
In the above two sections, the Hamiltonian describes only the tunnel-coupled region of tunnel-
coupled wires. In a real experimental setup, however, the connection from the zero and non-zero
tunneling energy regions is important. Therefore, the time dependence of the Hamiltonian is
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important for describing a more realistic time evolution of the electron state in the tunnel-coupled
wire. In this section, we investigate how the SAW-driven electronic state evolves over time by using
a time-dependent two-level Hamiltonian. For this purpose, the time evolution through the entire
tunnel-coupled wire is first seen from different aspects.

Figure.3.3(a) schematically shows a typical time and space dependency energy diagram of an
electron traveling through the tunnel-coupled wire. On the left side of the figure, the electron has
not yet reached the tunnel-coupled region, and its eigenstates are |↑⟩ and |↓⟩ in the two-level model.
Then, when the electron is injected into the tunnel-coupled region, the eigenstate becomes |−⟩ and
|+⟩. After traveling through tunnel-coupled region, the eigenstate becomes |↑⟩ and |↓⟩ again. The
time evolution of the state is described by two processes. The first is the state evolution at the
two connections between the zero and non-zero tunneling-energy region. The ratio of the electron
injection into the two eigenstates of the latter region depends on the time evolution process at these
connections. The second is the phase acquisition process at the tunnel-coupled region. Owing
to the energy difference between |−⟩ and |+⟩, these two states acquire different phases. The final
state of the electron is decided by this phase difference. This energy diagram resembles that of a
Mach–Zehnder interferometer, although the electron state is not separated in space but in energy.
The transmission of the electron traveling from the upper channel to the upper channel, T↑↑, is
described as follows:

T↑↑ = T1↑−T0−↑ + T1↑−T0−↑ + 2
√

T1↑+T0−↑T1↑−T0+↑ sin ϕ. (3.10)

Here, Tijk denotes the transmission from state k to state j at connection i. T0−↑+T0+↑ = T1↑−+T1↑+ = 1
is thus satisfied. ϕ is the phase difference acquired because of the energy difference between |−⟩ and
|+⟩. However, this includes the phase of the transmission and reflection coefficient. Full coherent
tunneling is observed only when T0−↑ = T0+↑ = T1↑− = T1↑+ = 0.5. If the transmission differs from
0.5, the ratio of the oscillation component in T↑↑ is suppressed.

The electron-state beam splitting at the connections depends not only on the detuning and
tunneling energies in the tunnel-coupled region, but it also depends on the time evolution process
at the two connections. For simplicity, we consider a simple model wherein the tunneling energy
increases linearly with time at connection 0 and evaluate T0+↑. The Hamiltonian of the system is

Hτ(t) =
ϵ

2
|↑⟩ ⟨↑| − τ(t) |↑⟩ ⟨↓| − τ(t) |↓⟩ ⟨↑| − ϵ

2
|↓⟩ ⟨↓| , (3.11)

where the tunneling energy, τ, is shown in Figure.3.3(b). Three parameters (i.e., maximum tunneling
energy τmax, time length in the connection ∆t, and detuning energy ϵ (a fixed constant during time
evolution)) determine the transmissions of T↑↑. Note that considering the pseudo-spin term in the
entire Hamiltonian is enough, because only this term determines the transmittances. Figure.3.3(c)
shows T0−↑ as a function of ∆t and ϵ at a fixed τmax. The larger ∆t corresponds to the slower
tunneling-energy variation, where the transmission is more likely to differ from 0.5. Note that a
new parameter set with ϵ′ = αϵ , τ′max = ατmax, and ∆t′ = ∆t

α produces the same figure.
T1↑− and T0−↑ are identical if the same parameters are used, although tunneling energy decreases

linearly from τmax to zero in Connection 1 (exit side). The reason is as follows. First, we observe
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the equations of these transmissions:

T0−↑ = ⟨↑| T̃ei
∫ ∆t
0 Hτ (t)dt

ℏ |−⟩ ⟨−| Te−i
∫ ∆t
0 Hτ (t)dt

ℏ |↑⟩ (3.12)

T1↑− = ⟨−| T̃ei
∫ ∆t
0 Hτ (∆t−t)dt

ℏ |↑⟩ ⟨↑| Te−i
∫ ∆t
0 Hτ (∆t−t)dt

ℏ |−⟩ = ⟨↑| T̃e−i
∫ ∆t
0 Hτ (t)dt

ℏ |−⟩ ⟨−| Tei
∫ ∆t
0 Hτ (t)dt

ℏ |↑⟩ .
(3.13)

Thus, T is a time-ordering operator, and T̃ is an inverse time-ordering operator. T̃ei
∫ ∆t
0 Hτ (∆t−t)dt

ℏ =

Tei
∫ ∆t
0 Hτ (t)dt

ℏ is used in (3.13). The eigenstate, Ψ0 (see the expression above (3.9)), can be considered
a real function, because it is in a 1D confined state. Reflecting this, Hτ is a real operator. Therefore,

(⟨−| Tei
∫ ∆t
0 Hτ (t)dt

ℏ |↑⟩)∗ = ⟨−| Te−i
∫ ∆t
0 Hτ (t)dt

ℏ |↑⟩ , (3.14)
where * indicates a complex conjugate. By using T∗

1↑− = T1↑−, T0−↑ = T1↑− for the inverse variation
of the tunneling-energy with time is obtained.

In Figure.3.3, the transmission is 0.5 at any ∆t if detuning is zero. However, in reality, detuning
cannot be kept constant. Detuning is possibly non-zero at least in some part of the connections.
For non-zero detuning, the transport velocity of an electron critically affects the transmission. The
connections have a certain length while not being clearly defined, owing to the potential slope at
that location (see the next section). In the case of the Fermi velocity, the time duration in which the
electron passes through the connection should be less than 1 ps. However, in the case of an electron
trapped by a SAW, the time duration should be several-10 ps. Therefore, transmission can be more
distinct from 0.5 at a non-zero detuning. From this perspective, it is possible that the coherent beam
splitter for the SAW-driven electron will not allow us to fully tune its transmission. The dependency
of transmission on ∆t is, simply put, caused by the adiabaticity of transport.

The description of this section is instructive. However, it is insufficient for evaluating the electron
transport in a real device. Therefore, in the next section, more detailed simulation is considered.

3.2 Time evolution of a SAW-driven electron in a realistic elec-
trical potential

The above two-level model does not include any concrete situation characterized by a real potential
structure, resulting a more complicated time evolution process and the existence of a higher excited
state in each channel. In this section, I present numerical calculations of the time evolution of the
electron state for a realistic electrical potential that accounts for all of the above factors. One of the
most important steps for this numerical calculation is the estimation of a realistic potential in the
device. For this purpose, I use the FEM calculation and solve the Laplace equation by assuming a
fixed electrical potential at the gate electrode and the 2DES. The FEM calculation is first explained
in this section. Then, the method of simulating the time evolution of the SAW-driven electron in
the electrical potential is explained. Finally, the result of numerical simulation is shown with some
gate-voltage configurations. The results presented in this section are useful to understanding the
experimental results shown in Section 3.3.
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Figure 3.3: (a) Schematic time- (x-axis) and space- (y-axis) dependent energy diagram of a two-
level model, in which the presence of an electron in either of the upper |↑⟩ or the lower |↓⟩ moving
quantum dot is used as the two bases. The eigenenergy of an electron evolves with time from left
to right. (b) Time-dependent tunneling energy used for calculation. (c) T0−↑ is calculated.
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3.2.1 Potential calculation
Obtaining the electrical potential constructed by gate electrodes is an important task. If we have an
accurate electrical potential, at least the single-electron-transport phenomena can be predicted. It
is also useful for device designs. Although precise electrical potential is desired, it is still difficult
to obtain. This difficulty is not generally caused by quantum-mechanical reasons. Our device
is developed with many contrivances to achieve high mobility. 2DES is formed by an electrical
field created by unoccupied dopants. There are also surface states or impurity states that trap
additional electrons in the surface of semiconductors. How electrons and dopants are distributed
is an important consideration that depends on the fabrication process and the existence of gate
electrodes. The cooling process in the fridges is also important. Usually, the occupations of these
states can be altered at room temperature. However, it is suppressed at lower temperatures.

Although such difficulty exists, most uncertain things do not play an important role in the
qualitative discussion. This is because the background potential is nearly unchanged, even after we
sweep the gate voltages. We also know that the potential defined by the gate voltage is dominant.
Therefore, only the calculation of the electrical potential induced by the gate electrode and 2DES
is worth doing. Moreover, the potential induced by the gate electrodes plays a leading role for
controlling the transport of electrons. For this purpose, FEM is useful as a well-established
technique for solving equations having boundary conditions. It is often used in the field of structural
mechanics. Nowadays, it used in many other fields, such as for the calculation of electrical potential.
Maxwell’s equation is the equation for an electrical field. In our experiment, when the background
charge is neglected, the Laplace equation can be used to simplify the problem.

Here, I explain FEM using a simple reference case shown in Figure.3.4(a). The electrical
potentials at the left and right sides of the structure are fixed to ϕ0 and ϕ3 = 0. The structure is
virtually divided into three sub-structures having different lengths. These are called“ elements”.
FEM terminology comes from the use of finite arbitrary-size element that is used for the calculation.
In this problem, we calculate the internal electrical potential. The equation that must be solved
is the Laplace equation, ∆2ϕ = 0. First, it is assumed that the potential in each element can be
described by using the potential at the vertex (edge in the 1D case) of the element. For simplicity,
the internal potential in the center element is described by

ϕ(x) = (x − x1)ϕ2 + (x2 − x)ϕ1
L2

. (3.15)

This equation corresponds to taking the average of ϕ1 and ϕ2 with the weight of distances from the
edges. ϕ(x) is illustrated in Figure.3.4(b). The necessary conditions for FEM are that the potential
and its derivative are continuous between neighboring elements. This requirement comes from the
integral of the Laplace equation. If charge accumulation exists, the derivative should jump between
neighboring elements. Thus, the equations become

ϕ2 − ϕ1
L2

=
ϕ1 − ϕ0

L1
, (3.16)

−ϕ2
L3
=
ϕ2 − ϕ1

L2
. (3.17)
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Figure 3.4: Example of FEM calculation.
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Figure 3.5: False scale image of FEM design. (a) Top view. (b) Side view.

This is done by using the continuity of the derivative to the connection between left and center
elements and between center and right elements. It is thus possible to determine all ϕi (i=1,2).
The internal potential can also be calculated by using (3.15). The boundary condition of the
fixed derivative of ϕ can also be used instead of ϕ. For more complicated problems having larger
dimensions, it is necessary to expand this concept based on the same idea. The potential of a
realistic device is calculated for 3D space.

The design of gate electrodes for the potential calculation is shown in Figure Figure.3.5. The
entire calculation space size is about 6,000 nm × 9,000 nm × 2 mm. I assume that the metallic
ground plate at the top and bottom of the calculation space 1-mm away from the 2DES, although
it does not play an important role. The zero-electrical-field boundary condition is adopted at the
side facets of the calculation space. Metal electrodes are put onto the surface of GaAs. Electrical
potentials at the electrodes are constant and define the boundary conditions. The voltages applied
to the gate electrodes determine the potential profile of the device. The dielectric constant of GaAs
is 13, and that of vacuum above GaAs is 1.

2DES is also included in the calculation. It is 125 nm below the surface of the GaAs. To
account for the influence of the 2DES, we first calculate its area when -1 V is applied for all gate
electrodes. This voltage is close to that applied in the experiment. The procedure is illustrated in
Figure.3.6. Initially the 2DES is treated as a zero-potential boundary. However, the area of the
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Flow of calculation of 2DES area

Calculate electrical potential with 
assumption of 2DES is fixed to 0V 

Calculate charge accumulation at 2DES 
and judge whether it exceed threshold

Assume the area not 2DES Remain 2DES

Yes No

Continue until saturation

1st loop

3rd loop

Figure 3.6: Flow of the calculation process of the 2DES area. Right two figures indicate the element
wherein the 2DES remains (depleted) with blue (red). Note that horizontal and vertical coordinates
represent the order of elements and not the real space size, because each element size is not the
same.

2DES is reduced by calculating the positive-charge accumulation (reduction of electrons) in the
2DES from the electrical field of the nearby element. I then compare it with the sheet density,
1.46×1011 cm−2, of the wafer used in experiment. If the accumulated charge density exceeds the
sheet density, the area is assumed to be depleted and is treated as a normal element of GaAs. After
repeating this potential calculation several times, I find the area of the remaining 2DES. In the right
side of Figure.3.6, interim results of the calculation are plotted. In our experimental setup, the
channels are always depleted. Indeed, around those voltage (-1 V for all gate electrodes), 2DES
is also found to be depleted in the calculation. 2DES only exists far from the channels. However,
2DES is important to the construction of a transport channel for the electrons. If there is no 2DES,
the electrical potential between the gate electrodes is simply given by their average, and the channels
are not constructed. If the voltage applied to the electrodes changes, the 2DES area also changes in
a real situation. However, we assume that the 2DES area is fixed in the latter calculation to suppress
the calculation time. I used the 2DES area calculated using the -1-V gate voltage. After the 2DEG
area is determined, the electrical potential maps defined by each gate electrodes are calculated. The
potential structure changes linearly with the gate voltage via this method. Therefore, the calculation
time is reduced.

Figure.3.7 shows an example of the result of the FEM potential calculation for Vc = −1 V, Vsf=-
1.2 V, Vsb=-1.3 V, Vsg1=-1.38 V, and Vsg2=-1.42 V (see Figure.3.5 for the gate electrode indices). I
am unsure whether the absolute potential value is appropriate, because there should be a background
potential source. However, at least the potential structure becomes that of a tunnel-coupled wire.
Note that the voltage used for potential calculation is not the same as those of the experiment (see
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Figure 3.7: Example of potential structure calculated with Vc=-1 V, Vsf=-1.2 V, Vsb=-1.3 V, Vsg1=-
1.38 V, and Vsg2=-1.42 V.

next section), because the center potential barrier is not well-formed at the smaller negative gate
voltage used in my experiment. Vc=-0.7 V in the experiment, whereas Vc=-1 V in the numerical
calculation. This may seem to be a big difference. However, it might be caused by my calculation
not including the potential modification caused by the presence of the gate electrode via the change
the dopant-charge distribution. Although this small discrepancy exists, the calculation is useful for
qualitative discussions on the electron transport in a tunnel-coupled wire.

I have not added the potential induced by the SAW, although it is important to the experiment.
It is, in principle, possible to calculate the SAW potential using the FEM. However, it is not easy
to implement the program. I simply assume that the SAW potential is a sinusoidal potential that
propagates at the velocity of 2.7 km/s, and I, therefore, neglect the interaction between the SAW
potential and the other structures. This assumption is justified by the fact that the interaction between
the SAW and the thin-gate electrodes is weak [79]. Moreover, the electrical potential at the center of
the channel is nearly independent of the existence of the gates [80]. The SAW potential amplitude
is assumed to be 20 mV. This value comes from experimental observations that used an unintended
impurity in the experimental device, adopting the technique mentioned in the last section of the
previous chapter.

Finally, I comment on the numerical calculation itself. Hexahedron-shaped elements of ap-
propriate sizes are used for reproducing the device structure. In the calculation, the PARDISO
solver package is used for solving the linear equation made from the large sparse matrix. The entire
program is written in FORTRAN, including the structural design.

3.2.2 Calculation of time-dependent Schrödinger equation
I use the calculation method proposed by N. Watanabe et al. [?] to simulate the time evolution of
single electrons. This subsection is thus devoted to explaining their method. The method allows us

33



3.2. TIME EVOLUTION OF A SAW-DRIVEN ELECTRON IN A REALISTIC ELECTRICAL
POTENTIAL

to calculate in a simply discretized space and time with optimized calculation orders. This makes
calculation time linear to the number of divisions in space. Thus, it is successful for completing
entire calculations, including those of relatively higher eigenmodes, which are often discarded
during calculation, in a finite time using a supercomputer. For example, I explain the calculation
method for a 1D system for simplicity, because 2D cases are too similar to the simple expansion of
the 1D case.

In a 1D case, the Hamiltonian is simply written as

H(x, t) = − ℏ
2

2m
∂2

∂2x
+ ϕ(x, t). (3.18)

The potential term is diagonalized by using the space base, whereas the kinetic term is not. The
kinetic term includes the derivative by space, which is treated as a hopping term to the neighboring
discrete space. These two terms are not commutable. It is thus difficult to find a good basis for
treating both potential and kinetic terms simultaneously. These terms are, therefore, calculated
separately. As a simple method, time evolution is calculated by

ψ(x, t + ∆t) = e−
iH(x,t+∆t2 )∆t

ℏ ψ(x, t). (3.19)

∆t is the time difference between the time steps of the calculation when using the finite difference
method. Kinetic and potential terms are separated by using Suzuki’s exponential product theory:

ψ(x, t + ∆t) ≈ e
iℏ∆t
4m

∂2
∂2x e

−iϕ(x,t+∆t2 ∆t)
ℏ e

iℏ∆t
4m

∂2
∂2xψ(x, t). (3.20)

I must calculate each exponential term step-by-step. First, I explain how the kinetic term is
calculated. This term is treated by the relation, ∂2

∂2xψ(x) =
∑

i
ψ(xi+1)−2ψ(xi)+ψ(xi−1)

∆x2 , in discrete space.
Here, xi = i∆x + x0 has an integer, i, and ∆x is the space difference between neighboring spaces.
When it is written in matrix form, the matrix is tridiagonal and Toeplitz, giving it the same matrix
elements along the diagonal direction. The eigenvalues and vectors are well known for these kinds of
matrices. Therefore, it is possible to perform exact diagonalization, although it is time consuming.
Instead, we use another approximation method to include everything up to the first order of the
exponential. As a starting point for calculating the kinetic term, I suppose that the other term is
already calculated. For example, ψ′ is known as follows. The modified equation from (3.20) is

e−
iℏ∆t
8m

∂2
∂2xψ(x, t + ∆t) = e

iℏ∆t
8m

∂2
∂2xψ′(x, t), (3.21)

ψ′(x, t) = e
−iϕ(x,t+∆t2 ∆t)

ℏ e
iℏ∆t
4m

∂2
∂2xψ(x, t). (3.22)

Then, (3.21) is approximated as

(1 − iℏ∆t
8m

∂2

∂2x
)ψ(x, t + ∆t) = (1 + iℏ∆t

8m
∂2

∂2x
)ψ′(x, t). (3.23)
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Here,
1+ iℏ∆t

8m
∂2
∂2x

1− iℏ∆t
8m

∂2
∂2x

is a unitary matrix. Thus, conservation of the probability is satisfied. This equation

is described in matrix form as

©«

A −1 0 0
−1 A −1 0 . . .
0 −1 A −1

... A −1
−1 A

ª®®®®®®¬
©«

ψ(x1, t + ∆t)
ψ(x2, t + ∆t)

...

ψ(xn, t + ∆t)

ª®®®®®®¬
=

©«

B 1 0 0
1 B 1 0 . . .
0 1 B 1

... B 1
1 B

ª®®®®®®¬
©«

ψ′(x1, t)
ψ′(x2, t)

...

ψ′(xn, t)

ª®®®®®®¬
. (3.24)

In this equation,

A ≡ −i
8m∆x2

ℏ∆t
+ 2, B ≡ −i

8m∆x2

ℏ∆t
− 2. (3.25)

Equation (3.24) is then reduced into lower–upper (LU) decomposition form as

©«

u−1
1 0 0
−1 u−1

2 0 . . .

0 −1 u−1
3

... 0
−1 u−1

n

ª®®®®®®¬
©«

1 −u1 0
0 1 −u2 . . .
0 0 1

... −un−1
1

ª®®®®®®¬
©«

ψ(x1, t + ∆t)
ψ(x2, t + ∆t)

...

ψ(xn, t + ∆t)

ª®®®®®®¬
=

©«

b(x1, t)
b(x2, t)

...

b(xn, t)

ª®®®®®®¬
, (3.26)

where

b(xi) ≡ ψ′(xi−1, t) + Bψ′(xi, t) + ψ′(xi+1, t) (3.27)

ui ≡
1

A − ui−1
, u0 ≡ 0, ψ′(x0, t) ≡ 0, ψ′(xn+1, t) ≡ 0. (3.28)

Calculation of (3.26) can be conducted by using the auxiliary vector, c.

©«

c(x1, t)
c(x2, t)

...

c(xn, t)

ª®®®®®®¬
=

©«

1 −u1 0
0 1 −u2 . . .
0 0 1

... −un−1
1

ª®®®®®®¬
©«

ψ(x1, t + ∆t)
ψ(x2, t + ∆t)

...

ψ(xn, t + ∆t)

ª®®®®®®¬
. (3.29)

Doing so, c is directly calculated from b using (3.26). The simultaneous equation is easily solved
in the order from top to bottom. Then, the elements of c are determined as

c(x1, t) = u1b(x1, t), c(xi, t) = ui(b(xi, t) + c(xi−1, t)). (3.30)

Finally,
ψ(xn, t + ∆t) = c(xn, t), ψ(xi, t + ∆t) = c(xi, t) + uiψ(xi+1, t + ∆t) (3.31)

is obtained by calculating (3.29) in the order from bottom to top.
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Calculation of the potential term is quite simple, because the description of the wave function
in the space base diagonalizes the term.

e
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©«
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2 )

ℏ 0
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ℏ . . .
...

e−i
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ℏ

ª®®®®®®®¬
. (3.32)

Repeating the calculation of the kinetic and potential terms at each step, the time evolution of a
single electron is achieved. Expansion to a 2D system is also possible. Although the derivative
by x and y is commutable (x and y are diagonal coordinates of space), it is easy to calculate both
terms separately by using the above-mentioned calculation technique. Therefore, calculation of the
kinetic term for the two directions is possible by properly inserting the operation, which arranges
the order of the space basis in the vector, ψ, as shown in Figure.3.8, depending on the direction the
kinetic term is to be calculated.

The above calculation program is implemented using FORTRAN. This is because FORTRAN
and C languages are faster for numerical calculations, compared with other programming languages.
A free standard-solver package (i.e., LAPACK) is distributed for the given languages. In the case
of my program, solving the eigenstate problem relies on this capability. It is thus necessary to
find out the initial electron-wave function. For more difficult problems, I rely on another solver
program. In the calculation of the potential using FEM, it is necessary to calculate a linear equation
with a sparse matrix for solving the relationships with neighboring elements. I used Intel ’s MKL
PARDISO for this purpose. These calculation packages are already installed in the supercomputer
at the University of Tokyo. I used the supercomputer for this research, and the following results of
Figure.3.7 were obtained by it. The supercomputer allows parallel calculations, and the calculation
for Figure Figure.3.10 finishes within 24 h.

3.2.3 Intuitive picture of gate-control tunneling
Next, the program of simulating the time evolution of the SAW-driven electron in its electrical
potential calculated by FEM is ready. Here, it is necessary to investigate how to tune the gate
voltage to observe the tunnel oscillation. As was already seen in Section 3.1.2, tunnel oscillation
is determined by the time duration in the tunnel-coupled region, the tunneling energy (τ), and the
detuning energy (ϵ). For the SAW-driven electron, the time duration depends only on the device
size and is therefore uncontrollable. Thus, the other two energy factors can be controlled via the
electrical potential generated by applying voltage on the gate electrodes. See Figure Figure.3.5.

In the design of the gate pattern shown in Figure.3.5, the most important gate is the center one,
Vc, and the two side gates, Vsg1 and Vsg2. For fixing the side-gate voltages, Vc directly controls the
center potential barrier and the tunneling energy, maintaining the detuning energy at a constant
level. On the other hand, for the fixed-center-gate voltage, Vsg1 and Vsg2 can be used to modify
the potential structure, as shown in Figure.3.9. This figure shows the potential cross section along
the y direction (see Figure.3.7). A new set of gate parameters is thus defined as Vgd = Vsg1 − Vsg2
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Figure 3.8: Constructing ψ in proper order for calculating the time evolution of an electron.
Calculating the kinetic term in x and y directions requires an arrangement of the order of elements
in ψ.

and Vgs =
Vsg1+Vsg2

2 . By controlling these gate parameters, the potential structure is assumed to be
modified. Vgd controls the detuning energy, and Vgs controls the tunneling energy. The latter is
done, because the center potential barrier becomes relatively small when increasing the potential
in both the upper and lower channels. Next, the probability of the output electron staying in the
same channel as the injection channel is calculated as a function of Vgd and Vgs. The probability can
experimentally be measured as the output current.

Vgd = Vsg1 –Vsg2 Vgs = Vsg1!Vsg2
"

⟩| ↑ ⟩| ↓

negative positive negative positive

Detuning energy Tunneling energy

Figure 3.9: How the two side gates Vsg1 and Vsg2 control the electrical potential.
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3.2.4 Result of calculation
The numerical calculation result in Figure.3.10 shows the probability that the electron propagating
through the tunnel-coupled wire ejects from the lower channel when the electron is injected from
that channel. The potential structures of the transport channels are calculated using FEM under the
assumptions described in the previous section. The electron is transported by the SAW potential,
which is assumed to comprise a 20-mV amplitude sinusoidal wave. The initial state of the electron
is assumed to be the ground state trapped in the SAW potential minimum. The device design is
basically the same as the one used in my experiment. However, the length of the tunnel-coupling
region is shortened to 500 nm to reduce calculation time. The gate voltages are set close to the values
used in the experiment (see next section), except for the center-gate voltage (Vc). In Figure.3.10(a),
we calculate for the case in which the gate voltages are Vc = −1 V,Vsf = −1.1 V and Vsb = −1.2 V.
Figure.3.10(b) shows the results at Vc = −1 V, Vsf = −1.1V, and Vsb = −1 V. In Figure.3.10(a), the
electron is fully trapped by the SAW potential. However, the electron is dropped off at the exit of
the tunneling region in Figure.3.10(b). Details are discussed later. These two figures present the
results that should be observed as a current in the experiment. To see the origin of these current
patterns, the electron state during the time evolution is investigated.

The time evolution at each marked gate-voltage point in Figure.3.10 is calculated in Figure.3.11(a)–
(c). The red (green) line indicates the ratio of the probability distribution of the electron in the upper
(lower) region, P↑ (P↓), as a function of the time spent from the initial state. Here, the electron is
assumed to be injected from the lower channel. Initially at time zero, the electron is in the lower
channel with a 100% probability. At time=100 ps, the electron enters the tunnel-coupled region.
The electron can hop to the other channel, causing the probability distribution to change in this
region. Then, at the exit of the tunnel-coupling region, the tunneling energy goes to zero, and the
final electron state is determined. At (a) and (c), the electron tunnels only once to the other channel.
At the dips in the probability distribution along the topmost dashed line (red region in Figure.3.10),
the tunnel oscillation number is only one. On the other hand, along the second topmost dashed
line, the electron tunnels three times, as shown in Figure.3.11(b). The increase of the number of
tunnelings with the decrease of Vgs is consistent with the picture shown in Figure.3.9.

Figure.3.11(d)–(f) show the accumulation of 24 datasets of the spatial probability distribution
at fixed time intervals of 15.4 ps. Over the 24 datasets, the SAW travels by 1 µm. The electron
trajectories at each marked gate voltage are presented as results. The electron is initially prepared
at the left lower side and conveyed by the SAW to the right. From these figures, it is possible to
identify the electron state that couples to the ground state of the injected electron. In Figure.3.11(d),
the trajectory of the electron in the upper channel is a single line. This indicates that the upper
channel state that couples to the ground state in the lower channel is the ground state. The resonance
state is the ground state in the upper channel along the leftmost dot-dashed line in Figure.3.10(a).
On the other hand, in Figure.3.11(e) and (f), the upper-channel trajectory splits into two lines. This
indicates that the electron state that resonates with the ground state of the lower channel is the first
excited state along the y direction in upper channel. This situation is common along the second
leftmost dot-dashed line. In summary from these observations, the oscillation pattern in Figure.3.10
appears because of the increasing tunneling energy along Vgs and the energy alignment between the
injected ground state and the higher-lying state in upper channel along Vgd. The oscillation structure
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Figure 3.10: Numerically calculated probability of electron staying in the lower channel through
the tunnel-coupled wire when the initial state is the ground state of the lower channel. The results
are shown as a function of Vgd = Vsg1 − Vsg2 and Vgs =

Vgs1+Vgs2
2 . (a) Typical result when electrons

are fully trapped by the SAW potential during the time evolution. Vc = −1 V,Vsf = −1.1 V and
Vsb = −1.2 V. (b) Typical result when a party of electrons drop off the SAW potential at the exit of
the tunnel-coupled region. Vc = −1V,Vsf = −1.1 V and Vsb = −1 V

along Vgs completely originates from the tunneling oscillation discussed for the two-level model.
Therefore, observation of the current oscillation along Vgs can be used as evidence of tunneling
oscillation, and it is observed in the experiment, which will be explained later.

Note that the potential confinement along x direction (by the SAW) and y direction (by the
gate electrodes) is almost independent. Therefore excitation along the x direction should also
be considered. However, in these marked-gate voltages used in Figure.3.11, the electron state is
the ground state along the x direction. The reason is that the injected ground-state electron and
the higher excited state along the x direction in upper channel have smaller tunneling energies
between them, because they are orthogonal wave functions. Excited states along the x direction
appear at the more negative Vgs in Figure.3.10, as indicated with the yellow arrow where tunneling
energy is higher. A snapshot of the spatial probability distribution in the tunnel-coupled region at
the crescent-mark gate voltage in Figure.3.10(a) is plotted in Figure.3.12. The spatial probability
distribution in the upper channel has one node along the x direction, indicating that the electron
state is in resonance with the ground state in the lower channel and is the first excited state along
the x direction in the upper channel.

The difference of gate voltages in Figure.3.10(a) and (b) is small, but the transport is greatly
influenced. The electron is dropped from the moving potential by the SAW in (b). Figure.3.13 shows
the time evolution of the electron with the gate voltages at the triangle mark in Figure.3.10(b). Until
it reaches the center tunnel-coupling region, the electron is trapped by the SAW, and the observed
trajectory is similar to that in Figure.3.11. However, at the exit of the tunnel-coupling region, the
electron drops, because the electrical potential decreases more than does the confinement potential
(see the contour plot of electrical potential in Figure.3.13(b)). The electron travels forward at a
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Figure 3.11: Calculated temporal and spatial distributions of an electron in the tunnel-coupled wire
for each marked point in Figure.3.10a. (a)–(c) Probability of finding an electron in the lower channel,
P↓ in green and upper channel, and P↑ in red, respectively at each time instance. (d)–(f) Cumulative
spatial probability distribution of those obtained at time intervals of 15.4 ps with contour plots of
the potential profile.
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Figure 3.12: Example of the spatial probability distribution. The ground state in the lower channel
is coupled with the first excited state along the x direction in the upper channel.
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Figure 3.13: Temporal and spatial distribution of electron at the potential configuration where the
electron is dropped from the SAW potential.

much faster speed than in the SAW after it drops, because the intensity of the probability becomes
weak. A remarkable observation in this case is the more distinct current oscillation pattern, which is
related to the adiabaticity/non-adiabaticity of the state evolution. If the electron is always confined
by the SAW potential, its velocity is slow. Thus, the time evolution can be adiabatic, suppressing
the current oscillation. However, if the electron drops, the state evolution can be considered non-
adiabatic, and the current pattern becomes clearer. This situation coincides with the naive model
considered in Subsection 3.1.3.

Figure.3.14 shows the result for the same parameters as those shown in Figure.3.10(a) but over
a wider gate-voltage range. The initial state is the ground state in the left figure, but the first excited
state for the transverse (y) direction is in the right figure. In the left figure, signal only appears at
zero or positive Vgd. This is because no state in the upper channel can couple with the ground state
in the lower channel for the negative Vgd. In the right figure, on the other hand, the signal appears,
even for a slightly negative Vgd. This occurs when the initial state includes an excited state. It is,
of course, difficult to make a precisely symmetric structure or to find out the actual zero detuning
voltage. However, the knowledge of what will happen as a general tendency when the excited state
is included in the initial state is helpful for understanding the experimental result.

In summary, we understand from the numerical simulation what should be observed in the real
experiment. The current pattern obtained from simulation is different from the result obtained by a
simple two-level model. It is thus necessary to consider higher excited states. The current pattern
shown in Figure.3.2 does not appear as it is, because the efficiency of the gate voltage is different
between the tunneling and detuning energies. Thus, it appears to be squeezed in the horizontal
direction. If the pattern in Figure.3.10 is observed, it becomes possible to see that the demonstration
of coherent tunnel oscillation is accomplished. In the next section, experimental observation of the
tunnel oscillation is described.

3.3 Experimental result
The results obtained above are all theoretical. In this section, I explain the observation of the tunnel
oscillation in a real experiment. In the first subsection, detail of the experimental setup and device
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Figure 3.14: Larger gate voltage-area scan when the other gate voltages are the same as those in
Figure.3.10(a). The initial state is the ground state (first excited state along y) in the left (right) of
the figure.

is explained. In the second subsection, experimental results of the electron transport are described.
An important concept for the SAW-driven current was already explained in the last section of the
previous chapter. However, another unfamiliar feature is also observed. Such an observation implies
that there is also unexpected ambiguity for understanding the SAW experiment. Then, the main
tunnel oscillation result is explained.

3.3.1 Experimental device and setup
The device used is shown in Figure.3.15. On the right side, the main device structure is displayed.
This picture was taken with a scanning electron microscope (SEM). Metal electrodes at the surface
appear bright. The 2DES is formed below the surface, and the electrodes made of Au/Ti allows us to
form 1D channels in the 2DES by applying voltage to them. The high electrical potential underneath
them restrict the electron motion in the space between the gate electrodes. Two 1D channels (upper
and lower) are formed by tuning the gate voltages. Both channels are connected to the 2D reservoirs
and the Ohmic contacts represented by a white cross mark in the square frame. The Ohmic contact
is a conductive structure wherein the 2DES is connected to the outer electric circuit. The upper
and lower channels are connected at two tunnel-coupling regions. The whole device structure is
designed to form a Mach–Zehnder interferometer. Additionally, the IDT is placed at the left to
generate the SAW. The IDT is apart from the main structure by over 1 mm to suppress disturbances
caused by direct electrical magnetic radiation emitted from the IDT. The IDT is made of the Au/Ti
metal, just as the gate electrodes. The period of one finger is 1 µm for generating the SAW with a
1-µm wavelength. The number of IDT fingers for each side of the comb is 100. One side of the
IDT comb is grounded.

The device is put into a Heliox VL, manufactured by Oxford Instruments. It is an He-3 cryostat.
The device is cooled down to 260 mK nominally. In a realistic situation, microwaves that generate
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Figure 3.15: Whole-device structure. IDT is placed at the right 1.3-mm away from the main
structure to the left. The main structure is made of two tunnel-coupling regions encircled by green
frames. The entire structure is designed to form a Mach–Zehnder interferometer.

the SAW produces heat, and the operating temperature is 300 mK at its lowest. Note that the
temperature is measured using a thermometer mounted on the Heliox. It is put far from the sample,
because heating occurs locally at the IDT. Therefore, it is possible that the real device temperature
is higher. In a later section, I show that the temperature is less effective on the experimental result.

The measurement circuit, device, and equipment configuration is shown in Figure.3.16. Only
the main device and a low-pass filter is placed in the cryostat. The other equipment is operated at
room temperature. The gate electrode and the left-side Ohmic contact are connected to a DC voltage
source. The right-side Ohmic contacts are connected to the current/voltage (I/V)-converting current
amplifier and voltage meter. As a voltage meter, a digitizer is used for future noise measurement.
In this case, it was only used for DC measurement. One side of the IDT comb is connected to an
RF generator. The other comb is grounded. A divider is placed midway to the Ohmic contact to
improve accuracy and resolution of the voltage applied. Low-pass filters are inserted in line to the
gate electrodes to protect the sample from sudden electrical shocks and to filter the high-frequency
noise. The cut-off frequency is 150 kHz.

3.3.2 Quantization of current by SAW
The SAW becomes more effective after the channel is depleted. This is because the 2DES screens
the electrical potential induced by the SAW. Following the pinch-off, the transport of the electron is
driven by the SAW. However, quantization of the charge in each SAW potential minimum and that of
the current are not realized only by simply applying the SAW. It requires careful tuning of the gate
voltage, power, and frequency of the microwave. This is because the potential structure around the
boundary between the 2DES and the 1D channel is critical for quantization of the current. Electrons
that are carried must be strongly confined by the SAW potential, but excess electrons must escape
to the reservoir at the same time.

Figure.3.17 shows quantization of the current observed by applying a SAW as a function of the
gate voltage applied to the blue gate, Ve, as seen in Figure.3.15. In this situation, electron transport
occurs in the lower channel defined by the center and lower-blue gates. A color change indicates
a change to the microwave power of the RF generator from 6 to 11 dBm (green to red). When the
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Figure 3.16: Connection between the sample and measurement equipment. Measured device is put
in the cryostat to cool down to 0.3 K.

higher power of a SAW is input, a current plateau appears. This indicates that an integer number
of electrons trapped in each SAW potential minimum is transported. The current value is displayed
as a unit of ef/40 ≈ 10.8 pA. The number 40 is the duty cycle of the pulse-burst operation needed
to suppress heating via the high-power SAW. Usually, the heating effect is not negligible above -10
dBm power in the continuous wave application. In the coherent beam-splitting experiment, the
electron number transported in at SAW potential minimum is adjusted to one. Before describing
the experiment of coherent beam splitting, more detail experiment on the quantization of current is
explained next.

Figure.3.18(a) shows the differential current by the gate voltage, dI
dVe

, as a function of the power
and gate voltage. The white area denotes the region in which the current changes abruptly. The
black area appearing between the white lines indicates the current plateaus. The vertical white
line indicates the formation of the current plateau. However, a slanting white line also appears,
whose origin is not yet understood. This slanted structure often appears, although there is no
explicit structure that might deform the current pattern in the device. This line might be related
to the potential roughness of the channel, such as an impurity potential. However, other origins
might exist, because the SAW-current formation process is not well studied. A good calculation
of the formation of quantized current must include the time evolution of many electrons. To my
knowledge, theories always have treated this phenomenon with a strong assumption, such as a very
small number of electrons being trapped in their initial states [61], a classical treatment [63], or a
semi-classical treatment [62, 81]

Figure.3.18(b) shows the differential current similar to Figure.3.18(a), but with the gate voltage
and frequency of the microwave. The pulse width of the SAW is 50 µs. Note that the plateau
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Figure 3.17: SAW-driven current in a unit of e f -times duty cycle. Power of SAW is changed from
6 (green) to 11 dBm (red).

structures appearing at the frequency differing from that of the large SAW-driven current is observed
at a more positive Ve. The current is not shown, but the current is large at the white region in the
figure. The large SAW-driven current appears around 2,668 and 2,670 MHz. However, the current
plateau appears around 2,669–2,669.5 MHz. This observation is not yet understood, but, technically,
it will be important to find a better condition to generate the quantized current.

Figure.3.19(a) shows the SAW-driven current as a function of the frequency of the SAW with
the pulse width for the duty cycle as a parameter. The pulse width is controlled from 0.1 to 2
µs, keeping the duty cycle to 40 by simultaneously modifying the pulse period from 4 to 80 µs.
When the pulse width is smaller than 0.5 µs, the current appears only around 2,729 MHz. Note
that the sample used for the measurement in Figure.3.19 is different from the sample used for
Figure.3.18. However, by increasing the pulse width to exceed 0.5 µs, another structure appears.
Usually structural modifications emerge from the interference of the SAW. In a preceding study,
M.R. Astley et al. argued that this as caused by the interference of the reflected SAW [72]. In
my data, the frequency difference of the peaks is roughly 2 MHz. This corresponds to a 0.5-µs
difference. Therefore, it is the interference of SAWs emitted in the same pulse burst. The length
scale of 0.5 µs is about 1.3 mm converted by the velocity of the SAW. However, there is no probable
structure that can reflect the SAW. The origin is therefore not yet understood. However, it is still
important to recognize that the transportation of electrons suffers from unintended effects if a long-
pulse SAW is used. Unfortunately, the unintended effect is difficult to remove by using a short pulse
width, because the IDT has a rise time of 0.1 µs because of the 100 IDT fingers. The quality of
data is worse at the ratio between the rise time and the pulse width. The many fingers are needed to
apply a SAW of large amplitude.

Figure.3.19(b) and (c) show the derivative of the current by the gate voltage as a function of the
pulse width and the gate voltage. Figure.3.19(b) (Figure.3.19(c)) show 2,728.6 MHz (2,729 MHz),
where interference enhances (suppresses) the current. When the pulse width is increased, a jump in
the plateau position is observed in Figure.3.19(c). The jump appears near the 1-µs pulse width. It is
of the same order as the interference time scale mentioned above. These two data reinforce the idea
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Figure 3.18: Characteristics of dI
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as a function of Ve, power, and frequency of the RF applied to
the IDT .

that some unintended reflected SAW exists in the sample. The current plateau structure, however,
does not change for pulse widths longer than 2 µs, where the interference effect is saturated. Even
if a reflection SAW exist, the electron transport by the SAW and the current plateau remains stable.

3.3.3 Current oscillation in a tunnel-coupled wire
Figure.3.20 shows a magnified SEM image around the left tunnel-coupled wire in Figure.3.15. The
terminology of the gate indices are the same as those shown in Figure.3.5. Single electrons are
injected from the left into the lower channel and transported to the right direction by the SAW.
Important gates for describing the tunnel oscillation are Vc, Vsg1, and Vsg2. These gates control the
tunneling and detuning energies. Vsf is used to form a 1D channel connected to the tunnel-coupled
region. Vsb is used to form a channel to the output contact.

In the experiment, Vsg1 and Vsg2 are used as variables. Here, two sweep directions are defined
following the argument presented in the previous section. Vgd = Vgs1 − Vgs2 and Vgs =

Vgs1+Vgs2
2 . Vgd

are used to tune the detuning energy between the channels, and Vgs is used to tune the tunneling
energy. The other gate voltages are fixed. One might think that Vc is useful for direct control of the
tunneling energy and to keep the detuning. However, changes of Vc alter the entire potential structure
of the sample. Therefore, Vc is fixed in most of the measurements. The right tunnel-coupled region
has a slightly different geometry than does the left one. There is no explicit difference in the role
of gate electrodes, but the gate correspond to Vsb does not exist in the right tunnel-coupled wire.
In the following, although there are two tunnel coupling regions in the device, only one is adjusted
to have an appropriate tunnel coupling. The other gate voltages are tuned such that the upper and
lower channels are isolated in the rest of the device.

Figure.3.21 left (right) shows the output current of the upper (lower) channel for the SAW-driven
electrons traveling through the right tunnel-coupled region. The current is shown as a function of
Vgd with Vgs as a parameter from -1.3 to -1.5 V. For the more negative Vgd, the electrical potential in
the upper channel is higher. Therefore, most electrons eject to the lower channel, and I2 becomes
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Figure 3.19: (a) Current induced by the SAW as a parameter of pulse width of the duty cycle from
0.1 µs (red) to 2 µs (purple). An interference signal appears having a longer pulse width than about
0.7 µs. (b)–(c) show the dI

dVe
at frequencies of 2,728.6 and 2,729 MHz.
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Figure 3.20: Expanded SEM image of the left tunnel-coupled region of Figure Figure.3.15

larger. By making Vgd more positive, I1 (I2) gradually increases (decreases). Finally, most electrons
eject to the upper channel. The current is expressed with units of e f

40 . Ideally, the total current Itot=
I1+I2 should be equal to e f

40 . However, experimentally, it is about 0.8e f
40 . This is because quantization

of the current is not perfect for a long 1D channel. A portion of electrons are scattered back to the
entrance reservoir from the moving SAW potential minima. Although this current value is smaller
than expected, the plateau structure remains. This indicates that the number of electrons trapped in
each SAW potential minimum is less than one.

The rough current structure is similar to that observed in a preceding study [82] in which the
direction of a classical SAW-driven current was controlled. However, a difference from the classical
transport was also observed in these plots. A small ripple-like structure appeared around the slope
of the current. To extract this signal structure, the analytically smoothed current was subtracted from
the raw data, ∆I2 = I2 − Ī2. Ī2 was an analytically smooth I2 along the Vgd direction. Figure.3.22
shows the intensity plot of ∆I2 after subtraction from the data shown in the right of Figure.3.21.
The red region corresponds to the dips in Figure.3.21. Periodic appearances of peaks and dips are
observed along the two directions. One is along the Vgs, and the other is along an inclined direction
in the Vgd - Vgs plane. Although the oscillation amplitude and some fine structures are different,
the current observed structure agrees well with the numerical calculation shown in Figure.3.10.
Therefore, we can conclude that the ripple structure originates from the coherent tunneling of
SAW-driven electrons.

To further confirm the scenario, the number of electrons at each SAW potential minimum is
injected into the tunnel-coupled wire, controlled by tuning the entrance side gate in Figure.3.15.
Figure.3.23(a) shows how the oscillation pattern changes as the total current increases. In this
measurement, the left-side tunnel-coupling region is used, and electrons are injected from the upper
channel. The color scale shows a normalized oscillation component defined as ∆I1/Itot. Provided
this oscillation component does not depend on the number of electrons in the potential minimum,
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Figure 3.21: Left (right): raw data of the current traveling through the right tunnel-coupled region
ejected to the upper (lower) output contact. The other nearby gate voltages are set to Vc = −0.7 V
and Vsf = −1.3 V.
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Figure 3.23: (a) Oscillation patterns for different numbers of injected electrons in each SAW
potential minimum. The oscillation component divided by the total current is displayed. (b) and (c)
Standard deviation of the oscillation component as a function of the normalized current, I1/Itot, and
total the current, Itot, respectively. The datasets obtained for different Itot are shown with different
colors.

the oscillation pattern should be identical. However, the oscillation signal disappears with the
increasing total current. This implies that the time evolution of electrons is completely different
when more than one electron is trapped in the SAW potential.

In this experiment, the gate voltages are tuned such that the smoothed current (Ii, i=1,2) is
constant along the horizontal direction of Figure.3.23(a). Figure.3.23(b) and (c) show the standard
deviation of the oscillation component (σI1), evaluated by calculating the root mean-square of
∆I1/Itot along the horizontal direction of Figure.3.23(a). The standard deviation is shown as a
function of the normalized current, I1/Itot and Itot, in Figure.3.23(b) and (c), respectively. The
colors of the data points in these figures indicate Itot. Red, green, cyan, and purple points belong
to groups having Itot of 1,1.4,2, and 2.7 ef/40, respectively, as shown in Figure.3.23(c). They are
derived from the dataset shown in Figure.3.23(a). The blue points are derived from another dataset.
In Figure.3.23(c), the deviation is large only when electrons are transported as singles. For example,
for Itot = 1.4 ef, 40% of the SAW potential minima trap two electrons, and 60% trap single electrons.
σI1 decreases as Itot increases. In Figure.3.23(b), σI1 shows a clear dependence on I1/Itot. For the
smaller I1/Itot, the lower energy states in the upper channel plays a key role for tunneling oscillation.
The peak of σI1 at small I1/Itot appears because of the energy distribution of injected electrons.

As mentioned earlier, the amplitude of the oscillation component is smaller than that obtained
from the numerical calculation. The amplitude of the normalized oscillation in the numerical
calculation is close to one (see Figure.3.10). Thus, in the ideal case, the oscillation component of
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Figure 3.24: Temperature dependence of the tunnel oscillation. (a) ∆I1/Itot measured at 0.3 and 7
K. The left tunnel-coupled region is used, and electrons are injected from the upper channel. (b)
The cross section along Vgs = −1.08 V. Vc=-0.7 V, Vsf=-1.2 V, and Vsb=-1.3 V.

the current should be 0.4 e f
40 (half of the total current) in this experiment. However, it is about 0.02 e f

40
in Figure.3.21. The small amplitude is usually attributable to the low fidelity of the initialization,
manipulation, or readout. Dephasing provides a common origin of low fidelity. The only dephasing
source that possibly influences the system is the phonon. The other dephasing source (e.g., coupling
to the reservoirs and gate electrodes) is negligible [83,84]. The phonon-dephasing rate depends on
temperature. However, experimental results presented in Figure.3.24, where the current oscillation
components measured at 0.3 and 7 K are compared, shows that the current oscillation does not
depend on temperature. Figure.3.24(a) shows a cross section at Vgs = −1.08 V from Figure.3.24(b).
An electron is injected from the upper channel in this experiment. The total current is slightly
smaller at 7 K by 0.3 K. No visible difference in temperature is observed, which allows us to
conclude that there is no influence from dephasing. The time duration of electron transporting
through the tunnel-coupled wire is on the order of 100 ps. This value is close to the theoretical
border where phonon dephasing becomes dominant for a static quantum dot [85]. Our experimental
finding shows robustness of the SAW-driven electrons against dephasing, even at high temperatures.
Then, we must ask,“ what is the origin of low oscillation visibility (ratio of the oscillating current
to the total current)?”The most likely answer is that the initial state is mixed with higher excited
states. Excited states have different oscillation periods from those of the ground state. This reduces
visibility and is an important problem to be solved for the future development of SAW-driven
quantum electron optics.

In the numerical calculation section, I mentioned the possibility that the electron drops from
the potential minimum and travels forward and that the oscillation pattern becomes clearer (see
Figure.3.10). Figure.3.25 shows the current oscillation data having Vsb as a parameter. The left
tunnel-coupled region is used for measurement, and single electrons are injected from the upper
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Figure 3.25: Current oscillation signal observed for the left tunnel-coupled region. Vsb is modified
to control the potential at the exit of the coupled region.

channel. The color plot shows the normalized oscillation component. When the patterns of different
Vsb are compared, we find that the visibility of the oscillation component depends on Vsb. For more
positive Vsb, we see a clear signal of the coherent oscillation, but it becomes invisible for more
negative Vsb. This observation is consistent with the numerical calculation shown in Figure.3.10,
where a clearer oscillation pattern is observed when electrons drop from the SAW confinement.

In the experiment, the total current, Itot, is not adjusted and decreases from ef/40 to 0.2 ef/40 at
Vsb = −0.3 V and Vsb = −1.1 V, respectively. At Vgs.=-1.15 V. Note that Itot also depends on Vgs.
Itot is 0.4 ef/40 at Vgs = −1.05 V and is zero at Vgs = −1.25 V for Vsb = −1.1 V. The reduction of
the total current lowers the signal-to-noise ratio.

In conclusion, I have demonstrated a coherent beam splitter for SAW-driven electrons, which is
desired for quantum electron optics. I performed both numerical and experimental demonstrations
and observed the current oscillation pattern originating from the coherent tunneling oscillation. The
amplitude of oscillation as not high enough to use for quantum electron optics in a single-electron
unit, because the initial state at the entrance of the tunnel coupling region is probably not in the
ground state. Nevertheless, this is the first demonstration of coherent beam splitting and is an
important step toward realizing a solid-state flying qubit.
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Chapter 4

Electron levels in a moving quantum dot

In the tunnel oscillation experiment of an electron trapped by the SAW potential, the oscillation
visibility was not numerically as high as expected. This was probably caused by the randomness
of the initial state of the injected electron, whose portion was in a higher energy state. This can
happen from scattering because of the potential roughness in a depleted channel or the loading of
electrons onto excited states at its entrance. Random-energy states cause smaller current oscillation
amplitudes, because the time evolution process depends on the orbital state of the electron. In this
chapter, I describe an experiment that aims to find the ratio of each energy state by measuring the
tunnel current from the moving quantum dot to the electron reservoir. The tunneling probability
depends on the energy of the injected electron. Thus, the information about the internal energy
state can be extracted from the current pattern as a function of the gate voltage. In Section 4.1,
the theoretical description of the experiment is provided. The theory semi-classically analyzes the
probability of an electron escaping from a moving quantum dot. Then, the results of the experiment
are presented in Section 4.2. The internal state of a moving quantum dot and its dependency on
gate voltage are discussed. The results support the idea that a small portion of the initial state is in
a ground state, but that controlling it is difficult.

4.1 Theoretical description
Transmittance of an electron from a quantum dot to a reservoir through a barrier potential depends
on the energy level of the electron. Because the energy of the trapped electron is higher, it can more
easily tunnel through the barrier potential. This property is used to detect internal electron levels in
the moving quantum dot. For such an experiment, the same device used for the experiment in the
previous chapter is used (see Figure.??). One channel is used for the transport of the SAW-driven
electrons, and the other is used as a reservoir to detect the energy level of the electron. Figure.4.1
presents a schematic of this process. The left hollow in the potential indicates a moving quantum
dot formed in either the upper or lower channel. The right side of Figure.4.1 indicates the reservoir.
Through the center barrier activated by the gate voltage, Vc, the electron can escape to the reservoir,
which is formed without applying any gate voltage for constructing a 1D channel. The proportion of
electrons escaping to the reservoir is then measured as a current and a function of the gate voltage.
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Figure 4.1: Electron-dropping experiment.
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Figure 4.2: Tunnel effect through a rectangular potential.

Transmittance from the quantum dot to the reservoir for a given electrical potential should be
argued theoretically. To my knowledge, however, there has been no strict method presented to date.
M.R. Astley et al. [86] used the transmittance of a plane-wave electron instead of one confined to a
quantum dot. Their electron was supposed to have collided with the potential barrier several times
during propagation in the tunneling region via their method. The transmittance at each collision was
evaluated by using the transmittance of the plane wave, and the entire transmittance was estimated by
accounting for the number of collisions. They used this method to discuss electrons escaping from
the dot when more than one electron was injected. Interactions between electrons are important in
such a case. Our objective is, in contrast, to find the internal state of a single electron. Only the
orbital state determines electron tunneling. In the following subsections, I discuss how the tunneling
current should be described based on the idea of Astley et al. Our model allows us to find a fitting
function to analyze our experimental data.

4.1.1 Transmittance through a tunnel barrier
First, the transmittance of an untrapped electron wave through the potential barrier is described.
The assumed structure is a typical potential barrier formed to construct a quantum-point contact.
However, instead of the potential, we start with a simple model of transmittance through a rectangular

54



4.1. THEORETICAL DESCRIPTION

potential, which is easily calculated using simple mathematics. The transmission coefficient, t, and
the reflection coefficient, r , are given below, reflecting when the energy, E , of the injection electron
is smaller than the barrier potential, V , as shown in Figure.4.2.

t =
4ikγe−ikL

(γ + ik)2e−γd − (γ − ik)2eγL (4.1)

r =
(k2 + γ2)(eγL − e−γL)

(γ + ik)2e−γd − (γ − ik)2eγL (4.2)

ℏ2k2

2m
= E,

ℏ2γ2

2m
= V − E . (4.3)

Transmittance is then calculated as

T = |t |2 = 1

1 + V2

4E(V−E) sinh(
√

2m(V−E)
ℏ2

L)
. (4.4)

However, if the barrier potential becomes more complicated, the problem become more dif-
ficult. In the case where the electron energy is higher than any potential barrier, ϕ(x), the 1D
Schrödinger equation can be solved by using a position-dependent wave number. By assuming

ψ(x) = A(x)ei
∫

k(x)dx and k(x) =
√

2m(E−ϕ(x))
ℏ , the equation becomes

(− ℏ
2

2m
∂2

∂x2 + ϕ(x) − E)ψ(x) = (− ℏ
2

2m
(∂

2 A
∂x2 + 2i

∂A
∂x

k + iA
∂k
∂x

))ei
∫

kdx = 0. (4.5)

If ∂2 A
∂x2 ≈ 0, the answer becomes A(x) = C√

k(x)
, where C is a constant. This treatment is the Wentzel–

Kramers–Brillouin (WKB) approximation. The condition, ∂2 A
∂x2 ≈ 0, is valid if |E − ϕ(x)| ≫ 0,

and ϕ(x) is smooth. When ϕ(x) traverses E , a patching function is used for |E − ϕ(x)| ≈ 0, which
is connected to the approximated function for E > ϕ and E < ϕ. The typical assumption around
|E−ϕ(x)| ≈ 0 is that the linear potential in space and the patching function become an Airy function.
The matching condition between high and low potential regions is describe as follows:

1
√

k
cos(−π

4
+

∫ a

x
kdx) ↔ 1

2
√
κ

e−
∫ x

a
κdx (4.6)

1
√

k
cos(−π

4
+

∫ x

a
kdx) ↔ 1

2
√
κ

e−
∫ a

x
κdx . (4.7)

Here, κ(x) =
√

2m(ϕ(x)−E)
ℏ and a is in a position where ϕ(a) = E . By using this matching condition,

it becomes possible to calculate the transmission probability of the plane wave. Note that the
matching condition is only strict when ϕ(x) is proportional to x around a. H. Fröman and P.O.
Fröman derived the strict description of the transmittance for a general potential [87, 88].
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Next, we calculate the transmittance through the potential barrier shown in Figure.4.3. First, we
assume that the electron state in Regions I and III in the figure is approximated as follows [89]:

ψI =
A
√

k
ei

∫
kdx +

B
√

k
e−i

∫
kdx (4.8)

ψIII = .
C
√

k
ei

∫
kdx +

D
√

k
e−i

∫
kdx . (4.9)

Here, A, B, C, and D are constant. According to the Frömans, the relationship between the constants
can be described as (

C
D

)
= eθ

(
(1 + e−2θ) 1

2 −i
i (1 + e−2θ) 1

2

) (
A
B

)
. (4.10)

In the above equation, θ ≡
∫ b

a κ(x)dx, and E = ϕ(x) at a and b. This supports a smooth potential
problem. Generally, the transmittance is described as

T =
Pe−2θ

1 + Pe−2θ , (4.11)

where P is a parameter that is related to the potential structure. In the case of a smooth potential,
P = 1. The electrical potential formed by gate voltages can be assumed to be a smooth potential.
Thus, P = 1 in our problem. Note that above equation is also valid for E > ϕ(x) by expanding the
real values, a and b, to satisfy κ(a) = κ(b) = 0 to the imaginary value. In the case of E > ϕ(x),
θ < 0, and transmittance is still smaller than 1. A finite reflection thus occurs, because the wave
function cannot deform in a short-length scale.

The potential structure defined by a gate is often approximated as a quadratic potential. The
potential structure of a quantum-point contact is approximated as

ϕ(x, y) = V0 −
1
2

mω2
x x2 +

1
2

mω2
yy

2. (4.12)

It is a good practice to consider the transmittance, because the potential barrier tuned by Vc has a
similar potential barrier than that of a quantum-point contact. The transmittance is described as
follows for different energy levels along the y direction:

T =
1

1 + e−πϵn
, (4.13)

with

ϵn =
2(E − ℏωy(n + 1

2 ) − V0)
ℏωx

. (4.14)

This equation sometimes appears for fitting an electron current through a potential barrier [86]. The
general fitting function is described as

T =
1

1 + e
−E−E0
∆

, (4.15)

with ∆ and E0 as fitting parameters.
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Figure 4.3: Electron transport through a barrier potential.

4.1.2 An electron in a moving quantum dot
The transmittance derived above is for free electrons. However, the transmittance that should be
derived is one for confined electrons. Even so, to the best of my knowledge, there has been no
theoretical derivation of transmittances for an explicit potential structure. The transmittance from
the quantum dot to the reservoir, as a function of gate voltage, is necessary to analyze the experiment.
Therefore, transmittance of the free electron is utilized for obtaining the probability of an electron
escaping from the dot instead. Here, I discuss the validity of this treatment. I show that the localized
state can be described as a superposition of free wave modes.

Consider the situation in which an electron is trapped in a 1D potential minimum, as shown in
Figure.4.4. The wave function in Regions I and III can be described as

ψI =
A
√
κ

e−
∫ a

x
κ(x′dx ′), (4.16)

because, at the limit of x → −∞, the wave function must be 0. Additionally,

ψIII =
C
√
κ

e−
∫ x

b
κ(x′dx ′). (4.17)

A and C are constants. The wave function in Region II is calculated using the matching condition
in (4.6) and (4.7). With the matching condition between Regions I and II, ψII must satisfy

ψII =
2A
√

k
cos(

∫ x

a
k(x′)dx′ − π

4
) = 2A

√
k
(ei{

∫ x

a
k(x)dx− π

4 } + e−i{
∫ x

a
k(x)dx− π

4 }). (4.18)

This shows that the wave function is a superposition of the left and right moving free waves. The
reflection of the left moving wave to the right moving wave shifts the phase by − π

2 . Given the
matching condition between Regions II and III, ψII ,

ψII =
2C
√

k
cos(

∫ b

x
k(x′)dx′ − π

4
) = 2C

√
k

cos(−
∫ b

a
k(x′)dx′ +

∫ x

a
k(x′)dx′ +

π

4
). (4.19)

Similarly, this shows that ψII is a superposition of left and right moving free waves. The reflection
of the right moving wave shifts the phase by − π

2 . Under the condition where (4.18) and (4.19) are
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Figure 4.4: Potential structure forming a quantum dot.

identical functions, it thus becomes necessary to satisfy∫ b

a
k(x′)dx′ = (n + 1

2
)π, A = (−1)nC. (4.20)

This equation restricts the energy of the free moving wave to a specific value. Note that the total
phase shift during one oscillation of the free wave in the quantum dot is

∫ b
a k(x)dx+

∫ a
b −k(x)dx−π =

2πn. The first and second terms are the right and left traveling phases, respectively. The third term
is the phase shift caused by the reflection.

To show that the condition (4.20) is consistent with the direct solution of the Schrödinger
equation, the eigenenergy in a harmonic oscillator is derived. If the potential of the oscillator is
mω2x2

2 , then the eigenenergy can be derived as follows by using k(x) =
√

2m(E−mω2x2
2 )

ℏ :∫ b

a
k(x′)dx′ =

πE
ω
= π(n + 1

2
) ∴ E = (n + 1

2
)ℏω. (4.21)

The semi-classical treatment gives the correct eigenenergy. This result supports the validity of the
semi-classical treatment.

It is possible to suppose that a free electron oscillates in a quantum dot as seen above. Therefore,
we need to know the number of collisions to the barrier during the transportation of the electron
by the SAW. A quantum dot is often described by a quadratic potential structure, mω2x2

2 . The time
length for one oscillation, T , in the potential using the group velocity gives

T =
2m
ℏ

∫ b

a

1
k(x)dx =

2π
ω
. (4.22)

Note that the above derivation of T is semi-classical, because group velocity cannot be defined when
allowed wave vectors are discretized. The quantum-mechanical T can differ from 2π

ω . For example,
in the case of the electron state, the quantum dot is a superposition of the ground and the third excited
state. Thus, the time length for one electron oscillation in the quantum dot is 2π

3ω , because the phase
of the ground state and the third excited state agree at this frequency. Therefore, hypothesizing, I
use the semi-classically derived frequency as the oscillation frequency of the electron in a quantum
dot.
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Potential Energy splitting Frequency
1
2mω2x2 (n + 1

2 )ℏω
ω
2π

∞(θ(x − L
2 ) + θ(−x − L

2 ))
ℏ2n2π2

2mL2
ℏnπ

2mL2 .

Table 4.1: Eigenenergies and semi-classical oscillation frequency for fundamental potential.

In the above discussion, the potential structure of a quantum dot is assumed to be harmonic.
Note that the quadratic potential is not the only important term. An extreme case involves an infinite
quantum-well potential. In this case, the oscillation frequency can be different at each eigenenergy
state via the semi-classical derivation. Table.4.1 presents a reference of the eigenenergies and the
oscillation frequencies estimated from the group velocity.

4.1.3 Fitting
The tunneling current from a quantum dot should be fitted with a fitting function to extract infor-
mation from the current pattern. If the internal electron state of the quantum dot is not superposed
between ground and excited states, the current is formed via the summation of the current from
each energy-level electron. Therefore, the experimentally observed current of the tunneling into the
reservoir as a function of gate voltage to tune the energy levels of the moving quantum dot will be
schematically similar to that shown in Figure.4.5(a). Each step represents the contribution of each
energy state. The height of a step indicates the occupation ratio of the corresponding state. To fit
this current pattern, the fitting function will be

f (V) =
∑

n

ωnτ
2π∑

k=0
anTn(1 − Tn)k, T =

1

1 + e
V−Vn
∆n

. (4.23)

Here, index n (n = 0, 1, 2, · · · ) indicates the n-th energy level, and an is the ratio of the occupation in
the n-th excited level. τ is the time length in which the electron remains in the tunneling region. This
fitting function expresses the probability of an electron escaping the quantum dot after reflections
at the potential barrier. The summation of k is limited by the maximum number of collision to the
barrier during its travels through the tunneling region, ωnτ

2π . The transmission of a one-time collision
is expressed using the fitting function of (4.15). The variable in (4.15) changes from the energy to
the gate voltage, assuming that the energy is proportional to the gate voltage. The fitting function
described here is a direct consequence of the discussion presented in the previous subsections. Next,
the fitting function is further simplified.

First, the summation by k is approximated. The typical orbital-energy spacing is hundreds of
micro-electron volts, which is converted to hundreds of GHz. τ is several 100 ps in our setup. Thus,
the number of collision to the barrier is in the several 10s. The following approximation reduces
the number of terms:

f (V) ≈
∑

n

∞∑
k=0

anTn(1 − Tn)k e−
2πk
ωnτ =

∑
n

an
Tn

1 − (1 − Tn)e−
2π
ωnτ

. (4.24)

59



4.1. THEORETICAL DESCRIPTION

Gate Voltage

Cu
rr

en
t

Gate Voltage

O
sc

ill
at

io
n 

Co
m

po
ne

nt

(a) (b)

Figure 4.5: (a) Current pattern and (b) Smoothed background subtracted current.
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Figure 4.6: (a) Comparison of (4.23) with ωnτ
2π = 14 and (4.24). ∆0 = 100, a0=1 and ai = 0 for i>0.

V ′
0=300 (see (4.26)). (b) Comparison of (4.23) from ωnτ

2π =0–14.

Figure.4.6(a) compares two functions, f (V), calculated with (4.23) and (4.24). The small f (V)
part is well-approximated with Figure.4.24, although the discrepancy becomes bigger at larger f (V)
parts. Figure.4.6(b) shows (4.23), depending on the number of terms (i.e., ωnτ

2π ).
Another issue of this fitting function is that it involves many fitting parameters. It uses four

parameters (i.e., ∆n, ωn, an, and Vn) for each energy level. The number of fitting parameters should
be minimized for performing physically meaningful fitting. Hereafter, the potential shape of the
barrier is assumed to be the one expressed by (4.12). The potential of the quantum dot is also
assumed to be a harmonic potential. The confinement potential of the quantum dot is assumed
to be independent of the position in both transverse x and longitudinal y directions. In Equation
(4.14), E = ℏω′

x(n + 1
2 ) + ℏω′

y(n + 1
2 ) for the harmonic potential quantum dot. Under the additional

assumption that ωy = ω
′
y, the transmittance in (4.13) is described by substituting a parameter in

(4.14) with ϵn =
2(ℏω′

x(n+ 1
2 )−V0)

ℏωx
. The confinement along y is caused by the SAW potential in the

experiment. Thus, the assumption is justified if the modulation of the SAW confinement along the x
direction is negligible. The fitting parameters in (4.24) are thus restricted under these assumptions.

ωn = ω, ∆n = ∆, Vn+1 − Vn = dV . (4.25)
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4.2. EXPERIMENTAL RESULT

Using this relation, the fitting function can be further simplified.

f (V) ≈
∑

n

an

1 + e
V−V0−(n−1)dV

∆ (1 − e−
2π
ωτ )
=

∑
n

an

1 + e
V−V ′

0−(n−1)dV
∆

. (4.26)

Here, e−
V ′

0
∆ = e−

V0
∆ (1 − e−

2π
ωτ ).

For the analysis of experimental data, the smoothed background subtracted current is often used
to extract the oscillation component of the previous chapter. In this case, the derived data become as
shown in Figure.4.5(b). The fitting function for the smoothed background subtracted current then
becomes

F(V) =
∑

n

(
an

1 + e
V−V ′

0−(n−1)dV
∆

− 1
2w

∫ V+w

V−w
dV ′ an

1 + e
V ′−V ′

0−(n−1)dV
∆

)
(4.27)

=
∑

n

©« an

1 + e
V−V ′

0−(n−1)dV
∆

+
an∆

2w
ln

1 + e−
V−V ′

0−(n−1)dV+w
∆

1 + e−
V−V ′

0−(n−1)dV−w
∆

ª®¬ . (4.28)

w denotes the range of smoothing. Note that result of fitting with (4.26) and (4.28) do not coincide,
because the fitting functions evaluate experimental results differently, although the difference of the
obtained fitting parameter is not big.

4.2 Experimental result
五年以内に出版予定

4.3 Discussion
In the discussion above, we assumed that the electron state was not coherent. Because the electron
states injected into the tunneling region are random, the phase information of each is averaged
out. This assumption is reasonable, because we had only small visibility into the coherent tunnel
oscillation in the previous chapter. However, the coherence of electrons in the tunneling region
can also lead to the formation of a current structure for the dropping electron. Here, I present a
numerical calculation of the time evolution of a SAW-driven electron in the tunneling region.

The Hamiltonian model for describing the system is

H =
∑

i

ϵia
†
i ai +

∑
k

ωk b†k bk +
∑
i,k

(ci,ka†i bk + h.c.). (4.29)

a†i (ai) is the creation (annihilation) operator for a SAW-driven electron at the i-th eigenstate. b†k(bk)
is the creation (annihilation) operator of the electron in the reservoir having a wave number of
k. ϵ , ω, and c are energies of the electrons in the quantum dot, the reservoir, and the coupling
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4.3. DISCUSSION

coefficient, respectively. In the experiment, the electron transported to a tunneling structure suddenly
experienced tunnel coupling to the reservoir. Thus, the time evolution could be calculated using a
time-independent Hamiltonian as follows:

ρ(t) = e−i Ht
ℏ ρ(t = 0)ei Ht

ℏ . (4.30)

Only the electrons trapped in the SAW-driven moving quantum dot contribute to the current, and
those in the reservoir do not affect it. Therefore, it is safe to assume that the number of electrons in
the reservoir is zero. Therefore, it becomes possible to assume that the initial state can be described
by the separate states of the quantum dot and the reservoir. The density matrix at the initial time
(t=0) is described as ρ(t = 0) = ρa(t = 0)⊗ ρb(t = 0). Here, subscripts a and b indicate the quantum
dot and the reservoir, respectively, and ρb(t = 0) = |0⟩ ⟨0|. Here, |0⟩ indicates a vacuum.

Precise calculation can be conducted using the above equation. However, the number of states
included in the calculation is infinite, and the coefficient is unknown. Therefore, for simplicity, we
consider the Hamiltonian having a decreased number of states:

H/ℏ =
∑
i=1,2

(−1)ia†i ai +

100∑
k=0

(0.04 ∗ k − 2)b†k bk +
∑
i,k

(0.01a†i b + h.c.). (4.31)

This assumes that only two states exist in the moving quantum dot. The electron state in the
reservoir is no longer continuous, but there is a finite number of states having energies close to that
of the quantum-dot electron. The coupling constant between each state is identical. The results of
time evolution are displayed in Figure.4.7(a), which shows the probability of the electron staying
in the moving quantum dot after traveling through the tunneling region. The initial electron state is
assumed to be ρa =

1
2 (|1⟩ ⟨1|+ |2⟩ ⟨1|+ |1⟩ ⟨2|+ |2⟩ ⟨2|) in red, ρa =

1
2 (|1⟩ ⟨1|+ i |2⟩ ⟨1| − i |1⟩ ⟨2|+

|2⟩ ⟨2|) in green, and ρa =
1
2 (|1⟩ ⟨1| + |2⟩ ⟨2|) in blue. Here, |1⟩ (|2⟩) denotes that the state in which

the electron is in the ground (excited) state. In the first two states, the electron is in a fully coherent
state, whereas, in the last state, no phase information is kept. When the electron is coherent, its
time evolution trapped in the quantum dot shows oscillation behavior at the frequency of the energy
spacing of the quantum dot. The origin of this oscillation is the interference within the moving
quantum dot, wherein the electron acquires different phases between the ground and excited states.
This leads to the oscillation of the electron within the dot, periodically changing the distance from
the reservoir [90].

The question is whether or not this oscillation can be the origin of the current structure observed
in this experiment. In the experiment, the controllable valuable is the side-gate voltage, not the
time-length/duration of the time evolution. However, by tuning the negative voltage applied to the
side gate, the frequency of the coherent motion increases, because confinement of the quantum dot
become stronger, and the time duration in the tunneling region becomes effectively longer.

The calculation data in Figure.4.7(a) are not fully appropriate for considering the origin of the
oscillation in the electron tunneling. A small correction is added to the Hamiltonian for the result
shown in Figure.4.7(b), assuming a higher coupling constant between excited states and the reservoir
than between the ground state and the reservoir. This correction is necessary to reproduce a realistic
situation wherein the tunnel barrier height is finite. When the number of oscillations increases, the
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Figure 4.7: Probability of an electron in a quantum dot at the tunneling region. (a) The initial states
are |1⟩ + |2⟩ and |1⟩ + i |2⟩, with mixed states of |1⟩ and |2⟩. These are indicated by red, green, and
blue lines, respectively. (b) The coupling constant for |1⟩ (|2⟩) is 0.01 (0.05). The initial state is
|1⟩ + |2⟩.

oscillation component decreases. This is because an excited state component quickly escapes from
the quantum dot. When this behavior is compared with the experiment, the dependence on the gate
voltage is completely reversed. The oscillation component increases by applying more negative gate
voltage in the experiment, but this decreases in the numerical calculation. Therefore, we conclude
that the observed behavior is not caused by the coherent motion of electrons, but it is instead caused
by the energy-dependent tunneling.

I also calculated the time evolution by solving the quantum master equation under the Born–
Markov approximation. It uses the Hamiltonian of

H/ℏ =
∑
i=1,2

(−1)ia†i ai +
∑

k

ωk b†k bk +
∑
i,k

(0.1a†i b + h.c.). (4.32)

Details are described in the appendix. The equation of time evolution of the density matrix is given
by

dρs

dt
= −i[

∑
i=1,2

(−1)ia†i ai, ρs(t)] − 0.01 × πc
{(

1 1
1 1

)
ρs(t) + ρs(t)

(
1 1
1 1

)}
. (4.33)

Here, 0.01 comes from the second power of the coupling constant, 0.1, and [ , ] indicates a
commutator. The density matrix is expressed based on |1⟩ and |2⟩. c indicates the density of states
in the reservoir at the energy of the electron in the quantum dot. The result of the time evolution
from Equation (4.33) is shown in Figure.4.8, illustrating the probability of the electron remaining
in the quantum dot. The initial state is ρa =

1
2 (|1⟩ ⟨1| + |2⟩ ⟨1| + |1⟩ ⟨2| + |2⟩ ⟨2|). The oscillating

pattern is almost the same as the one shown in Figure.4.7 except for the change of the absolute value
of the probability, which is caused by the different number of reservoir states.

The calculation relying on the quantum master equation supports the result of the direct time
evolution calculation (4.30) with a limited number of bases (4.31). The calculation shows that the
experimental result is not assigned to the coherent motion within the channel. However, it instead
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Figure 4.8: Probability of an electron in a quantum dot at the tunneling region when the initial
state is |1⟩ + |2⟩. This is calculated using the quantum master equation under the Born–Markov
approximation.

originates from the energy-dependent tunneling probabilities. The occupation of a higher energy
state is consistent with the experimental results described in the previous chapter.
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Chapter 5

High-visibility tunneling oscillation

As discussed in previous chapters, the visibility of the tunneling oscillation of the beam splitter is
small, because the initial orbital state is not well-determined. To overcome this difficulty, a new
approach for initializing the electron state is necessary. In this chapter, I present the occasionally
observed high-visible current oscillation. Although a similar device structure is used, the current
pattern (i.e., observed current as a function of gate voltages) through the tunnel-coupled wire is
largely different. The origin of this current pattern is still not clear. However, it is known to not
originate from the tunneling oscillation of an electron trapped in the SAW potential, similar to
the oscillation discussed in Chapter 3. As a possible scenario for explaining the high-visibility
oscillation pattern, a hot electron model is presented near the end of this chapter.

5.1 Experimental result
五年以内に出版予定

5.2 Discussion
五年以内に出版予定
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Chapter 6

Two-electron pair-splitter for violating Bell’s
inequality

An electron has two quantum degrees of freedoms. One is defined by its orbital state, and the other
is defined by its spin. Experiments in previous chapters aimed at controlling the orbital state while
the spin state was not considered, because the spin states are degenerated and do not affect the
transport. The orbital state of a SAW-driven electron is used to define the flying qubit of an electron.
However, it is generally believed that spin is more promising for quantum information processing.
This is because the spin information is more robust against the dephasing induced by coupling to the
environment. The main decoherence sources for the spin state of an electron confined in a quantum
dot include hyperfine and spin-orbit interactions. However, the decoherence time takes much longer
than that of the orbital state, which suffers from the electron–phonon coupling and direct-charge
noise. SAW-driven electrons can also carry spin information. An earlier study demonstrated that
the loss of spin information was negligible for 4-µm transport of SAW-driven electrons [41]. Spin
manipulation during transport has also been demonstrated [42]. The study of spin information of
SAW-driven electrons is a research target of this thesis.

One of the benchmarks for quantum information processing is the ability to generate entan-
glement. In a SAW-driven electron system, several methods to generate and detect entanglement
states of orbital and spin states have been proposed [23, 91, 92]. The orbital entanglement state
remains out of reach presently, because the precise control of the electron orbital state has not yet
been realized, as explained in Chapters 3 and 4. The generation of the spin entanglement state was
investigated by using two distant static quantum dots [41] by transferring one of the two electrons
in one of the dots to the other via a SAW pulse. However, the spin state was flipped before or
after the transfer because of the irradiation of the SAW pulse onto the static quantum dot. In this
chapter, I propose a novel scheme for generating and detecting the entanglement between distant
spins using SAW-driven electrons. The goal of this proposal is to demonstrate the violation of Bell’s
inequality. In the upcoming chapter section, this proposal is described. Then, in the subsequent
section, one of the important functions for realizing the proposed scheme (i.e., the electron-pair
splitter) is demonstrated experimentally. The efficiency of the splitter reaches about 89%, which is
enough to demonstrate a violation of Bell’s inequality.
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6.1. FUTURE DEVICE TO TEST THE VIOLATION OF BELL’S INEQUALITY

6.1 Future device to test the violation of Bell’s inequality
五年以内に出版予定

6.2 Experimental result
五年以内に出版予定
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Appendix A

Quantum master equation

The derivation of the quantum master equation is described here, following [107]. Starting from
the general equation, I derive equation (4.33).

When we describe a system, it is usually coupled with the environment. The Hamiltonian is
described as H = Hs + He + Hi, in which subscripts s, e, and i indicate system, environment, and
interaction between them, respectively. Usually, it is assumed that the system and the environment
are independent initially. Therefore, the density matrix is described as ρ(t = 0) = ρs ⊗ ρ

eq
e . The

superscript, eq, indicates equilibrium. The time evolution of the density matrix is described by the
following relation:

(∂t − L)ρ = 0. (A.1)

Here, L is the quantum Liouville operator defined as L ≡ −i[H, ]. For convenience, the same
subscript as the Hamiltonian is used to describe the operation, such as Ls = −i[Hs, ]. Then, the
mapping operator is defined as

P ≡ ρ
eq
e Tre. (A.2)

Here, the trace is taken only for the environment. From the definition, Tre(ρeq
e Hi) = 0 is satisfied.

Therefore, the following equation is satisfied.

PLb = LbP = 0, [Ls, P] = 0, PLiP = 0 (A.3)

By using the mapping operator to complement the space of P, Q = I − P, and new notation of
ρP ≡ Pρ and ρQ ≡ Qρ, the equation of motion is separated to two terms:

∂tρP = LsρP + PLiρQ (A.4)
, ∂tρQ = QLρQ +QLiρP . (A.5)

The rigid answer to the second equation is

ρQ(t) =
∫ t

0
dt′et ′QLQ LiρP(t − t′). (A.6)
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This is confirmed by

∂tρQ = etQLQLiρP(0) −
∫ t

0
dt′et ′QLQ Li∂t ′ρP(t − t′)

= etQLQLiρP(0) − et ′QLQ Liρ(t − t′) |t ′=t
t ′=0 +

∫ t

0
dt′QLQet ′QLQLi∂t ′ρP(t − t′)

= LiρP +QLQρQ = QLiρP +QLρQ .

(A.7)

Then, the first equation comes to

ρP = LsρP +

∫ t

0
dt′PLiet ′QLQLiρP(t − t′). (A.8)

The density matrix of the system side (ρs = Treρ) then follows the equation described as

∂tρs(t) = Lsρs(t) +
∫ t

0
dt′Tre(Liet ′QLQLi{ρs(t − t′) ⊗ ρ

eq
e }). (A.9)

This is known as the generalized master equation. It is rigid but difficult to calculate. One
approximation is to assume a weak coupling. This is known as the Born approximation. In (A.9), it
corresponds to substituting L0 = Ls + Li instead of L into the exponential. Another approximation
assumes that the future state is determined by only the present state and not by past state. This is
known as the Markov approximation. In (A.9), it corresponds with the replacement of ρs(t − t′)
with ρs(t) and also

∫ t with
∫ ∞. This approximation is justified when et ′QLQ decreases faster than

the change of ρs. With these approximations, equation (A.9) is transformed through

Tre(Liet ′QL0QLi{ρs(t) ⊗ ρ
eq
e }) = Tre(Liet ′L0 Li{ρs(t) ⊗ ρ

eq
e })

= Tre(Lie−
iH0t

′
ℏ Li(ρs(t) ⊗ ρ

eq
e )e

iH0t
′

ℏ )
. (A.10)

Here, the Liouville operator is applied to only ρs(t) ⊗ ρ
eq
e not to e

iHt ′
ℏ . Finally, the quantum master

equation under the Born–Markov approximation is described as

∂tρs(t) = Lsρs(t) +
∫ ∞

0
dt′Tre(Lie−

iH0t
′

ℏ Li(ρs(t) ⊗ ρ
eq
e )e

iH0t
′

ℏ ). (A.11)

Then, we derive (4.33) from the Hamiltonian (4.32). Source, environment and interaction terms are
described as

Hs/ℏ =
∑
i=1,2

(−1)ia†i ai, He/ℏ =
∑

k

ωk b†k bk

Hi/ℏ =
∑
i,k

(0.1a†i bk + h.c.)
(A.12)

The environment in the experimental setup is the vacuum, ρeq
e = |0⟩ ⟨0|. ρs has three bases for the

Hamiltonian, Hs: |0⟩, a†1 |0⟩, and a†2 |0⟩. By applying the useful relation,

e−
iH0t

′
ℏ a†j e

iH0t
′

ℏ = e−i(−1)j ta†j and e−
iH0t

′
ℏ b†k e

iH0t
′

ℏ = e−iωk t b†k, (A.13)
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the trace term in second term of the right-hand side of (A.11) can be described as

Tre([Hi, e−
iH0t

′
ℏ [Hi, ρs(t) ⊗ |0⟩ ⟨0|]e

iH0t
′

ℏ ])

= 0.1{Tre([Hi, e−
iH0t

′
ℏ (b†aρs(t) ⊗ |0⟩ ⟨0| − ρs(t) ⊗ |0⟩ ⟨0| a†b)e

iH0t
′

ℏ ])}
= 0.01

∑
{ei{(−1)n−ωk }t ′a†namρs(t) − e−i{(−1)n−ωk }t ′anρs(t)a†m
−ei{(−1)m−ωk }t ′anρs(t)a†m + e−i{(−1)m−ωk }t ′ρs(t)a†nam}

. (A.14)

During the derivation, the cyclic property of the trace operation is utilized. When the integral of
(A.11) is evaluated, the exponential term returns a delta function. For simplicity, it is possible to
remove the base, |0⟩, from the density matrix, because |0⟩ does not influence a†1 |0⟩ and a†2 |0⟩,
which is interesting. In this case, the aρa† term is negligible, because the creation and annihilation
operators change the state to one that is not accounted for in the density matrix. The matrix-form

expression of a†nam is
(
1 1
1 1

)
. Finally, it arrives at Equation (4.33).
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