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Abstract

Spintronics, in which the spin degree of freedom of electrons is used for var-
ious functions, is a booming field of research in recent decays. With the new
knowledge of the strong spin-orbit coupling (SOC) materials, the research has
been focused on injecting, manipulating and detecting spin in these new play-
grounds. Recent discovery of topological insulators (TIs) further promotes the
developments of spintronics in strong spin-orbit coupling materials. Besides the
developments of spintronics in materials aspect, new techniques using optical
angular momentum for manipulating spin of electrons are also a great advance
in the field. Compared with conventional electrical methods for spin manipu-
lation, optical approaches could provide remote and contact-free spin injection
and manipulation. Especially, the combination of optical angular momentum
and TIs draws lots of attentions on the helicity dependent photocurrent (HDP),
a new way to produce non-reciprocal photocurrent. It is said that HDP is
spin-polarized and could be controlled by experimental scheme such as polar-
ization, wavelength, and angle of incidence of illumination light. This special
phenomenon not only provides a new possibility for device applications but also
opens up a new way for the study of topological surface states (TSSs).

We study the HDP in strong spin-orbit coupling materials in this thesis. We
first show that silicon, as a material with weak spin-orbit interaction, exhibits
no HDP as expected. Then we investigate thin films of well-studied topological
insulator Bi2Se3. With our in-situ growth/measurement system in ultrahigh
vacuum, we have demonstrated that the HDP in Bi2Se3 films is strongly re-
lated with the TSSs under illumination of light certain wavelength. HDP that
contains circular photogalvanic effect (CPGE) and circular photon drag effect
(CPDE) mechanisms is observed in this experiment. HDP due to CPGE is
generally believed to be related with the asymmetric excitation at spin splitting
bands due to selection rules, which would generate a spin-polarized photocur-
rent as a result. However, HDP due to CPDE is not necessarily generated from
exciting electrons in spin splitting bands, because even the excitation in the spin
degenerate bands the momentum transfer from photons will lead to an asym-
metric distribution of excited carriers in k space and results in a photocurrent.
In addition, HDP reveals different properties depending on the experimental
geometry and illumination wavelength, but not all of them are related with the
spin manipulation. With further investigation of the HDP at oblique incidence
on thickness dependence of the Bi2Se3 film, we found that HDP originated from
CPGE changed its sign when the thickness of the Bi2Se3 film increased from
4 QL to 7 QL. We believe this observation suggests that HDP from CPGE is
strongly related with TSSs of Bi2Se3, and the HDP due to CPGE would re-
verse the flowing direction when TSSs evolving from Rashba surface states to
helical Dirac cone surface states. When the TSSs evolves from Rashba states
to a helical Dirac cone surface states, the outer subband of the Rashba states
is gone. With the same spin injected into this system by a circularly polarized
photon, the dominating band of the spin-to-charge conversion changes from the
outer Rashba band to inner Rashba band. Therefore this reversing of HDP is
inevitable when the HDP originate from TSSs. Moreover, we observed an HDP
at the edge of the sample under normal incidence. Normally, CPGE or CPDE
mechanism are forbidden by the symmetry of Bi2Se3. The HDP we observed at
the edge of the sample is due to the inverse spin Hall effect (ISHE) acting on



the out-of-plane spin component which is excited by a circularly polarized light
at normal incidence. With finite element method simulation, we understand
that an electric dipole is formed at the edge due to the charge accumulation
by the current of ISHE, and it is this dipole potential that causes the HDP we
measured. By shinning the opposite edge of the sample, an electrical dipole
with opposite polarity is generated, and the HDP flows in opposite direction.

Next, we have shown the HDP is also observed in Bi(111) films, a trivial but
strong SOC material, though the outcome is not as promising as in Bi2Se3 films
in the aspect of spin manipulation and the intensity of HDP. CPDE rather than
CPGE is responsible for the HDP we observed at 635 nm illumination. The high
extinction coefficient of bismuth is very high especially at long wavelength. As a
result, we almost observe no photocurrent at 1550 nm illumination. This result
suggests that though heavy metals also possess strong SOC, the high extinction
coefficient will make the light absorption in them very difficult, thus they are
not good candidates for the optical spin orientation. Finally, we examined a
series of TIs, (BixSb1−x)2Te3, in which the Fermi level position can be tuned by
changing the Bi and Sb compounds ratio. CPGE and CPDE mechanisms are
also observed to be responsible for the generation of the HDP. We find that HDP
is strongly influenced by the Fermi level position at 1550 nm, however, does not
change much at 635 nm. This result further supports the conclusion that HDP
could be related with TSSs of the TI at certain wavelength. HDP at normal
incidence is also observed in this experiment, but only the bulk insulating sample
exhibits such phenomenon. Similar to the case in Bi2Se3, we believe that ISHE
is the explanation for the HDP at normal incidence. Moreover, we found that
HDP due to ISHE is more sensitive to Fermi level position than HDP of CPGE,
this is probably due to the fact that out-of-plane spin component only exists at
the position far from the Dirac point of TSSs but in-plane spin generally exists
in a wide energy range of the helical Dirac cone.

Through the whole study, we conclude that HDP generally exists in mate-
rials with strong SOC, but the HDP shows different properties, is originated
from different mechanisms, and depends on the specific experimental arrange-
ments. These findings suggest that we need to be careful when concluding the
mechanism and origin of the HDP. In addition, TIs show better responds to
the circularly polarized light than normal materials in the aspect of HDP which
related with the complex spin texture of the materials. We have observed the
HDP due to CPGE at all our TI samples at 1550 nm illumination but not on
bismuth. Moreover, HDP due to CPGE in TIs could indeed reveal the TSSs
feature of TIs. Both the thickness dependence and the Fermi level position de-
pendence experiments suggest that HDP is related with TSSs of TIs, and the
variation of such HDP could even reveal the evolution of the TSSs. Besides,
out-of-plane spin component can be injected into TIs by optical methods when
hexagonal warping effect occurs. With the conclusion that we previous have,
HDP of 1550 nm is related with TSSs, and we can conclude that hexagonal
warping part of the TSSs could be the origin of the out-of-plane spin. Our
study proves several speculations in the field, and our new finding may initiate
new applications or researches for spintronics.
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ACPGE Anomalous Circular Photogalvanic Effect
AOI Angle of Incidence
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BCB Bulk Conduction Band
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MBE Molecular Beam Epitaxy
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RT Room Temperature
SGE Spin Galvanic Effect
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SOC Spin-orbit Coupling
SOI Spin-orbit Interaction
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Chapter 1

Introduction

1.1 Research background

1.1.1 Strong spin-orbit coupling materials

When we carefully examine the red spectral line of the hydrogen spectrum,
we can find a closely spaced doublet. This is the well-known fine structure
and is one of the first experimental evidences for electron spin. Following the
Bohr Theory, we could easily calculate the wavelength of 656.47 nm for this
red spectrum line, a.k.a. the H-alpha line. However, we could not get the
explanation for the splitting unless we take the interaction between electron
spin and its orbital motion into account. This is when the spin-orbit interaction
(SOI, or spin-orbit coupling SOC) beginning to draw people’s attention. Such
interaction is weaker than the Columb interaction yet has a great ability to
modify materials’ physical properties.

After decades of research, researchers realize that in low dimensional mate-
rials spin possesses better characters than charges in aspects of coherency and
dissipation. This motivates pioneers to set off new techniques for device applica-
tions, i.e. manipulating spin degree of freedom, which leads to the newly raising
field: spintronics[1, 2]. Spintronics is the study of spin manipulation, trans-
portation and spin-charge interconversion to realize spintronic devices and the
quantum computer. The famous spin field effect transistor, as shown in Fig.1.1
proposed by Datta and Das [3] shows one of the basic concepts of spintronic
devices.
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Figure 1.1: Concept of a spin field effect transistor (FET) based on Rashba
SOC, figure is extracted from ref.[3]. Two iron contacts act as polarizer (left)
and analyzer (right) individually. A Schottky gate is used to modulate the spin-
orbit-coupling constant of the two-dimensional electron gas (2DEG), which will
shift the phase of the injected spin. As a result, spin detected at the analyzer
and the resulting current are controlled by the gate.

As shown in the conceptual model, SOC is the key feature to manipulate
spin, by simply applying an external electric field to tune the strength of the
SOC. Materials that possess Rashba or Dresselhaus SOC are the crucial ingredi-
ents for the spin FET. Recently, a new topological phase of matters, topological
insulator (TI) [4] has been discovered. This topological phase is also induced
by SOC and exhibiting extraordinary properties which are promising for device
applications.

For a certain material, gapped band structures can be classified topologically
by considering the equivalence classes of their Bloch Hamiltonian H(k) that can
be continuously deformed into one another without closing the energy gap [5].
These classes are distinguished by a topological invariant n ∈ Z (Z denotes the
integers) called the Chern invariant, or Chern number which is closely related
to Berry’s phase. The SOI allows a different topological class, Z2, with an
insulating band structures when the time reversal symmetry (TRS) holds [6].

(a) (b)

Figure 1.2: Fermi level crossover, figures are from ref.[5]. (a) Even number of
interceptions infers topologically trivial; (b) odd number of interceptions infers
topologically nontrivial.

Intense attention has been focused on this new kind of materials soon af-
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ter the first theoretical prediction [7] and experimental realization of a 2D TI
in HgTe/CdTe quantum wells [8]. Due to scattering events, conventional ma-
terials face the energy dissipation during carrier transport process. However,
2D TIs contain 1D edge states, which are protected by TRS could prohibit
backscattering. This property signals that TIs could be used as low dissipation
devices. Other characters of TIs such as the insulating bulk with a metallic
surface, highly spin polarized and spin-momentum locked surface states and its
robustness against impurities, suggest that TIs may surpass ordinary materials
in the device application of spintronics.

1.1.2 Photocurrent

Photocurrent is the generation of an electric current by a light illumination. It
is mostly generated with the help of an internal electric field which resides in a
heterojunction. In addition, photocurrent can be created when asymmetric dis-
tribution of photoexcited carriers are produced by means of photon momentum
transfer and asymmetric scattering, relaxation or excitation.

Presence of the SOC in materials gives a chance of the asymmetric excita-
tion by circularly polarized illumination. Taking into account of the innegligible
SOC would modify the normal dipole selection rules to new so-called relativistic
dipole selection rules which describe the spin dependent transition by circular
polarization. The circularly polarized photon can couple to the spin degree of
freedom of electrons via total angular momentum [9]. This spin selective excita-
tion opens up the opportunity for optical spin orientation. Many pioneer works
have been done to use circularly polarized light to inject spin into materials [10].

Figure 1.3: Spin selective excitation by circularly polarized light. Certain he-
licity could excite one branch of the topological surface states (TSSs) only be-
cause of the helical spin structure, the asymmetric distribution of carries in the
momentum space will lead to a zero-bias photocurrent. The direction of the
photocurrent is determined by the spin via the spin-momentum locking TSSs.



4 CHAPTER 1. INTRODUCTION

Moreover, spin-momentum locking bands in TIs and Rashba SOC could fur-
ther ensures that photocurrent with the same spin flows in unanimous direction,
i.e. spin polarized current can be generated. When we shine circularly polarized
light onto a sample such as quantum wells with SOI [11, 12], topological insula-
tors [13, 14] and spin-valley coupling systems [15, 16], a zero bias current can be
induced. This phenomenon of current generation by circularly polarized light
is usually ascribed to so-called circular photogalvanic effect (CPGE), a branch
of photogalvanic effect (PGE) [17]. Such mechanism enables the light helicity
→ spin → charge current control chain which is a straightforward process for
spintronics, since it fulfills the spin detection and manipulation at the same
time.

However, there are some disagreements among those previous researches.
The phenomenological theory of CPGE is well established, so for a sample
with a certain symmetry the photocurrent behaviors can be predicted by the
CPGE theory. For example, the incident angle (θ) dependence of the CPGE
photocurrent for a crystal with C3v symmetry should behave as a function of
sin 2θ as shown in Fig. 1.4(a). However, there are some researches claim the
HDP they observed to be CPGE even the incident angle dependence is clearly
not to be sin 2θ with the sample of C3v symmetry. Some even hastily claim that
the HDP they observed to be CPGE without further investigation. It needs to
mention that other mechanisms, like circular photon drag effect (CPDE), can
also contribute to the HDP. In addition, the CPDE has a weaker symmetry
requirement and can even exist in materials without strong SOC.
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(a) (b)

(c) (d)

Figure 1.4: (a) Typical incident angle dependence of the CPGE HDP for a
(Bi0.16Sb0.84)2Te3 with C3v symmetry, figure is acquired from ref.[14]. (b) Inci-
dent angle dependence of the claimed CPGE HDP in WSe2, figure is acquired
from ref.[11]. Though WSe2 also shows C3v symmetry, the incident angle de-
pendence deviates from the sin 2θ shape as in (a). (c) Incident angle dependence
of the CPDE HDP observed in Sb2Te3, which is also C3v symmetry, the inci-
dent angle dependence is symmetrical to 0◦ incidence, figure is acquired from
ref.[18]. It can be seen that the incident angle dependence of WSe2 in (b) is
more similar to this case. (d) Polarization dependent photocurrent observed in
graphene, which is a C6v symmetry sample with a weak SOC. The HDP is due
to the CPDE, figure is acquired from [19].

Besides, there are many experiments did on the same material with different
wavelengths illumination, however, all of those researches claimed that the HDP
observed in their experiments are due to CPGE. For example, many experiments
were done in Bi2Se3 with different wavelengths of 632.8 nm and 650 nm [20],
795 nm [13], 1064 nm [21], 1550 nm [22] and 0.3∼40 THz [23]. Despite those
experiments were done in different setups with different wavelengths, all of them
claim that the HDP observed in their experiments are due to CPGE and related
with the TSSs of Bi2Se3. It needs a second thought that whether it is true that
CPGE has a such broad band response, and whether the HDP related with the
TSSs or not, since the bulk band gap of Bi2Se3 is just 0.3 eV.
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1.2 Research purpose

Motivated by these pioneering works, this thesis will explore more possibility on
the helicity dependent photocurrent (HDP) in materials with SOC. Based on
the current information in this field, we would like to investigate some questions
which are unsettled.

1. Does HDP commonly exist in strong SOC materials?

2. A lot of researches have been done in TIs with different wavelengths of laser.
As a result, they all observed HDP and claimed the TSSs could be the origin.
Is that correct that HDP can be observed in TIs almost at any wavelength and
originated from TSSs?

3. The previous reports based on Rashba SOC materials and TIs reveals that
incident angle dependence of HDP is originated from the in-plane spin nature
of those surface states. Is it certain that the out-of-plane spin cannot be injected
into those materials?

With our in situ measurement system we are going to investigate HDP in
a Si(111) substrate, a topological insulator Bi2Se3 thin film, a Rashba system
Bi/Si(111) thin film and a series of Fermi level controlled topological insulator
(Bi0xSb1−x)2Te3 thin film. Mainly focusing on the well-studied Bi2Se3 with
comparison with other materials, we will try to answer these three questions in
this thesis.

1.3 Structure of this thesis

Chapter 2 will introduce the theoretical background of this whole research and
review the up-to-date experiments of HDP. Chapter 3 will introduce some key
apparatuses and techniques used in our in-situ measurement system. Chapter
3 will give an introduction of the materials used in this research and review
the current understanding of those materials. Chapter 4 will be divided into 5
sections. The first section is the mathematical calculation of the experimental
results. The second section is the photocurrent measured on a Si(111) substrate
as a control experiment. The third section will start from the growth of Bi2Se3

to the results of HDP measured in Bi2Se3. The main conclusion of this thesis
will be based on the results from this section. The fourth section is the results
and discussion based on Bi/Si(111). The fifth section will introduce the growth
and the experimental results of (BixSb1−x)2Te3. Finally, conclusions will be
given in chapter 5. We will try to answer the questions we brought up at the
beginning and will further bring up a few questions to be researched in the
future.



Chapter 2

Theoretical background

2.1 Spin-orbit interaction and Rashba effect

In quantum physics, the Kramers degeneracy theorem [24] states that in every
electronic system with time reversal symmetry (TRS) and space inversion sym-
metry (SIS), spin-up state and spin-down state possess the same energy. The
derivation is straightforward. For time reversal symmetry,

|Ek,↑〉 = |E−k,↓〉 (2.1)

For space inversion symmetry,

|Ek,↑〉 = |E−k,↑〉 (2.2)

When the system possesses both TRS and SIS, we have

|Ek,↑〉 = |Ek,↓〉 (2.3)

This theorem gives us the idea that if we break the symmetry of TRS, SIS,
or both, Eqn.2.3 is not necessarily held so that we may produce spin non-
degenerated states. A textbook example is Zeeman effect, by applying a mag-
netic field one breaks the TRS and lifts the spin degeneracy. Another case is
by breaking the SIS, as observed from 2D electron gas (2DEG) in quantum well
heterostructure, like GaAsAlxGa1−xAs [25], or on a metal surface, like Au [26].
With magnetic field, we makes the energy for spin-up and -down different. But
why does the SIS breaking lift the spin degeneracy? We should seek the answer
from spin-orbit coupling (SOC).

Spin-orbit interaction is a relativistic effect [27]. If an electron is moving
in an electric field E with a speed v, in the rest frame of the electron, it will
experience a magnetic field B,

B = γ(v ×E)/c2 (2.4)

where γ is the relativistic factor. In this magnetic field the electron acquires an
energy due to the coupling between the electron’s spin and the magnetic field

HSOC =
µB

2mc2
σ · (p×E) (2.5)
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here, σ denotes the electron spin (represented by Pauli matrices). In atoms,
where an electron moves in a closed orbital semiclassically, we need a correction
of factor 1/2, known as Thomas correction [28].

Writing p = ~k, E = −∇V , we can write the SOC Hamiltonian as,

Ĥ = α (∇V × k) · σ (2.6)

Here, k is the Bloch wave vector. When we consider the SOC at the surface,
i.e. the case of quasi-2DEG, electrons are free in the surface plane. Because
of the transition at the surface-vacuum interface, the lattice potential V⊥ has
a gradient ∇V = dV/dzêz, where the êz is the unit vector of surface normal
direction. Consequently, we will have the Hamiltonian written as

HSOC = αR (êz × k) · σ (2.7)

so-called the Rashba term [29]. Now we can see that the breaking of SIS with
SOC, one can also lift spin degeneracy. Also, from ref.[27], the authors got an
explanation for the Rashba factor αR using the tight binding model.

αR = 6αη/w (2.8)

The αR is proportional to the surface potential gradient η, and atomic spin-orbit
parameter α which is decided by the atomic number Z. So, we can almost say
that the heavier the atom is, the larger splitting we get. However, by comparing
the results between silver and gold, we will know this is not so simple.

In the paper by LaShell et al [26], it was noticed that the electric field could
not be naively identified with the gradient of surface potential. When digging in
deeper, people finally get that it is the gradient of the surface-state wave function
decaying into the bulk near the position of the nucleus that determines the size
of the Rashba splitting [30]. And in their simulation of band structures they
find out that only when both the potential gradient and wave function gradient
are large, can we get a sizable splitting. The gradient of the wave function
is realized by the formation of hybrid states with orbitals, e.g. the surface
states are l-character dominated (l is the orbital angular momentum), then the
gradient means the hybridization of l- and l± 1-character. Thus, they reach to
a conclusion that a surface state of purely p- or d-character shows no Rashba
splitting at all, as in the silver case.

To get a taste of spin splitting band when Rashba effect occurs, we can solve
Eqn.2.7. For simplicity, let us consider an infinite 2DEG. The Hamiltonian of
such 2DEG can be written as kinetic energy + SOC energy,

H0 =
~2k2

2m∗
+HR (2.9)

where HR is the Rashba Hamiltonian,

HR = αR (êz × k) · σ

=

∣∣∣∣∣∣
0 0 êz
kx ky kz
σx σy σz

∣∣∣∣∣∣ = αR (kxσy − kyσx) (2.10)

then we have

H0 =
~2(k2

x + k2
y)

2m∗
+ αR (kxσy − kyσx) (2.11)
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Using Pauli matrices and rewrite this Hamiltonian in matrix form,

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(2.12)

H =

(
~2

2m∗

(
k2
x + k2

y

)
−α(ikx + ky)

α(ikx − ky) ~2

2m∗

(
k2
x + k2

y

)) (2.13)

then we can find out the eigenvalues of the 2DEG

E± =
~2k2

2m∗
± αk, k = |k| (2.14)

Generally, time-independent Schrödinger equations takes form of Ĥ|ψ〉 = E|ψ〉.
The eigenstates of this 2×2 matrix in Eqn.2.13 are of 2×1 vector form. Usually
we can use a spinor to represent an arbitrary orientated spin, by superposition

of spin-up |↑〉 =

(
1
0

)
and spin-down |↓〉 =

(
0
1

)
.

|χ〉 = a1

(
1
0

)
+ a2

(
0
1

)
=

(
a1

a2

)
(2.15)

The normalization requires a2
1 + a2

2 = 1. And the wave function of the spinor is

|ψ〉 = eik·r
(
a1

a2

)
(2.16)

To find out the eigenstates for these eigenvalues in Eqn.2.14, plugging the eigen-
values back into matrix-form Schrödinger equation.
For E+ we have

a2

a1
=

ikx + ky√
k2
x + k2

y

= i(cos θk + i sin θk) = ieiθk (2.17)

similarly, for E− we have,

a2

a1
=
−ikx + ky√
k2
x + k2

y

= −ieiθk (2.18)

where θk = arctan(ky/kx). Then we have the eigenstates like,

|ψ+〉 = 1√
2

(
1

ieiθk

)
eik·r = eik·r 1√

2
(|↑〉+ ieiθk |↓〉) , (2.19)

|ψ−〉 = 1√
2

(
1

−ieiθk

)
eik·r = eik·r 1√

2
(|↑〉 − ieiθk |↓〉) (2.20)

Take an example, for electrons of |ψ+〉 state with +~kx momentum, θk = 0,

|ψ+〉 infers the spinor state |↑〉 + ieiθk |↓〉 =

(
1
i

)
which is the spin |y,+〉 (spin

up in y-direction, one of the eigenstates of σy), and for −~kx state, θk = 180◦,

spinor is

(
1
−i

)
which is spin |y,−〉. We can see that the spin degeneracy is
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lifted, and the spin direction is perpendicular to the momentum, so-called spin-
momentum locking. Plotting these eigenvalues we would see the spin-splitting
bands, which are similar as observed at Au(111) by ARPES, as shown in Fig.2.1.

(a) (b)

Figure 2.1: (a) A schematic spin-splitting band structure induced by Rashba
effect. Two colors denote different eigenstates of electron, blue for |ψ+〉, yellow
for |ψ−〉. (b) Au(111) ARPES data acquired from ref.[31]

In addition, we can calculate the Berry’s phase from the wave functions
of the Rashba state in Eqn.2.20. Berry’s phase is a geometrical phase when
a quantum mechanical system undergoes an adiabatic evolution on a closed
path in the parameter space [32, 33, 34]. Although Berry’s phase is encoded in
the delicate electron wave functions, the influence of this phase is profound. For
example, Berry’s phase in anomalous Hall metals determines the anomalous Hall
conductivity [35, 36], and nontrivial Berry’s phase suppresses the backscattering
in topological materials [37] or simply leads to the weak anti-localization [38].

First, we need to take the time derivative of the wave function

∂

∂t
|ψ±〉 =

1√
2

(
1

±∂θk∂t ie
iθk

)
eik·r + i

∂k

∂t
· r|ψ±〉+ ik · ∂r

∂t
|ψ±〉 (2.21)

After integrating over a whole periodicity T , the second and the third terms of
this equation should be zero because the sate go back to the initial point in the
parameter space [39]. Therefore, Berry’s phase depends on the θk terms only.

γ±(t) =
1

2

∫ T

0

∂θk
∂t

eiθkdt = π. (2.22)

Surprisingly, a nontrivial Berry’s phase is acquired from a Rashba sub-band
structure. It has been predicted that when both Rashba and Dresselhaus spin-
orbit interactions are presented, each sub-band obtain a Berry’s phase ΦB =
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α2−β2

|α2−β2|π, α represents for Rashba factor and β for Dresselhaus [40, 41]. Such

nontrivial Berry’s phase has already been observed experimentally on Rashba
systems like bismuth [42] and BiTeI [43].

All these properties introduced above can be simply arisen by breaking of
SIS. Typically three kinds of SIS breaking can occur, i.e. bulk inversion asym-
metry (BIA), structure inversion asymmetry (SIA) and interface inversion asym-
metry (IIA) in structure [44]. BIA occurs in the materials where inequivalent
atoms sit in the lattice points, like in GaAs of zinc blende structure. SIA usually
refers to the surface-vacuum situations. And IIA represent the heterostructure.
In general, SIA would lead to Rashba effect, yet BIA and IIA lead to Dresselhaus
effect which is out of the theme of this thesis. Microscopically, SIA originates
from the inversion asymmetry of the confining potential and yields the Rashba
term in the Hamiltonian. In particular, the SIA (also BIA) coupling of the elec-
tron wave vector and spin causes a Larmor precession in an internal k-dependent
effective magnetic field for electrons moving through a semiconductor structure
[45].

2.2 Dirac equation and topological insulator

In 1928, an equation for relativistic quantum mechanical wave function is written
down by P. A. M. Dirac [46, 47].

H = cp · α+mc2β (2.23)

where m is the rest mass of the particle, c is the speed of light and αi and β are
the Dirac matrices that satisfying

α2
i = β2 = 1 (2.24)

αiαj = −αiαj (2.25)

αiβ = −βαi (2.26)

In 2D case, the Dirac matrices take the same form of the Pauli matrices, where
αx = σx, αy = σy and β = σz. In 3D case, α and β are written as follows,

αi =

(
0 σi
σi 0

)
, (i = x, y, z) (2.27)

and

β =

(
σ0 0
0 −σ0

)
. (2.28)

The solution to this equation is the well-known relativistic energy-momentum
relation

E2 = m2c4 + p2c2. (2.29)

This equation has two solutions for positive energy E+ and two for negative
energy

E± = ±
√
m2c4 + p2c2. (2.30)
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This equation implies the existence of antimatters, i.e. particle with negative
energy or mass, which was experimentally confirmed several years after this
equation. It is one of the main achievements of modern theoretical physics.

The relationship between the Dirac equation and the topological insulator
can be seen from a solution of the bound state at the interface between a positive
mass region and a negative mass region. Consider a 1D example for simplicity

m(x) =

{
−m1, x 6 0
+m2, x > 0

m1,m2 > 0 (2.31)

The Dirac Hamiltonian read:

H1D = ~vkx
(

0 1
1 0

)
+m(x)v2

(
1 0
0 −1

)
. (2.32)

The eigenvectors of the equation HΨ(x) = EΨ(x) is

Ψ+(x) =

( ~vκ+

E−m2v2

1

)
eiκ+x and Ψ−(x) =

( ~vκ−
E+m1v2

1

)
eiκ−x, (2.33)

where

κ+ =

√
E2 −m2

2v
4

~v
and κ− =

√
E2 −m2

1v
4

~v
. (2.34)

At x = 0, two wave functions should be equal, solve that and we have E = 0.
The solution for zero energy, therefore, is

Ψ(x) =
1√
2

√
2vm1m2

~(m1 +m2)

(
−i
1

)
e
−|m(x)x|v

~ . (2.35)

The solution of this bound state can be plot as Fig.2.2. The state is peaked at
the interface.

Figure 2.2: Interface state acquired from the Eqn.2.35. Orange and blue plots
indicate states at x > 0 or x 6 0. It decays too fast that looks like a Delta
function.
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This solution exists even when m2 → ∞. In this case, Ψ(x) → 0 for x > 0.
If the vacuum is treated as a system with an infinite positive mass, a system of
a negative mass with an open boundary condition forms a bound state near the
boundary [48]. That is, the edge states and surface states exist at the interface
of systems with positive and negative masses. This is the source of some popular
pictures for topological insulator. However, the symmetry between the positive
and negative energy (mass) particles in the Dirac equation reflects that there is
no topological distinction between particles with positive and negative masses
[49].

To explore the topological insulator, a quadratic correction −Bp2 is intro-
duced to lift the energy (mass) symmetry in the Dirac equation so that it is
topological distinguishable [48].

H = vp · α+ (mv2 −Bp2)β. (2.36)

Here, B is a coefficient with the dimension of 1/m. In 3D, we consider an x-
y plane at z = 0. Using 1D solutions of the bound states we can derive an
effective model for the surface states. Consider px− and py-dependent part as
perturbation to 1D H1D(x),

∆H3D = vpxαx + vpyαy −B(p2
x + p2

y)β. (2.37)

The effective Hamiltonian for the surface states can be derived based on the 1D
results [48]

Heff = vsgn(B)(pxσx + pyσy). (2.38)

This Hamiltonian shows a similar structure as the one derived from the low-
energy effective model by H. Zhang et al.[50].

Hsurf (kx, ky) =

(
0 A2k−

A2k+ 0

)
(2.39)

with k± = kx ± iky.

The eigenvalues of this Hamiltonian plotting in the E-kxky space is exactly
the Dirac cone as shown in Fig.2.3. The eigenstates of this Hamiltonian can be
calculated similar to Eqn.2.15∼Eqn.2.20. They take the form of

|ψ±〉 =
1√
2

(
1

±ieiθk

)
eik·r (2.40)

As a result, we can see that the topological surface states (TSSs) is also in a
fashion of spin-momentum locking. In addition, Berry’s phase of the TSSs is
the same as in Eqn.2.22, which is π. This nontrivial Berry’s phase also ensures
those properties discussed previously occurs on a topological insulator.
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(a) (b)

Figure 2.3: (a) Surface states of a 3D Z2 topological insulator, blue and yellow
colors denote |ψ+〉 and |ψ−〉. (b) Topological surface states of Bi2Se3 shown by
ARPES. Arrows indicate different spin polarization, extracted from ref. [51]

Spin-momentum locking of the TSSs and the nontrivial π Berry’s phase are
the hallmarks for topological insulators (TIs). Experimentally, the guiding prin-
ciple to find a TI is to search for insulators where conduction bands and valence
bands have the opposite parity, and a ‘band inversion’ occurs when the strength
of spin-orbit coupling is tuned [50]. As shown in the Fig.2.4, the first generation
topological insulator Bi1−xSbx was achieved by changing the composition ratio
of bismuth and antimony [52]. Both bismuth and antimony have an electron
pocket at three equivalent L points. The valence and conduction bands at L
point, derived from antisymmetric (La) and symmetric orbitals (Ls), have a
small energy gap δ. At antimony concentration of x ≈ 0.04, the band gap δ
between La and Ls closes and a truly massless 3D Dirac point is realized.

(a) (b)

Figure 2.4: Bi1−xSbx band evolution and ARPES data extracted from ref. [52].
(a) Band evolution of Bi1−xSbx, from a semimetal to a topological insulator.
(b) ARPES data of Bi0.9Sb0.1(111). Surface band cross the Fermi level five
times between Γ̄ and M̄ point.
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2.3 Hexagonal warping

Soon after the semiconducting alloy BixSb1−x was confirmed to be a topological
insulator, a family of materials Bi2X3 (x =Se or Te) was found to be topological
insulators with a single helical Dirac cone surface state. As already shown in
Fig.2.3(a), the era of the second generation topological insulator started with
the ARPES verification of the undoubled Dirac fermion in Bi2Se3 by D. HsieH
et al. [53]. Everything is as beautiful as the previous computational results
suggested until the ARPES measurement shows that, for Bi2Te3 [54], a slightly
different ”cone” exists.

(a) (b)

Figure 2.5: Bi2Te3 band evolution and ARPES data. Figures are from ref.
[54]. (a) Band dispersion and the Fermi surface of Bi2Te3. (b) Constant-energy
contours shows the hexagonal warping band structure.

At that time, the hexagram shape of the surface state is explained by the
band repulsion of the snowflake-shape bulk electron pocket. To find a theoretical
explanation, Liang Fu used k · p theory and found an unconventional hexagonal
warping term which is the results of the symmetry requirements [55]. In his
Letter, he found that in order to satisfy C3v symmetry, additional term Hw =
λ
2 (k3

+ + k3
−)σz must be included in the Hamiltonian. Although the Hamiltonian

is threefold invariant, the band structure is actually six-fold symmetric because
of the presence of time-reversal symmetry.



16 CHAPTER 2. THEORETICAL BACKGROUND

The Hamiltonian used by Fu is

H(k) = E0(k) = vk(kxσy − kyσx) +
λ

2
(k3

+ + k3
−)σz. (2.41)

It is worth mentioning that the pseudo-spin σi is proportional to the electron’s
spin: 〈sz〉 ∝ 〈σz〉 and 〈sx,y〉 ∝ 〈σx,y〉. The eigenvalue of this Hamiltonian is

E±(k) = E0(k)±
√
v2
kk

2 + λ2k6 cos2(3θ). (2.42)

As a result, we have the warped Dirac cone.

Figure 2.6: Eqn.2.42 plots in E − kxky space. Hexagonal warped Dirac cone is
similar to the experimental observed as shown in Fig.2.5(b).

In fact, this hexagonal warping term can be applied into other SOC systems
which possess C3v symmetry, like Rashba surface states. This is due to the fact
that both topological surface states and Rashba surface states are the products
of the SOI. Therefore the Hamiltonians of TSSs and Rashba SSs are basically
the same, except that the effective Hamiltonian of TIs reflects the topological
nontrivial band structures of the bulk but that of Rashba materials corresponds
to trivial bulk topologies [56].

HHW = b(kxσy − kyσx) +
k2

2ms
+
c

2
(k3

+ + k3
−)σz (2.43)

Here, b = αR if the system is a Rashba material and b = ~vF if the system is a TI.
ms is the effective mass and c is the factor related with the hexagonal warping.
For a more accurate expression, a unit vector n which denotes the surface normal
direction should be added into the first term of this equation b(kxσy−kyσx) ·n.
It is clear, during our deduction of Rashba surface states in the first section
of this chapter, that the lattice potential gradient ∇V , i.e. surface normal
direction n here, determines the spin-momentum locking direction. We did not
mention this in the deduction of TSSs at previous section because the TSSs are
introduced by interfacing positive and negative masses, here we pointed it out.
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This means that the spin-momentum locking of TSSs, similar as Rashba states,
is opposite between top and bottom surfaces. In the rest of the deduction we
mainly take the top surface states which n = +1.

With this equation, we can plot the Rashba surface states under the hexag-
onal warping effect.

(a) (b)

Figure 2.7: (a). Energy dispersion from Eqn. 2.43. (b). Spin-splitting 2DEG
above the topological surface states of Bi2Se3. Arrow indicates the Dirac point
position. Figure (b) is from [57].

Hexagonal warping has some serious impacts on the properties of a material.
In Fu’s letter [55], three examples were listed. First, as shown in Eqn. 2.43,
Hamiltonian couples to σz, the spin polarization of surface states would have an
out-of-plane component sz ∝ 〈σz〉. Individual spin components can be solved
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(a) (b)

Figure 2.8: Spin textures for a upper half Dirac cone (a) without and with (b)
hexagonal warping. Black arrows denote the spin direction of that position.
Spin is perfectly in-plane when there is no hexagonal warping effect. When
hexagonal effect is taken into account, out-of-plane spin emerges. In addition,
out-of-plane spin is much apparent at higher energy position (far from the Dirac
point) than lower energy position (close to the Dirac point). Besides, no out-
of-plane component exists at the vertexes of the hexagram (ΓM direction) but
takes maximum at the concave center (ΓK direction). In addition, the out-of-
plane components at two adjacent concave areas are opposite.

from the eigenstates of the Hamiltonian in Eqn. 2.41:

Sx =
~
2
〈u(k,±)|σx|u(k,±)〉

= ±~
2

−~vkky√
λ2(k3

x − 3kxk2
y)2 + ~2v2

kk
2

(2.44)

Sy =
~
2
〈u(k,±)|σx|u(k,±)〉

= ±~
2

~vkkx√
λ2(k3

x − 3kxk2
y)2 + ~2v2

kk
2

(2.45)

Sz =
~
2
〈u(k,±)|σx|u(k,±)〉

= ±~
2

λ(k3
x − 3kxk

2
y)√

λ2(k3
x − 3kxk2

y)2 + ~2v2
kk

2
(2.46)

Here, results for an upper half Dirac cone (u(k,+)) are shown in Fig. 2.8.
The out-of-plane spin polarization is also momentum-dependent and can reach

up to 25% of the in-plane component along ΓK direction in Fig. 2.5(a) according
to the ARPES measurement [58].

Second, hexagonal warping gives rise to a novel mechanism for gap opening
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at the Dirac point. Since out-of-plane component sz exist, even applying an
in-plane magnetic field could generate a mass term in the Hamiltonian, which
opens up an energy gap.

Third, hexagonal warping in topological surface states would lead to two
types of Friedel oscillation patterns, since multiple pairs of stationary points
exist on the non-convex constant energy contour and inter-pair scattering is
allowed [59]. However, this does not mean that back scattering is allowed when
hexagonal warping term exist. The opposite spin is still coupled with opposite
momentum.

Besides these effects firstly predict by Fu, more phenomena are noticed as
time goes by. For example, Wu et al found that scattering events across a
TI junction will shows a strong angle dependence [60]; Li et al found that the
hexagonal warping term extends the topological region of the vortex line and
leads to Majorana zero modes, this could happen even in the energy regions out
of topological surface states [61].

2.4 Spin and charge interplay

When speaking of the spin charge interplay, one would immediately think of
the famous spin Hall effect (SHE) and the inverse spin Hall effect (ISHE). The
SHE was theoretically predicted by Dyakonov and Perel early in 1971 [62], but
experimentally realized 30 years later in 2004 by Kato [63]. Since ISHE and SHE
allow spin and charge interconversion without ferromagnet or external magnetic
field, they attract attentions in spintronic applications. The mechanism of SHE
or ISHE can be divided into two parts: intrinsic and extrinsic.

(a) (b)

Figure 2.9: (a) SHE and (b) ISHE. Figures are from [64].

The intrinsic mechanism is based on the band structure, which was proposed
by Karplus and Luttinger in 1954 [65] to explain anomalous Hall effect (AHE).
This theory is reformulated by Berry’s phase explanation [66] and works well for
explaining the SHE in 3d transition metals, which is the trajectory dependent
phase factor acquired from the d-orbitals. So far the intrinsic mechanism has
been reported to dominate over extrinsic mechanisms in 4d and 5d transition
metals [67, 68]. For the intrinsic mechanism, the spin Hall resistivity ρSHE is
proportional to ρ2

xx.
The extrinsic mechanism is based on the impurity scattering, it is caused by

SOI between the spin of conduction electrons and the impurities. Two kinds of
mechanisms, i.e. skew scattering [69] and side jump [70] compose the extrinsic
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mechanism. They are all spin dependent scattering events at the impurity
site, but the skew scattering is inelastic, and the impurities are in the lattice,
whereas side jump is elastic. In addition, the side jump spin Hall conductivity
arising from the electron-phonon scattering is conventionally regarded to be
temperature (T) independent, although the phonon density varies with T [71]
thus recent research suggests otherwise [72]. Moreover, side jump effect is said to
be proportional to the impurity concentrations [73], whereas the screw scattering
is not. The spin Hall resistivity ρSHE of skew scattering is proportional to the
resistivity ρimp induced by the impurities, but that of the side jump effect is
proportional to ρ2

imp or ρimpρtotal. The most important spin Hall angle θSHE
is defined as

θSHE =
ρSHE
ρimp

= a+ bρimp(orρtotal) (2.47)

Here a and b are the coefficients of the skew scattering and the side jump.

Figure 2.10: Three main mechanisms of AHE. Figures are from [74].

It can be seen that the SHE and AHE share the same mechanisms, indeed,
SHE, ISHE and AHE are essentially the same thing if a system possess inversion
symmetry [75]. However, they will become individual effects when the symme-
try argument no longer holds. For example, in a 2DEG system the inversion
symmetry is broken and the Rashba type SOI would suppresses the extrinsic
contribution of SHE drastically [76, 77]. It is said that in the pure Rashba model
the SHE and AHE would vanish but only a finite ISHE remains [75].

2DEG with symmetry breaking is indeed an interesting system. Though the
spin-orbit coupling lifts the spin degeneration, there is no current or spontaneous
spin polarization in equilibrium. However, there are approaches other than
SHE and ISHE for spin and charge current interconversion. First, considering
the simplest situation in which only one spin-momentum locking Fermi surface
presents. By applying an electrical field along x-direction the Fermi surface
shifts along kx direction by δk (Fig. 2.11).
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δk

θ

Figure 2.11: Fermi surface in non-equilibrium distribution, black arrow
shows shifted direction. Dashed line—equilibrium; solid line—non-equilibrium.
Thicker blue arrow means promoted spin, thinner red one means restrained spin.

We simply use Drude model to calculate the current and spin polarization
in such non-equilibrium states.

J = nev (2.48)

In general, the electron concentration is given in terms of the density of states
(DOS) N(E):

n =

∫ ∞
0

f(E)N(E)dE (2.49)

Here we take an approximation by changing the Fermi-Dirac distribution func-
tion into a step function,

f(E) =
1

exp[(E − EF)/kBT ] + 1
≈
{

1, (E 6 EF)
0, (E > EF)

(2.50)

Then we can calculate the electron concentration simply by integrating the
Fermi surface

n =
2

4π2

∫
|k|<kF

dk. (2.51)

In the case of Fig. 2.11, what we need to do is to integrate the shifted area of
the Fermi disc. Noted that in spin-splitting systems, only one state is allowed
per unit k-space, however, the shift of Fermi disc happens on both sides which
would preserve the factor 2 of DOS for a spin-splitting system.

n =
2

4π2

∫ π
2

−π2
δk cos θ k dθ (2.52)

When the shift of Fermi surface is tiny, we can obtain

Jx =

∫ π
2

−π2

2

4π2
e δk cos θ k vF cos θ dθ

=
e vF δk k

4π
. (2.53)
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Here, k is the same value as kF in equilibrium. Similarly, we can get the ‘spin
injection’ due to this shift of the Fermi surface.

S = ±~
2

∫ π
2

−π2

2

4π2
δk cos θ k cos θ dθ

= ±~
2

δk k

4π
(2.54)

After this, we can treat a little bit complex case, i.e. 2D Rashba spin-splitting
surface. Eq.2.53 and Eq.2.54 only correspond to one subband.

δk

(a)

δk

(b)

Figure 2.12: Two cases of non-equilibrium distributed Fermi surface of Rashba
band. (a) is the case when applying an electric field; (b) is when spin injection
happens.

Considering the two subbands, the total current would be:

J = j1 ± j2 =
evF δk

4π
(k1 ± k2) (2.55)

subscripts 1 and 2 denote the inner and outer Fermi contour.

For Fig. 2.12(a)
evF δkk0

2π
, for Fig. 2.12(b)

evF δk η k0

2π
(2.56)

where k0 is the average value of the two spin-splitting band wavevectors (Rashba
splitting energy is ±αRk0), and η is a dimensionless factor to evaluate the split-
ting [78]. In the equilibrium 2DEG system with Fermi energy εF = (~k0)2/2m∗

η =
αRm

∗

2~2k0
=
αRkF
2εF

(2.57)

k1 = (1− η)k0, k2 = (1 + η)k0 (2.58)

So if we use current to generate spin which is usually called as charge-to-spin
conversion, i.e. case of figure 2.12(a), we would have a spin polarization of [79]

P =
2(S1 + S2)

n
=

2η

vF

J

ne
=
αRkF
vF εF

J

ne
. (2.59)
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A direct conclusion we can get from Eqn.2.59 and Eqn.2.57 is: a large charge-
to-spin conversion ratio requires a large η, i.e. a large Rashba splitting αR and
a small Fermi energy εF . As shown in Fig. 2.12, we can introduce two kinds of
non-equilibrium to Rashba type states, by applying electrical field or through
spin injection. Besides, we can instantly notice that comparing with single
Fermi surface, i.e. TI case, the two Fermi surfaces of Rashba system always
suppressing each other, no matter in spin inducing current circumstance or cur-
rent stimulating spin polarization case. In the case of spin-to-charge conversion,
with the same k0, TI is 2η (maximum 2) times larger than Rashba type system.

For the case that spin polarization induced by a charge current, it is con-
sidered theoretically in more detailed by Edelstein [80] which is the Rashba-
Edelstein effect (REE). The REE is verified experimentally at Bi/Ag interface
[81] recently. Moreover, the reciprocal effect, inverse Rashba-Edelstein effect
(IREE) which is a charge current induced by spin polarization, also exists. And
the IREE is firstly experimentally realized also at Bi/Ag interface [82], and get
better theoretical explained afterwards in 2013 [83]. Up to now, IREE has been
observed on many materials, such as Rashba type metal alloy [84], topological
insulators [85], oxide interfaces [86], etc.

It is worth mentioning that those equations above only apply to the spin-
momentum locking surface without hexagonal warping. Things could get very
complex when we include hexagonal warping effect. First, when hexagonal
warping occurs, depending on the factor λ and energy level of the Fermi surface,
the energy contour could strongly deviate from a perfect circle, therefore the
simple calculation in Eqn. 2.52 would fail in such case. Second, as shown in
Fig. 2.8(b), spin direction depends on the energy level of the Fermi surface and
the direction of the Fermi surface (e.g. ΓK or else), so the spin injected due
to the shift of the Fermi surface will strongly depends on the shift δk direction
and the energy level.

Figure 2.13: Conduction band spin textures of a hexagonal warped TSS. The
arrow represents the in-plane spin polarization while the color indicates the out-
of-plane component of the spin polarization, red for up and blue for down. The
black line gives the constant energy contours. Figure is extracted from [87].

Take a very simple example to calculate the hexagonal warping effect, let’s
add an out-of-plane spin component to the Fermi surface of Fig. 2.11 which
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takes a form of

Sz = ak cos(3θ + ϕ). (2.60)

Here, factor ak together infers energy level of the Fermi surface, and ϕ denotes
the Fermi surface shift direction, ϕ = 0 means ΓM direction.

It is clear that in-plane spin would follow the exact expression in Eqn. 2.54.
For the out-of-plane spin:

Sz = ±~
2

2

4π2

∫ π
2

−π2
a · cos(3θ + ϕ) δk cos θ k cos θ dθ

= ±a δk k
2 ~ cos(ϕ)

15π2
. (2.61)

The spin injected here is proportional to the shift, to the second order of k and
greatly depend on the shift direction.

Furthermore, due to the symmetric distribution of the out-of-plane spin on
the Fermi surface, as shown in Fig. 2.13, one cannot shift the Fermi surface by
injecting out-of-plane spin thus no charge current generation in this scenario.

2.5 Light, photocurrent and spin

Light is an electromagnetic wave propagating in space, or a cluster of particles
named photon traveling with the speed c. Depending on the observation meth-
ods, you can probe different aspects of a beam of light. Normally, we observe
light as an electromagnetic wave. Similar as any kind of waves, it is able to
carry energy and information. To describe a beam of light, for example, electric
fields of a plane-wave propagating along z direction are

Ẽx(z, t) = êxEx0(t) exp[i(−kz + ωt+ ϕx] (2.62)

Ẽy(z, t) = êyEy0(t) exp[i(−kz + ωt+ ϕy] (2.63)

where Ẽ = Ẽx(t) + Ẽy(t). We can simply write the total field in a vector space
where,

Ẽ =

(
Ex0 e

iϕx

Ey0 eiϕy

)
=

(
Ex
Ey

)
(2.64)

Absorption, Reflection and Transmission

Basically, light interacts with media through transmission (transmittance T),
reflection (reflectance R) and absorption (absorbance A). Especially, the absorp-
tion is of the interest of this thesis. A famous law that describes the absorption
is called the Beer-Lambert Law.

A = log10

I0
It

(2.65)

where A is the absorbance, I0 is the initial intensity and It is the transmitted
intensity. We can write

It = I0e
−αz (2.66)
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The penetration depth can be expressed as δp = 1/α which defines the length
through which the light intensity drops to 1/e of its surface value. α is the
absorption coefficient, which related to extinction coefficient κ byi

α =
4πκ

λ
(2.67)

λ is the wavelength of the light. This law is widely used for bulk materials, like
a chunk of a solid or a glass of solution. In the case of thin films, it can suggest
some properties but not accurate. This is because of the interference of the light
occurs within the film thickness.

Figure 2.14: A beam of light I0 incident from a medium 0 to a thin film 1 on
a medium 2. Multiple reflections happen within film 1. As a result the total
reflection is not simply equals to R01I0, it is R01I0 +T01R12T10I0 + · · ·. Similar
case for the total transmission and total absorption.

To calculate the R, T and A we need to first calculate the reflection and
transmission of the electrical fields, which are called reflection and transmission
coefficients r, t. Using the Fresnel-Airy formulas [88]:

r =
r12 + r23e

2iβ

1 + r12r23e2iβ
, (2.68)

t =
t12t23e

iβ

1 + r12r23e2iβ
(2.69)

where rij and tij are Fresnel coefficients for reflection and transmission coeffi-
cients from the i-th medium to the j-th medium, β = n2k0 cos(θ2)h, where θ2 is
the incident angle in the second medium, k0 is the free-space wave vector, ω is

ihttps://en.wikipedia.org/wiki/Refractive index
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the angular frequency of the incident light and c is the speed of light in vacuum.
As the Fresnel equation goes,

R = |r|2, (2.70)

T =
nf cos θf
ni cos θi

|t|2. (2.71)

θf and θi is the incident angle on the initial and finial material. In the case of
normal incidence, according to Heavens, we will have [89, 90, 91]

R =
(g2

1 + h2
1) exp(2α1) + (g2

2 + h2
2) exp(−2α1) +A cos 2γ1 +B sin 2γ1

exp(2α1) + (g2
1 + h2

1)(g2
2 + h2

2) exp(−2α1) +A cos 2γ1 +B sin 2γ1
,

T =
n2

n0

((1 + g1)2 + h2
1)((1 + g2)2 + h2

2)

exp(2α1) + (g2
1 + h2

1)(g2
2 + h2

2) exp(−2α1) +A cos 2γ1 +B sin 2γ1
(2.72)

where

A = 2(g1g2 + h1h2), B = 2(g1h2 − h1g2),

C = 2(g1g2 − h1h2), D = 2(g1h2 + h1g2),

g1 =
n2

0 − n2
1 − k2

1

(n0 + n1)2 + k2
1

, h1 =
2n0k1

(n0 + n1)2 + k2
1

g2 =
n2

1 − n2
2 + k2

1 − k2
2

(n1 + n2)2 + (k1 + k2)2
, h2 =

2(n1k2 − n2k1)

(n1 + n2)2 + (k1 + k2)2

α1 = 2πk1d/λ and γ1 = 2πn1d/λ. (2.73)

Finally from the energy conservation we have the absorbance of the film:

A = 1−R− T (2.74)

The result of the thin film interference could be drastic, research shows that
70-80% of certain wavelength of the incident light is absorbed in a 10-15 nm
thick Ge covered on Au [92].

The absorption of light mainly results in two kinds of consequences, pho-
tocurrent and thermal heating. Photocurrent is a generation of an electric
current by light illumination. This phenomenon usually takes place in hetero-
junctions, like a p-n junction or a Schottky junction, where photoexcitation
generates electron-hole pairs firstly, then under the field of the p-n junction or
Schottky junction, electrons and holes are separated and swept into different di-
rections. On the other hand, thermal heating is achieved by lattice or molecules
resonating at the light frequency, which is usually at the infrared region. Inho-
mogeneous illumination will cause a thermal imbalance across the sample which
could also lead to an electric current by the thermoelectric effect.

Spin orientation by circular polarization

Besides those conventional photocurrents or thermoelectric currents, a kind of
electric current generated by the circularly polarized light, i.e. the helicity
dependent photocurrent (HDP), catches the attention of researchers. As is
known to all, circularly polarized light carries certain angular momentum, ±~
for left-handed circular polarization (LCP) or right-handed circular polarization
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(RCP). Consequently, photoexcitation would be spin selective for a spin splitting
band due to the unequal excitation possibility by LCP and RCP. Therefore, it
is straightforward to think that the HDP is spin polarized, or at least to some
percentages.

To illustrate the spin selective excitation, a simple model is presented which
shows a circularly polarized light interacts with electrons at topological surface
states. To write the Hamiltonian we need to substitute p by p − eA in the
Hamiltonian of Eqn. 2.41, and for simplicity let us do it without hexagonal
warping effect.

H = vk(kxσy − kyσx)− evk
~

(Axσy −Ayσx) (2.75)

The first term of this Hamiltonian is the topological states HTI and the second
term is the interaction Hamiltonian Hint. Considering a z-propagating plane
wave that we used in in Eqn. 2.63 and rewriting it in the vector potential form
A = A0e

i(k·r−ωt+ϕ). Here, q rather than k is used to distinguish the wave vector
of light from that of the wave function.

Ax(z, t) = Ax0 cos(qz − ωt+ ϕx),

Ay(z, t) = Ay0 cos(qz − ωt+ ϕy) (2.76)

For RCP, ϕx = π/2, ϕy = 0, Ax0 = Ay0 [93].

Ax(z, t) = −A0 sin(qz − ωt),
Ay(z, t) = A0 cos(qz − ωt) (2.77)

So the interaction Hamiltonian is

Hint = −evk
~

(Axσy −Ayσx)

= −A0evk
~

(− sin(qz − ωt)σx − cos(qz − ωt)σy)

= −A0evk
~

(−ieiωt−iqz(σx + iσy) + ie−iωt−iqz(σx − iσy)) (2.78)

Eqn.2.78 describes the emission (first term) and the absorption (second term) of
a photon. We learn that the interaction with RCP is revealed as spin raising and
lowering operators over the quantized spin along z axis, which is the light prop-
agation direction. If the incident angle of the light is changed, the quantization
axis varies accordingly. Spin selection rules requiring the RCP couples to spins
that are aligned with the wave vector of the light [94]. If we change the RCP
to LCP then the emission term would couple with the spin lowering operator
and absorption term with the spin raising operator. Therefore, a material with
helical spin structures can be excited asymmetrically by a circularly polarized
light and produces a photocurrent if spin-momentum locking presents.

Photogalvanic effect

A practical example of this phenomenon is the circular photogalvanic effect
(CPGE). Photogalvanic effect (PGE) has been observed in the early 1970s [95].
Besides the current due to uniformed illumination on the sample, additional con-
tribution of current which strongly affected by the polarization of the light was
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discovered, and this was interpreted as an optical rectification effect at that time
[96]. Moreover these results show that the direct current depends linearly on
the intensity of the light, and stable even in a long period experiment [97]. The
characteristics of large-value photovoltages and the direction dependent ruled
out Dember effects, entrainment of electrons by photons, micro-inhomogeneities
of crystals and other known photovoltaic phenomena [98].An important point
of such phenomenon is that it takes place in crystals which lacks of an inversion
center. And we know that in such kind of crystals, Rashba effect is possible.
This overlapping gives us a hint that it is possible to manipulate spin by optical
polarization. To give a phenomenological interpretation, we derive this effect
from the fundamental nonlinear optics.

The electric current in a homogeneous medium can be expanded in a power
series with the electric field:

Ji = α0
ijEj + β0

ijkEjEk + σ0
ijklEjEkEl

+γ0
ijklEjẼkẼ

∗
l + βijk(ω)ẼjẼ

∗
k + · · · (2.79)

Here E is the statistic electric field, the first three terms describe the static
conductivity taking the nonlinear corrections into account. Here, Ẽ∗(ω) =
Ẽ(−ω) and E is the intensity of the field at frequency ω. The fourth term
describes photoconductivity and the last term is for photogalvanic effect [98].
These currents are also referred to as injection or shift currents which are second-
order nonlinear optical effects [99]. It is obvious that the magnitude of the
second-order effect is proportional to the radiation intensity I = c|E(ω)|2/2π.
To focus on the second-order effect, we take the last term out.

ji = βijk(ω)Ẽj(ω)Ẽk(−ω) (2.80)

This equation would not hold under a spatial inversion operation since current
ji would be the opposite, however Ẽj(ω)Ẽk(−ω) is the same. Therefore, to let
current in Eqn.2.80 exist, the medium should not possess inversion symmetry,
i.e. PGE only exists in materials lack of inversion symmetry. Another way to
let Eqn.2.80 hold is by modifying the equation with a light wave vector q which
lead to the photon drag effect (PDE). We will deduce the PGE first and get
back to PDE later.

The second-rank tensor in eqn.2.80 can be divided into a symmetric part
and an antisymmetric part by the permutability of the pair indices j and k,

βijk = β+
ikj + β−ijk,

β+
ikj =

1

2
(βijk + βikj),

β−ikj =
1

2
(βijk − βikj). (2.81)

So, Eqn. 2.80 is rewritten as

ji = β+
ijkEjE

∗
k + β−ijkEjE

∗
k (2.82)

From the definition of the symmetric and antisymmetric part of the βijk we know
that we will have βijk(EjE

∗
k + EkE

∗
j ) in the symmetric part and βijk(EjE

∗
k −
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EkE
∗
j ) in the antisymmetric part. For the antisymmetric part, it can be further

expressed as

(E × E∗)i = εijkEkE
∗
j , (2.83)

where εijk is the Levi-Civita symbol in three dimensions.
Besides, this kind of representation of the electric field is well-used in polar-

ization representation called Stokes Vectors [100]. The Stokes vectors contain
four elements which are defined as [101],

S0 = Ix + Iy = E2
x0 + E2

y0 = ExE
∗
x + EyE

∗
y (2.84)

S1 = Ix − Iy = E2
x0 − E2

y0 = ExE
∗
x − EyE∗y (2.85)

S2 = I+45◦ − I−45◦ = E+45◦E
∗
+45◦ − E−45◦E

∗
−45◦

= 1
2 [(Ex + Ey)(E∗x + E∗y)− (Ex − Ey)(E∗x − E∗y)]

= ExE
∗
y + E∗xEy (2.86)

S3 = IR − IL = ERE
∗
R − ELE∗L

= 1
2 [(Ex − iEy)(E∗x + iE∗y)− (Ex + iEy)(E∗x − iE∗y)]

= i(ExE
∗
y − E∗xEy) (2.87)

S0 means the total intensity of the light; S1 is the intensity difference between
x direction and y direction; S2 denotes the difference between ±45◦ direction
linear polarization; S3 shows the difference between RCP and LCP.

Obviously, the symmetric part is related with S1 and S2 which are the linear
polarization, while the antisymmetric part is related with S3 which is the circular
polarization. Finally, we can rewrite Eqn. 2.80 in the form of

jλ = χλµν [Eµ(ω)E∗ν(ω) + E∗µ(ω)Eν(ω)]/2

+iγλκ(E×E∗)κ (2.88)

Here we have the third-rank tensor χλµν represents the symmetric part of βijk
and second-rank pseudo tensor γλκ which γλκ = βλµνεκµν . Clearly, the first
term is even in ω, but the second is odd in ω. This means when transform
ω → −ω, or equivalently, E → E∗, i.e. reverses the helicity of the circularly
polarized light, the sign of the second term changes, yet the first term remains
unchanged. Thus, the first term stands for the effect caused by the linearly
polarized lightii(a.k.a linear photogalvanic effect, LPGE) or shift current (in
ref.[99]), and the second term for the circular photogalvanic effect (CPGE) or
injection current.

Note that for LPGE the last two indices of tensor χλµν can be permuted,
which means χλµν = χλνµ, because swamping Eµ(ω) and Eν(ω) would leave
LPGE part invariant. In addition, the second term iγλκ(E×E∗)κ can be written
as iγλκ(E1E

∗
2 − E∗1E2)κ, or sometimes simply written as êκPcircE

2
0 . Pcirc is

the degree of circular polarization, êκ is the unite vector pointing the light
propagation direction and E0 is the amplitude of the electric field of the light
[102].

An discussion of LPGE and CPGE based on this equation are proposed in
ref.[103]: the LPGE part does not contain time reversal symmetry, yet CPGE
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part is invariant to time reversal which means CPGE and LPGE has totally
different physical origins. Also as proposed in ref.[104], there are two contri-
butions for the LPGE, ballistic current due to excitations and displacement of
wave packet’s center of mass in quantum transitions. As for CPGE, only the
ballistic contribution exists.

In the view of the injection currents and the shift currents, as stated in the
reference [105], the shift currents arise from a spatial shift of electron charges
during excitations, while injection currents are generated by quantum interfer-
ence between different optical pathways.

As for the mechanism of CPGE, the author of ref.[106] gives a clear expla-
nation that CPGE contains two steps: photoexcitation, and followed by carrier
scattering.

(a) (b) (c)

Figure 2.15: CPGE models proposed in ref.[107]. (a) inter-band transition. (b)
inter-subband transition. (c) intra-subband transition. Figures are extracted
from ref.[107].

As shown in Fig. 2.15, three types of CPGE are introduced in a review
paper [107]: inter-band transitions Fig. 2.15(a), inter-subband transitions Fig.
2.15(b) and intra-subband transitions Fig. 2.15(c). In the case of the inter-band
transition and inter-subband transition, the ‘center of mass’ of spin-up and spin-
down electrons are not overlapping each other at kx = 0 due to the spin splitting.
Under circular illumination, conservation of the angular momentum causes the
unbalanced excitation which results in a non-zero group velocity of the excited
electrons [108]. Regarding the intra-subband transition, phonon takes part in
the process. If a virtual process take place in different subbands, a spin current
rather than a charge current would be generated [109].

It is suggested that the charge current generated by CPGE could be spin-
polarized [107] which is appealing to device applications. So far, a lot of
researches of CPGE have been done on materials like, topological insulators
[13, 14, 110, 111, 18], spin-valley coupling system [15, 16], heave metal and
quantum wells with strong SOC [11, 12, 112].
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Photon drag effect

Another approach for Eqn. 2.80 to hold, i.e. the PDE scenario, is by modifying
the equation to

jλ = Ξλδµν(ω)qδẼµ(ω)Ẽν(−ω). (2.89)

Here Ξλδµν is the third-rank tensor and qµ is the wave vector of the light. In
this case, there is no symmetry constrains for the medium anymore.

Similar to PGE, PDE can also be divided into the circular photon drag effect
(CPDE) and the linear photon drag effect (LPDE).

jLPDEλ = Tλδµνqδ(EµE
∗
ν + E∗µEν)/2 (2.90)

jCPDEλ = Dλδµqδi[E ×E∗]µ (2.91)

Similar to the LPGE tensor χijk, the last two indices of LPDE tensor Tλδµν
can be permuted. However, for the CPDE pseudo tensor, the last two indices
cannot be permuted, because they refer different meaning and generally they
are not equal. In addition, totally opposite to PGE, the LPDE is even at time
reversal and CPDE is odd at time reversal [113].

Photon drag effect is the electric current generated by momentum transfer
from photons to electrons. This effect was experimentally observed in semi-
conductors at 1980 [114]. However most of the observations were LPDE. The
reports of CPDE emerge only in recent years. CPDE was observed in quantum
wells [115],bulk tellurium [116], topological insulators [117, 18] and in graphene
[19, 118, 119]. The mechanism of CPDE is stated as a three-step process in
ref.[115]: First, helicity and wave vector dependent photoexcitation. Then, the
spin precess in an effective magnetic field. Finally, electric current caused by
asymmetric spin relaxation.

Figure 2.16: Sketch of PDE process in quantum wells from ref.[115]. (a) shows
the experiment scheme of GaAs/AlGaAs QW. (b), (c) and (d) corresponding
to step 1 to 3, respectively.

A microscopic model is shown in Fig. 2.16. PDE has a more restrict sym-
metry requirement than PGE, especially for CPDE. It might not be observable
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simply, but once we have it, we can easily distinguish it from the incident an-
gle dependence due to the requirement of both crystal symmetry and the wave
vector of photon. According to [117], a calculation shows the frequency depen-
dence of PGE and PDE in C3v symmetry crystal. It can be seen that PGE and
PDE current can be observed at a lower frequency range, and after a certain
frequency both are attenuated while increasing photon frequency.

Figure 2.17: Frequency dependence for the photogalvanic and photon drag pho-
tocurrent. Figure is from ref.[117]. ω is the photon frequency and τtr is the
transport relaxation time.

Spin-charge interconversion by inhomogeneous illumination

In addition to all the direct excitation of carriers, inhomogeneous illuminations
could involve spin-charge interconversion as well, with the help of the gradient of
heating or carrier densities. Early in 1984, Bakun et al. [120] used a circularly
polarized light normally incident (z direction) on a bulk AlGaAs sample. A
carrier density normal to the surface of the sample (Z direction) is created
due to the illumination. Initially, spin is polarized along the incident direction,
i.e. z direction. By applying a magnetic field in x direction some y direction
spin is created. As a result, current is obtained in y direction by ISHE. Based
on this idea, researchers found that with proper materials and experimental
arrangement, the magnetic field can be remove to obtain the ISHE current
[121, 122, 123, 124].
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Figure 2.18: Arrangement for observing the photocurrent. Figure from [120].

Recently, a new phenomenon of spin separation by the thermal current is
observed, which is called spin Nernst effect (SNE) [125, 126]. A spin current is
generated by a thermal gradient Js = ∇T × S. Under the inhomogeneous illu-
mination by circularly polarized light, the laser heating would create a thermal
gradient and the photoexcitation by circular polarization would generate spin
polarized carriers, therefore could give rise to SNE.

Figure 2.19: Schematics for SNE and spin Nernst magnetoresistance (SNMR).
Figures are from [126]. (a) The temperature gradient in x-direction generates a
spin current in z-direction with spin in y-direction. (b) A spin current induced
in heavy metal by a temperature gradient in x-direction (Js,T ) partially reflected
at the interface. Longitudinal (∆Vxx) and transverse (∆Vxy) are modified by the
spin depended reflection at the interface. Jabss (Jrefs ) is the absorbed (reflected)
spin current at the interface.
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Experimental methods

3.1 Optical setup

The apparatus used in this experiment basically can be divided into vacuum
part and optical part. This system is built based on the setup of ref. [127] with
some alternations, and the overall scheme is shown in Fig. 3.1.

Figure 3.1: Schematic figure of experimental setup. LA: lock-in amplifier. PD:
photodetector. BS: beam splitter. QWP: quarter wave plate. C: chopper. θ
is the incident angle and φ is the angle between QWP’s optical axis and linear
polarization direction.

The apparatus contains mainly two chambers in its vacuum part, namely
the load-lock chamber and the main chamber. Both film fabrications and mea-
surements were done in the main chamber. The vacuum in the main chamber
is supported by a rotary pump, a turbo, an ion pump and a titanium sublima-
tion pump, with those the vacuum level is able to reach as low as ∼ 1× 10−10

Torr. The sample at the main chamber is capable of being cooled to as low
as 27K with liquid He. Two magnets are located at the bottom of the main
chamber and could supply 0 ∼ 0.2 T in-plane or out-of-plane magnetic field to
the sample.
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Figure 3.2: Scheme of the opti-
cal part of this experiment. DM:
dichroic mirror. L: lens. BS: beam
splitter. P: polarizer. VP: view-
port. Bellows connect to the vac-
uum chamber.

In the optical part as shown in Fig. 3.2, two lasers are used, the wavelengths
of the two are 635 nm and 1550 nm respectively. The light paths of the two lasers
are carefully collimated by a dichroic mirror to align with each other, so we can
use the visible laser to guide the setup roughly. A beam splitter is inserted into
the light path to pick up the feedback of the laser intensity by a photodetector.
After that the laser is linearly polarized by a Glan-Thompson prism which has an
extinction ratio up to 5×10−5. Then the linearly polarized light passes through
a rotating quarter-wave plate (QWP) which would change the polarization of
the light from linearly polarized to circularly polarized continuously. Later the
light goes through a fused silica viewport perpendicularly and finally reaches to
the surface of the sample in the main chamber.

The optical system needs to be carefully handled. First, the reflectance and
transmittance of the p- and s-polarized light are different, and this could lead to
artifact signal unless the light passes the optical compartments perpendicularly,
so every transmitted optical element should be carefully aligned. In addition,
the polarizer and the QWP must be put at the final stage of the light path, right
before the light reaches the sample to keep the polarization. Second, due to the
QWP used in this experiment is made from quartz, whose retardation is strongly
dependent of the angle of incidence (AOI), it must be aligned carefully. Third,
the viewport in the light path should be well protected to prevent from being
contaminated during sample growth in the main chamber. And for optical use,
strain-free viewport should be utilized, because strain across the viewport could
cause retardation due to photoelastic effect. Last but not the least, the position
of the light spot on the sample is difficult to adjust through the manipulator on
the sample side (the manipulator will change horizontal and vertical position
together, as well as the tilted angle). So, when adjusting that, in order to keep
the light identical, the whole optical part, including the viewport, should be
moved, rather than just adjusting any single part of the setup.

3.2 Lock-in technique

Lock-in technique is a powerful tool for experiments which attempt to collect
signals from progressively smaller signals, weaker concentration and fainter ex-
citation. Lock-in amplifiers can extract a small signal component at a specific
frequency by using the phase-sensitive detection technique [128]. Noise signals
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at other frequencies would not influence the output at all. Usually a signal we
measured has several compositions:

Vsig(t) = V0 + Voffset + Vwhite(t) + Vpink(t) (3.1)

Here Vwhite means the white noise, also known as the Gaussian noise. This type
of the noise fluctuates rapidly with time that the power spectrum is independent
of the frequency up to f ≈ τ−1, where τ is the correlation time of the white
noise. The noise power goes to zero at a frequency higher than τ−1. In addition,
the expectation value over time of the white noise is zero [129]. A good way
to get rid of the white noise is to take an average for a long time. And Vpink

denotes the pink noise. The power spectrum shows a 1/f dependence, so it is
also called as 1/f noise. Pink noise has been found in various systems such as,
physical, biological even economic systems, some says it is ubiquitous [130].

If we can control the wanted signal V0, like, switching the signal on and off
at a certain frequency and take the difference. It is clear that the offset and
the low-frequency signal almost makes no contribution to measured signal if
the modulation frequency is high. After taking the average of the difference
signal over time, only signal at modulation frequency is left (including noises
and the wanted signal). For optical experiments, typical modulations include
chopping beams with an optical chopper (100Hz–6kHz), or a combination of
a photoelastic modulator (PEM) with a linear polarizer (100kHz), and simply
using a PEM to modulate beams. The last type of modulation is particularly
useful that eliminates all background signals which do not depend on the light
helicity.

Figure 3.3: Schematic of the lock-in amplification: the input signal is multiplied
by the reference signal. The mixer outputs are low pass filtered which eliminate
the noise and the 2ω component, and finally converted into a polar coordinateii.

A modern lock-in amplifier can be seen as a combination of a phase sensitive
detector (PSD) followed by a low pass filter as shown in Fig. 3.3. The chopping
frequency provide a reference frequency ωr to the PSD, and through a phase-
locked-loop the lock-in amplifier will generate a reference signal VL sin(ωLt+θref)
based on the reference frequency ωr [128]. Fig. 3.4 shows this procedure.

iiFigure from https://www.zhinst.com/applications/principlesoflockindetection
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Figure 3.4: Reference, signal and lock-in signal generated from a PSD. Figure
is from ref.[128].

The lock-in amplifier will amplify the signal and then multiplies it by a
reference. The result of the mixer can be understood by trigonometric identities.

sin(a) sin(b) =
1

2
(cos(a+ b)− cos(a− b)), (3.2)

cos(a) sin(b) =
1

2
(sin(a+ b)− sin(a− b)) (3.3)

So, the results

VM1 = VsigVL sin(ωLt+ θsig) sin(ωLt+ θref)

= 1
2VsigVL cos([ωr − ωL]t+ θsig − θref)

− 1
2VsigVL cos([ωr + ωL]t+ θsig + θref) (3.4)

This output contains two AC signals, however if ωr = ωL, i.e. lock-in frequency
ωL is the same as the reference frequency ωr, the first term of Eqn. (3.4)
becomes a DC term which proportional to the original signal that we want to
measure. After the low pass filter, we can pick this signal out.

Vout1 =
1

2
VsigVL cos(θsig − θref) (3.5)

If we have two PSDs with a reference angle θref 90◦ shifted, we can exclude
the phase dependence with two output commonly shown in a lock-in amplifier.
The Lock-in amplifier solve this by using another mixer, with a reference input
which is 90◦ out of phase [131]. The second reference input is Vref sin(ωrt +
θref − π/2), and the mixing signal is

VM2 =
1

2
VsigVL cos(θsig − θref − π/2)

+
1

2
VsigVL sin(2ωrt+ θsig − θref − π/2) (3.6)

After filtering,

Vout2 = 1
2VsigVL cos(θsig − θref − π/2)

= 1
2VsigVL sin(θsig − θref) (3.7)
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These are what we usually see on a lock-in amplifier as output X and Y.

X = Vsig cos θ , Y = Vsig sin θ (3.8)

and R =
√
X2 + Y 2 = Vsig (3.9)

Here θ = θsig − θref.
The CPGE current reported in former experiments [13, 14, 107] can be as

low as around 1 ∼ 10 pA ·mm2/mW. In addition to promoting the laser power
density, lock-in amplifier provides another sophisticated method to access to
this weak signal.

3.3 Reflection high-energy electron diffraction

Reflection high-energy electron diffraction (RHEED), as well as low-energy elec-
tion diffraction (LEED) are two methods widely used for surface science. Sim-
ilar to x-ray diffraction (XRD), these two methods utilize diffraction patterns
which are related with the reciprocal lattice structures. The main difference
between XRD and RHEED/LEED is that XRD reveals the whole crystal struc-
ture, while, by selecting certain electron energy, RHEED and LEED are only
sensitive to the surface structure.

The surface sensitivity of LEED is because that the electron interaction
with the solid is strong at the low energy region. Rather than penetrating the
whole crystal, the majority of electrons will lose kinetic energy during inelastic
scattering processes, such as plasmon and phonon excitations as well as electron-
electron interactions. As shown in Fig.3.5 which is known as the universal
curve, the inelastic mean free path determines how far the electron goes into
the sample. As for a typical surface region with a few atomic layers (5-10 Å
thick), the corresponding energy is (20-200 eV). This attenuation ensures that
the observation by LEED are dominated by the surface.

Figure 3.5: Inelastic scattering
mean free path plotted vs the ki-
netic energy of electrons. Figure
from [132].

In the case of RHEED, the small glancing angle of incidence allows electrons
to escape from the bulk of the sample. And the atoms at the sample surface
scatter the incident electrons and produce the diffraction pattern. There are
two types of diffraction procedures contribute to the RHEED pattern. One is
the kinematic diffraction, during which electrons goes through a single, elastic
scattering at the sample surface. The high intensity spots or rings occur owing
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to the kinematic scattering. The other procedure is called dynamical diffrac-
tion, where electrons undergo multiple but still elastic scattering in the crystal.
In addition to these elastic scatterings, inelastic scatterings also contribute to
the whole scattering patterns, they make the background but not the diffraction
spots or rings. And for some of the inelastic electrons which fulfill Bragg diffrac-
tion conditions, Kikuchi pattern would be generated. Kikuchi lines are those
faint lines connecting intense diffraction points. Kikuchi bands are dim ribbon
structures. Scattering by small terraces and steps will broaden those Kikuchi
features, therefore sharp Kikuchi patterns/lines infer a good morphology. Ex-
perimentally, sharp Kikuchi lines are usually obtained from crystals with perfect
surfaces and perfect bulk lattices [133]. Besides providing the information about
quality of the morphology, RHEED pattern could also provide some preliminary
information about the surface status.

Figure 3.6: Real morphology, reciprocal space and RHEED pattern of various
surfaces. Figure from [134].

An advantage of RHEED is that there can be a large open space in front of
the sample where in-situ growth can be carried out [135]. The intensity change
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of RHEED patterns reveal the growth style of the atomic layer on the surface.
For the layer-by-layer growth, the oscillation of the RHEED intensity directly
reflects how many layers have grown.

Figure 3.7: RHEED intensity oscillation during film deposition. Figure from
[136].
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Materials

4.1 Bismuth

Bismuth is a chemical element with atomic number 83. The fresh bismuth
metal is brittle with a silvery white color, but oxidation on the surface makes it
pinkish. Bismuth is a natural diamagnetic element, thermal conductivity of it
is also the lowest among other metalsi.

(a) (b)

Figure 4.1: (a) Bulk structure of the bismuth. Dashed green lines show the
rhombohedral unite cell, and the dashed pink lines show the hexagonal unite
cell. (b) Bismuth (111) plane structure. Figures are extract from ref.[137].

Same as other semimetal in group V, crystal bismuth shows the rhombohe-
dral A7 structure. The crystal symmetry of bismuth is the space group R3̄m-
D5

3d. As shown in Fig. 4.1(b), van der Waals force hold the atomic layers
together, therefore bismuth could be cleaved easily along [111] direction [138].
[111] direction is also the preferred direction of epitaxial growth, as already
demonstrated on the Si(111) surface [139].

ihttps://en.wikipedia.org/wiki/Bismuth
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Due to the coexistence of metallic and covalent bonds, bismuth shows a very
complex binding between atoms. In addition, as the nature of the heavy atoms,
bismuth has a strong spin-orbit coupling which make Rashba spin-splitting pos-
sible in bismuth. For example, Bi(111) surface shows some interesting surface
states and resonances [140]. The surface states which located near the Fermi
level form electron pockets and hole pockets. Owing to these pockets, the surface
states are more conductive than the bulk. Thus Hoffman et al suggest that sur-
face states should dominate the physical properties of bismuth thin films [141].
In addition, surface states of Bi(111) shows a Rashba spin splitting observed
in ARPES measurement [142]. It is said that the spin splitting on bismuth
surface is expected to be 3 times bigger than that of Au (111) [143]. More-
over, the surface states of Au(111) are free-electron like and the spin splitting
is classical Rashba type, but the surface states of Bi (111) are not free-electron
like and the spin splitting are more complicate as shown in Fig. 4.2(a) [144].
Moreover, recent SRARPES (spin resolved ARPES) [145] implies that the band
splitting derives from Rashba types, and ref.[145] shows that the in-plane spin
polarization is suppressed yet out-of-plane spin greatly emerged. A recent the-
oretical paper shows that the surface states of Bi(111) are simply the results of
hexagonal warping and Rashba effect [56].

(a) (b)

Figure 4.2: (a) Bismuth spin splitting band extracted from ref.[144]. (b) The
asymmetric spin structure on Bi/Si(111) from ref.[145].

As we previously calculated in Eqn.2.22, Berry’s phase of a single subband
of the Rashba states is nontrivial but ordinary Rashba states always possess two
subbands encircle the TRIM point which makes the system trivial. However,
with the great hexagonal warping effect, only one subband of Rashba states en-
circle the Γ point in bismuth which makes it a potential topological nontrivial
material. Recent years, many attempts have been made on bismuth thin films
because the quantum confinement converts Bi thin films from a semimetal to
a semiconductor, which makes the idea of topological insulator possible. Theo-
retically, Bi(111) would be a topological insulator independent of film thickness
[146, 147]. However, it is hard to verify since the band gap of bismuth is too
small. Therefore experimentalists have to find another way to prove it in early
days, such as to observe the strain induced topological phase transition [148], or
to probe the band structure between two topological states [149]. Finally with
enough resolution, we can directly observe the band structure [150, 151]. It is
worth mentioning that in the high resolution ARPES measurement of ref.[151],
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Ito et al prove that not just thin film but bismuth itself is topological nontrivial.

(a)

(b)

Figure 4.3: (a) 14 BL Bi(111) band calculation and experimental results ex-
tracted from ref.[151]. (b) Surface states of 30 nm Bi/Bi2Te3(111) marked by
green dashed line, from ref.[150]
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4.2 Bismuth selenide

Bismuth selenide is known as a semiconductor and thermoelectric material in
history, until 2010 when the topological surface states were observed by ARPES
[152]. Bi2Se3 is a second generation of 3D TIs, with a large bulk band gap
around 0.3 eV providing the possibility for room-temperature applications. The
conduction band (CB) and the valence band (VB) near the Fermi level of bulk
Bi2Se3 are mainly come from the pz orbital, px,y contributes 40% for VB and
20% for CB, as a result, surface states of Bi2Se3 are also predominated by pz
orbital, px,y contributes around 40% and s orbital contributes less than 10%
[153]. At ultrathin region (less than 6 QL), Rashba spin splitting bands rather
than a topological Dirac cone appear at the bulk band gap of Bi2Se3 as shown in
Fig. 4.2. The disappearance of the topological states is due to the overlapping
between the front and back surface states of the Bi2Se3 [154].

Figure 4.4: Bi2Se3 band evolution via changing thickness. Dirac cone appears
after 6 QL. Figures are from ref.[154].

The topological surface states should be fully spin polarized, and shows spin-
momentum locking as in the theory model Eqn. 2.39. However, a numerical cal-
culation shows that the spin polarization of the TSS is just around 50% ∼ 60%
close to the Γ point [155]. Author of ref.[155] suggests that due to the spin quan-
tum number no longer conserve in a SOC system, the spin polarization would
be reduced from 100% polarization. Experimentally, the spin polarization is
said to be just around 20% [152]. The low magnitude of polarization would be
problematic for spintronics application. However, another group reported with
a higher resolution SRARPES and a TSS well separated Bi2Se3 sample said
that the spin polarization actually is around 70% [156]. Their results also show
the spin-momentum locking nature of the TSS. Another interesting feature of
the Bi2Se3 that worth mentioning is, at the helical Dirac cone, not only spin
but the orbit of the electron state is coupled with the momentum, as suggested
in Ref.[157], verified by ARPES [158]. This coupling feature of Bi2Se3 may
allow linearly polarized light selectively excite spin [159]. In addition, though
the energy contour observed in various ARPES measurements show an almost
perfect circle, hexagonal warping effect still impacts the spin structure of the
helical Dirac cone [160]. A circular dichroism (CD) ARPES measurement shows
that the z spin component exists at the helical Dirac cone of the Bi2Se3 [161].
Moreover, instead of a single helical Dirac cone, Bi2Se3 possesses a second Dirac
surface states at around 1.8 eV above the first Dirac cone which is said to have
the same properties as the first Dirac cone does [162]. Finally, despite the
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topological Dirac surface state, a Rashba type 2DEG due to the quantum con-
finement also presents in Bi2Se3 as shown previously in Fig.2.7(b). Benia et al
conclude these spin-splitting bands are the result of strongly spin-orbit coupled
Bi 6p orbitals [163]. On the other hand, ref.[164] takes one step further suggest-
ing that this kind of Rashba 2DEG is the result of the interplay between the
quantum confinement and the topological order, and is general to all topological
insulators. Though this Rashba 2DEG is not observed in [165, 166], a surface
resonance state (SRS), which is believed to be intimately related with the TSS,
is said to be the evolution of Rashba-like states through the SOI band inversion
[166]. The SRS also shows spin-momentum locking and appears opposite spin
direction as the TSS.
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(a) (b)

(c) (d)

Figure 4.5: (a) TSS of Bi2Se3 extracted from ref.[156]. Red arrow is the total
spin polarization, blue and green is for x and y component respectively. (b)
Spin texture of TSS from ref.[161]. (c) Rashba 2DEG in Bi2Se3, extracted from
ref.[164]. (d) Second Dirac surface states of Bi2Se3, extracted from [162]

4.3 Bismuth antimony telluride

Sb2Te3 and Bi2Te3 both belong to Z2 class topological insulators, with the
rhombohedral crystal structure and the lattice constant is 4.25 Å and 4.38 Å re-
spectively. Sb2Te3 is naturally p-doped that the Dirac point is above the Fermi
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level. To observe the Dirac cone experimentally, we need to either dope the
mother material, or use a state-of-art technique, the time- and angle- resolved
photoemission spectroscopy (TrARPES). The TrARPES results in ref.[167] re-
veal not only the uncoupled Dirac cone, but also the relaxation dynamics of the
electrons in the Dirac cone. Despite the TSSs, Sb2Te3 also hosts other surface
states. Wang et al observed a M -shape surface states near the Dirac TSSs
[168]. The M -shape surface states appear when the film thickness is greater
than 3 QL and the location is close to the quantum well states in thicker films.
Another surface state is observed around 0.8 eV under the TSSs. This surface
states show giant Rashba splitting with a Rashba factor αR ∼ 1.4 eV Å [169].
This value is much larger than the Rashba states observed in Bi2Se3 0.36 eV Å
[57]. The spin polarization in this Rashba states is as high as 45% whereas the
polarization could reach to 80 ∼ 90% in the Dirac cone of Sb2Te3 according to
[169].

Comparing with the 0.21 eV band gap of Sb2Te3, Bi2Te3 has a smaller band
gap 0.15 eV. Bi2Te3 is naturally n-doped which means the Fermi level crosses the
TSSs as well as the bulk CBs, which gives the opportunity to observe the TSSs
directly by ARPES. The Dirac cone of the Bi2Te3 appears like a hexagram due
to the hexagonal warping effect as shown in Fig.2.9. As previously discussed in
Sec.2.3, the hexagonal warping enabled the out-of-plane spin polarization in the
Dirac cone that can reach 25% polarization at ΓK direction. Meantime the in-
plane polarization is around 60% at Fermi level [58]. Similar to Bi2Se3, Bi2Te3

also owns another TSSs at 1.3 eV above the Fermi level [170]. Besides, Bi2Te3

also possesses surface resonance states with spin-orbital coupling features [171].



48 CHAPTER 4. MATERIALS

(a) (b)

(c) (d)

Figure 4.6: (a) Calculation and (b) ARPES data of Rashba states in Sb2Te3,
extracted from [169]. (c) Second TSSs of Bi2Te3 obtained from [170]. (d) Surface
resonant states (SR) above the TSS of Bi2Te3, extracted from [171].

A good thing for Sb2Te3 and Bi2Te3 is that the small lattice mismatch gives
the possibility to ”blend” two materials together. The advantage of mixing the
two is that charging compensation of the naturally n-doped Bi2Te3 and p-doped
Sb2Te3 could achieve a true bulk insulating TI [172].
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Figure 4.7: (a) Crystal structure and (b) band evolution when changing the Bi
and Sb ratio. Figures are from [173].
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Results and discussion

5.1 Experimental expectation

All the samples are epitaxially grown on [111] oriented silicon substrates, there-
fore we set the x-axis along a mirror plane containing [112̄] direction of the
silicon substrate, as shows in Fig. 5.1.

(a) (b)

Figure 5.1: (a) Sample mounting scheme. Experimental coordinates xyz and
light polarization coordinates x′y′z′. Initially, light is s-polarized which is along
y′ axis. The angle of incidence (AOI) is θ and the quarter waveplate (QWP)
rotation angle is φ.(b) Si(111) lattice. Red arrow indicates [112̄] direction and
the green one refers [11̄0]

First, we will estimate the light absorption in the films, clearly if the ab-
sorption is low the photocurrent should be very weak. The absorption is mainly
determined by the extinction coefficient of the material.
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Figure 5.2: Refractive indices (ñ = n + ik) of silicon (n0, k0) from ref.[174],
bismuth (n1, k1) from ref.[175] and Bi2Se3 (n2, k2) from ref.[176]. Solid lines are
the real part and dashed lines are the imaginary part of the complex refractive
indices.

λ(nm) n κ α(nm−1) δp(nm)

Bi
635 0.223 4.869 0.104 9.645
1550 0.720 12.789 9.64×10−2 10.378

Bi2Se3
635 5.881 3.550 7.03× 10−2 14.233
1550 5.485 0.428 3.47× 10−3 287.893

Si
635 3.860 0.015 3.06× 10−4 3262.74
1550 3.480 0 0 ∞

Table 5.1: Real (n) and imaginary part (κ) of the complex refractive index,
absorption coefficient (α), and calculated penetration depth δp from Eqn. 2.67.
Silicon band gap is 1.12eV, so basically no light absorption occurs if photon
energy is lower than 1.12eV.

If we use Eqn. 2.65 to calculate the absorbance, which relies on the extinction
coefficient κ only, incorrect values will be obtained because the interferences are
ignored. Using Eqn. 2.72 to calculate we will find out there is a big difference
between the two results. The following calculations of R, T, A are assumed at
normal incidence.



52 CHAPTER 5. RESULTS AND DISCUSSION

(a)

(b)

(c)

Figure 5.3: (a) Absorbance at normal incidence calculated using Eqn. 2.65. R,
T and A calculated using Eqn. 2.72 for a 10 nm thick (b) Bi2Se3 and (c) Bi
thin films on Si substrates.

From the comparison of the calculation results by two equations in Fig.5.3(a)
and (b)(c), we can see that thin film interference raised the absorbance of the
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material over all wavelengths. Besides, the large value of the extinction coeffi-
cient of Bi results in a high reflectance, but not a high absorbance. Whereas,
low magnitude of the extinction coefficient of Bi2Se3 in the long wavelength
region yields a low absorbance accordingly. The absorbance for Bi2Se3 at 1550
nm is ∼ 3% while ∼ 21% at 635 nm. The absorbance for Bi at 1550 nm is ∼ 4%
while ∼ 3% at 635 nm. The absorbance would increase at oblique incidence.

Next we will calculate transfer matrices and tensors related with material
properties. Luckily, all the samples we used here belong to R3̄m-D5

3d space
group, so one calculation will solve all the materials. This symmetry group
contains (1) a three-fold rotation along the (111) axis; (2) mirror reflection in
plane a, b, c as in Fig.5.4; and (3) an inversion symmetry.

Figure 5.4: Take Bi2Se3 as an example to show the symmetry. Figure is from
[177].

Three-fold-rotation symmetry gives the rotation matrix:

C3(z) =

 cos120◦ sin120◦ 0
− sin120◦ cos120◦ 0

0 0 1

 =

−√3/2 1/2 0

−1/2 −
√

3/2 0
0 0 1

 (5.1)

The mirror plane along x-axis:

σx =

1 0 0
0 −1 0
0 0 1

 (5.2)

Inversion symmetry:

I =

−1 0 0
0 −1 0
0 0 −1

 (5.3)
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First, as we mentioned in Sec.2.5 that PGE requires the crystal to lack of
an inversion center. However, D5

3d group has inversion symmetry which means
that PGE would not take place in the bulk of our samples, only at the surface
where the inversion symmetry is broken.

Assuming the second-rank pseudo tensor for CPGE is

γ =

γxx γxy γxz
γyx γyy γyz
γzx γzy γzz

 (5.4)

to calculate this pseudo tensor of C3v symmetry, following

γ′ab = TaiTbj |T |γij (5.5)

where γij is the pseudo-tensor element in old coordinates, Tai is element of the
transforming matrix, |T | is the determinant of the transforming matrix, and
γ′ab is the pseudo-tensor element after the transformation. For a system which
possesses such symmetry, γ should equal to γ′. Following Eqn.5.5 we get:

γ′ =

 0 γxy 0
−γxy 0 0

0 0 0

 (5.6)

Similarly, we can calculate the third-rank tensor χabc for LPGE. The trans-
forming rules for tensor is:

χ′abc = TaiTbjTckχijk (5.7)

Then we have the third-rank tensor of C3v

χ′ =



χxxx0
χxxz

  0
−χxxx

0

 χxzx0
0

 0
−χxxx

0

 −χxxx0
χxxz

  0
χxzx

0

χzxx0
0

  0
χzxx

0

  0
0

χzzz




(5.8)

Next we determine the light polarization by Stokes vectors. The light is
initially linearly polarized in y direction which,

Sin =


1
−1
0
0

 (5.9)

The light passes through a rotating quarter waveplate (QWP) before it reaches
the sample. The QWP can be expressed by

CQWP =


1 0 0 0
0 1 0 0
0 0 cosπ/2 sinπ/2
0 0 − sinπ/2 cosπ/2

 =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0

(5.10)



5.1 Experimental expectation 55

with the rotation matrix (rotating QWP, the fast axis of QWP makes an angle
φ with initial polarization direction of the light):

R(φ) =


1 0 0 0
0 cos 2φ sin 2φ 0
0 − sin 2φ cos 2φ 0
0 0 0 1

 (5.11)

So before reaching the sample, the outcome light can be calculated by

Sout = R(φ)CQWPR(−φ)Sin =


1

− cos2(2φ)
1/2 sin(4φ)

sin(2φ)

 (5.12)

In our setup, the photocurrent was measured along y-axis, in the case of
normal incidence, following Eqn. (2.88). By considering the nonzero elements
of γ and χ

jy = χ′yxy[ExE
∗
y + E∗xEy]/2 + χ′yyx[EyE

∗
x + E∗yEx]/2 + iγ′yx(E×E∗)x

= −χxxx[ExE
∗
y + E∗xEy]− iγxy(EyE

∗
z − E∗zEy) (5.13)

Then we can use Stokes vectors (Eqn. (2.84-2.87)) to represent electric fields.

jy = −1

2
χxxx sin 4φ (5.14)

Because lacking the z-component of electric fields under normal incidence, CPGE
is prohibited, only LPGE is allowed. And this coincides with former experimen-
tal reports on materials with C3v symmetry [13, 14, 15].

In the case of oblique incidence, besides amplitude alteration of χ′yxy term,
Ez-component would be generated. Thus additional χ′yyz would contribute to
LPGE, which is cos 4φ term. However, because of the restriction of γ′, no
additional terms are added in the CPGE part, just the amplitude is altered
in respect of the incident angle, i.e. the projection on Ez gives a sin θ factor.
Considering the transmittance, we finally have the total current of PGE,

jy = tstp(a γ
′
yx sin 2φ sin θ + b χ′yxy sin 4φ cos θ + c χ′yyz cos 4φ sin θ + d) (5.15)

where a, b, c, d are factors and ts, tp is transmittance of s-wave (Ey component)
and p-wave (Ex or Ez), respectively. Direct from Fresnel equations we have

tstp =
4n cos2 θ

(cos θ +
√
n2 − sin2 θ)(n2 cos θ +

√
n2 − sin2 θ)

(5.16)

n is the refractive index of the film. This equation works for materials whose
refractive index is predominated by the real part. Usually imaginary part of the
complex refractive index cannot be ignored for high conductive materials like
metals. The Fresnel equation should be rewritten in its original form, since the
refractive angle cannot be deduced from Snell’s law when the refractive index
is complex.

ts =
2 cos θ

cos θ + ñ cos θt
,

tp =
2 cos θ

ñ cos θ + cos θt
. (5.17)
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Here ñ = n + iκ is the complex refractive index of the metallic film, and θt is
the refractive angle which can be get from [178]

θt = arcsin
sin θ√

1
2 (
√

(n2 − κ2 − sin2 θ)2 + 4n2κ2 + (n2 − κ2 + sin2 θ))

(5.18)

For simplicity we have the fitting function for current written asi

jy = C sin 2φ+ L1 sin 4φ+ L2 cos 4φ+D (5.19)

where factor C represents circular polarization related photocurrent (i.e. the
helicity dependent photocurrent (HDP)), L1 and L2 are for linear polarization
related photocurrent, and D is the polarization independent photocurrent.

In the view of the incident plane, as shown in Eqn. 5.13, when the incoming
light makes a azimuthal rotation, the current may have a complex variation
against azimuthal angle ϕ. In the CPGE case, the term iγxy(EyE

∗
z − E∗zEy)

always requires a Ey projection, so the CPGE current will shows a sinϕ de-
pendent behavior as reported from ref. [14]. As for the incident angle, when
light incident angle changes θ → −θ, i.e. incident-direction projection on x-axis
êx → −êx, CPGE current would reverse its direction (Ey → −Ey) as in refs.
[14, 179, 180]. However LPGE current of this system, χ′yxy have EyEx → EyEx,
which means no sign changing; for χ′yyz, EyEz → −EyEz. These angles depen-
dence shown in the following figures Fig. 5.5.

iIn real experiment setup, the light coordinates rotated 45◦ around Z’ axis in Fig.5.1
for observing the photocurrent difference between s + p wave and circular polarization, this
rotation would give raise to cos term in Eqn.5.19.
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(a) (b)

(c) (d)

Figure 5.5: (a) Normal incidence on Bi2Se3, no sin(2φ) part (CPGE), only
sin(4φ) term (LPGE) exists [13]. (b) Azimuthal rotation angle ϕ under 45◦

incidence, CPGE current have a sinϕ pattern [14]. (c) CPGE current incident
angle θ dependence of GaN quantum well with consideration of the transmit-
tanceiii. Current direction reverses if reversing the incident angle [179]. (d)
Incident angle θ dependence of (BixSb1−x)2Te3 [14].

If other effects also contribute to the total current, the result may also be
fitted by Eqn. 5.19. Because simply considering the rotation of QWP, we
can say that the current related to linear polarization have a 4φ periodicity
and current related to circular polarization have a 2φ periodicity. However,
additional analysis like incident angle dependence, position dependence could
distinguish them.

Contribution from CPDE
Next we are going to take into account PDE. Because we are interested in the

HDP, we mainly focus on CPDE which might have a different incident angle
dependence compared with CPGE. Noted here that PDE have no symmetry
restriction so both bulk and surface could be the source of PDE. CPDE current
written as Eqn. 2.91

jCPDE = Dλδµqδi[E ×E∗]µ (5.20)

iiiThough GaN QW possess a different symmetry, the pseudo tensor of CPGE is identical
with that of C3v symmetry.
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Following the transformation rule for the third-rank pseudo tensor we have the
same pseudo tensor for C3v symmetry surface and D3d symmetry bulk.

D′abc = TaλTbδTcµ|T |Dλδµ (5.21)

D′ =



 0
Dxxy

0

 Dxxy

0
Dxyz

  0
Dxzy

0

 Dxxy

0
−Dxyz

  0
−Dxxy

0

 −Dxzy

0
0

 0
Dzxy

0

 −Dzxy

0
0

 0
0
0




(5.22)

Since xz plane is the incident plane, photon wave vector q and propagation
direction e cannot be in y direction, the possible photocurrent combination in
y direction is

jy = DxxyqxPcircE
2ex −DxyzqxPcircE

2ez −DxzyqzPcircE
2ex (5.23)

qxex gives sin2 θ incident angle dependence and qzex gives sin 2θ incident angle
dependence.

Figure 5.6: Overall incident angle dependence of CPGE and CPDE when taking
refractive index ñ = 5.88 + 3.55i. CPDE1 and CPDE2 denote the two terms
in Eqn.2.91. Note that peak position (periodicity) of CPGE and CPDE2 is
different. However, when fitting the experimental results these two terms may
not be distinguishable if data points are not enough. But symmetric CPDE1

can be separate from CPDE2 and CPGE easily, once presented.

The primary expectation from the experiments is HDP, which consists of
CPGE and CPDE in these films, and from the incident angle dependence we
might be able to distinguish some parts of them. However, the straightforward
method to separate CPDE and CPGE is by illuminating sample from front and
back both sides [181]. It is worth mentioning that though PGE and PDE for a
certain material are determined by these tensors, the frequency response could
be different, e.g. CPGE dominant in low frequency but CPDE dominant in high
frequency, since those tensors are a function of the optical frequency as in Eqn.
2.80.



5.2 Photocurrent in Si(111) 59

5.2 Photocurrent in Si(111)

Silicon substrates were used in this experiment for MBE samples growth. A
typical substrate size is 3 mm × 13 mm cut from a n-type Si(111) wafer whose
resistivity is 1 ∼ 5Ωcm. After being clamped by two tungsten plates at both
ends as electrodes, roughly 3 mm × 8 mm area is exposed for deposition. Nor-
mally since silicon wafer is covered by a natural oxide layer of few nanometers
(∼ 10nm) thick, a pretreatment is needed before sample growth. Si(111) sub-
strate is set at ∼ 650◦C for degassing and removing the oxide layer around 8
hours in the UHV chamber. Then Si(111)-7 × 7 reconstructed surface is pre-
pared by quenching after flush heating at ∼ 1200◦C to remove SiC and the oxide
layer.

Figure 5.7: A RHEED pattern of Si(111)-7 × 7 reconstructed surface. Spotty
pattern and Kikuchi pattern infer good morphology.

Photocurrent of Si(111) substrate was measured before and after the heating
process. As shown in Fig. 5.8 (a), almost no photocurrent was observed on the
pristine Si(111) substrate either by 1550 nm or by 635 nm illumination; the
data points are scattered due to the lock-in amp. could not lock in a certain
frequency since the signal is too small. After being prepared as Si(111)-7 × 7
surface reconstruction, an obvious amount of photocurrent was observed by both
635 nm and 1550 nm. This probably due to the emergence of the surface states
of Si(111)-7 × 7, or the defects states generated during the heating process.
Moreover, no clear HDP was observed either by changing the incident angle or
illuminating the edge of the substrate.

Angle of incidence (AOI) dependence of HDP was measured on Si(111)-7×7
substrate by both 635 nm and 1550 nm. By fitting Eqn. 5.19 reveals a very
small HDP, as shown in Fig. 5.9. Although it is not reliable to conclude that
HDP is observed on Si(111)-7×7 substrate by fitting the scattering data points,
we still plot the AOI dependence of the fitting results in Fig. 5.9. It is clear
that no obvious AOI dependence was observed.
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(a) (b)

(c) (d)

Figure 5.8: (a), (b) Photocurrent on the pristine Si(111) and (c), (d) on Si(111)-
7 × 7 at −20◦ degree incidence by both 635 nm and 1550 nm illumination.
Almost no photocurrent was observed on the pristine Si(111), but a countable
photocurrent was observed after thermal treatment though the data points are
scattered.
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(a) (b)

Figure 5.9: AOI dependence of HDP from fitting (if any) was plotted by both
(a) 635 nm and (b) 1550 nm illumination. HDP is very small and no clear AOI
dependence was observed.

Position dependence at normal incidence was also measured from the left
edge to the right edge of the sample. No position dependence was observed
either as shown in the figure below.

(a) (b)

Figure 5.10: Position dependent photocurrent at normal incidence was mea-
sured by (a) 635 nm and (b) 1550 nm. No systematic position dependence was
observed. Some polarization dependent photocurrent was observed at the left
edge of the sample but without HDP.

5.3 HDP in bismuth selenide thin films

5.3.1 Growth of bismuth selenide thin films

Growth of Bi2Se3 films by molecular beam epitaxy (MBE) on the Si(111) sub-
strate was reported in ref.[182] by evaporating Bi in Se rich ambient, and a
layer-by-layer growth mode was observed by RHEED. Usually the flux ratio of
Bi and Se should be set to over 1:10 when using Knudsan cell. This is because
the Se source is mainly composed of Se tetramers Se4 whose decomposition is
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not efficient [183]. One problem may occur when growing Bi2Se3 on the top of
Si(111) substrate, as mentioned in ref.[182], is that the interface layer usually
forms SiSe2 amorphous structure. An alternative way is to grow β-

√
3 ×
√

3-
Bi/Si(111) before growing Bi2Se3 on it. But some suggests that the morphology
of the Bi2Se3 films on the Bi-terminated

√
3×
√

3 surface is not good, especially
in the thinner region that the bulk is not insulating until 24 QL thick [184].
Though this could simply because of the Se vacancy or charge transfer from the
substrate. Moreover, it is reported that vicinal Si(111) substrate will efficiently
suppressing defects and the domain twining during growth [185].

The samples of the following experiments were prepared on the β-Bi-
√

3 ×√
3/Si(111) superstructure, following the method written in [186]. A sharp 1×1

RHEED pattern can be obtained after the growth of Bi2Se3 which infers a good
quality of the film, as shown in Fig.5.11(a). When tracking the intensity of the
(00) diffraction spot in the RHEED pattern, an oscillation was acquired with
the periodicity around 4 min, as in Fig.5.11(b), suggesting the layer-by-layer
growth fashion at a growth speed of 4 min/QL. The oscillation is not always
observable, especially when the substrate temperature is high ∼ 260◦C. This is
due to the growth mode change to step-flow mode which is said to be of better
quality than layer-by-layer growth mode [187, 188].

Figure 5.11: (a) 1× 1 RHEED pattern of Bi2Se3. (b) RHEED intensity oscilla-
tion during growth.

5.3.2 AOI dependent HDP

When measuring the polarization-dependent photocurrent, there is a clear os-
cillation of the photocurrent intensity when changing the polarization of light
by a quarter-wave plate (QWP). Initially, the light is linearly polarized when
the optical axis of the QWP aligned with linear polarization (LP). The QWP
rotating counterclockwise to create LP (0◦)–RCP (45◦)–LP (90◦)–LCP(135◦)–
LP (180◦) in a 180◦ cycle depending on the angle between the optical axis of
the QWP and the initial polarization direction. It is clearly shown in Fig.5.12
that the photocurrent at RCP and LCP is slightly different, which is observed
under both 635 nm and 1550 nm lasers illumination.
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(a) (b)

Figure 5.12: Polarization-dependent photocurrent observed in a 4 QL Bi2Se3

film by both (a) 635 nm and (b) 1550 nm wavelength illuminations at the
center of the sample. HDP also presented as shown by the indicators. However,
HDP at 635 nm wavelength illumination does not reverse when the angle of
incidence (AOI) changes from 40◦ to -40◦, whereas HDP at 1550 nm wavelength
illumination reverses.

Data is fitted by Eqn. 5.19. Parameter C is corresponding to HDP, L1

and L2 represent LP photocurrent which could be LPGE, LPDE or anomalous
LPGE [189]. Parameter D represents polarization independent photocurrent
which is originated from the photo Dember effect and/or thermal effect. It
seems that both datum of 635 nm and 1550 nm wavelength illumination show
circular dichroism. Before we jump to the conclusion of CPGE, we need to
examine the incident angle dependence of the HDP. As we calculated earlier,
AOI dependence can be fitted by:

JHDP = a1 sin 2θ · tstp + a2 sin2 θ · tstp + a3 sin θ · tstp. (5.24)

Here, a1 and a2 represent the CPDE and a3 represents CPGE.

(a) (b)

Figure 5.13: AOI dependence of HDP in a 4 QL Bi2Se3 film under (a) 635 nm
and (b) 1550 nm wavelength illuminations, fitted by Eqn. 5.24. AOI dependence
of HDP at 635 nm wavelength illumination shows a more symmetric behavior
than that at 1550 nm wavelength illumination.
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It is clear from Fig. 5.13 that the AOI dependence of HDP is different
between 635 nm wavelength illumination and 1550 nm wavelength illumination
. Under 635 nm wavelength illumination, a symmetrical AOI dependence is
dominant. However, the HDP at 1550 nm wavelength illumination shows more
antisymmetrical. As we deduced in Fig.5.6, CPDE component will show a
symmetrical behavior when changing the incident angle. It is clear that CPDE
is observed here in Bi2Se3.

As mentioned earlier, usually CPDE and CPGE are not distinguishable.
Though we have a fitting function as in Eqn. 5.24, fitting parameters a1 and
a3 should be correlated with each other since our AOI range could only varies
from −40◦ to 40◦. However, with the special property of topological insulators,
i.e. topological surface states appear only after a certain thickness. For Bi2Se3

the critical thickness is 6 QL[154]. So if the HDP shows a drastic change over
different thickness, it could be concluded that the HDP is originated from TSSs
by the mechanism of CPGE.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.14: AOI dependence of HDP at 635 nm and 1550 nm wavelength illu-
minations in Bi2Se3 films of (a)(b) 4QL, (c)(d) 7QL and (e)(f) 10 QL thick. AOI
dependence of HDP at 635 nm wavelength illumination (a)(c)(e) shows a more
symmetric behavior than that at 1550 nm wavelength illumination (b)(d)(f).

To clarify the origin of the HDP, thickness dependent of HDP was measured
on 4 QL, 7 QL (±1QL) and 10 QL (±1QL) Bi2Se3 films, that thicker films are
deposited on thinner films successively. Due to the higher substrate temperature
during deposition, no RHEED oscillation could be observed so there might be
a ±1 QL error in thickness judging by deposition time. As a result, shown in
Fig.5.14, it can be seen that the AOI dependence of the HDP measured at 635
nm wavelength illumination does not change so much when thickness increased,
whereas that at 1550 nm wavelength illumination fundamentally changed after 4
QL thickness. Besides, the HDP at 1550 nm wavelength illumination decreased
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a little when the film thickness is increased. This may not be related with
the band structures changes of the film, but due to the illumination position
shifts in y direction. Position dependent thermal current by laser heating is
revealed by many papers [13, 18, 190], such thermal current will cause the
average group velocity of electrons changes, therefore will increase or decrease
the HDP consequently [18].

5.3.3 Discussion

Though ref.[13] excludes the CPDE in their experiments by stressing the spin
degeneracy in bulk Bi2Se3. However, as it is observed in Ag/Pd nanocomposite
[191], or even in material lack of SOC as graphene [113], CPDE seems to have
very weak requirements on the presence of spin splitting bands. On the other
hand, CPDE in materials of D3d symmetry also has a antisymmetric component
as in Fig.5.6. It appears that the HDP observed by 1550 nm also contains CPDE
since the AOI dependence is not total antisymmetric.

As for the band origin of the HDP, a previous two-photon photoemission
(2PPE) study [192] shows that the light couples to TSSs of Bi2Se3 revealing
a clear circular dichroism pattern, and this process is not photon-energy sen-
sitive. Later, Soifer et al concludes that HDP can be only excited by through
resonant optical transitions which coupling to SOC states with broken inver-
sion symmetry [193]. These findings support that the HDP existence in various
wavelength ranges, and suggest the HDP could carry different properties since
different SOC states could host the HDP.

For the excitation paths of our experiments, by comparing the band calcu-
lation results of Bi2Se3 from ref.[193], we conclude that 1550 nm wavelength
excitation is more probably related with TSSs than 635 nm wavelength excita-
tion. Moreover, the HDP could come from the spin-flip excitation within TSSs,
as the path (1) in Fig.5.15; or orbital selected excitation path, as paths (2), (3)
and (4) in Fig.5.15.
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Figure 5.15: Possible excitation paths by 1550 nm (blue arrows) and 635 nm
(red arrow) wavelength illuminations. Original bands calculation figure is from
ref.[193], color function infers the in-plan spin polarization. SR stands for surface
resonance states. We think that the excitation paths at 1550 nm wavelength are
more related with TSSs, whereas that at 635 nm wavelength is not related with
TSSs, probably. This can explain why AOI dependence of the HDP at 1550 nm
wavelength illumination changes between 4 QL and 7 QL samples.

Besides, PDE current originates from the transfer of the photon momentum
to photoexcited carriers. As discussed in the ref.[194], the photocurrent due



68 CHAPTER 5. RESULTS AND DISCUSSION

to the photo drag effect is proportional to the absorption coefficient α. The
absorption coefficient at 635 nm wavelength is around 20 times larger than that
at 1550 nm wavelength as shown in Tab. 5.1. It is normal that the CPDE
contribution to the HDP is more profound at 635 nm wavelength illumination
than at 1550 nm wavelength illumination.

More importantly, AOI dependence of HDP at 1550 nm wavelength illumi-
nation shows a significant change between 4 QL and 7 QL samples, as in Fig.
5.14. As we mentioned earlier, the fully developed TSSs of Bi2Se3 appear only
above the critical thickness of 6 QL. Therefore, it is straightforward to believe
that HDP at 1550 nm wavelength illumination is related with TSSs of Bi2Se3.
As for the reason why HDP at 1550 nm wavelength illumination exists even
below 6 QL, Fig. 4.4 from ref.[154] shows that though TSSs are not fully de-
veloped, the predecessor, i.e. Rashba states, also are spin-momentum locking
states which are able to host a HDP by CPGE.

Figure 5.16: SRARPES shows that the predecessor is still spin polarized with
in-plane spin polarization. Position far from the Γ point shows higher spin
polarization. Figures are from ref.[195]

Second, as shown in Tab.5.1, the penetration depth of the Bi2Se3 at 1550
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nm wavelength is around 288 nm, so it is inevitably for both top and bottom
TSSs contribute to the HDP. However, only the top TSSs will dominate the
HDP at 635 nm wavelength illumination when above ∼14 nm thick. The spin-
momentum locking of the top and bottom TSSs is opposite (same spin coupled
with the opposite momentum), which means HDP due to CPGE would flow
in opposite directions for the top and bottom surfaces even under the same
circularly polarized light illumination. If the two TSSs contribute equally, the
HDP due to CPGE should be zero.

Figure 5.17: Illustration of illuminating top and bottom TSSs with the same
circularly polarized light. Due to the opposite spin-momentum locking, same
spin excitation will cause opposite flows of HDP.

As it is demonstrated in ref.[14], by comparing HDP between the front and
back illuminations, one can conclude that one of the TSSs dominated the HDP.
Moreover, as shown in ref.[110], by comparing the front and back illumination
with different film thicknesses, one can clarify which TSSs is the main player
of the HDP. Due to our apparatus limitation, we can only measure HDP under
the front illumination. From Tab.5.1 we can learn that the penetration depth in
Bi2Se3 at 1550 nm wavelength is roughly 288 nm thick, and that at 635 nm wave-
length is just around 14 nm. Therefore, as we change the thickness of the film,
the HDP of CPGE (antisymmetric part, presumably) at 1550 nm wavelength
illumination should not change after the TSSs emergence after 6 QL, since the
penetration depth is too long. Ideally, the total HDP due to CPGE should van-
ish if both top and bottom TSSs are equally illuminated. However, the influence
from substrate, like carrier doping or roughness induced bad morphology, could
lead to a inequivalent top and bottom TSSs and result in a nonzero output as
we observed by 1550 nm wavelength illumination. As for the HDP of CPGE at
635 nm wavelength illumination, it should become smaller with increasing the
film thickness and finally change the flow direction of HDP at around 14 nm,
if the dominated TSSs is the bottom one. However, the experimental results
differ, which means either the TSSs at top surfaces contribute greatly or there
is no HDP of CPGE under 635 nm wavelength illumination.
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Another interesting phenomenon is observed in the AOI dependence of 1550
nm during the thickness variation. We can see that the antisymmetric part HDP
of the AOI dependence changes its sign from 4 QL to 7 QL sample. There are
three possible explanations for this observation. First, this change of sign is due
to the competence between CPGE and CPDE2. As we mentioned in Fig. 5.6,
the antisymmetric AOI dependence of HDP comes from CPGE or CPDE2, so
the thickness increasing would enhance the CPDE contribution since CPDE has
bulk contribution but CPGE does not. If the CPGE and CPDE2 are opposite
in sign, when the thickness changes, the AOI dependence of HDP would change
accordingly. However, we didn’t observe a further increase of the antisymmetric
AOI dependence of HDP in the 10 QL sample compared with the 7 QL as in
Fig. 5.14, which means this explanation could be wrong. Second possibility is
that the antisymmetric part in AOI dependence of HDP mainly originated from
CPGE and the dominating TSSs change from the top surface to the bottom
surface (or otherwise). As we discussed earlier, top and bottom TSSs show
opposite spin-momentum locking feature, thus if the dominating TSSs changed,
then the CPGE will reverse its direction accordingly. However, on the one hand
the penetration depth at 1550 nm wavelength is always long enough to cover
both TSSs; on the other during our growth procedure we did not observe a
clear difference from the RHEED which means the quality of top and bottom
surface does not change drastically to cause dominating TSSs change. So, this
hypothesis is also not true. Third and the most plausible explanation is that
this sign change is natural when the origin of CPGE is TSSs, which changes
from Rashba surface states (TSSs predecessor) to the helical Dirac cone. As we
introduced in Chp. 2 Sec. Spin and Charge interplay, spin-to-charge conversion
in a Rashba like surface states is determined by the spin-momentum locking of
the outer subband while the inner subband generates an opposite current that
weakens the total current output. During the TSSs evolution, as shown in Fig.
4.4, the outer subband of the predecessor Rashba states gradually disappear and
left the inner subband to form the TSSs. If we injecting a certain spin into this
process, it is natural that the output current will reverse its direction when the
TSSs come into being, as illustrated in Fig. 5.18. Therefore, this observation
further supports that the antisymmetric part of the AOI dependence of the HDP
comes from CPGE, and the CPGE is closely related with the TSSs of Bi2Se3

under 1550 nm wavelength illumination.
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(a) (b)

Figure 5.18: Spin-to-charge conversion in Rashba surface states and TSSs. With
the same spin injected (red arrow), (a) Rashba surface states yield two opposite
flowing currents in two subbands, and the total current direction is determined
by the outer subband. (b) TSSs yield a current that flows the same direction
as the inner Rashba band but opposite to the total current of Rashba surface
states. This current direction change will happen during the evolution of TSSs.

5.3.4 HDP at normal incidence

While measuring the HDP of Bi2Se3, an unexpected phenomenon was observed
during the measurement, i.e. horizontal-position dependent HDP. As shown in
Fig. 5.19, HDP varies across the sample when shifting the illumination center
from the left edge of the sample to the right edge of the sample. In addition,
this position dependent component does not reverse when changing the incident
angle of the light.

Figure 5.19: (a) Schematic geometry of measurement. (b) Polarization de-
pendent photocurrent at left edge under 40◦ incidence. (c) HDP at different
positions and incident angles.

As we discussed in Eqn. 2.78 at Sec. 1.5, circularly polarized light raising or
lowering spin states of electrons along the quantized axis which is the incident
direction. HDP of CPGE reverses the direction when the incident angle of
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light changes to opposite with respect to surface normal, because the in-plane
angular momentum component of photon reversed. Simultaneously, the out-
of-plane component remains unchanged when using opposite incident angles.
Naturally we can relate this effect with the out-of-plane component of electron
spin. To confirm this hypothesis, we measured the HDP under normal incidence
where CPGE is prohibited as shown in Eqn. 5.13.
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(a)

(b)

Figure 5.20: (a) Polarization dependent photocurrent at the left edge, center
and right edge of a 13 QL thick Bi2Se3 thin film under normal incidence by a
1550 nm wavelength laser. HDP is absent at the center of the film but appears
at two edges of the film and opposite in sign to each other. (b) Position de-
pendence of fitting parameters by Eqn. 5.19. Black arrows denote the position
of sample edges. Parameter C which indicates by HDP shows a clear anti-
symmetric dependence, with respect to the sample center, in which the HDP
signal reaches its extrema at edges but almost zero at center position, in both
focused (diameter 1 mm) and unfocused (diameter 2 mm) cases. Other pa-
rameters which corresponds to LP photocurrent and polarization independent
photocurrent show symmetric behaviors.

As one can see in Fig. 5.20, HDP does not present when illuminating at the
center of the sample but appears at the edges with opposite sign to each other.
Position dependence of this HDP clearly shows an antisymmetric distribution
with respect to the sample center, and the maximum of the HDP strongly
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depends on the spot profile; a focused spot generates a larger HDP at the
edge. Other photocurrent components as in Fig. 5.20(b) have some position
dependence, but these components are symmetric with the respect to the sample
center. To further understand the phenomenon, laser power dependence of HDP
was measured, together with a control experiment on Si(111)-7×7 substrate by
a 635 nm wavelength laser. A linear power dependence is obtained which means
this HDP is a second-order optical response that originated from single photon
absorption. The control experiment on Si(111)-7 × 7 substrate shows no HDP
at all.

(a) (b)

Figure 5.21: (a) Laser power dependence of the HDP at the edge of the sample.
(b) Control experiment on Si(111)-7×7 substrate by a 635 nm wavelength laser.
Light at 1550 nm wavelength is transparent for silicon because the photon energy
(∼ 0.8 eV) is smaller than the band gap of silicon, so no photocurrent should
be observed.

One may consider that the CPGE at the edge might be possible since the
symmetry of the edge is not exactly the same as the bulk sample. Indeed, similar
as the surface symmetry which differs from the bulk symmetry by breaking the
inversion symmetry, the edge has its own symmetry by breaking the 3-fold
rotational symmetry that only the mirror reflection along the x axis remains.
In this case, we can calculate the pseudo tensor for CPGE by Eqn. 5.5. We
have the pseudo tensor

γedge =

 0 γxy 0
γyx 0 γyz
0 γzy 0

 . (5.25)

Following the Eqn. 2.88 we will have the HDP in y direction

jy = γyxPcircE
2
0ex + γyzPcircE

2
0ez (5.26)

At normal incidence, the first term will disappear (ex = 0) but the second term
survives (ez 6= 0). However, changing illumination position would not affect
the propagation direction ez of the light, so the HDP should be the same for
both left and right edges if it was CPGE. Clearly, the experimental results differ
meaning that observed HDP is not due to CPGE.
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Another scenario might enable the edge HDP is that the CPGE at the side
surface of a thin film. If it presents, this side surface CPGE indeed would reverse
the direction when illuminating the opposite edge. But the magnitude of this
CPGE should be very small if we consider the side area of a thin film. As shown
in Fig. 5.19, HDP at the center of the film should be originated from CPGE
totally, so the additional HDP at the edge is ±0.2 pA. If we assume the value
of CPGE is proportional to the illumination area, then the size of side surface
should be 0.2

1 × 1.2mm = 0.24 mm high. However, for a 13 QL thick thin film,
the height of the film is only 13 nm. That is 105 times different, thus the side
surface CPGE cannot be the explanation for the observed edge HDP.

The possible origin of the this HDP is the photoinduced ISHE. When shining
circularly polarized light at the sample, spin polarized carriers would be pho-
toexcited. Due to the concentration distribution of these carriers, a diffusion
current would be generated.

Jd = D · ∇N, (5.27)

where D is the diffusion constant and N is the concentration of the photoexcited
carriers. Under a certain circular polarization of the light, the spin of electrons
and holes would gain +~ or −~ with respect to the helicity of the light. As
a result, electrons and holes with the same spin diffuse outwards radially from
the spot center. In this case, Jd represents a pure spin current. Usually, the
diffusion coefficient of electrons is larger than that of holes so electrons would
diffuse faster than holes and causes the ambipolar diffusion, which has already
been observed on Bi2Se3 [196]. The ambipolar diffusion is the diffusion speed
difference of electrons and holes creates an electrical filed which slows down
the faster carriers and speeds up the slower carriers. As a result, two types of
carriers reach the same diffusion speed and a net spin current is created.

As we mentioned earlier, normal incidence of circularly polarized light will
excite the out-of-plane spin component, i.e. Sz. In a strong SOC material ISHE
is expected to happen when we have a in-plane spin current with spin polarized
in Sz.

JISHE = θkJd × Sz. (5.28)

Here, θk is the spin Hall angle of Bi2Se3, which marks the efficiency of the conver-
sion between the spin current Jd and the charge current JISHE . In our specific
case here, θk does not contain other spin-to-charge conversion phenomena, like
IREE, since IREE cannot produce observable current in this case because the
spin component here is the out-of-plane spin Sz. When the laser spot shines at
the center of the sample, a radial diffusion of spin current will occur and the
ISHE gives a swirling charge current. Due to the close loop of this ISHE current,
it cannot be observed by the two electrodes across the sample. However, if the
diffusing spin current is not centrosymmetric, e.g. shining laser at the interface
of two adjacent materials, the consequently ISHE current would be detectable
by electrodes across the sample. Simplest case would be illuminating the edge
of the sample.
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Figure 5.22: (a) When the circularly polarized light irradiates the center of
the sample surface, the circulating charge current (green solid arrows) appears,
which is converted from the radial diffusing spin current (white solid arrows)
by the ISHE. However, no outcome can be detected by the electrodes at both
ends of the sample. The dashed green arrows are the inflow and outflow of the
closed circulating electric current, canceling each other, resulting in no net flow
along the sample. (b) When the circularly polarized light irradiates an interface
between different materials, 1 and 2, the inflow and outflow currents are not
equivalent, resulting in a net current flowing along the longitudinal direction.
(c) As one of the simplest situations of (b), when the material 1 is vacuum, the
net current is expected to be the maximum.

Here a schematic figure shows hypothetical experiments that the ISHE charge
current could be observed. When the diffusing spin current does not balance
anymore, the resultant ISHE current can be detected by those electrodes. To
verify the hypothesis, here we analyze the results of the diffusion spin current
which is created by optical illumination. First, dividing the sample in to a
14× 34 mesh, then spin is injected at a fixed position with a profile of

ISz =

{
1, selected mesh
0, others

(5.29)

Following the equation (10)-(13) from ref.[197]

j = jo + jav + jss + jsj , (5.30)

jo = − σ

2e
(∇µc +∇(µsσ̂)), (5.31)

jav = σ
α~

6mDe
(∇× µs + σ̂ ×∇µc), (5.32)

jsj = σ
α

3e
(σ̂∇)µs, (5.33)

jss = −σ α
3e
σ̂(∇µs). (5.34)

Here, jo is the ordinary current without SOC, jav is the current due to the
anomalous velocity operator, jss is the current originated from skew scattering,
and jsj is the current owing to the side-jump scattering. σ = e2N0D is the
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conductivity, µc and µs are the charge and spin distribution, α is the SOC
constant, σ̂ is the electron spin in Pauli matrices, and D is the diffusion constant.
Then we can calculate the electric potential distribution at equilibrium.

Figure 5.23: Electric potential distribution at equilibrium when injecting spin at
the (a) left edge and (b) center of the sample, indicated by the arrow respectively.
When Sz spin is injected at the left edge, a dipole-like potential is created around
the injection position and a finite potential difference is generated across the
whole sample. However, no potential difference created when spin is injected at
the center of the sample.

The dipole potential here exactly reveals the charge accumulation by the
swirling current generated by ISHE, by which the circulating current path acts
like a charge conveyor transferring electrons/holes from one location to another
on the same edge and forming an electric dipole. This process goes to the
equilibrium when the ISHE current is balanced by the electric field of the dipole.
For a Gaussian beam, this conveyor can be seen going along the extrema of the
derivative, as shown in Fig. 5.24.
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Figure 5.24: (a) A Gaussian function (blue line) and its derivative (dashed
yellow line). Black line shows the diameter (4σ) of this Gaussian and two red
lines indicate the extrema of it. The inset shows the 2D plot of this Gaussian
with the red ring shows the extrema of its derivative. If the edge of the sample
(solid and dashed black) cut the spot at different positions, the dipole distance
would be different (dipole center indicated by black spots). (b) Color plot
shows the intensity of a Gaussian laser beam, red arrow shows the diffusing spin
current, yellow arrow indicates the movement of electrons. The size of the arrow
suggests the magnitude of the corresponding current.

After the preliminary understanding of this phenomenon by finite element
method (FEM) simulation we can start to write down the functions to describe
this phenomenon. The irradiance of a z-propagating (surface normal) Gaussian
wave can be written as

I(r, z0) = I0 exp(
−r2

2σ2
), (5.35)

where r is the distance between the spot center and a certain position in xy
plane and 2σ indicates the radius of the spot. For a laser beam that the spot
center located at (x0, y0) with AOI= θ degree in xz-plane, the expression is

I = I0G(x, y, θ),

G(x, y, θ) =
cos θ

2σ2π
exp(− (x− x0)2 cos2 θ + (y − y0)2

2σ2
). (5.36)

And the consequent diffusion current is

Jd = D · ∇N. (5.37)

Here the N is the concentration of the photoexcited carriers and D is the am-
bipolar diffusion constant of the Bi2Se3 in one direction. The photoexcited
carriers N(x, y) should follow the same distribution as the irradiance of the
light which is G(x, y, θ). N = A G(x, y, θ) where A is a coefficient related with
excitation probability.

Jdx = −AD (x− x0) cos3 θ

2σ4π
exp(− (x− x0)2 cos2 θ + (y − y0)2

2σ2
) (5.38)

Jdy = −AD (y − y0) cos θ

2σ4π
exp(− (x− x0)2 cos2 θ + (y − y0)2

2σ2
)
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Then the resultant ISHE current is written as

JISHE = θkJd × Sz, (5.39)

where θk is the spin Hall angle and Sz is the z-component spin of the pho-
toexcited carriers. The Jd and JISHE are plotted in Fig. 5.24(b) shown by red
arrows and yellow arrows respectively.

Finally, we can write the Poisson equations when the whole system goes to
equilibrium. The potential ϕ(x, y) follows

∇ · (σ1 or 2∇ϕ(x, y)) = 0, (5.40)

σ2n · ∇ϕ(x, y)|x=−w = −J ISHE
x (−w, y), (5.41)

ϕ(x, 0) = 0. (5.42)

Here, n is the unite vector perpendicular to the sample edge, σ1,2 is the con-
ductivity of electrodes and the sample respectively, and w is the half width of
the sample. Solving these equations would give a similar result as the FEM
shown in Fig. 5.24(a). Furthermore, we can estimate the potential difference
between the two electrodes with these equations. The tungsten electrodes have
the conductivity of 1.89 × 107 S/m iv, and the conductivity of Bi2Se3 is 4000
S/m [198]. 1 mW 1550 nm laser would inject 1 × 10−3 J/0.8 eV = 7.8 × 1015

photons per second, and only 7.8×1015×α×13 nm = 3.751×1014 photons per
second would be absorbed by a 13 QL Bi2Se3 (α is the absorption coefficient
of Bi2Se3 at 1550 nm wavelength). Here we assume every signal photon would
create a 100% spin polarized electron-hole pairs (this will be the upper limit).
The ambipolar diffusion coefficient is 500 cm2/s [196], so the one directional dif-
fusion coefficient should be

√
0.005 = 0.07 m/s. The spin Hall angle of Bi2Se3

is 0.0093e [199], e is the elementary charge when the assumed Sz is -1. With a
3 mm wide 8 mm long sample and a 0.8 mm diameter wide laser spot shining
at the left edge of the sample, the voltage difference between two electrodes is
−1.31 × 10−11 V when grounding the lower electrode. It can be seen that this
numerical simulation is consistent with the experimental results and suggests
that with spin injection, ISHE can create a finite potential difference across the
sample. The exact value of the simulation results might be different from the
real experiment since the influence of the substrate is totally not considered
here, besides . Though the magnitude is very small, this is still a measurable
value of voltage for lock-in amplifier. During the calculation it is noticed that
a smaller laser spot, a smaller width of the sample, a lower conductivity of the
sample or a larger spin Hall angle would give rises to a larger voltage difference
between two electrodes.

ivhttps://en.wikipedia.org/wiki/Tungsten
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(a) (b)

Figure 5.25: Numerical solution of the Poisson equations for (a) σ = 0.1 (b) σ =
0.4. The potential difference between two ends for (a) is roughly 4 times larger
than (b), though it looks opposite because the scale of the figure is normalized
by the dipole peak; the dipole peak of the larger spot (b) is much lower than
the sharp one (a).

It is difficult to get the analytical solution for the Poisson equations above,
so here we use an approximation to get the function for the potential measured
by those electrodes. As we mentioned earlier, ISHE cause a dipole like potential,
so we try to use the dipole potential to express the result.

ϕ(r) =
kp cosβ

r2
. (5.43)

Here k is the Coulomb’s constant, r is the distance from the dipole center,
p = qd is the dipole moment where d is the vector pointing from the negative
charge center to positive charge center, and β is the angle between r and p.
Then the dipole at the edge is

p = J ISHE
x=±wydy. (5.44)

The voltage difference between the electrodes will be

V = 2k

∫ l

0

J ISHE
x=w ydy cosβ

r2
+ 2k

∫ l

0

J ISHE
x=−wydy cosβ

r2
(5.45)

Here, l is the half length of the sample in y direction. The reason why we need
to integrate the dipole at both edges is in case that the laser spot is big enough
to cover both edges. When the spot is small, only half of the above equation is
enough. The solution of the integration is

V = kAD
exp− 2w2+2x2

0+l2

2σ2 (exp (w−x0)2

2σ2 − exp (w+x0)2

2σ2 )(2l − σ exp l2

2σ2

√
2πErf l√

2σ
)

4σ2πl2
(5.46)

Divided by the sample resistance, we can have the current that we measured.
Actually, Fig. 5.20(b) is fitted by this function.
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Figure 5.26: ISHE current as a function of laser spot position across the sample,
calculated from Eqn. 5.46, with different spot size of laser beam. r is the radius
of the Gaussian beam spot (r= 2σ).

The key factor for the ISHE to occur in such geometry is the out-of-plane
spin. As we mentioned earlier, we suspect the hexagonal warped TSSs or Rashba
states would be the source of the out-of-plane spin. To verify the hypothesis, a
Bi2Se3 film thickness dependence of the HDP at normal incidence is measured.
As we known from the previous calculation, higher power and smaller spot is
good for a larger HDP. Thus, in the following measurement, 1.36 mW with 0.6
mm diameter spot is applied.
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(a)

(b)

(c)

Figure 5.27: Bi2Se3 film thickness dependence of HDP at normal incidence by
a 1550 nm wavelength laser. (a) 4 QL (b) 7 QL and (c) 10 QL. Clear ISHE
like position dependence is observed on 7 QL and 10 QL samples, while 4 QL
sample does not show a clear ISHE like position dependence.
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We measured thickness dependence on the same samples as used in previ-
ous section, in which thicker samples were made by successively deposition on
thinner one. As shown in Fig. 5.27, a clear position dependence is observed in
thicker samples but not in the 4 QL one. Besides, we also checked the HDP at
normal incidence by 635 nm laser in the 8 QL sample, no position dependence
is observed.

(a) (b)

Figure 5.28: Position dependent HDP measured by a 635 nm wavelength laser
at normal incidence. (a) Photocurrent at normal incidence. To fit the data,
additional term, a sinφ, needed to add in Eqn. 5.19. This 360◦ periodicity
term comes from the intensity change due to the full rotation of the QWP. (b)
From the fitting, HDP term shows no change of the sign when illuminating the
opposite edge. The large value of HDP at the right edge probably due to a
defect at that position.

5.3.5 Discussion

Previously, position dependent HDP was also observed by others in similar
materials. Seifert et al observed this position dependent HDP on Bi2Te2Se
(shown in their supplemental material). However they conclude the mechanism
for this HDP with CPGE from the side surfaces [200]. As we estimated in the
previous section by the data we have in Fig. 5.19, the side surface CPGE will
not contribute that much HDP. So, this side surface CPGE explanation may not
be correct. In another paper, Schumann et al report a spin Nernst photocurrent
observed in (Bi0.57Sb0.43)2Te3, with oblique incidence HDP shows opposite sign
at opposite edges. Schumann et al suggest that the thermal current induced by
laser illumination create a spin accumulation at the edge of the sample by spin
Nernst effect and such spin accumulation modulate the CPGE [201]. It could
be possible if the measurement is under oblique incidence since the in-plane
spin is the key to explain their results. However, we can observe this position
dependence even at normal incidence which no in-plane spin could be excited.
In our opinion, those observation probably are not the CPGE but the ISHE due
to asymmetric illumination as our results shown.

Other mechanisms are also proposed for the HDP that is generated at normal
incidence. Hosur proposed a model that such HDP due to interband transition
is controlled by the Berry curvature of the surface bands [202]. To observe
this HDP, two essential requirements are listed, out-of-plane spin components
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in TSSs and breaking of the rotational symmetry. Though our experiments
fulfilled those two requirements, our results differ. Since both left and right
edges break the rotational symmetry, the HDP controlled by Berry curvature
should be the same. However, the HDP at opposite edges flow in opposite
directions as shown by our results.

Ji et al discovered a so-called spatially dispersive circular photogalvanic ef-
fect (s-CPGE) in a Weyl semimetal [203]. The mechanism for this s-CPGE is
proposed to be the k space distribution of excited electrons is modulated by
the optical field gradient, and the dominant term of the s-CPGE requires the
material to lack of the inversion symmetry. Their experiments show that the
Weyl semimetal (MoTe2) they used to undergo a phase transition (1T’ phase to
Td phase by cooling) that breaks the original inversion symmetry, and s-CPGE
is observed after this phase transition. It seems that this s-CPGE should be a
bulk effect since the surface of the 1T’ phase also lack the inversion symmetry
but no s-CPGE observed on such phase.

Despite these claimed different mechanisms, one thing in common is that
all of them agree that TSSs should be the origin of the HDP they observed at
normal incidence. Indeed, as shown in Fig. 5.15, the possible excitation paths
of 1550 nm wavelength are all related with TSSs, and the initial or finial states
are at the high energy position of the Dirac cone. As we introduced in the
background chapter, out-of-plane spin component due to hexagonal warping is
more profound when it is far from the Dirac point. In our experiments, we show
that this HDP does not present at the predecessor of the TSSs (4 QL sample).
This is consistent with previous SRARPES measurement on 3 QL Bi2Se3 where
negligible out-of-plane spin polarization is observed [195].

Figure 5.29: SRARPES of a 3 QL Bi2Se3, from ref.[195]. Out-of-plane polar-
ization is negligible. This is totally different from a well-developed TSSs where
out-of-plane spin polarization is clearly observed [161].

The thickness dependence further back the hypothesis that 1550 nm wave-
length excitation path is related with TSSs as previous discussed in Fig. 5.15.
When illuminating the predecessor of TSSs, no position dependent HDP is ob-
served whereas a clear position dependent HDP is observed at 7 and 10 QL
sample.

Except for the ISHE mechanism we mentioned in the previous section, spin-
momentum locking of the out-of-plane spin could also result in HDP at nor-
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(a) (b)

Figure 5.30: (a) Illustration of the hexagonal warping at the Fermi surface,
arrows indicate the local spin orientation. Out-of-plane spin distributed sym-
metrically in k-space, which means that no net current will be generated by
the spin-momentum locking if only populating certain out-of-plane spin. (b)
The edge will breaks the threefold rotational symmetry but the left and the
right edge will have the same outcome. Green arrows are the currents due to
the spin-momentum locking by injected out-of-plane spin, shallow green color
indicates the suppressed currents due to the presentation of an edge.

mal incidence. However, this HDP cannot be solely originated from the spin-
momentum locking at the hexagonal warping part of the TSSs. Indeed, the
out-of-plane spin in TSSs is also locked to a certain momentum and the three-
fold symmetry of the out-of-plane spin, as shown in Fig. 5.30(a), will make sure
no net current be generated under normal incidence of the circularly polarized
light. If using the edge to break the threefold symmetry, a current could be
obtained, but the same result should be obtained at the opposite edge due to
the symmetry, as shown in Fig. 5.30(b). It is clear that our observation shows
opposite direction of the current at the opposite edge. The possible way for this
spin-momentum locking feature to take part in this position dependent HDP is
by acting the same role as the diffusion current that we mentioned in the ISHE
mechanism, and the following ISHE will convert this spin-polarized current into
the swirling current. Besides, the result by the diffusion current and the the
spin-momentum locking current will not cancel each other, since both of them
are carriers with the same spin moving outwards from the spot center. One may
argue that the spin-momentum locking would forbid the carriers move along di-
rections other than the spin-momentum locked one, so the ISHE cannot act on
them. Actually, the ISHE itself is the result of the spin scattering event, as
long as it is not the backscattering, other direction scattering is allowed, which
means ISHE could act on it.

Moreover, unlike the HDP of CPGE, this HDP due to ISHE does not weaken
by the opposite orientated top and bottom TSSs. The only thing different
between the top and bottom TSSs is the spin-momentum locking orientation.
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As we discussed earlier, this HDP is not the direct result of the spin-momentum
locking so there will be no cancellation between the results of the top and bottom
TSSs. We can look into the detailed steps of this HDP, first circularly polarized
light with normal incidence excites out-of-plane spin, but these spin texture
distributed symmetrically in the band structure which means no photocurrent
would be generated up to this step. Then, for the diffusion current case, due
to the gradient of the laser intensity, spin current rather than charge current is
generated, and the direction of the spin current is determined by the gradient of
the intensity which is the same for both top and bottom surfaces. For the case of
the spin polarized current generated by the spin-momentum locking feature, the
direction of the spin polarized current will be different for the top and bottom
TSSs, and there could be some compensation but not total cancellation since
the TSSs of the top and bottom surfaces are not identical due to the substrate
influence and morphology difference during growth. Finally, the edge breaks
the swirling charge current and a electric dipole potential is generated at the
edge. Therefore, excitation at both top and bottom TSSs will have the same
outcome.

5.4 HDP in bismuth thin films

Bi/Si(111)-1 × 1 film was epitaxially grown on a Si(111) 7 × 7 reconstructed
surface at room temperature. The RHEED pattern is shown in Fig. 5.31.

Figure 5.31: RHEED of a 15 BL Bi(111) film grown on Si(111) substrate. Sharp
diffraction streaks and Kikuchi lines imply a good quality of this film.

Large photocurrent with a very weak HDP was observed on this Bi(111) film
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by 635 nm wavelength illumination. However, photocurrent excited by a 1550
nm wavelength laser is so weak that the total photocurrent is below 3 pA. It is
difficult to conclude whether HDP present or not, though fitting suggests HDP
presents.
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(a)

(b)

Figure 5.32: Photocurrent measured by (a) 635 nm wavelength laser and (b)
1550 nm wavelength laser, black dots are the averaged measured datum and red
lines are fitting by Eqn. 5.19, error bar shows the statistic standard deviation
of the collected datum. Relatively larger photocurrent was observed at 635 nm
wavelength illumination than by 1550 nm wavelength. Although absorbance of
bismuth calculated in Fig. 5.1 suggests that absorbance at 1550 nm wavelength
is slightly larger than that at 635 nm wavelength, the measured photocurrent
suggests oppositely. This might be because the refractive index of bismuth we
used in calculation is not acquired from a thin film in [175]. Moreover, HDP
measured by the 635 nm wavelength laser is of the same sign at both 40◦ and
−40◦ incidence, i.e. photocurrent excited by RCP is larger than LCP. This
suggests that the CPDE is dominating the HDP mechanism.
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To further verify the conclusion that the HDP on Bi(111) at 635 nm wave-
length illumination is due to CPDE, incident angle dependence of the HDP is
measured. As shown in Fig. 5.33, nearly parabolic behavior infers the CPDE
mechanism domination. The slight deviation from parabolic is due to term
sin 2θ · tstp as mentioned in Fig. 5.6.

Figure 5.33: Incident angle dependence of HDP. Clearly, the behavior is domi-
nated by CPDE term sin2 θ · tstp.

Since the HDP suggests that CPDE is the main player, it is safe to say that
HDP measured by the 635 nm wavelength laser does not reveal any information
about the Rashba spin splitting bands. This probably because of the Rashba
factor of spin-splitting surface bands is relatively small, c.f. αR = 0.55eV · Å
[204]. Furthermore, two subbands of Rashba states would cancel out the results
due to the opposite spin orientation.

HDP at normal incidence is also inspected under 635 nm wavelength illumi-
nation. Similar to the fitting of HDP in 8 QL Bi2Se3 by the 635 nm wavelength
laser, an additional term a sinφ is also added into the fitting function of Eqn.
5.19 to fit the datum in Fig. 5.34. The fitting results show a plausible position
dependence though the data is not well-fitted, further investigation is needed.
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(a) (b)

Figure 5.34: (a) Photocurrent at normal incidence by a 635 nm wavelength laser
at the left edge, center and right edge of the sample, fitted by Eqn. 5.19 with an
additional term a sinφ. (b) Fitting parameter C, i.e. HDP component, shows a
large none zero value at the center of the sample. HDP at the left and the right
edge is larger and smaller than the HDP at the center respectively.

Previously, Zucchetti et al found that 3D polycrystalline bismuth on Ge sub-
strate hosts an obvious spin-charge interconversion signal, with the morphology
getting better the spin-charge interconversion getting smaller [205]. The thin
single-crystalline Bi film shows no spin-charge interconversion which is consis-
tent with our experimental results. Besides, their AOI dependent HDP shows
not a total antisymmetric behavior which suggest that CPDE is also observed
in their experiments, though Zucchetti et al did not consider it.

(a) (b)

Figure 5.35: Experimental scheme and results of ref.[205], both optical method
and electrical spin injection suggest spin-to-charge conversion decreasing when
morphology is getting better. (b) Incident angle dependence of HDP measured
by optical method. It is not totally antisymmetric which means CPDE is also
included in the HDP measured by Zucchetti et al.
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5.5 HDP in bismuth antimony telluride thin films

As introduced in Sec. 3.3, by varying the compounds ratio of Sb and Bi in
(Bi, Sb)2Te3, Fermi level can be tunned continuously from the bulk conduction
band to the bulk valence band. Three kinds of samples were made to inves-
tigate the influence of the Fermi level position on the HDP, namely Sb2Te3,
(Bi0.45Sb0.55)2Te3 and Bi2Te3. Sb2Te3 is made on Sb/Si(111)-

√
3×
√

3 and the
other two are made on Bi/Si(111)-

√
3×
√

3 surface structures. By changing the
flux ratio of Bi and Sb, (BixSb1−x)2Te3 can be made by MBE. RHEED of those
materials are almost the same in the lattice constant and crystalline structures
as shown in Fig. 5.36.

(a) (b) (c)

(d)

Figure 5.36: RHEED patterns of (a) Sb2Te3, (b) (Bi0.45Sb0.55)2Te3 and (c)
Bi2Te3. Sharp diffraction streaks infer good morphology of those films. (d)
Illustration of Fermi level position of these three samples. The Fermi level cut
the bulk bands of Sb2Te3 in ΓM direction but only the TSSs at ΓK direction
as shown in this illustration.

As shown in Fig. 5.37, polarization dependent photocurrent was observed
in a 12 QL Sb2Te3 film by a 1550 nm wavelength laser. From the incident angle
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dependence of the HDP, an antisymmetric dependence with respect to AOI= 0◦

was observed.

Figure 5.37: Incident angle dependence of HDP in a 12 QL Sb2Te3 film by
1550 nm laser. (a) A clear HDP is observed, and the HDP changes sign when
reversing the incident angle. (b) An antisymmetric behavior as a function of
AOI infers the CPGE mechanism whose AOI dependence is sin θ · tstp as shown
in Fig. 5.5.

Laser spot position dependence of HDP was also measured in Sb2Te3 film.
There is a position dependence of HDP, but the HDP at the two edges show the
same sign rather than the opposite sign as the ISHE observed in Bi2Se3.
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(a) (b)

Figure 5.38: Laser spot position dependence of HDP in Sb2Te3. (a) Measured
HDP at oblique incidence, the left and right edges show larger HDP than the
center of the sample. However, the HDP at the left edge is always larger than
that at the right edge even when the incident angle is reversed. This is different
from the observation on Bi2Se3. (b) Laser spot position dependence of HDP
measured at normal incidence. Black arrows indicate positions of the sample’s
edges. HDP at edges shows large value but with the same sign, which is different
from ISHE mechanism observed in Bi2Se3.

Then, (Bi0.45Sb0.55)2Te3 was also examined and HDP appeared under both
635 nm and 1550 nm wavelength illumination as shown in Fig. 5.39. How-
ever, HDP excited by 635 nm wavelength illumination shows no sign inversion
after reversing the incident angle with respect to the surface normal direction.
Whereas under 1550 nm wavelength laser excitation, HDP reverses its sign when
the incident angle is reversed, though the magnitude is small.
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(a)

(b)

Figure 5.39: Polarization dependent photocurrent of (Bi0.45Sb0.55)2Te3. Both
(a) 635 nm and (b) 1550 nm wavelength illuminations show HDP during mea-
surements. (a) However, HDP does not change sign, i.e. photocurrent excited
by RCP is always larger than LCP no matter the incident angle of the light. (b)
HDP is reversed when changing the incident angle by the 1550 nm wavelength
laser.

When checking the laser spot position dependence of the sample, a clear
position dependence was observed, with the sign reversing at the opposite edges.
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Figure 5.40: Position dependence of HDP in a 12 QL (Bi0.45Sb0.55)2Te3 film.
Black arrows denote the edges positions. A clear position dependence with
the sign reversing at the opposite edges is observed. This is similar to the
observation in Bi2Se3 samples, suggesting the ISHE also presents at this sample.

Finally, Bi2Te3 was measured. Photocurrent measured by the 1550 nm wave-
length laser is around 50 pA, however, polarization dependent part is very small,
only around 4 pA as shown in Fig. 5.41(b). Moreover, a vague HDP was ob-
served in Bi2Te3 as shown in Fig. 5.41(b). When illuminating by the 635 nm
wavelength laser, a clear polarization dependent photocurrent with HDP are
observed as shown in Fig. 5.41(a). However, the incident angle dependence
suggests the HDP is from CPDE, because the HDP does not reverse its sign
when the AOI reversed.
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(a)

(b)

Figure 5.41: Photocurrent measured by (a) 635 nm and (b) 1550 nm wavelength
lasers. HDP at 635 nm wavelength illumination does not reverse when AOI
changed from 40◦ to -40◦.

Position dependence is also measured by the 1550 nm wavelength laser. As
a result, no ISHE like position dependence was observed.
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Figure 5.42: Position dependence of HDP under normal incidence by the 1550
nm wavelength laser. No ISHE like behavior was observed.

5.5.1 Discussion

Previously, Okada et al have already investigated the CPGE in (BixSb1−x)2Te3,
and found that the HDP of CPGE is modulated by changing compounds ratio
[14]. By changing the compounds ratio, Fermi level is adjusted that it crosses
TSSs only. It is only within the bulk insulating region that the HDP is greatly
enhanced. Therefore, Okada et al conclude that scattering events occur between
the TSSs and the bulk states during the photoexcitation which would influence
the HDP generation, under the preassumption that the photocurrent is mainly
come from the photoexcitation of the states around the Fermi level. And tunning
a bulk insulated sample is essential for suppressing the scattering between the
bulk and TSSs.

In our experiments, we observed a similar HDP dependence of the com-
pounds ratio under oblique incidence, especially by 1550 nm wavelength exci-
tation. Similar to Bi2Se3 case, HDP excited by the 635 nm wavelength laser
is more likely to be CPDE. Whereas HDP excited by the 1550 nm wavelength
laser is more CPGE like, especially as shown in Fig. 5.37 a clear antisymmetric
CPGE behavior is observed. Due to the large photon energy of the 635 nm
wavelength laser, the excitation path is not in the vicinity of Fermi surface thus
merely not affected by the change of Fermi level.

Besides, we observed a different feature that didn’t present in the previous
Okada’s report. As one can see the data acquired by the 1550 nm wavelength
laser in Fig. 5.37 and Fig. 5.41, the HDP is opposite between Sb2Te3 and
Bi2Te3, which means the HDP reversed when the Fermi level changes from BVB
to BCB. This actually reveals the photoexcitation paths between the TSSs and
bulk states. As shown in the Fig. 5.43, the HDP will depends on the Fermi
level position when the photoexcitation is between TSSs and bulk states, even
if the excitation is not exactly at the Fermi level. When the Fermi level is
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in the BVB or lower Dirac cone, as the case of Sb2Te3, only the excitation
path BVB→TSSs is available and the HDP is determined by this path. When
the Fermi level position is within the Dirac cone around the Dirac point, as
the case of (Bi0.45Sb0.55)2Te3, both BVB→TSSs and TSSs→BCB are enabled,
but the total photocurrent is zero due to the symmetry. Finally, when the
Fermi level is in BCB or upper Dirac cone, as the case of Bi2Te3, only the
excitation path TSSs→BCB is available so the HDP is determined by this path
and opposite to the case when Fermi level is in BVB or lower Dirac cone. This
kind of photocurrent has been predicted by theory previously [94]. It is said
that the photocurrent due to the excitation between bulk states and TSSs would
dominate the HDP, and this part of the HDP is not necessarily protected against
the backscattering thus spin polarization could be low.

Figure 5.43: Model of the Fermi level dependent HDP. Red arrow is the excita-
tion path by a certain circularly polarized light, green arrow is the photocurrent,
dashed black line is the Fermi level. Black cross marks the forbidden excitation
path. (a) When Fermi level is in BVB or lower Dirac cone, the excitation path is
BVB→TSSs. (b) When Fermi level is around the Dirac point, both BVB→TSSs
and TSSs→BCB are possible. The total HDP is zero due to the symmetry in
k space. (c) When Fermi level is in BCB or upper Dirac cone, the excitation
path is TSSs→BCB.

More importantly, we found the HDP at normal incidence is also affected
by the changing of the compound’s ratio. As we described in previous sec-
tion, the laser spot position dependence of the HDP at normal incidence is
due to ISHE. In addition, we suspect the out-of-plane spin is originated from
the hexagonal warping part of the TSSs. In our experiments, only the bulk
insulating (Bi0.45Sb0.55)2Te3 shows a clear position dependent HDP at normal
incidence. Two possible reasons for explaining this Fermi level dependence.
First, a certain energy level on the TSSs is mainly responsible for the position
dependent HDP, so this excitation can be turned on and off depending on the
Fermi level position. Second, similar to Okada’s explanation, bulk insulating
sample strongly suppressed the spin scattering which makes the ISHE results
larger than the bulk non-insulating samples. The second hypothesis could be
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verified by cooling the bulk non-insulating samples, which could also suppress
the spin scattering.

An interesting observation about the HDP at normal incidence in (Bi0.45Sb0.55)2Te3

is that the position dependence of the HDP is opposite to the one observed in
Bi2Se3, as in Fig. 5.40 and Fig. 5.20. As we mentioned in the discussion part
of Bi2Se3, the mechanism of this HDP is the ISHE. So, the results from these
two materials should be the same since the hexagonal warping TSSs, the helic-
ity of the light and the spin Hall angle are similar. The possible explanation
for the opposite result is that the origins for those two materials are different.
As shown in Fig. 2.7, Bi2Se3 also possesses a Rashba state with hexagonal
warping in addition to the TSSs, which could lead to a opposite excited spin
compared with the excitation in TSSs. As a result, the ISHE induced HDP in
Bi2Se3 should be the combination results of Rashba states and TSSs, whereas
the ISHE induced HDP in (Bi0.45Sb0.55)2Te3 is only from TSSs. If the Rashba
states in Bi2Se3 dominates the ISHE induced HDP, the total result of the Bi2Se3

could be opposite to the result in (Bi0.45Sb0.55)2Te3.



Chapter 6

Conclusions and outlook

During this research, we successfully observed the HDP on various materials
with strong SOC by our in-situ measurement system. We have used several
experimental techniques to solve the questions we raised at the beginning of
this thesis.

Variable Purpose
AOI Distinguish between CPGE and CPDE

Thickness
Check the relation between TSSs and HDP,

Top and bottom TSSs contribution

Wavelength
Check the relation between TSSs and HDP

Check the wavelength respond of CPGE or CPDE
Fermi level position Check the relation between TSSs and HDP

Spot position Check the ISHE by out-of-plane spin

With these experimental methods we are able to verify that both CPGE
and CPDE mechanisms are presented in the HDP generation, and CPDE seems
to dominate in the 635 nm wavelength illumination while CPGE is profound
in 1550 nm wavelength illumination. Besides, HDP at 1550 nm wavelength
illumination is probably more related to TSSs of TIs than that at 635 nm
wavelength illumination. Finally, ISHE due to photoexcited out-of-plane spin
is observed in TIs with hexagonal warping. As a result, this work settled the
ground hypothesis and ambiguous points in this field with solid experimental
evidences, and further provide a new angle for optical spin orientation in strong
spin-orbit coupling materials.

There are some key findings we want to emphasize here.

• It is observed that different mechanisms contribute to HDP.

It is clearly shown in Sec. 5.1 and Sec. 5.3.2 that different mechanisms, namely
CPDE and CPGE, could contribute to the observation of HDP. It needs to be
distinguish by methods, such as sample symmetry analysis and AOI dependence
measurement like we did in Fig. 5.13 and Fig. 5.14, before rush to the conclusion
that HDP is due CPGE.

• HDP of CPGE will change its direction when TSSs evolves from Rashba
states to the helical Dirac cone surface states when the film thickness
increase.
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When measuring the AOI dependence versus the Bi2Se3 thickness as shown in
Fig. 5.14, we observed the tendency of the AOI dependence changes as the
sample thickness changes from 4 QL thick to 7 QL thick. More importantly,
the asymmetric part of AOI dependence which is believed to be the result of
CPGE changed its sign when the sample changes from 4 QL to 7 QL thick. It is
natural that such HDP reverses its direction if we look into the evolution of the
TSSs with the film thickness. When the TSSs evolve from the Rashba states
to the helical Dirac cone surface states, the outer subband of the Rashba states
is gone. With the same spin injected into this system by a circularly polarized
light, the dominating band of the spin-to-charge conversion changes from the
outer Rashba subband to the inner Rashba subband, as shown in Fig. 5.18.
Therefore this reversing of HDP is inevitable when the HDP originates from
TSSs.

• ISHE due to the asymmetrical illumination.

Out-of-plane spin can be injected into a TI by a circularly polarized light at
normal incidence as we shown in Sec. 5.3.4. Spin current is generated due to
the gradient in the density of excited carriers. This diffusing spin current is
converted into a charge current by ISHE. When illuminating the edge of the
sample, the charge current by ISHE forms an electrical dipole at the edge and
causes a measurable potential difference along the sample, resulting in a HDP
flowing in one direction as shown in Fig. 5.23. By shining the opposite edge
of the sample, an electrical dipole with opposite polarity is generated, and the
HDP flows in opposite direction. The result shown in this experiment reveals a
simple way to control the output of the ISHE and could lead to novel spintronic
devices.

• Fermi level dependence of the HDP.

HDP in TIs will be influenced by the Fermi level position above or below the
Dirac point. In addition, it tends to influence the HDP due to in-plane spin and
out-of-plane spin differently. This is probably due to the out-of-plane spin only
exists position that far from the Dirac point of TSSs while the in-plane spin
generally exists in a wide energy range of the helical Dirac cone.

With experimental results we have from the Si(111), Bi2Se3, Bi(111) and
(BixSb1−x)2Te3, we can now try to answer the questions we raised at the be-
ginning of this thesis.

1. Does HDP commonly exist in strong SOC materials?

Our measurements shows that except for the Si(111), all of our samples (with
strong SOC) exhibit HDP under certain wavelength illumination. However, the
mechanisms and magnitudes of the HDP strongly depends on the particular ex-
perimental geometry, i.e. AOI and wavelength of illuminating light, illumination
position on the sample, e.t.c.

2. A lot of researches have been done in TIs with different wavelengths of laser.
As a result, they all observed HDP and claimed the TSSs could be the origin.
Is that correct that HDP can be observed in TIs almost at any wavelength and
originated from TSSs?
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We have observed HDP by lasers at 635 nm and 1550 nm wavelengths in
our measurements. It is probably true that that HDP can be observed in TIs
in a large range of wavelengths due to their naturally complex spin texture in
bulk and surface bands. However, it is not true that all wavelengths can excite
electrons in TSSs. As our AOI dependence and position dependence measure-
ments shown that HDP by 635 nm and 1550 nm wavelength illumination exhibit
different behaviors. CPDE is the main mechanism driving the HDP under 635
nm wavelength illumination, while CPGE and CPDE are both observed at 1550
nm wavelength illumination. With further investigation of the thickness depen-
dence, we can conclude that HDP at 1550 nm wavelength illumination probably
related with the TSSs, based on the evidences that AOI and position dependence
of HDP change when using 4 QL and 7 QL thick samples, and the CPGE part
of the HDP reversed its direction from 4 QL to 7 QL sample. These findings
suggest that we need to be careful when concluding the mechanism and origin
of the HDP.

3. The previous reports based on Rashba SOC materials and TIs reveals that
incident angle dependence of HDP is originated from the in-plane spin nature
of those surface states. Is it certain that the out-of-plane spin cannot be injected
into those materials?

HDP at normal incidence of light is usually forbidden by symmetry for CPGE
or CPDE mechanism in samples with C3v symmetry. However, we observed
an HDP at the edge of a TI edges by 1550 nm wavelength laser at normal
incidence. With analysis and simulations, we conclude that ISHE with the out-
of-plane spin component in TSSs could be the answer of this edge HDP at normal
incidence. This means that the out-of-plane spin can be injected into TIs. With
the conclusion that we previous have, HDP at 1550 nm wavelength illumination
probably related with TSSs, we conclude that hexagonal warping part of the
TSSs could be the origin of the out-of-plane spin. Furthermore, (BixSb1−x)2Te3

samples enable us to change the Fermi level position and investigate the influence
of the Fermi level position. We found that the bulk insulating sample is the
best for this ISHE to be observed, and this further suggests that TSSs might be
important for HDP in (BixSb1−x)2Te3 under 1550 nm illumination.

Besides those findings, we have noticed a few points that need further im-
provement or study.

- Extinction coefficient of light in bismuth is very large due to its metallic
nature, which makes the light absorption in bismuth very difficult espe-
cially at the long wavelength region. Perhaps the way to observe CPGE
in bismuth is to make it more semiconducting to lowering the extinction
coefficient by making ultra-thin film or disordered bismuth film.

- Acquiring HDP through fitting is acceptable when the original data is
stable and with good signal-to-noise ratio. It is difficult to use this method
when measuring a varying process like cooling. Photoelastic modulator
(PEM) should be used to measure, rather than fitting, to get the HDP
during a fast-varying process.

- For our current measurement system, it is better to add electrodes in the
x-axis to measure the photocurrent in x-direction. In this way, we can
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investigate the spin injection from the substrate to samples with applying
a magnetic field in x-direction under normal incidence.

- More samples should be made to get a clearer picture of the Fermi surface
influence on HDP. Currently, we only have three samples to describe the
influence of Fermi level position and there is no sample which Fermi level
cross the lower half of the Dirac cone.

- Mn- or Cr- doped topological insulator shows a complex spin texture in
their bands. It is predicted that large circular dichroism can be observed
on TIs when gap is opened [206]. Besides, previous ARPES measure-
ments show that spin texture in TSSs changes to out-of-plane component
dominating[207]. This might be a large enhancement of the HDP by ISHE.
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