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Chapter 1 Machine learning and materials informatics

This dissertation aims to develop a novel descriptor for the application of machine learning to
materials science and engineering and to test the effectiveness and usefulness of this new
descriptor. In this introduction chapter, we explore how machine learning (or deep learning,
artificial intelligence), actively applied to various issues in a wide variety of fields with the recent
advancement of computer technology and information science, can be applied to materials science
[1-5].

From simple prediction problems starting with linear regression, to complicated
problems like detecting a person in an image and playing the game of Go, machine learning has
shown processing capability that goes beyond human ability even in the fields where machines
traditionally could not surpass humans, and continues evolving. Many of these outstanding
machine learning achievements are made by a model known as artificial neural network [6], which
is conquering complicated tasks, one after another, that could not be done by traditional models
that can be explained and understood by humans. At the same time, there are active movements
in various fields to utilize machine learning techniques like neural network in order to overcome
limitations.

Machine learning is also being tried out in the field of materials science, from simple
prediction of physical property to interpretation of experimental results and suggestion of
candidates for materials discovery. Among them, we would like to focus on the prediction of
materials properties (e.g., stability, strength, conductivity). However, there are many obstacles to
overcome in order to combine actual materials research and development of materials with
machine learning. Many approaches to solve this problem are often valid only to a limited extent,
so in this dissertation, we would like to study and propose a more comprehensive method
(prediction model and descriptor).

The following Subchapter 1.1 briefly introduces groundbreaking machine learning
studies. Though they are not directly related to this study, we introduce them in order to enhance
our understanding of the development of various related technologies. In Subchapter 1.2, we

introduce several studies that apply machine learning to materials science in various ways. In



Subchapter 1.3, we will introduce the descriptors for materials that are used for machine learning.
A descriptor for materials means the method of converting the information of materials into input
features for machine learning models. It is very important to use efficient descriptors because
machine learning results using the same information can vary greatly depending on the descriptors.
In Subchapter 1.3, we will investigate the advantages and disadvantages of various descriptors,
including the descriptors used in the study introduced in Subchapter 1.2. In Subchapter 1.4, we
point out the remaining limitations for incorporating machine learning into the research and
development of materials. Then we investigate the conditions that the descriptors should satisfy

to apply machine learning to the materials research and development more generally.

1.1 Recent progress of machine learning

Machine learning, in short, is a generic term for technologies that bring out hidden relationships
among data to extract various previously unknown information. Machine learning is a research
field that has been spotlighted as a novel methodology made up of the accumulated knowledge of
artificial intelligence and advanced computer technology. Image classification is one of the fields
which is receiving great attention because of high performance of deep learning. This field has a
wide range of applications, from classifying the hand-written zip code to recognizing traffic signs
for automatic driving. In the field of image classification, before the advent of deep learning, there
had been attempts to create a classification model for the pictures of hand-written digits. These
attempts had been made by using NIST or MNIST dataset [7]. Then, the deep learning made a
breakthrough. Recognition error is about 7.6% when using a pairwise model, one of the classical
classification models. Using deep learning, Yann et al. succeeded in achieving much better
performance. They achieved a recognition error of 3.4% in 1990 using an early version of the
neural network model [8], and 0.7% in 1998 using the neural network model named LeNet [9].
In 2012, Dan et al. achieved an error rate of 0.23% with a model called MCDNN [10], enabling
them to distinguish numerical photographs at a similar level to humans for the first time. One of

the reasons why this performance has attracted attention is that the deep learning model finds and



learns important features in the image on its own, rather than using designated features for
traditional models. One of the reasons why this research was so remarkable is that it presented a
model to find important features from data on its own, in contrast to the conventional model that
learns a set of features specified by humans.

Both models of LeNet and MCDNN were constructed using a deep convolutional neural
network (CNN), which is an effective neural network for two or higher-dimensional datasets [11].
For example, a single image’s width and height consist of small units called pixels, and each pixel
is made of three-color channels: red, green, and blue. Each pixel has a strong correlation with its
surrounding pixels; therefore, instead of viewing each pixel as an individual data, a “filter” of a
certain form can be applied to surrounding pixels to extract the features of the image. This process
of modifying features of a function by applying another function is called convolution. In CNN,
convolution is simultaneously used with a technique called pooling or stride to collect and
strengthen image features. Since then, most machine learning techniques related to image
recognition have been developed based on CNN. The advancement of technology has allowed
CNN models to train on a larger number of images with higher accuracy:.

From the above example, many researchers realized that if they can transform certain
information into images in a natural way, they can conveniently conduct machine learning by
using CNN. One major example is the game of Go. Programs that analyze abstract strategy games
such as Go and Chess used alpha-beta pruning algorithm to analyze the possible moves until
recently [12,13]. With the increase of computing power, these programs have become more and
more powerful. However, alpha-beta pruning is less powerful as the number of cases increases.
Therefore, the computer could defeat the world champion in chess, but could not defeat even an
amateur in the game of Go, where the number of cases is much larger [14].

DeepMind Technologies Limited has been working on mastering the game of Go to
overcome this situation. In 2015, they had developed a Go program known as AlphaGo, which
won the first game against a Go professional player. They improved the AlphaGo model and
announced AlphaZero in 2018, which does not require any human background knowledge. The
new Go program outperformed both humans and other computer programs in the abstract strategy
game field, and their achievements seemed unattainable in the past [15,16]. AlphaZero was
designed to recognize a 19-by-19 Go board as a 19x19 pixel image and applied CNN to the pixel

image. The AlphaZero attracted much attention, because it shows that the reinforcement learning



only using the game rules as input is better than the traditional alpha-beta algorithm and the
combination of supervised learning and reinforcement learning using the records of past games
between human players. This means that a model mimicking insight or intuition, which was
considered to belong to a human domain, even though in a limited area. For example, a human
Go player considers about 100 possible next moves, whereas traditional programs attempt to
consider as many possibilities as possible based on fast computation powers, such as about over
10 million possible next moves. However, AlphaZero searches for only about 10,000 possible
next moves, yet it makes much more effective choices than the traditional programs.

Another field in which machine learning has achieved excellent results is machine
translation, in which computer calculations are used to translate one human natural language to
another. The field began with a rule-based machine translation and has expanded to include many
different methods. When using traditional methods other than deep learning such as the rule-based
translator, the performance was limited. As machine learning technology has developed, machine
translation has become useful in real life, such as travel, although it is not yet perfect. In 2016,
the Google developed a neural machine translation system and got several interesting research
results [17,18]. Google’s model was different from the ones mentioned above in several aspects.
One of the most significant differences is the use of natural human language as an object of
learning. Since there is no way to know the word sequence length of each sentence in advance, it
uses recurrent neural networks, a model with no limitation in the input length. Simply speaking,
the recurrent neural networks receives one input (in this case, a sub-word), outputs a certain
calculation result, and uses that output as an input again. It means recurrent neural network can
have an arbitrary number of time steps. By adding this and several other new approaches,
Google’s model could learn many languages simultaneously. Using the training results of
grammars and vocabularies of several language pairs, it can translate a novel language pair better
than existing methods. By analyzing such results, machine learning is shown to have capability
to create its own universal language that interconnects different languages together. This
capability has high potential in other applications as well, such as preserving languages that are
in danger of extinction due to a steadily decreasing number of users.

In this subchapter, we have explored various machine learning trends. Though they may
seem irrelevant to the study of materials science, it is important to remain open to new research

and explore the possibilities of combining them with the current materials research.



1.2 Machine learning for materials research

It is said that the history of material development began with the first use of tools by humans.
Various advanced technologies of the time were utilized to develop new materials. Data-driven
science, referred to as the fourth paradigm in scientific research after three paradigm shifts of
experiment, theory, and computational modeling and simulation, is being actively attempted in
various ways in the research and development of materials. This subchapter examines machine
learning techniques that enhance the performance of some class of tasks by applying statistical
methods in data-driven science. We examine several examples of potential energy surface
prediction, the discovery of the descriptor that describing the material properties, and the method
of predicting the material properties directly from the material compositions. A brief discussion

on the application of machine learning in material development is also presented.

1.2.1 Prediction of potential energy surface

Potential energy surface (PES) describes the energy change with parameters such as the position
of atoms in a material system [19]. It is used to evaluate the atomic arrangement and stability of
a material, or to simulate chemical reactions of materials. PES can be calculated quite accurately
owing to the recent advancement of computational modeling and simulation.

However, because an accurate PES calculation requires high computational cost,
methods to quickly estimate PES using empirical potential were also studied. Starting from the
classic Lennard-Jones potential [20] method with a small number of parameters, various empirical
potentials have been proposed. Potentials containing comparatively more terms and parameters,
such as the reactive force field (ReaxFF) [21], has been proposed to describe more complex
situation accurately. The parameters of an empirical potential are estimated through experimental
data or a small number of relatively accurate first-principles calculation data. Calculations using
empirical potential requires smaller computational cost than first-principles calculations. Thus, it
enables quick calculations of the energy states of atoms in complex systems. However, it has the

drawback of relatively lower accuracy.



In recent years, machine learning-based potentials such as neural network potential
(NNP) and Gaussian approximation potential (GAP) were developed. They draw attention as they
enable faster PES estimation than first-principles calculations and more accurate than traditional
empirical potentials. These machine learning-based potentials enable efficient material
simulations based on rapid and accurate PES predictions. Through these methods, new
approaches of materials interpretation can be achieved by enabling simulations that were difficult
previously. To construct NNP or GAP, it is necessary to select a descriptor to express the atomic
arrangement in a numerical form. Some of the descriptors that can be used to construct NNP or

GAP are introduced with other descriptors in subsequent Subchapter 1.3.

1.2.2 Discovery of important factors

One easy approach to understand a material is to observe the changes in its properties when the
material composition is changed. However, it is difficult to derive clear correlations behind such
changes in most cases. Therefore, it often requires a lot of trial and error to understand new
materials, which can cause delays in material development. Machine learning can facilitate the
process of material research and development by revealing missed correlations and minimizing
trial and error.

Balachandran et al. conducted recursive partitioning analysis to derive factors to better
describe the stability of oxide perovskite [22], which had previously been described using the
Goldschmidt tolerance factor [23]. As a result, they obtained a classification tree diagram that
defines the phase stability of the oxide perovskite. They revealed that the most important factor
to characterize the phase stability is the ideal A-O bond distance based on the bond-valence model
(da-o), followed by the tolerance factor.

However, not all material properties can be explained by simple factors such as the
above da.o. Ghiringhelli et al. proposed a method to generate a descriptor for material properties
that cannot be explained with existing methods [24]. They generated candidate descriptors with
mathematical combinations from the primary features of the elements constituting the material.
Then, they presented an iterative approach to evaluate and derive the valid descriptors. Through

this method, Ghiringhelli et al. were able to discover equations that explains the simulation results.



For example, they discovered the following equation for the formation energy difference AE

between two crystal structures of octet binary compounds from two elements, A and B.

pE = 0117 2B ~IP® 25 (ev
Y (eV) (3-1

Here, EA(B) and IP(B) are electron affinity and ionization potential of element B, respectively,
and 7,(A) is p orbital radius of element A. This equation has not been explained by the existing
laws of physics. These methods are expected to accelerate our understanding and discovery of

materials.

1.2.3 Prediction of materials properties

Another widely attempted method in materials research using machine learning is the construction
of models for direct prediction of the material properties using the information of atomic
arrangements and/or chemical composition as input. In particular, the prediction of material
properties using only the raw material compositions (such as mole fraction) has been attempted
over the years because compositional information can be obtained much more easily than
structural information. For example, Winkelmann and Schott proposed an additive model for
predicting the thermal conductivity of glass materials in 1893 [25]. This model employs a linear
equation having the mole fraction of each raw material constituting the glass as the terms.
However, the prediction models used in the research and development of modern glass materials
have not advanced significantly from the initial additive model. One such model is the equation
proposed by Fluegel in 2007 to predict the viscosity of glass [26]. Fluegel tried to improve the
accuracy of the existing equation by adding terms that describe the product of the mole fractions
of different raw materials to the multiple linear equation. Fluegel’s equation again uses mole
fractions of raw materials, excluding SiO; as the terms. Fluegel’s equation has achieved sufficient
accuracy for practical glass material development in consequence of big data and data
preprocessing. However, his addictive model has a disadvantage that it cannot effectively predict
the materials not included in the database, and no addictive model has been able to solve this

weak point yet.



There are also several studies using classic predictive model in the prediction of
formation enthalpy, one of the important properties of material. Among them, one of the studies
by Ali et al. in 2007 predicts formation enthalpy using only compositional descriptors such as the
number of oxygen atoms [27]. They used a linear regression similar to the addictive model.
However, the prediction error of this model is 0.6 eV/atom, which is impractical. As an advanced
prediction model using machine learning, the ElemNet was proposed by Jha et al. [28]. It employs
a deep neural network, a deep learning model that can provide high accuracy, while using only
the mole fractions of each element as the input features. Using the ElemNet model, Jha et al.
succeeded in predicting the formation enthalpy of crystalline solids composed of various elements

with mean absolute error of 50 meV/atom.

1.2.4 Discovery of new material using a Bayesian optimization

When we are trying to develop new material, predictions are often insufficient. Bayesian
optimization can be useful in this case [29-32]. Seko et al. try to find a crystalline compound with
low lattice thermal conductivity (LTC) for thermoelectric materials with high conversion
efficiency [33]. In their study, by calculating the LTC of 101 compounds with known LTC
experimental values using first-principles calculations, they verified the accuracy of the
simulation. They then attempted to explore the compounds with low LTC among 54,779
candidates using as few simulations as possible from Bayesian optimization.

Among the top 221 materials proposed by the Bayesian optimization, they conducted
LTC simulations on only nine of them, considering the high computational costs of first-principles
simulation. As a result, the material with the lowest LTC was PbRb4Brs with 0.08 W/mK, and
further obtained two additional candidate materials, K,CdPb and Cs;[PdCl4]l>, which both had
LTC of less than 0.5 W/mK while having electronic band gap energy between 0.1 eV and 1 eV
according to the DFT-PBE formalism calculations. However, in this research, materials with a
high probability of improvement were calculated only once based on the existing data, meaning
that a full Bayesian optimization was not conducted. Nevertheless, considering that the LTC of
the champion training material (PbSe) is 0.96 W/mK, success in finding a material having an LTC

of 0.08 W/mK after the first try is worth paying close attention.



1.3 Material descriptors for machine learning

Some of the techniques introduced in Subchapter 1.1 are also being tried out in the materials
research. The most significant difference between machine learning in the materials research and
that of the image recognition and abstract strategy game is the insufficiency of curated data for
machine learning in materials research. For example, in image recognition, a large database such
as ImageNet is widely used as a benchmark for technological verification. The lack of large
databases causes difficulty in testing machine learning techniques in materials research.

While many papers report the physical or chemical properties of materials, they arrange
numerous variables, including experimental condition, process, result, etc. in their own way. As a
result, in machine learning in materials research, only a small number of data are often available
when a researcher tries to test his/her novel method. On the other hand, unlike experiments,
independent variables are often well established in the first-principles calculations. Therefore,
many tests are done by applying machine learning technology to first-principles calculation
results.

When machine learning is used in a situation where the number of data and/or
independent variables is limited, descriptors specially designed for the situation are often used.
However, suppose there is a general descriptor that can be used in a wide range of situations in
addition to specially designed descriptors. In that case, machine learning would be applied more
efficiently in materials research. The general descriptor proposed in this study aims a descriptor
that can be used generally regardless of the type of material or the type of research method, i.e.
experiment or simulation.

In this subchapter, we examine how input data are prepared in previous studies from the
view point of descriptors, and explore the current limitations of machine learning techniques in
materials research.

Subchapters 1.3.1 to 1.3.3 introduce three descriptors that can be used when the atomic
structure is known. These descriptors can play an important role in first-principles simulations on
nanostructures. However, information about atomic structures is not necessarily sufficient for
machine learning, because they are often obtained from experiments while it is difficult to make

materials with arbitrary structures experimentally. In most cases, the input data or controllable



variables that can be used in machine learning are the experimental conditions such as temperature
and pressure, and the composition of the materials.

Subsequently, starting with Subchapter 1.3.4, we will introduce descriptors that can be
used when the information obtained from experiments is limited. In Subchapter 1.3.9, we
summarize the descriptors introduced so far, and discuss the desirable characteristics that a newly

developed should have under the current situation.

1.3.1 Atom-centered symmetry functions

The atom-centered symmetry functions proposed by Behler et al. are descriptors proposed to
create an accurate potential energy model by quantifying the environment of each atom [34]. This
descriptor is proposed for machine learning potential that aims to have the advantages of both
density functional theory (DFT) [35,36] and empirical potential.

First-principles calculations based on DFT are widely utilized in materials science
research to simulate various material properties [37,38]. However, DFT calculations generally
have a complexity of O(N?~3), which means that the simulation time is proportional to the square
to cube of the number of atoms (or electrons) within the model. From this complexity problem,
conducting the large size of simulation requires a high computational cost. Therefore, the
empirical interatomic potential is often used in such situations. Empirical interatomic potential
allows for even billion-atom MD simulations [39], but the energy surfaces of empirical potential
are much less accurate than those of DFT calculations.

To compensate for these shortcomings, machine learning potential aims to create a
potential energy prediction model that uses machine learning to achieve high computational speed
and higher accuracy than traditional empirical potentials. However, prediction models adopting
the Cartesian coordinates of atomic positions as the input has poor accuracy and scalability. That
is, when the Cartesian coordinates are adopted, it is difficult to guarantee the invariance under the
translation and rotation of the system in machine learning, and to apply machine-learned models
to systems having different number of atoms from those of systems used in the training.

Atom-centered symmetry functions proposed by Behler et al. are designed to solve these

problems by many-body functions that represent the surrounding environment of each atom in a
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system, that is, the information of its neighboring atoms within a cutoff radius. Behler et al.
proposed a way to predict the total energy of a system from its atomic arrangement by high-
dimensional neural network potential (HDNNP). They expressed the total energy as the sum of
atomic energies and suggested that each atomic energy can be predicted using a neural network.

Bose et al. calculated the atomic energy of gold atoms in various structures through
9,972 DFT calculations [40]. They trained an HDNNP using the calculation data and compared
its prediction with ReaxFF, one of the traditional empirical potentials. They achieved an energy
prediction error of 17 meV/atom using the HDNNP compared to 136 meV/atom using the ReaxFF,
which shows the potential of NNP.

1.3.2 Smooth Overlap of Atomic Positions

Another descriptor that quantifies information of the three-dimensional atomic structure is
Smooth Overlap of Atomic Positions (SOAP) proposed by Bartok et al. [41]. They offered a
method for calculating the smooth similarity kernel to evaluate neighboring elemental
environments. Similarity kernel refers to a method of expressing the similarity of three-
dimensional structure through the kernel. The "smooth" in SOAP indicates that the similarity
kernel is smoothly expressed using the Gaussian function. In other words, SOAP is a descriptor
in which the information of atoms around an atom is expressed by the sum of Gaussians.

To create SOAP, the same information is required as the atom-centered symmetry
functions discussed in the previous subchapter, i.e., the structural input data such as the crystal
structure and the coordinates of atoms. Bartok et al. attempted to verify the effectiveness of SOAP
using 8,000 tight-binding molecular dynamics calculations for Si clusters. They showed that the
Gaussian approximation potential (GAP) [42] could be trained using SOAP. This GAP predicts
the energy and the force of Si atoms within the error of 15 meV/atom and 0.22 eV, respectively.
From these results, Bartok et al. claim that SOAP could well represent the dissimilarity of the

atomic structures.
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1.3.3 Crystal graph

Both Atom-centered symmetry functions and SOAP reconstruct information of the three-
dimensional atomic structures using functions (symmetry functions and Gaussians, respectively).
On the other hand, Xie et al. suggested a way to represent the atoms and their bondings by graph
theory [43]. They made a crystal graph in which an atom is represented by a node and an atomic
bonding by an edge. They also proposed a way to train this graph to predict material properties
by convolutional neural networks (CNN).

This method cannot reflect the information of minute atomic displacement if the atomic
bonds have remained intact. However, it can still distinguish between the two cases where two
atoms are swapped in the crystal and between the two cases where the crystal structures are
changed while the chemical formula remains the same. They showed that the crystal graph could
predict several material properties obtained from the Materials Project database, which is one of
the major databases of DFT calculation results.

As a result, for instance, the prediction error of the crystal graph is 0.054 GPa for bulk
moduli, where the DFT calculation error compared with experiments is 0.050 GPa. In the case of
formation energy, the prediction error is 39 meV/atom. This value is slightly higher than the
prediction errors of NNP or GAP introduced in Subchapters 1.3.1 and 1.3.2, 6 meV/atom and 15
meV/atom, respectively. However, crystal graph has the merit of being able to predict the

properties of the material from any combination of elements through a single model.

1.3.4 Pure elemental property

As simple and intuitive descriptors that can describe a material, the properties of the elements
constituting the material or combinations of such properties can be used. There may be various
methods for selecting a descriptor depending on the target materials and target properties to be
described.

For example, Yi et al. proposed a model to evaluate the crystal stability by training using
the DFT formation energies of the Garnet structures which can be represented by the chemical

formula of C3A;D30:, [44]. They used the electronegativity and the ionic radius of the three
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elements C, A and D as descriptors. They succeeded in predicting the formation energy of the
garnet structure with an error of 9 meV/atom with the neural network based on the rectified linear
units.

However, this type of descriptor is only valid for a predetermined family of materials
(in this case, a garnet structure that can be represented by the chemical formula of C3A,D301,)
and cannot be directly used for the training or prediction of other materials.

On the other hand, the advantage of this type of descriptors is that they could be highly
interpretable. For example, Balachandran et al. proposed a classification model that describes the
formability of perovskite oxides, which can be represented by ABO; [22]. Previously, the
Goldschmidt tolerance factor [23] calculated using ionic radii was known to explain this, however,
it was not perfect. According to the decision tree model by Balachandran et al., one factor is more
critical than the Goldschmidt tolerance factor in determining whether perovskite structure can
exist stably. The factor is the ideal A—O bond length (da-o). For example, if the da-o is less than
2.45 A, the stable perovskite is never made regardless of the B element. However, setting up this
type of interpretable descriptor (like the tolerance factor) often requires a deep understanding of

the material and its operating mechanisms.

1.3.5 Non-linear combinations of primary features

The interpretable descriptor introduced in Subchapter 1.3.4 can provide logical reasoning for
prediction results and can also significantly impact other areas through new understandings
obtained from the logical reasoning. However, generating an interpretable descriptor requires a
deep understanding of the materials and properties to be described or involves a lot of trial and
error. Ghiringhelli et al. provided a solution to overcome this problem based on their study of the
choice of descriptor [24].

In the paper, they tried to predict the stability of two octet AB-type binary compound
structures, zinc blend and rocksalt. They tried to find the best descriptor that can predict the energy
difference between the two structures calculated by DFT. To create candidate descriptors, 23
primary features were prepared from the properties of each element (A, B) and the properties of

dimers that two elements could form. Then, they make more than 10,000 complex descriptors by
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combining primary features and mathematical operations such as absolute difference, squares,
and exponential. Subsequently, they identified the best combination of descriptors that predicts
the energy difference between the two structures. As a result, the prediction error of the energy
difference using only one descriptor is 0.14 eV, which correctly predicts 74 crystal structures, out
of 82 binary octet compounds.

The descriptor proposed in the paper was not a physical quantity that can be
understandable from existing physical laws. In 2019, Bartel et al. proposed a new tolerance factor
T based on the method described above to replace the existing Goldschmidt tolerance factor t,
which explains the stability of the perovskite (ABX3) structures [23]. T is more accurate than t.
Furthermore, by analyzing each term in 7, it shows that the stability of BXs octahedra and the
oxidation state of A are important in determining the stability of the perovskite structure. This
analysis illustrates how we can understand the mechanisms of a target property through a data-

driven approach.

1.3.6 Molar concentrations

One of the most intuitive material descriptors is the molar concentrations or the presence of
elements (or raw materials) in target materials. This method is discussed in the prediction of
material properties using chemical composition introduced in Subchapter 1.2.3. Depending on the
experiments, the proportion of each element or raw material that makes up the material can be
used as a descriptor. Alternatively, more simply, the presence or absence of each element can be
expressed as binary.

Models using this simple descriptor often successfully predict the material properties.
Recently, one research group proposed the artificial neural network (ANN) model named
ElemNet, which uses only the molar concentration as input [28].

ElemNet is an ANN model with 94 input features corresponding to the molar ratio from
H to Pu. This study succeeded in predicting formation enthalpy within the mean absolute error of
50 meV/atom by using more than 200,000 first-principles calculation data and 17 hidden layer
model. This is slightly less accurate than the prediction error of 39 meV/atom performed by the

crystal graph and CNN model introduced in Subchapter 1.3.3. However, considering that the
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information of atomic structures was not used or required in ElemNet, this result of ElemNet is
encouraging.

Based on this result, they attempted to create a convex hull diagram of the binary and
ternary systems that were not used for training. As a result, they were able to obtain the most
similar formation enthalpy distribution to the actual DFT calculation results compared to the
existing models. However, neither their ElemNet nor existing model has been able to accurately
predict stable compositions. This failure suggests that machine learning model can be vulnerable

to unseen data that are not used for training.

1.3.7 Elemental attributes

Properties of the material other than our target one can be used as an extra descriptor to predict
the target property of a material. For example, we can use the density of a material as one of the
descriptors to predict the thermal conductivity of a material. However, it is often difficult or
expensive to obtain this type of information for many materials. On the other hand, the properties
of elements or raw materials are relatively small in number and are often easy to obtain. For
example, densities of more than 200,000 materials are difficult to obtain, while those of 94 pure
elements is relatively easy to obtain.

To use this kind of information as efficiently as possible, Ward et al. proposed a new
descriptor named elemental attributes [45]. They first collected 23 properties of pure elements
(e.g., atomic number, electronegativity, etc.) from hydrogen to plutonium. Subsequently, the mean,
minimum, maximum, deviation, and mode weighted by the mole fraction for each property can
be calculated for each material. Then we obtain a total of 115 attributes that describe one material
from the calculation of five statistics for 23 properties. They made models to predict material
properties such as formation energy and bandgap energy using the elemental attributes. The
reported prediction error for the formation enthalpy was 88 meV/atom, which is less accurate than
that of ElemNet [28] despite the use of additional information about elemental properties in the
elemental attributes compared with ElemNet. One reason for this poorer accuracy of the elemental
attributes could be that the five statistics of elemental properties fail to catch some important

information in the distribution of elemental properties.
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1.3.8 B-fingerprint & D-fingerprint

B-fingerprint and D-fingerprint are the descriptors proposed by Isayev et al. to investigate the
similarities among materials [46]. Both are built on electronic band structures calculated within
DFT. This subchapter will introduce the B-fingerprint first.

B-fingerprint divides a certain energy region (e.g., £10 eV from the Fermi level) into
several parts (bins), then count the number of bands in each energy zone at the targeted symmetry
point in k-space. For example, in the case of KNO3 (ICSD 384), there is one energy band between
—10 eV and —7.5 eV, three bands between —7.5 eV and —5.0 eV, and no energy band between —5.0
eV and —2.5 eV, and so on. Then, the B-fingerprint from eight bins for KNO; can be represented
as [1,3,0,5,0,2,0, 3]. The total length of the fingerprint depends on the number of symmetry
points being investigated and the number of bins. If we use 32 bins for a cubic lattice with four
high symmetry points, the length of the whole fingerprint will be 128.

D-fingerprint is a descriptor in which the same procedure as the above is applied to the
density of states instead of energy bands. Isayev et al. draw a material cartogram (a kind of map)
using these two fingerprints, and attempted to predict the critical temperature of superconductors.
They claimed that mapping using these fingerprints could be useful for material explorations. In
addition, though not strongly asserted in the paper, fingerprints seem to work as descriptors for

the prediction of material properties.

1.3.9 Summary of material descriptors

So far, we have reviewed several descriptors available in the field of materials science. Table 1-1
categorizes these descriptors based on several limitations in use that we pay attention in this study.
Each descriptor has its own characteristics. Some descriptors are superior in specific situations,
but difficult to apply to other situations. Other descriptors are generally applicable, but the
performance may not be very good.

As previously explained, we would like to develop a novel descriptor that can be made
from only the compositional information of elements or raw materials of which a material consists.

We also want to make the novel descriptor applicable to any type of material. Such a new
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descriptor can be useful in various situations. Hence, this study intends to discuss the methods of
maximizing the use of compositional information. At the same time, we aim to make it flexible

and expandable so that it can be customized depending on the materials and research topics.

Descriptor name Can descriptor be used | Can descriptor be | Can a pretrained
without three- | used for a wide range | model be
dimensional structural | of materials? applicable to a
information  (crystal wide range of
structure, atomic materials?

configurations, etc.)?

Atom-centered X O X

symmetry functions

Smooth Overlap of X 0 X

Atomic Positions

Crystal graph X 0O 0
Pure elemental o X X
property

Non-linear 0] A* X

combinations of the

primary features

Molar concentrations 0] O O
Elemental attributes o 0 o
B-fingerprint & D- X 0 o
fingerprint

Table 1-1. The classification of the eight descriptors introduced in the previous subchapters based

on limitations in use. (* Only for up to binary systems)
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1.4 Objectives of the present study

Up to now, we have reviewed how much machine learning related technologies are used in
materials science and engineering research nowadays. In Subchapter 1.2, we reviewed how
machine learning can be used in material research and development. In Subchapter 1.3, we
investigated the descriptors for machine learning models, which is the subject of this study. As
shown in Table 1-1, descriptors can be classified into two categories: descriptors that can be made
only with compositional information and those that requires structural information such as atomic
configuration. If the compositional descriptor and the structural descriptor can be used together,
more accurate training may be possible based on more information.

However, in testing material properties through actual experiments, it is difficult to
obtain information such as atomic structures. The measurements of material properties require
synthesis of real materials with controlling the composition of the raw materials and experimental
conditions. Furthermore, although accurate prediction may be facilitated by adopting more
descriptors such as simple properties of a target candidate material as shown in Subchapter 1.3.2,
use of such descriptors is unavoidably limit the usefulness of prediction itself because the material
properties of a new material that has not been tested yet require many trials and errors of synthesis
of real materials or many simulations.

In certain situations, the independent variables we can use are just chemical formulas or
compositions of raw materials and experimental conditions. Therefore, in the present study, we
investigate machine learning models that can predict the target material properties and search
materials by taking advantage of such limited information as much as possible. To do so, we
propose a novel descriptor, elemental fingerprints, that generates input features for machine
learning. The elemental fingerprints are designed to be applied to various situations by combining
the characteristics of existing material descriptors and thus are expected to contribute widely to
various material research and development.

The following Chapter 2 explains neural networks that are used to predict and explore
materials in the present study and adversarial training that is one of the techniques for a more
robust neural network model. Chapter 3 describes the elemental fingerprints proposed in this study.

Chapters 4 through 6 examine how the elemental fingerprints and neural network model can be
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applied to various materials and situations and discuss their usefulness in real material research

and development. Chapter 7 gives the conclusions.
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Chapter 2 Artificial neural networks

Artificial neural network (ANN) refers to a numerical calculation model that simulates biological
brain structures and working principles. In a neural network of a biological brain, countless
neurons are connected like a complex net with synapses. In addition, our brain learns new
information by changing connections between neurons according to external stimuli. Brain’s
capability to have various network structures depending on the connection strength between
neurons is called brain plasticity. ANN began with a study to simulate the process of learning
information and memory of the brain neural network. It mimics the learning of the brain with
updating the connections between artificial neurons (nodes). Although there are no clear
classification criteria, dozens of ANN models have been proposed at present based on the node
structure and the way of network connection. Among them, we will discuss multilayer perceptron
in Subchapters 2.1 to 2.3, which is the first deep neural network that opened a new era of deep
learning. From here on, ANN refers to the multilayer perceptron unless otherwise noted.
Subchapter 2.4 introduces the method to make a more robust and accurate ANN model and

explores its potentials.

2.1 Neural network model as a universal approximator

It can be considered that the beginning of the artificial neural network is perceptron proposed by
Rosenblatt in 1958 [47]. In a perceptron, like connections of neurons, the value of the output node
is described by giving weights to the values of multiple input nodes. Here, the nodes are connected
through an activation function, which is a non-linear function. The activation function mimics the
neural transmission mechanism that does not respond to stimuli weaker than a certain strength.
For example, output of the step function is 0 when the input is less than the threshold and 1 when

larger than the threshold. However, unlike real neural transmission, it is not easy to obtain a clue
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for updating the ANN if it uses a step function. Therefore, an activation function like the sigmoid
function, which is continuous and differentiable, is used instead. Recently, an activation function
that has a sharp point, like a rectified linear unit, is widely used because it has been revealed that
no problem arises even when there are a finite number of non-differentiable points [48]. A

perceptron that describes one output for n inputs can be expressed as follows:

y=9(), wixi+h) -

Here, w; is a weight for each input, b is a bias, and ¢ is an activation function. One weight is
required for each neuron-neuron connection, and the bias is a parameter that shifts the sum of the
weighted values. However, the perceptron cannot simulate a non-linear objective function. One
typical example is the XOR problem shown in Table 2-1 with two independent variables (or
inputs) xp, Xo.

Suppose that in a single layer perceptron, the output is 0 when the sum of x; and x,
is 0, and output is 1 when the sum is 1. Then, when the sum is 2 (where both x; and x,is 1),
there is no way of making the output 0 again. In this case, our perceptron can explain only three-
quarters of the data. A solution to this problem is unexpectedly simple: a hidden state is added
between the input node and the output node. Here, the concept of the layer is adopted to simplify
the model. An input layer is a set of input nodes, and an output layer is a set of output nodes.
Furthermore, suppose a layer is connected in the following way. A node inside a layer is connected
to all nodes of the following layer, but the nodes within the layer are not connected with each
other. This layer is called a fully connected layer. A layer that exists between the input layer and
the output layer is called a hidden layer.

When a perceptron has more than one hidden layer, it is called a multilayer perceptron,
and the XOR problem can be solved by using one hidden layer having two neurons [49]. Fig. 2-
1 shows an example of a multilayer perceptron that can solve the XOR problem. For the activation
function ¢, a step function, which outputs 0 for an input of less than 0.5 and outputs 1 for an

input of greater than or equal to 0.5, is used to simplify the model.
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Inputs Output
X1 X2 y
0 0 0
0 1 1
1 0 1
1 1 0

Table 2-1. Truth table of XOR problem

[Model activation function ]

¥y = @(wix1 + wax, + b)

5
a ° Wt
5
° ()
S — .
W3
0.0 0.5 1.0 ° b
Input

[ Possible inputs and outputs ]

with two hidden states [ Neural network structure ]

hl = (0(10xl -+ 1.0x2 - 15)
= hy = @(1.0x; + 1.0x; — 0.5)
y = @(—1.0h; + 1.0h, — 0.5)
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Figure 2-1. One possible network structure that can solve the XOR problem. h; and h,
represent two hidden nodes. A Model activation function is undifferentiable for simplicity. Neural
network structure with six weights and three biases also can be expressed by a set of three

equations.
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Furthermore, Cybenko proved that a multilayer perceptron using a finite number of
neurons and the sigmoid activation function could approximate any type of continuous objective
function in 1989 [50]. In 1991, it was shown that the above statement can be universalized to any
type of activation function [51]. It is called the universal approximation theorem, and ANN is
called a universal approximator. However, there are practically better networks than the multilayer
perceptron depending on the respective characteristics of data. In many cases, it is beneficial to

use two or more hidden layers though a single hidden layer is theoretically enough.

2.2 Backpropagation and optimization algorithms

Making the ANN model accurately describe a certain objective function is equivalent to solving
the optimization problem of weights and biases in the model. Here, the weights and biases are
called parameters, in particular, trainable parameters to emphasize that they are the parameters to
be optimized. However, the ANN model with nonlinear activation function has no solution that
can be expressed by a finite series of analytical functions. The most widely used optimization
method in such a situation is the error backpropagation algorithm developed by Rumelhart et al
[52]. First, if an ANN model has not been trained at all, all parameters are randomly initialized
before the training begins. Backpropagation is the name given to an algorithm that updates the
trainable parameters in the opposite direction for the calculation of output from the inputs called
forward propagation. In the backpropagation, we have to evaluate how accurately the ANN model
predicts the objective function. For this purpose, a loss function is introduced which evaluates the
overall performance of ANN by adding all the prediction errors for all training data. Mean squared
error loss is one of the most widely used loss functions in numerical predictions. Mean squared
error loss was also used to minimize prediction errors of material properties in this study. In this

case, the loss function L for n inputs can be calculated as follows:

1
L=23" (=) 22)

n i=1
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On the other hand, when a calculation result of the ANN model is a probability such as
classification problems, squared error loss cannot distinguish cases of slightly incorrect
classification and totally incorrect classification. For example, in a case of classifying two classes
A and B, if the probability of being class A is predicted as 60% while it is actually B, it should
have a smaller loss function value than the prediction of the probability of class A being 90%. In
such cases, for example, cross-entropy loss that evaluates the degree of overlap between true
distribution and estimated distribution is used as the loss function instead of the mean squared
error loss.

Many ANN models use differentiable function for nonlinear activation functions, while
the activation functions with the non-differentiable points are increasingly used in recent years as
mentioned in Subchapter 2.1. In the latter cases, functions that do not lose continuity are adopted,
so it is possible to obtain a numerical differentiation instead of an analytic tangent line.
Consequently, in both cases differentiation can be used to predict the change in the loss function
when the parameter is slightly changed. The main strategy of error backpropagation is to update
a parameter little by little in the direction of decreasing the loss function. Now, a problem of
increasing the performance of the ANN model consisted of N trainable parameters is changed
into a problem of searching global minimum from differentiable N-dimensional space.

Many of the optimization algorithms used in this situation are based on the gradient
descent method. It is an iterative algorithm that determines the next point (N -dimensional
parameters) by evaluating the gradient or slope of the loss function. After we update the loss
function, we recalculate the gradient again. Here, if the change of parameters is too large, then
the minimum point will be passed over. In this case, the update of parameters is too hasty, which
is expressed as “the training rate is too high.” If the change is too small (i.e., if the training rate is
too low), then it will take too much timestep to reach the minimum point.

One of the simplest approaches of this method is the steepest descent algorithm that
updates parameters toward a direction of the steepest gradient of loss. However, this algorithm is
known to have a problem of being stuck at a local minimum or unable to escape from a saddle
point. Some studies proposed a method called stochastic approximation [53,54] that assigns
random fluctuation and inertia to the motion of an observation point by reflecting the previous
update to the next update. Various algorithms adopting these techniques in a different way, often

together. At present, one of the widely used optimization algorithm showing excellent
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performance in various situations is Adaptive Moment Estimation (Adam) [55]. Adam is an
algorithm calculates two types of moments to the motion of an observation point, and the training
rate is self-regulated according to moments (this behavior is called adaptive). This study also used

Adam as an optimizer.

23 Overfitting and regularizations

The optimization algorithms explained in the previous subchapters have all evolved so as to
reduce the prediction loss as quickly as possible. Loss is a measure of the accuracy of training in
machine learning. If the prediction of a machine learning model does not clearly describe the
actual data because the loss is too large, it is called underfitting. However, paradoxically, we
should also take note of a phenomenon called overfitting that can occur when the loss is too low
[56].

Figure 2-2 explains the underfitting and overfitting by assuming that polynomial
regression is performed on the simulated data set. Here, we have a single input variable with a
single output variable, and there is some noise in the data. The noise here is likely to occur for the
data set in real situations due to observation errors or features that cannot be explained by the
current model. Figure 2-2 (a) shows a case where the model is so simple that the effect of the
input variable is not trained enough; in other words, underfitting. In contrast to this, Figure 2-2
(c) and (d) show very low loss by increasing the degree of a polynomial in order to enhance the
accuracy of the model. However, the models in these cases focus too much on each data point,
and do not reflect the overall trend. Thus, the prediction values of the models greatly fluctuate up

and down. Therefore, it is considered that overfitting is obviously occurring in the models.
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Figure 2-2. Demonstration of polynomial regression of different degrees. Training data is 1-D

model situation with a random noise.
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2.3.1 Training, validation, and test

One of the methods that quantitatively monitor whether overfitting has occurred in the machine
learning model is to divide the data set into a training set and the test set. For example, if there
are 100 data points in the database, we can use 80 of them to train a machine learning model.
After model training, we calculate both the training loss and test loss. Here, the latter is evaluated
by predicting the remaining 20 data points using the trained model. As seen in Figure 2-2(c) and
(d), the training loss is relatively low, but the test loss is very high, which can be considered as
the evidence of overfitting.

Then, how can we prevent overfitting? A straightforward way that can be applied to the
existing prediction model without model modification is early stopping. In this method, we
continuously monitor the possibility of overfitting during the training of the model and stops
training in the middle if overfitting occurs. To this end, we have to prepare a validation set
separately that is not directly used for training but is referred to as creating the optimal model.
When the model is updated through the optimization algorithms previously discussed in
Subchapter 2.2, both the training loss and validation loss can be simultaneously evaluated. Only
the training loss will be optimized for parameter updates. The validation loss will also be reduced
in the beginning as seen in the progress of model from Figure 2-2 (a) to (b). However, if the model
is sufficiently trained, the validation loss can increase in the middle of the training. Because the
loss tends to decrease with small oscillations by the nature of optimization algorithms, training
should not stop when the validation loss increases only once. We can save the model in the middle,
and if the increase of validation loss becomes statistically significant, then we retrieve the past
model. However, there may be a concern that the verification results may vary depending on the
data used for verification. Therefore, another method called cross-validation is also often used
together [57]. It repeatedly validates the model several times to ensure that all data is included

once in the validation set.
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2.3.2  Regularization

There are several ways to prevent overfitting by using a technique called regularization, which
adds a penalty term to the loss function. The basic concept of regularization is as follows.

The more the optimization algorithm updates the parameters inside the model to reduce
the loss, the more the overfitting is likely to occur because parameters become increasingly
complex. So, the penalty term is used to increase the loss again depending on the parameter
complexity so that the loss does not become too small.

Two methods are mainly adopted for this [58,59]. One of them, L1 regularization,
suppresses the complexity of the parameters by removing the less important parameters or input
features. This is based on the idea that a simpler model is less vulnerable to overfitting. In the L1
regularization, a penalty is calculated from the absolute value of the weights. It makes a model
sparse, that is, many of the weights in the model become zero. This can suppress overfitting by
reducing unnecessary terms when there is a lot of redundant information or sparseness in the data.
However, applying the L1 regularization to complex objective functions may not be suitable
because there is a risk of missing important information.

On the other hand, the L2 penalty calculates a penalty on the sum of the square of all
weights. This penalty makes sure that there are no unnecessary features in the model, yet the
model does not rely too much on specific features. That is, it suppresses overfitting by forcing all
weights to contribute to the model approximately to the same degree.

The following Equation (2-3) shows the application of the L1 regularization and L2

regularization to the mean squared error loss of a model consisting of m parameters 0, respectively.

1 n m
L=-> (i-y?+2) g
i=1 j=1

(23
1 n 2 m 2
L=2) (i=y)*+2) 6
i=1 j=1

Here, A is called penalty size or a regularization factor, and this value can be selected depending
on the purpose of training, data size and characteristics. Figure 2-3 (a) shows how to select the
optimal parameter when the penalty increases as the loss is reduced. Figure 2-3 (b) and (c) shows

a schematic diagram of selecting the optimal parameters using the L1 regularization and L2
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regularization, respectively, in a model situation where there are two parameters in the model.
The weight of one parameter in the L1 regularization becomes zero, indicating that the model is

simplified by one dimension from 2-D to 1-D.
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Figure 2-3. (a) Schematic diagram of parameter optimization without and with the regularization.
The regularization prevents the parameter from becoming too large. Schematic representation of

the mechanisms of (b) the L1 regularization and (c) the L2 regularization.
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2.4  Adversarial training for robust model

We cannot guarantee that the model trained using the technique presented in Subchapter 2.3 is
also valid for untrained data. As a well-known example of image recognition, Google has warned
that even examples that differ slightly from correctly classified examples can be misclassified
[60]. Eykholt et al. demonstrated that by adding a physical perturbation such as putting stickers
on a stop sign, the stop sign could be recognized as a Speed Limit 45 sign [61]. In this way,
somebody could deliberately attack traffic signs so that the deep learning model used for
autonomous driving is forced to misclassify these signs. Many researchers now agree that we
should prepare for these malicious attacks. These attacks are designed to find a combination of
noises to maximize the probability that the classification model misclassifies input data by adding
noise to original data. The data created in this way is called an adversarial example.

Therefore, adversarial training was proposed to train both original data and adversarial
examples in order to train a model that can defend against arbitrary adversarial attacks. Although
adversarially trained models are not perfect, they are known to be more accurate in the prediction
of untrained data and more robust to adversarial attacks.

However, it required a lot of computational costs to create adversarial examples during
model training. Goodfellow et al. proposed the fast gradient sign method (FGSM) to create
adversarial examples quickly [60]. They noticed that the gradients should be calculated when
training a model with backpropagation. Originally, gradients are used to update parameters to
minimize loss, but inversely, they used gradients to add the component in the direction of
maximizing loss to the input x. They created adversarial examples by giving the sign of gradients
in the direction of increasing loss and proved that FGSM could be used to attack models quickly
but effectively. As an example, they showed that the image of a panda could be misclassified as a

gibbon (long-armed ape).
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2.4.1 Adversarial training for better prediction performance

Adversarial training is actively discussed in the field of image recognition, but theoretically, it
can be applied to numerical prediction models in the same way without any modification.
Lakshminarayanan et al. noticed that the adversarial training of prediction models enabled smooth
and robust predictive estimates [62]. This is because the training of adversarial examples forces
the output of prediction models not to change drastically for small changes in input data. While
regularization introduced in Subchapter 2.3 avoids overfitting by suppressing model parameters
to prevent sudden fluctuations in predicted values, adversarial training achieves a similar effect
by training with adversarial examples.

Another technique used to achieve better results than a single model is ensemble, that
is, the use of multiple models. Since an ensemble of completely identical prediction models is
meaningless, each model in the ensemble needs to be different from each other to some degree.
This can be achieved by the adversarial training, but also by other techniques. Monte Carlo
dropout, proposed by Gal & Ghahramani in 2016, is an effective strategy for the ensemble of
ANN models [63]. Dropout refers to a method of constructing a network without using some
neurons chosen randomly (as many as the number specified by the hyperparameter called dropout
rate) in each training cycle of the ANN model. A typical dropout neural network computes the
output values using all neurons in the inference process (after training is completed). In Monte
Carlo dropout, an ensemble is composed of networks obtained by applying the dropout technique
to the trained model even in the inference process.

In several demonstrations, however, Lakshminarayanan et al. showed that neural
network ensembles created by adversarial training outperformed the ensembles of networks by

standard training and ensembles of Monte Carlo dropout.

2.4.2  Uncertainty of neural network and Bayesian optimization
Lakshminarayanan et al. also claimed that adversarial training could make the evaluation of the

predictive uncertainty from neural network models possible. This evaluation is one of the yet

unsolved problems [64,65]. In their demonstration using a standard training technique of neural
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networks, prediction of training data gives high accuracy, while the prediction of unseen examples
gives consistently incorrect results. On the other hand, neural network models trained through
adversarial training gives dispersed prediction results for unseen examples. Based on this
demonstration, they claimed that the ensemble of neural networks could achieve higher prediction
accuracy than single network models due to the distributed prediction results. Simultaneously,
prediction uncertainty can be evaluated from the variance of the prediction results.

The prediction uncertainty of neural networks cannot be accurately evaluated. However,
by an ensemble of M networks, the predicted value (average) and its uncertainty (variance) can

be approximated as follows.

1
B =37 ). 116, ()
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There is a prediction model that can quantitatively evaluate the uncertainty of a
prediction: Gaussian process. Bayesian optimization can be performed by using the Gaussian
process because the Gaussian process can represent the Bayesian posterior distribution. Bayesian
optimization is an algorithm that efficiently explores the optimal case among various possibilities,
but it could not be performed with the neural network model [31,32]. In this situation,
Lakshminarayanan et al. argued that the neural network ensemble created by adversarial training
could simulate the Bayesian posterior distribution.

In their paper, however, it was not clear that the neural network ensemble could actually
perform Bayesian optimization. We think that this approach can be very useful in material
discovery based on the prediction of material properties, which usually have only a small number
of training data with a high cost of additional observation. Therefore, in a case study in Chapter
5, we examine how effectively Bayesian optimization using the neural network ensemble can

perform material discovery.
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Chapter 3 Elemental fingerprints as novel materials

descriptors

It is necessary to choose descriptors, the ways to convert the material information into the
numerical input features, to predict material properties using machine learning techniques. In this
study, we focused on descriptors made from the chemical formula or the compositions of raw
materials, and applicable to the prediction of material properties. These descriptors are called
compositional descriptors.

Machine learning with compositional descriptors has the advantage of being widely
applicable only with compositional information. Descriptors that can be used with limited
information can be applied to various researches without prior knowledge of the material.
Compositional descriptors have been widely used because they are intuitive and easy to
understand. However, they have not been improved much from the mole fraction or raw materials
ratio described in Subchapter 1.3. To maximize the information in the compositional descriptor,
we try to develop a novel descriptor containing more information than the other descriptors. The
elemental fingerprints proposed in this dissertation assume that the effect of the compositions of
the material on the experimental results can be explained by the combination of the primary
features of the raw materials or elements.

In Subchapter 3.1, we propose a new descriptor named ‘elemental fingerprints.’
Elemental fingerprints can be used in general situations, not in a limited family, and can be used
with other descriptors if there is additional information available. We will also give a detailed
explanation with a real example of how to generate elemental fingerprints. Subchapter 3.2
introduces the expected merits that can be obtained by using elemental fingerprints and how they

have been validated in subsequent Chapters 4,5, and 6.
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3.1 Elemental fingerprints from elemental property distributions

In this dissertation, we discuss a descriptor that can utilize compositional information more
effectively, one of the most basic independent variables in material research and development. In
Subchapter 1.3, we examined various compositional descriptors already in use. However, there
are cases where it is difficult to apply them to various types of materials (1.3.4 & 1.3.5), just they
use raw information as it is (1.3.6) or their performance is not as good as intended (1.3.7).

Considering the situation described in Subchapter 1.3, we propose a novel material
descriptor named elemental fingerprints. In developing this new descriptor, we were inspired by
two recently proposed descriptors. One is the elemental attributes set by Ward et al. [45] explained
in Subchapter 1.3.7. We develop a new descriptor based on how the elemental attributes use the
properties of the elements that make up the material. The other is the band-structure fingerprint
(B-fingerprint) and density-of-states fingerprint (D-fingerprint) [46] explained in Subchapter
1.3.8. The reason why the new descriptor is named elemental “fingerprint” is that the process of
generating elemental fingerprints is inspired by B- and D-fingerprints.

Now, in terms of our elemental fingerprints, we first collect the elemental properties of
the pure element or the physical/chemical properties of the raw materials according to target
material properties. Unlike the B-fingerprint, in which the high symmetry points are
predetermined according to the crystal structure, the number of elemental properties can be
flexibly selected according to the purpose of the study. Figure 3-1 shows an example of how to
generate elemental fingerprints of ionic radius and melting point for WMgO:s.

In order to make elemental fingerprints, primary features of raw material or pure
elements are required. In this process, researchers themselves gather and select which primary
features are used to make the fingerprints according to the purpose of the study and the type of
materials. For example, in the case of mixing oxides to make glass, we can use information about
the raw oxides and their cations (Chapter 4). It is also possible to use pure elemental properties
for materials composed of various elements (Chapters 5 and 6). Figure 3-1 shows an example of
creating elemental fingerprints using the two primary features of the covalent radius and melting

point of pure elements.
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Figure 3-1. Schematic diagram of the generation of elemental fingerprints with two elemental

properties.
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At the top of Figure 3-1, we assumed that the target material is WMgOs. From the
chemical formula of this material, it can be seen that the elemental ratio of each element is 0.2 for
W, and 0.2 for Mg, and 0.6 for O, respectively. In the case of synthesizing material from raw
materials with some recipe, a mole fraction also can be calculated from the amount of the raw
materials. In this example with WMgOs3, it is not easy to know the melting point of the target
material. However, the melting points of the three elements that make up this material are widely
known. Alternatively, even if other primary features are used, obtaining their information will be
much easier than obtaining information on the material to be tested. The second row in Figure 3-
1 shows the data on the melting point and covalent radius of three elements of W, Mg, and O.

The left-hand side of the third row shows the frequency distribution with five bins with
information on the melting point. Oxygen has the lowest melting point and is located on the lowest
side of the frequency distribution. Therefore, in the frequency distribution of the melting point,
the first column contains the mole fraction of oxygen, 0.6. The melting point of Magnesium is in
the middle and corresponds to the second column of the frequency distribution. The second
column contains 0.2, which is the mole fraction of magnesium. Since no material has a melting
point corresponding to the 3rd and 4th columns in the frequency distribution, the 3rd and 4th
columns are zero. Finally, the highest melting point, that of tungsten, is located in the 5th column
of the frequency distribution, and so this column has a mole fraction of tungsten, 0.2. As described
above, the frequency distribution of the melting point is created. This process is repeated as many
times as the number of primary features. At this process, two or more types of raw materials or
elements may be located within the same frequency distribution class. For example, the covalent
radius of tungsten and magnesium is not so different, so both elements are located in the 3rd
column of the frequency distribution of the covalent radius. Therefore, the value of the third
column of the frequency distribution, 0.4, is the sum of the molar fractions of tungsten and
magnesium.

Elemental fingerprints are the descriptor for predicting or explaining certain
experiments through the distribution of primary features of raw materials or pure elements. In the
above example, elemental fingerprints assume the effect of the covalent radii of tungsten and
magnesium on the experimental results is the same. However, by using various types of primary
features, each raw material or element can be uniquely identified. Simultaneously, the effect of

variation of the primary features on the results can be evaluated. Elemental fingerprints are
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obtained by connecting the frequency distributions constructed as the above into a one-
dimensional array. Therefore, the length of the entire fingerprints is the product of the number of

primary features and the number of bins of the frequency distribution.

3.2 Expected merits of elemental fingerprints

The elemental fingerprints proposed in this dissertation assume that the effect of the composition
of the material on experimental or simulation results can be explained by combining distributions
of the primary features of the raw materials or elements. One of the consequences of this
assumption is that even when predicting or evaluating a material containing an entirely new raw
material, its properties can be predicted rather well through the distribution of primary features of
raw materials. This is because elemental fingerprints do not directly use the compositional
information, but convert it using primary features.

It is known that accurate prediction of untrained areas by a machine learning model is
difficult. To investigate the first expected merit of fingerprints, we examine whether fingerprints
can give a better prediction for data deviating from training data than other descriptors. In Chapter
4, we test how well prediction models trained on a limited set of data can predict the effects of
raw materials that are never seen before.

The second consequence of the assumption used in the elemental fingerprints is that the
researcher can create a descriptor optimized for respective cases by controlling the primary
features of the fingerprints according to the research purpose or type of material. This point will

also be demonstrated in this dissertation.
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Chapter 4 Case study on oxide glass materials

In this chapter, we inspect the effectiveness and performance of elemental fingerprints for the
viscosity (1) of oxide glass materials. A glass is an amorphous solid-state material obtained from
rapid cooling from the high-temperature liquid state to a temperature below the glass transition
temperature (Ty). The rapid cooling suppresses crystallization and causes a supercooled liquid
state. The supercooled liquid becomes more viscous as the temperature is lowered. Understanding
the behavior of its viscosity is important in the case of glass materials, and many studies have
been conducted to obtain this [66-71].

First, a brief introduction about the viscosity of glass materials and previous studies on
its behavior are discussed in Subchapters 4.1 to 4.3. Subchapter 4.4 examines the optimum
settings and prediction performance of descriptors and prediction models. We tested prediction
performance using not only fingerprints but also elemental attributes and molar fraction. We also
compared five different prediction models, including ANN that are widely used for machine
learning to select the best prediction model. In Subchapter 4.5, we experimented with extreme
data separation, assuming a novel material search. That is, while the test dataset for investigation
of the prediction performance is usually randomly divided from the entire dataset, in this
subchapter, only data that do not contain a particular oxide are used for training, and data
containing the oxide is used for testing. This is intended to verify whether fingerprints can predict
properties of materials that have not yet been trained.

In this chapter, we call elemental fingerprints “cation fingerprints” because we use the

physical properties of oxides and their cations as primary features for generating fingerprints.
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4.1 Viscosity of glass materials

Viscosity is a quantity expressing the resistance to deformation of fluid. The fluid becomes more
viscous as the temperature is lowered. When its viscosity becomes sufficiently high, materials
may never crystalize because the higher viscosity suppresses the movement of atoms necessary
for nucleation and growth. Therefore, the understanding of viscosity behavior is significant in the
understanding of the mechanism of glass formation.

One of the important aspects of viscosity in the behavior of glass is its temperature
dependence. To examine this behavior, the Angell plot is often used [69], in which the logarithm
of n versus the inverse of temperature T multiplied by the glass transition temperature (Ty/T) is
plotted. The Angell plots for various glass materials can be classified into three types, namely the
‘strong,” ‘fragile,” and ‘intermediate’ plots. The strong plot is almost a straight line, whereas the
fragile plot is a convex curve. The intermediate type is in the middle of the strong and fragile
plots. In the cases of the strong and intermediate types, which include most of the geochemical
and metallic glasses, the Angell plot can generally be described by the following Vogel-Fulcher-
Tammann (VFT) equation [71-73]:

DT,
T - TO

N =neexp [ ] 4-1)

Here, D is called the liquid's fragility, 1y is the pre-exponential term corresponding to
the viscosity at the infinite temperature, and T, is defined as the temperature at which the entropy
of the liquid phase and that of the solid phase are identical [71,74]; that is, an ideal glass transition
occurs. It is theoretically expected and experimentally confirmed that T, is somewhat lower than
T,. For the strongly fragile cases, such as fluoride glass, the Cohen-Grest (CG) model provides a
better simulation [70,75,76].

The compositional dependence is another factor to be considered. Many theories used
to explain this dependence of glass properties are based on the additive models of Winkelmann
and Schott [25,77]. This method assumes that a glass is an ideal mixture of components. Then,
each property of glass, e.g., heat capacity and T,, is expressed as a linear function of the

compositional ratio.
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For these various analyses to describe viscosity, it is more effective to compare
temperatures with specific viscosity rather than to compare viscosity at specific temperatures.
Such a temperature is called isokom temperature. There are several isocom temperatures which
especially attract attention. For example, the isokom temperature at 102 Pa-s is called the
annealing point, which refers to the temperature to relieve internal residual stresses of glass
without shape change. The isokom temperature at 10%® Pa-s is called the Littleton softening point,
which refers to the temperature at which glass deforms under its own weight. The isokom
temperature at 10'-° Pa-s is called the melting point, at which glass is fluid enough to be considered
liquid. These three points are the isokom temperatures that are usually measured to describe the

viscosity behavior of glass formation.

4.2  Existing models to predict the compositional dependence of
viscosity

Many attempts have been made to explain the correlation among viscosity, temperature, and
composition in a specific family of glass, such as soda-lime glass. For example, Fluegel proposed
equations in terms of the mole fraction of raw materials and their products [26]. Note that the
inclusion of the product of the mole fractions enables us to describe the nonlinearity not included
in the Schott model within the multiple linear regression method. Specifically, Fluegel derived
three equations to predict the three isokom temperatures mentioned in Subchapter 4.1. Note that
it is more convenient to predict the isokom temperature than the viscosity at a certain temperature
because the temperature for a particular viscosity can vary over a wide range, depending on the

chemical composition. One of the Fluegel equations is presented here,
Te6(°C) = 939 + 5.81 Cpj,0, — 4-37 Cp,0, — 0.174( CBZO3)2 + -

+0.320 Cg,0, X Cnayo0 + (4-2)
—0.034 CA1203 X CB203 X CNaZO + -
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Here, Caj,0, represents the mole fraction (mol%) of Al, 0. This equation consists of
16 terms representing mole fractions of raw materials (excluding SiO, as the remainder) and 22
terms representing the square and cubic terms, and the terms representing the products of the mole
fractions of two and three raw materials. As the term selection and parameter optimization of the
equation represent a type of machine learning, the Fluegel equation is valid only within a range

of raw materials and their concentrations in which a sufficient number of data are available.

4.3 Glass materials databases

In the present study, our training target is the isokom temperature of glass at three viscosity points
of 10", 10%6, and 10'*° Pa‘s. Two databases are suitable for the purpose of training the glass
materials. One is SciGlass [78], which was used to select terms and optimize parameters in the
Fluegel equations mentioned earlier. The other database is INTERGLAD [79], which was
released earlier than SciGlass. It includes a regression analysis and glass design functions. Priven
et al. claim that INTERGLAD is more suitable for commercial glass development owing to the
800,000 data records available on a variety of properties while SciGlass contains more detailed
descriptions on synthesis procedures and original reference information [80]. However, both
databases have recently been improved and there is no significant difference between them. Both
have data about the material properties of more than 300,000 types of glass materials and have
similar characteristics.

Note that the quality of data always presents an issue. Fluegel was conscious of this and
used only calibrated data within a limited composition range to construct the Fluegel equation.
An offset value was set for each reference (i.e., the data in the same reference have the same offset
value), such that the same calibrated value would be obtained for the same compositions and
conditions. This preprocessing increases the reliability of the model and eliminates the errors
depending on experimenters. On the other hand, this approach cannot be applied to references
that do not have enough data for mutual verification. Consequently, data of such references are

discarded.
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Because the purpose of this study is not the construction of a predictor with high
accuracy but rather the verification of our novel descriptor, we used INTERGLAD without any
preprocessing treatment or screening of data. In this study, data of raw oxide materials are also
necessary to generate cation fingerprints. We collected data of seven properties (density,
formation enthalpy, formation entropy, melting point, number of coordination, ion radius, and
electronegativity) for 66 oxides and their cations from the materials handbook [81]. The number
of isokom temperature data records for glass materials made from the combination of these 66

oxides is 1541, 12103, and 5636 at the three viscosity points, respectively.

4.4 Performance dependence on hyperparameters for fingerprints

Before performing machine learning, it is necessary to set hyperparameters. That is, in the case
of ANN models, we must determine the numbers of neurons and hidden layers, the type of
activation function, etc. In addition, in the case of machine learning via fingerprints, we have
extra hyperparameters for the generation of fingerprints, that is, the choice of physical properties
of raw materials and the number of bins (or the resolution of frequency distribution). These two
hyperparameters are unique and critical only for the fingerprints. Thus, we examined the
dependence of the machine learning results on the two hyperparameters and set their values. Table
4-1 shows the optimized results of the search space that was considered to find the best prediction
model. We are using all available data from our database that mentioned at the end of Subchapter

4.3 for this optimization process.
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Hyperparameter Search space Optimized value
Prediction model Neural network, random Neural network
forest, support vector
machine, kernel ridge
regression, linear ridge
regression
Activation function Sigmoid, Tanh, ReLU ReLU
Number of hidden layers 1to6 2
Number of neurons in each 70, 100, 140, 200 140
hidden layer
L2 regularization scale 0, 107 to 10~ 0.0001
Number of physical 1to7 7
properties
Number of bins 5, 8,10, 15, 18, 20, 24, 30, 20
50, 100

Table 4-1. Hyperparameter tuning results.

For the L2 regularization scale, the optimal value was 0.0001, which provided a
prediction error of 33.0 °C. However, the improvement in the prediction accuracy was not
significant compared to that of the 33.6 °C without regularization. This result suggested that
overfitting is unlikely to occur because of the sufficient number of training data.

The hyperparameters are listed in the last two lines of Table 4-1. The numbers of the
physical properties and the number of bins are hyperparameters specific to the cation fingerprints.
We analyzed and examined the characteristics of the cation fingerprints in the following
subchapters.

Note that aside from the ANN model, we also examined four other models, the random
forest, support vector machine, kernel ridge regression, and linear ridge regression, for
comparison. The optimization details of these four models are listed in the Table 4-2. In case all

the data listed in the database are used, the well-tuned prediction models have small differences
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in prediction errors (neural network: 33.0 °C, random forest: 33.1 °C, support vector regression:

33.9 °C, and kernel ridge regression: 34.2 °C) except for the linear ridge regression (76.1 °C).

Note that the errors in this section are represented in terms of the root-mean-square (RMSE) of

the randomly selected test sets.

Prediction models

Optimized hyperparameters

Root mean squared error
(°C) of Isokom

temperature prediction

Neural network

Number of hidden layers =2
Number of neurons in each hidden
layer = 140

Activation function = Rectified linear
unit

Regularization scale = 0.0001

32.95

Random forest

Number of trees = 100

Maximum number of features = 56
(40%)

Maximum depth of tree = 50

31.40

Support vector regression

Kernel = Radial basis function
Cost function = 2000
vy=5.0

33.86

Kernel ridge regression

Kernel = Radial basis function
Regularization scale = 0.0001
vy=1.0

34.17

Linear ridge regression

Regularization scale = 0.0001

76.06

Table 4-2. Optimized hyperparameters and prediction accuracy of five regression models

considered in this study. Training of prediction models other than the neural network was done

by Scikit-learn [82].
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4.4.1 Hyperparameters of fingerprints: number of bins

Figure 4-1 shows the dependence of the prediction performance on the number of bins for the
isokom temperatures of log(n/(Pa X s)) = 6.6. Two parallel dashed lines represent the test set
errors of prediction using molar ratio and elemental attributes as descriptors, respectively. In the
test of the other two descriptors, the best ANN structures were the same as the ANN structure
optimized by the cation fingerprints. The line graph shows the test set error as a function of the
number of bins, when the cation fingerprints are used as a descriptor. As the number of bins
increases, the resolution of distributions become finer and the test set error decreases initially and
then increases. As seen in Fig. 4-1, 20 bins have the best prediction performance. Therefore, in
this study, we decided to use 20 bins.

We speculated that in the limit of the number of bins, the prediction error of cation
fingerprints converges to that of the molar ratio because of the following reason: Fingerprints are
constructed by assigning a molar ratio of the raw material to each bin based on the distribution of
the target raw property. In this process, as the number of bins increases, the average number of
raw materials assigned to a bin decreases. Because the raw materials used in this study were 63
oxides, the average number of raw materials assigned to one bin was less than one in the cases of
those that were larger than 63. As a result, the value of a bin is based on the molar ratio of one
raw material, excluding the empty bins. Consequently, the prediction performance of the cation

fingerprints and molar ratio was expected to be the same in the limit of the number of bins.
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Figure 4-1. Prediction error of ANN models from different number of bins with seven physical
properties. The two parallel dashed lines represent the prediction error from the elemental

attributes and molar ratio, respectively.

4.4.2 Hyperparameters of fingerprints: selection of properties

For the number and selection of physical properties, the optimization on them can not only
improve the training accuracy but also provide clues to determine which physical properties are
important. While the ANN is one of the black box models, we can use the nature of fingerprints
to indirectly evaluate the importance of each physical properties by controlling the properties used
for machine learning. First, we tested seven sets of fingerprints in which each property was
removed from the seven properties, respectively. No significant differences in the test error are
seen among the seven sets.

Next, we examined the cases of one or two properties. The diagonal and off-diagonal
terms in Table 4-3 show the test errors (RMSE) of the models with the one-property and two-

property fingerprints, respectively. In Table 4-3, the seven physical properties are denoted by
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capital letters, that is; A: electronegativity, B: coordination number, C: density, D: ionic radius, E:
formation enthalpy, F: formation entropy, and G: melting point. Among the 28 combinations using
the cation fingerprints in Table 4-3 (a), the combinations of the oxide density and melting points
explain the viscosity behavior with the smallest prediction error of 41.6 °C. This is verifiable
because a higher density or melting point of an oxide means that a higher temperature is required
to achieve the same viscosity level. Using these analyses, the important physical properties
explaining the isokom temperature can be estimated.

Figure 4-2 shows the dependence of the RMSE of the test prediction on the number of
physical properties. The smallest and largest training errors within the same number of used
properties, except for the case using all seven properties, are shown. As shown in the figure, the
model becomes more stable and accurate when more physical properties are included. On the
other hand, there was no significant decrease in the prediction performance despite some
important properties missing. It can also be observed that there was no decrease in performance
when relatively meaningless properties were added. Considering the above, we decided to
generate cation fingerprints from frequency distributions of 20 bins for the seven physical
properties of raw oxides.

We can also perform an evaluation similar to Table 4-3 (a) for the elemental attributes
because the properties used to generate descriptors can be chosen. The results of the same analysis
for the attributes are shown in Table 4-3 (b). Although the order of the RMSE among the 28
combinations was not exactly the same between Tables 4-3 (a) and (b), the isokom temperature
was most accurately predicted when the oxide density or cation ionic radius was used with the
oxide melting point in both cases.

However, a distinct difference was observed between the cation fingerprints and
elemental attributes. In the prediction by cation fingerprints using only one physical property, the
melting point (G) provided the lowest prediction error, whereas it provided the largest error in the
prediction by elemental attributes using one physical property. This difference can be attributed
to the fact that the fingerprint contains richer information than that of the set of statistical
quantities used in the elemental attributes such as mean and variance.

In addition, in cases where two and seven properties were used, the prediction accuracy

of the cation fingerprints was higher than that of the elemental attributes. From these results, it
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can be concluded that the cation fingerprints were superior to the elemental attributes in both the

prediction performance and explanation capabilities.

45.58

54.14

69.72

(b)

113.11

79.41

105.59

85.68

Table 4-3. Test set root mean squared error (°C) of ANN training from one (diagonal components)

or two physical properties. Training was done by (a) cation fingerprints and (b) elemental

attributes. Each physical property is indicated by one capital letter (A: Electronegativity, B:

coordination number, C: density, D: ionic radius, E: formation enthalpy, F: formation entropy, and

G: melting point).
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Figure 4-2. Test error of ANN training from fewer physical properties. Each line represents the

worst and the best choices from each combination

4.5 Fingerprint as a descriptor for untrained novel materials

To demonstrate the advantage of the fingerprints, we tested a virtual extreme case of material
search, which cannot be performed at all by the mole fractions. For this purpose, we set a specific
target oxide in raw materials, and trained the ANN model using materials that do not contain the
target oxide. Then, we tested the prediction accuracy of the glass materials, including the target
oxide with the ANN model trained in this manner.

We searched the entire database for raw materials in which the percentage of glass
containing those raw materials is between 10% and 30%. This range was determined based on the

20% random test set we examined earlier. This range allows us to conduct as many test sets as
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possible while making it easier to compare results with the 20% random test set. In other words,
we have to consider the trade-off between the small test set, which may not properly reflect raw
material dependency, and the significant change in training size, which may influence ANN model
performance. Table 4-4 shows the nine oxides that satisfy the above condition. In the case of SnO,
for example, 1,307 glass materials contain SnO,, but the remaining 10,796 do not contain SnO,
at all. Then, the ANN model was trained by the 10,796 data points, and the isokom temperatures

of 1,307 glass materials including SnO, were predicted.

Raw MgO LizO ZI‘Oz PbO SrO PzOs TiOz Sb203 SIIOz

materials

Test set | 3631 3044 | 2673 | 2593 | 2518 | 2036 1895 1775 1307

size

Training | 8472 | 9059 | 9430 | 9510 | 9585 10067 | 10208 | 10328 | 10796

set size

Table 4-4. Nine target materials with their respective test set size and training set size.

4.5.1 Hyperparameters for predicting untrained novel materials

The prediction error was large when we used the model settings discussed in Subchapter 4.4.
Hence, we re-optimized the prediction model and investigated the requirements to explore novel
combinations of materials which have not been examined yet. In Figure 4-3, we show the
dependence of the averaged error over the nine test sets in Table 4-4 on the L2 regularization scale.
The minimum prediction error is obtained when the regularization scale is 0.3. Although the final
prediction error, 53 °C, is higher than the random prediction error of 39 °C, the result is
meaningful because the material property is predicted from the training data without including

the target raw materials. In addition, the prediction errors of elemental attributes and molar
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concentrations under the same situation are 73 °C and 62 °C, respectively. That is, cation
fingerprints show better performance than the other descriptors.

We attempted to determine in more detail how a prediction is possible in this extreme
situation. As we can see from Figure 4-4, with the regularization scale, the training error
continuously increases, whereas the test error decreases gradually until the regularization scale
reaches 0.3, then slowly increases. This is typical behavior of the phenomena known as the
tradeoff between overfitting and underfitting. Note that the value of the regularization scale of 0.3
at the test error minimum was higher than that of the optimized scale at 0.0001. This was
conducted by randomly dividing the data sets. This may suggest that the present attempt is a
situation where overfitting is likely to happen and is different from normal training and prediction.
We also examined the effect of the number of bins and found that the optimal number of bins was
20, which was the same as in Subchapter 3.1 from the randomly divided data sets as shown in
Figure 4-4.

In Table 4-5, we compared the performance of ANN with the other four prediction
models as in Subchapter 3.1. Note that the hyperparameters of all models have changed to prevent
overfitting. The results of the prediction errors for the random forest, support vector regression,
kernel ridge regression, and linear ridge regression were 61.7 °C, 57.7 °C, 58.91 °C, and 77.0 °C,
respectively. The prediction errors significantly increased in all models including the ANN model.
Compared to the case in Subchapter 3.1, the difference in the predictive accuracy between the
ANN and other models was slightly larger. In both cases, the ANN model had the best predictive
performance. Therefore, it can be concluded that the ANN model fits well with the cation
fingerprints for the prediction of material properties.

In Table 4-6, we show the dependence of prediction errors of respective target oxides
and their average on the regularization scale. While some oxides (SnO», ZrQ,) are well predicted
even without regularization, some others (P,Os, Li,O) are poorly predicted, even with a large
regularization scale. In particular, the error in the case of P2Os is the largest. This large error may
be attributed to the fact that phosphorous is a nonmetallic element and oxides of nonmetallic
elements are rarely contained in this database, other than phosphorus pentoxide. Specifically, only

163 data records of SO; and 7 of SeO, are available as oxides of the nonmetallic elements.
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Figure 4-3. Penalty dependence of averaged root mean squared error of the nine test sets from

Table 4-4.
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Figure 4-4. Dependence of prediction error of ANN models on the number of bins. Two parallel
dashed lines represent the prediction errors from elemental attributes set and molar ratio,

respectively.
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Prediction models Optimized hyperparameters Root mean squared error (°C)
of Isokom  temperature

prediction

Neural network Number of hidden layers =2 52.56
Number of neurons in each
hidden layer = 140

Activation function = Rectified
linear unit

Regularization scale = 0.3

Random forest Number of trees = 100 61.69
Maximum number of features =
28 (20%)

Maximum depth of tree = 30

Support vector regression | Kernel = Radial basis function 57.74
Cost function = 700
vy=0.5

Kernel ridge regression Kernel = Radial basis function 58.91
Regularization scale = 0.2

vy=0.2

Linear ridge regression Regularization scale = 1.0 77.01

Table 4-5. Optimized hyperparameters and prediction accuracy of five regression models
considered in this study. Training of the prediction models other than the neural network was done

by Scikit-learn [82].
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Raw

materials

Li,O

ZI‘Oz

PbO

SrO

P,0s

TiO;

Sb,03

Sn02

Average

RMSE of test
set (°C) with
L2=0.0001

63.06

92.87

53.32

148.4

56.69

453.7

62.14

73.58

31.23

115.00

RMSE of test
set (°C) with
L2 =0.001

57.92

80.36

52.67

129.3

55.13

2719

52.94

62.45

30.56

88.13

RMSE of test
set (°C) with
L2=10.01

51.71

76.77

52.56

100.7

54.20

168.4

48.71

45.72

30.55

69.93

RMSE of test
set (°C) with
L2=0.3

48.68

64.50

48.61

60.89

54.81

81.91

47.34

39.74

30.27

52.97

RMSE of test
set (°C) with
L2=1.0

53.33

66.21

50.93

86.53

58.00

80.52

47.16

39.15

37.20

57.67

Table 4-6. Root mean squared error (RMSE) of test sets with various L2 regularization scales.
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4.5.2  Principal component analysis of fingerprints

We performed principal component analysis (PCA) [83,84] to investigate the cause of large error
in P,Os and Li>O. Figure 4-5 represents the distributions of the 1% and 2" principal components
in the case of (a) randomly divided test set, (b) P»Os test set, (c) TiO; test set, and (d) Li»O test
set, respectively. As seen in Figure 4-5(b), in the case of the P,Os test, many test materials
(containing P>Os) are distributed in the right-hand area where no training data exist. However, in
the case of Li»O, which has the second largest prediction error, most of the test data are distributed
in the region where the training data exist. A similar feature is seen in the TiO, case, which has
moderate prediction error. This PCA analysis reveals why the prediction error of a test set is large
in the case of P,Os. We can also understand why the material property can be predicted from the
training data without including the target raw materials. However, we cannot determine why the
error is the second largest in the case of Li-O from this analysis. This may be because in the
present PCA analysis, the dimension of fingerprints is reduced from 140 (seven properties by 20

bins) to 2, which may cause the loss of some information important to Li,O.
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Figure 4-5. Distribution of first two principal components of fingerprints. Test sets are divided

by (a) randomly selected 20%, (b) P»Os test case, (c) TiO- test case, and (d) Li»O test case.
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4.5.3 Similarity analysis of fingerprints

Considering the last speculation in the previous subchapter, we tried another analysis, which is
based on the cosine similarity. Cosine similarity measures the similarity not of the lengths but of
the directions of the two vectors via the inner product. It is widely used in high-dimensional data
processing, such as text matching and data mining [85,86]. In our research, a fingerprint is
regarded as a 140-dimensional vector. Because this vector constantly has identical length
(specifically, the length measured by the L; metric) because the sum of the concentrations was
constantly 100%, the cosine similarity method, which is specialized for angular information, was
expected to be effective. The cosine value of two fingerprint vectors is defined as the cosine of
the angle between the two vectors. Note that two fingerprints are more similar as the cosine value
approaches 1.0. We also define the maximum cosine similarity—the maximum of the cosine value
between the fingerprints of a material in the test set and that of a material in the training set.

In Figure 4-6, we plotted the reverse logarithm scale of the maximum cosine similarity
versus prediction errors. The blue circles and orange triangles represent the Li,O and SnO test
sets (test sets with the smallest prediction error), respectively. The dashed line represents the mean
absolute error (MAE) within half the reverse logarithm magnitude (e.g., from 0.900 to 0.968 and
from 0.968 to 0.990) of the maximum cosine similarity range. The MAE is 74 °C for a maximum
cosine similarity of 0.9, whereas it is 27 °C for a similarity of 0.9999. An inverse correlation
between the cosine similarity and prediction error was evidently observed—the closer the
fingerprint of the test material is to one of the trained fingerprints, the more accurate the prediction.

We found that the tendency between the similarity and accuracy was the same for the
cosine similarity analysis results using the molar concentration and elemental attributes as shown
in Figure 4-7. This means that the prediction results from any of the descriptors tend to be more
accurate when there are similar materials in the training data. However, the three descriptors used
in this study showed different scales of cosine similarities. For example, the required values of
similarity with a mean absolute error of less than 50 °C were about 0.984, 0.9994, and 0.9999996
for cation fingerprints, molar concentration, and elemental attributes, respectively. Therefore, the
absolute criterion will depend on the combination of the target material property and descriptor.

From these results, we can say that properties of a material are relatively predictable

when one of the ‘input features’ in the training set are similar to that of the test material.
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Furthermore, it is possible to evaluate the prediction accuracy quantitatively using cosine
similarity, while the required degree of similarity seems to be vary depending on the descriptors.
However, even the similarity analysis could not reveal the reason why the cation fingerprint is
more robust to the extreme case of material search than other descriptors. To clarify this remains

as a future task.
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Figure 4-6. Maximum cosine similarity for training data (e.g. one dot of 0.99 means that this test
data has no training data with cosine similarity larger than 0.99.) versus absolute error in Li,O
and SnO; test sets from Table 4-4. Dashed line represents the changes in mean absolute error over

similarity range.
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4.5.4 Demonstration for viscosity prediction of untrained novel materials

Finally, we show the experimental and predicted isokom temperatures at a viscosity level of 10%¢
Pa-s and raw compositions in Table 4-7. The first line shows the data of a test material with high
Li concentration taken from the Li»O test set, and the others show those of training materials that
have the most similar fingerprints in the training set. In this case, the regularization scale was set
to 0.3, as the maximum similarity is 0.9916. One interesting point seen in Table 4-7 is that all of
the three training materials contain oxides not included in the test material, that is, CaO, La,O3,
and TiO,. This may be related to the fact that Li has an oxide density similar to Si and Ca, and a
similar oxide melting point to those of Si and Ti, along with similar electronegativity to those of
Ca and La. It is interesting to note that the isokom temperatures of the top-three materials with
high similarity are quite different from that of the test material, even though the isokom
temperatures of all of them are well predicted.

In the above, we demonstrate the successful performance of our method. However, we
would like to note that this does not mean success in extrapolation; extrapolation is still
challenging because we have high prediction error in the cases without materials that have high
cosine similarity to the test material in the training ones. Instead, our results show that some of
the extrapolation situations can be successfully transformed into interpolation situations. In our
case, this is confirmed from the cosine similarity of descriptors. In addition, we show that it is
possible to estimate the prediction accuracy by evaluating the descriptor similarity. However,
further research is needed to determine how much the similarity penalized correlations can be

generalized.
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4.6 Conclusions

In this chapter, we have developed machine learning models to predict the viscosity of oxide glass
materials using artificial neural networks to demonstrate the effectiveness of elemental
fingerprints (called cation fingerprints in this chapter).

The prediction error for the isokom temperature, the temperature required to achieve a
specific viscosity, is 33 °C in the case of cation fingerprints, which is lower than in the cases of
elemental attributes (43 °C) and molar fraction (38 °C). In particular, for predictions for the
dataset including novel raw oxides not used for training, the prediction error in the case of cation
fingerprints is 53 °C, which is significantly lower than in the cases of elemental attributes (73 °C)
and molar fraction (62 °C). Cation fingerprints have not only high predictive performance but are
also able to identify important features that mainly determine a material property (such as the
oxide density and melting point for viscosity) by varying primary features used in the construction
of the fingerprints. In addition, we have suggested that the maximum cosine similarity of the
descriptors between materials in the test and training sets can be used to estimate the prediction

accuracy.
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Chapter 5 Case study on first-principles calculation database

In this chapter, we try to enhance predictive performance by improving both descriptors and the
ANN model. In addition, we attempt to explore candidate materials through Bayesian
optimization for material discovery that is unavailable with the traditional prediction model.
These studies were done using one of the first-principles calculation databases that enables us to
compare prediction performance of fingerprint and ANN model with other reported results more
easily than glass materials databases.

Subchapter 5.1 introduces the first-principles calculation database, called OQMD, used
in this study. In Subchapter 5.2, standard formation enthalpy was used as the training objective.
Standard formation enthalpy is one of the most important properties used in material development
and screening to measure stability. Formation enthalpy is also often used as the first trial for
incorporating machine learning into materials science. Therefore, there are many previous reports
that can be easily compared with the training results in this study. We compared the prediction
error with the case of using other descriptors. We also examined a method to improve the
descriptor further. At the same time, as the descriptor, we tested improvements in the ANN model
using adversarial training in Subchapter 2.4. We examined if two improvements could give better
prediction performance on formation enthalpy.

Unlike other areas where deep learning is active such as image classification and
language processing, data in materials science are often insufficient for learning. Due to this
reason, an accurate prediction model using big data is often inadequate to use for material
development. Therefore, in Subchapter 5.3, we try Bayesian optimization introduced in
Subchapter 2.4, which efficiently explores various possibilities with as few observations as
possible. The adversarial training adopted in Subchapter 5.2 not only improves the prediction
accuracy but also enables Bayesian optimization from ANN models. However, Bayesian
optimization using adversarial training has never been applied to material properties. In
Subchapter 5.3, we set a hypothetical figure of merits using band gap energy and density to test

whether Bayesian optimization is applicable for the material development process.
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5.1 Open Quantum Materials Database (OQMD)

Since its theoretical basis was introduced in 1964, density functional theory (DFT) has been
widely used in the field of materials science to investigate the electronic structure, simulate
chemical reactions, etc. [35,36]. Open Quantum Materials Database (OQMD) is one of the largest
first-principles calculation databases [87]. As of November 23, 2019, it consists of DFT
calculations of about 640,000 inorganic crystal materials. One of the merits of OQMD is that the
simulation conditions are strictly controlled. All the calculations were performed by the Vienna
Ab-initio Simulation Package (VASP) [88] version 5.3.2 with the generalized gradient
approximation (GGA) suggested by Perdew, Burke, and Ernzerhof (PBE) [89]. All other
calculation settings, such as k-point density and cutoff energy are strictly controlled by calculation
configurations.

Elemental fingerprints proposed in the present research have a one-to-one
correspondence with the chemical formula. However, unless additional information about the
crystal structure is added, elemental fingerprints cannot distinguish various possible crystal
structures in the same chemical formula. Therefore, in order to secure the one-to-one
correspondence between elemental fingerprints and DFT calculation results, we use the most
stable crystal structure of each accessible chemical formula. We select the most stable material in
each chemical formula with high accuracy calculation configurations (labeled as static or
standard). Consequently, we got 253,153 inorganic materials and their calculation results.

From the database, we extract the data of total energy, electronic band gap energy, and
density (calculated from volume per atom) to test our elemental fingerprints. Randomly chosen
90% of the total data was used for training the ANN model, and the rest of the 10% was used for
testing the prediction accuracy of ANN model as we previously mentioned in Subchapter 2.3.1.
For a fair comparison, the prediction error in this chapter refers to the prediction error of the test

set unless otherwise noted.
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5.2 Prediction of standard formation enthalpy

Except for some strongly correlated materials, total energy calculations using DFT have relatively
high accuracy. OQMD reported that the mean absolute error (MAE) of DFT energy calculation is
81 meV/atom for 1,670 experimentally measured formation energies [87]. This high accuracy
leads to high prediction capability. For example, in the Na-Cl system, the only known stable
compound had been NaCl, but Oganov et al. predicted that NaCl; would stably exist under a high
pressure above 60GPa from DFT calculations [90]. Their prediction was confirmed through
experiments using the diamond anvil cell [90].

While cation fingerprints in Chapter 4 were generated using seven properties of raw
oxides, elemental fingerprints in this chapter were generated using properties of pure elements.
In addition, the elemental ratio was used in preparing histograms instead of the mole fraction of
raw oxides. We used 22 properties suggested by Ward et al. that were originally prepared for the
elemental attributes set [45]. Other details of methods are the same as those in Subchapter 3.1.

To prevent overfitting of the ANN model, in this chapter, we use the adversarial training
with FGSM introduced in Subchapter 2.4. For the perturbation parameter (the degree of
perturbation) € of adversarial examples, we tested the recommended default value of 1%
together with 0% (standard neural network), 0.1%, and 10%. Table 5-1 shows the optimal
hyperparameter settings. We examine each hyperparameter and how it interacts with the neural

network model and affects the prediction accuracy in the following subchapters.

Hyperparameters Optimal settings

Activation functions Exponential linear unit (ELU)
Adversarial perturbation (€) 0.01 (1% of the input range)
Number of hidden layers 8

Number of bins 10

Number of independent networks 10

Table 5-1. Optimal hyperparameter settings
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5.2.1 The choice of activation functions

Theoretically, a perfectly tuned ANN model can yield similar performances regardless of the
activation function. However, in practice, the choice of activation function affects the speed of
training process and the performance of the trained model.

At the beginning of neural network research, ANN models mainly used the sigmoid
(logistic) function. However, the sigmoid function has the problem that the gradients change too
slowly compared to the change of inputs. In other words, it could not distinguish well between
the cases that require significant change of model parameters and those require slight change. As
an alternative solution, hyperbolic tangent (Tanh), a rescaled version of the sigmoid function, has
been used for a long time. In recent years, rectifier-based activation functions such as rectified
linear unit (ReLU) [48] or exponential linear unit (ELU) [91], which can fix the vanishing gradient
problem, draws attention as another alternative.

The vanishing gradient problem is a phenomenon in which the gradient converges to
zero in the training of the ANN model, and thus training cannot progress. This is because the
gradient decreases exponentially with the number of layers in the gradient calculation based on
the chain rule since the gradient for each layer is between 0 and 1. Rectifier-based activation
functions can suffer less this problem by fixing the gradient of one side (input is larger than zero)
of the function to one because one is one even if it is multiplied by several times.

ELU is an activation function suggested by Clevert et al. after the advent of ReLU and
its several derivatives [91]. While ELU has a similar shape to ReLU, it is a rectifier that uses the
exponential function to make the activation function differentiable. While ReLU solves the
vanishing gradient problem, it cannot guarantee the noise-robust deactivation state. Clevert et al.
claimed that ELU could solve both issues. Possibly this characteristic of ELU allowed it to be a
more suitable activation function for neural network ensembles by accurately evaluating the
predictive uncertainty in this study.

In this subchapter, we compare the prediction performance of eight different activation
functions. Table 5-2 shows the mean absolute error (MAE) of standard formation enthalpy
predictions. We can see that the two activation functions ReLU and ELU had exceptionally high
performances. Both functions are based on a rectifier instead of the traditional S-shaped function.

These results support the above-mentioned recent research trend of choice of activation function
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for the training of deep neural networks. When training a single neural network, ReLU was the

best activation function, even though the difference was tiny.

However, in training with the neural network ensemble, an interesting difference is seen.

The numbers in the parenthesis of Table 5-2 refer to prediction errors from the ensembles

consisting of 5, 10, and 20 networks, respectively. To obtain these results, we trained 20 ANN

models using ReLU or ELU, and then calculated the ensemble average p.(x) to evaluate

prediction error as explained in Subchapter 2.4.2. As seen in Table 5-2, The prediction accuracy

of neural network ensembles surpassed that of a single neural network. As a result, we adopted

ELU as our activation function because ELU showed the best performance in the ensemble model.

However, the performance difference with ReLU was small.

Type of activation function Mean absolute error of formation enthalpy
(meV/atom)

ReLU 52.6 (43.2,41.4,40.4)

ELU 53.4 (43.5, 41.3, 40.2)

Softplus 55.6

Softsign 58.2

Tanh 61.6

SeLU 69.3

Hard sigmoid 73.9

Sigmoid 118.6

Table 5-2. Test of activation functions. The numbers in the parenthesis refer to prediction errors

from the ensembles consisting of 5, 10, and 20 networks, respectively.
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5.2.2  Degree of adversarial perturbation

Goodfellow et al., who suggested FGSM, recommended that an adversarial perturbation (€) of 1%
is appropriate in various neural networks [60]. However, it is necessary to confirm whether this
value is also suitable for a numerical prediction problem in this study and how it can increase the
accuracy of neural network ensembles. Here, we examine this point.

Figure 5-1 shows training curves without adversarial perturbation (simple neural
network) and with 0.1%, 1%, 2%, and 10% perturbations. The lateral axis represents the training
error, the vertical axis represents the validation error, and the dashed line indicates an ideal
situation where these two errors are identical. As shown in Figure 5-1, validation errors are always
larger than training errors, and their differences increase with the progress of training. In the case
of a simple neural network, the lowest validation error of 63 meV/atom was achieved when the
training error was approximately 25 meV/atom. With further training, the validation error
increased again, while the training error continuously decreased. This is a common phenomenon
of overfitting, which is explained in Subchapter 2.3. However, because the number of data in the
dataset, 253,153, is huge, the overfitting effect seems minor.

Adding the adversarial training with perturbation from 0.1% to 2% not only prevented
the overfitting but also lowered the overall validation errors. It is also worth noting that in these
cases, validation error continuously decreased within the range of training in the present study.

On the other hand, 10% of perturbation led to an even larger validation error than that
of the simple neural network. This may be because excessive perturbation interfered training of
the model. Adversarial training forces adversarial example with perturbation and the original
example have the same prediction results. We speculate that 10% of perturbation cannot train a

model with satisfying this condition.
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Figure 5-1. Trend of training-validation error depending on the perturbation parameter. The

dashed line represents the ideal training condition.

5.2.3 Optimum number of hidden layers

The number of hidden layers is an important hyperparameter that dictates the number of all
trainable parameters of the ANN model. Figure 5-2 shows the dependence of validation error on
the number of hidden layers. This diagram shows validation errors of not only the single network
but also the neural network ensembles that consist of five or ten networks. By varying the number
of hidden layers from 4 to 16, we observed that the validation error decreased as the number of
hidden layers increased. In the case of the single network, the best performance was achieved at
16 hidden layers.

In contrast, the ensemble of five networks showed the most accurate prediction results
with a network of 12 hidden layers. This tendency was also observed in the ensemble of ten
networks, where the best choice was the model with ten hidden layers. These results suggest that

using more networks enables better prediction with a smaller number of hidden layers.
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This is an interesting tendency and consistent with the claim by Lakshminarayanan et
al. that neural network ensemble requires minimal hyperparameter tuning. In other words, over-
tuned hyperparameters with a single network may decrease the performance of the neural network
ensemble. Presumably, because the neural network ensemble is used to evaluate predictive
uncertainty, over-tuned hyperparameters provide too small predictive uncertainty for unseen data,
which leads to consistently wrong predictions. Because the validation error of an ensemble with

ten networks with more than eight hidden layers had little improvement, we decided to use eight

hidden layers.
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Figure 5-2. Effect of the number of hidden layers when using a single network to ten networks

ensemble.
5.2.4  Number of bins and other descriptors
So far, all hyperparameter tuning was done by using elemental fingerprints with 10 bins as input

features. However, the number of bins is also an important hyperparameter in a prediction model,

as we investigated in Subchapter 4.4.1. In Subchapter 4.4.1, the optimal number of bins was 20,
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and fingerprints showed better performance than elemental attributes and molar concentration. In
this subchapter, we investigated the number of bins once again to see whether different results
would occur if the target property were changed. We have also figured out a way to utilize these
three descriptors more efficiently.

Figure 5-3 shows the mean absolute prediction errors (MAEs) of standard formation
enthalpy as functions of the number of networks. Two dotted lines at the top of the graph are the
prediction error of standard formation enthalpy from the decision tree regression model using
elemental attributes reported by Ward et al. and the DFT calculation error of OQMD, respectively.
As shown in this graph, the prediction error always decreases as the number of networks that
constituting the ensemble increases. The two graphs of broken lines indicate the errors of using
elemental molar concentration and elemental attributes as a descriptor, respectively. While
elemental attributes perform slightly better than elemental molar concentration, both errors are
much higher than the errors of elemental fingerprints.

In Figure 5-3, the prediction errors of elemental fingerprints are indicated as circular
marks when using n bins with the range of n= 15 to 15. In short, a model with more bins always
shows a lower prediction error. However, the difference of prediction error consistently decreases
as the number of networks in the network ensemble increases. For example, when using 15 bins
instead of 10 bins, the prediction error of a single neural network improved by more than 12%,
while that of the ensemble of 10 networks improved by only about 5%. This tendency is similar
to what we discussed in Subchapter 5.2.3. Since over-tuned hyperparameters are not helpful in
ensembles, in this paper, we decided to use 10 bins when using elemental fingerprints.

Figure 5.3 also showed that the use of existing descriptors together is a better strategy
beyond increasing the number of bins in elemental fingerprints. This strategy showed significant
improvement in prediction accuracy. Diamond markers represent the case of energy prediction
using elemental molar concentration, elemental attributes, and elemental fingerprints with five
bins. This is a remarkable result considering that their information must overlap with each other
because these three descriptors are all based on the same information. Presumably, this is because
the way how that each descriptor expresses elemental information is different, and the information
that the ANN model can read from each descriptor is different. Therefore, by using multiple
descriptors together, it seems to be able to better express the parts that one descriptor cannot

express. Finally, we achieved the prediction of the standard formation enthalpy within a mean
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absolute error of 31 meV/atom. This prediction error is lower than the experimental
thermochemical accuracy of the formation enthalpy, 1 kcal/mol (~43 meV/atom) [92], and also

better than the DFT calculation error, 81 meV/atom [87].
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Figure 5-3. Standard formation enthalpy prediction error of test set from various descriptors.
‘Length’ in the parenthesis represents the length of input features, and n represents the number

of bins.

5.3  Material discovery under virtual situation: band gap energy and
density

In this subchapter, we examine the effectiveness of approximating the posterior distribution with
an adversarial neural network ensemble in material discovery using the Bayesian optimization.
As described in Subchapter 1.2.4, material discovery using the Bayesian optimization is one of

the most promising application of machine learning to materials science. It is known that the
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computational cost of the standard procedure of the Bayesian optimization, which use the
Gaussian process to estimate posterior distribution, increases rapidly as the number of data
increases. For such many data cases, posterior distribution with an adversarial neural network
ensemble is expected to be effective.

In Bayesian optimization, better figure of merit (FOM) is searched based on the
previously observed FOMs. Since the use of many data is crucial for our purpose mentioned above,
we adopted OQMD for the present study. However, OQMD currently lacks material properties
interesting enough to search for actual materials. Therefore, in this study, we set a virtual FOM

described in Equation (5-1) for demonstration purpose.
Figure of Merit (FOM) = Band gap energy(eV) X Density(g/cm3) (5-1)

Figure 5-4 shows the correlation between the density of inorganic crystals and the
electronic band gap energy calculated by GGA-PBE exchange-correlation functional. As can be
seen in this figure, the band gap energy of materials tends to be inversely proportional to the
density. For example, materials with a high density such as Pu, Os, and Ir;Re tend to be metallic.
In contrast, materials with a low density such as He, B,Hs, and SiHg tend to be insulators. We
expect that the present problem setting would be a good prototype of materials discovery because

of the above conflict of the two simple properties.
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Figure 5-4. The correlation between the density of inorganic crystals and the electronic band gap
energy calculated by GGA-PBE exchange-correlation functional on 253,153 data. Note that many

materials in the bright yellow region have zero band gap energy.

As mentioned before, the computational cost of Bayesian optimization increases rapidly
with the number of data, and in consequence no one has attempted to apply Bayesian optimization
for a large number of inorganic materials as many as 253,153. To speed up the trial-and-error in
this study, we experimented on material discovery with a limited number of data. That is, we used
only the materials that contain one or more oxygen atoms in their unit cells. In this case, the
number of candidate data was 16,444, and the material with the highest FOM was FsLusO, (ICSD-

80365) with a band gap energy of 6.1 eV and a density of 9.3g/cm?.
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In the present study, we used the elemental fingerprints with 10 bins as the descriptor.
We used ten networks to evaluate the predictive uncertainty. Note that this number, ten, is larger
than that used in the study of Lakshminarayanan et al. for MNIST image classification problem,
five. We set so to evaluate the predictive uncertainty more accurately. In addition, to prevent the
neural network model from becoming too complicated, only two hidden layers were used for each
network.

For comparison, we also tried materials discovery using the random search and the
Bayesian optimization with the Gaussian process. The Gaussian process consisted of four kernels
to represent various smoothness of objective function effectively. Two were the Matern kernel
with v = 1.5, v = 2.5, another one was the RBF kernel (identical to Matern kernel with v —
o), and the last one was the white kernel to represent the noise of objective function. The scale

of each kernel was automatically adjusted by the L-BFGS optimizer.

5.3.1 Comparison of material discovery performance

Figure 5-5 shows the results of applying the Gaussian process (GP), adversarial neural network
ensemble (ANNE), and random search for the virtual material discovery. Each search was
performed five times, beginning with a different random seed. The lateral axis of the graph
represents the number of observations, while the vertical axis represents the highest FOM found
within the corresponding number of observations.

Theoretically, a random search requires more than 8,000 observations before
discovering the best candidate material. Only the top 1% of the candidates had a FOM larger than
40, and thus it was expected that the random search had to perform about 100 observations before
finding the first material with a FOM larger than 40. Finding such a material was accomplished
after about 25 observations by both GP and ANNE.

The average observation count required to discover FsLu3O, was 59 for GP and 47 for
ANNE. Despite the lack of theoretical background for accurately predicting posterior distribution,
optimization results of ANNE are on par or even better than the results of GP. This indicates that

ANNE using elemental fingerprints as input features may also be useful in material discovery.
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We emphasize that the Bayesian optimization with GP or ANNE required 25
observations to achieve the result obtained by 100 random searches, while it required only less
than 100 searches to obtain the champion material as opposed to 8,000 random searches. This

result illustrates how efficiently Bayesian optimization suggests the next observation point.
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Figure 5-5. Virtual material discovery by Adversarial neural network ensemble, Gaussian process,
and random search among 16,444 candidates. The figure of merit is Band gap energy(eV) X
Density(g/cm?). Next observation points (materials) were selected by maximum expected

improvement. Dashed lines point to the required average observations in each method.
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5.3.2 Importance of adversarial training for Bayesian optimization

We also tested a simple neural network ensemble (SNNE) for material discovery to identify the
effect of adversarial training on Bayesian optimization. In this test, we applied the Bayesian
optimization to all of 26,784 materials listed on ICSD instead of the data used in the previous
subchapter which were screened by the condition of containing oxygen atoms. The champion
material in this case is ErF3; (ICSD-81411), which has the band gap energy and density of 8.3 eV
and 8.2g/cm?, respectively.

When using the traditional GP for Bayesian optimization, the median of the required
observation count to discover ErFs; was 163. In contrast, the SNNE needed 186 observations,
which means that its performance for material discovery was slightly lower than that of GP.
Meanwhile, adversarial neural network ensembles with 1% and 10% perturbation required 119
and 115 observations, respectively. These results support the argument of Lakshminarayanan et
al. that the random initial state of the neural network model alone may be sufficient in the
evaluation of predictive uncertainty. Although Bayesian optimization was possible only with
random initial state, adversarial training improved optimization performance surely. It is worth
noting that although 10% perturbation performed worse than the 1% perturbation in Subchapter
5.2.2, its material discovery performance was slightly better than that of the 1% perturbation in
the test of Bayesian optimization.

Figure 5-6 is a heatmap illustrating how accurately ANNE with 10% perturbation and
200 observations predicts the FOM of the total number of 26,784 materials. Note that these 200
observations were not randomly selected but were selected to find materials with high FOM.
Because less than 1% of the entire dataset was used for training, the overall prediction accuracy
is very low. However, the coefficient of determination (R?) of the entire prediction is about 0.4.
This value is surprising because this suggests that ANNE captures the trend of more than 99% of
unseen data. When predicting the top 100 materials with high FOM, 45 were actually in the top
100. Due to the characteristic of Bayesian optimization that searches the maximum FOM, it tends
to predict materials with high FOM more accurately.

As mentioned previously, the Gaussian process is used in Bayesian optimization due to
its ability to calculate the variance of predicted values analytically. However, because n training

points have a computational complexity of O(n®), it is not easy to train more than thousands of
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data with the Gaussian process [93]. In this subchapter, we demonstrated that in such a situation,
adversarial neural network ensemble can not only predict based on the big data but also perform
material discovery more efficiently by Bayesian optimization than Gaussian process. This also

shows the new potential of neural network models.
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Figure 5-6. Prediction results of Figure of Merit (FoM, Band gap energy(eV) X
Density(g/cm3)) with a solid line of ground truth. Heatmap represents the number of data

normalized by decimal logarithm. The darkest blue area represents one data point in each region,
and the brightest yellow area represents more than 300 data points in each region. When (a) both
200 training data (suggested by Bayesian optimization) and 26,584 test data are plotted, or (b)

only 200 training data are plotted.
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54 Conclusions

In this chapter, using the first-principles calculation database, we examined how to improve
fingerprints and neural network models and how well these combinations can predict and explore
material properties.

In Subchapter 5.2, a model to predict the standard formation enthalpy was developed.
In this process, among the results obtained using elemental fingerprints, elemental attributes, and
molar fraction as descriptors, fingerprints showed the best prediction performance. When three
descriptors, including fingerprints, were used at the same time (descriptor set), an even lower
prediction error was achieved. These results suggest that elemental fingerprints seem to contain
more information or their information seem more understandable for neural network models, than
the other two descriptors. The results also suggest that probably the information expressed by the
other two descriptors is not completely included in the fingerprints. Considering the fact that when
we have the necessary information to create elemental fingerprints, we can also create the other
two descriptors, it will be effective to use all of the three descriptors together.

The ANN model was also improved. We confirmed that the neural network ensemble
trained by adversarial training shows improved predictive performance than a traditional single
neural network. In addition, the investigation of the effects of the degree of adversarial
perturbation showed that the adversarial training can suppress overfitting.

An ensemble consisting of 10 neural networks with three descriptor sets predicted the
standard formation enthalpy with an error of 31 meV/atom. This prediction performance is better
than those of crystal graph (39 meV/atom) [43], ElemNet (50 meV/atom) [28], and elemental
attributes with decision tree regression (71 meV/atom) [45]. It is worth noting that the prediction
error of our model, 31 meV/atom, is lower than the experimental thermochemical accuracy of the
formation enthalpy, 1 kcal/mol (~43.3 meV/mol) [92]. This accuracy of our best model means
that it will be useful in practical material research such as screening of candidate materials using
formation enthalpy.

In Subchapter 5.3, we tested whether we could efficiently search for candidate materials

with as little data as possible using Bayesian optimization. A typical feedforward neural network

82



model cannot perform Bayesian optimization, but a neural network ensemble with adversarial
training used in Subchapter 5.2 made Bayesian optimization possible.

We attempted a hypothetical material search for a total of over 16,000 materials with
the product of the bandgap energy and density as a figure of merit (FoM). This hypothetical FoM
may not be particularly interesting in practice, but was set up to examine our method in the
searching process. As a result, neural network ensembles using fingerprints succeeded in finding
the best material out of 16,000 candidates with an average of 47 observations. This means that
the optimal setting of an experiment with up to 16,000 possibilities can be found in less than 50
trials.

In conclusion, the descriptor set including elemental fingerprints and the neural network
ensemble model can not only accurately predict the material properties, but also accelerate

material discovery or optimization with Bayesian optimization in cases of insufficient training.
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Chapter 6 Case study on metallic materials

While elemental fingerprints are the compositional descriptor, properties of the material are not
entirely determined by composition alone. The material to be made varies depending on the
synthetic conditions, and the experimental conditions for testing the properties of the material
also affect the test results. In practical research and development of materials, variables other than
composition often play an important role. For example, in the case of metal, it is known that
changes in microstructure due to post-processing, such as heat treatment, can significantly modify
material properties such as higher tensile strength. In addition, the same strength test results also
vary greatly depending on the temperature of the specimen.

In Chapter 6, we examine how effective the combination of the elemental fingerprints
for ANN models in the cases where manufacturing processes and experimental conditions seem
crucial. We decided to use a metallic materials database for this test. Metals are suitable targets
for the above purpose of this chapter, because they have various combinations of composition and
are also sensitive to variables other than composition. Furthermore, verification of machine
learning is expected to be easily carried out because a large amount of experimental data have
been accumulated for metals.

We attempted to train a model that predicts the results of tensile testing, which is one of
the most basic and essential testing in quality verification or development of metal. Raw
composition of metal, heat treatment conditions, and tensile testing temperature were used as
independent variables for the prediction model, and four properties observed by tensile testing
were used as dependent variables. Through this experiment, we investigate whether the ANN
model using fingerprints can simultaneously evaluate the effects of the metal composition as well

as the tensile testing temperature and heat treatment conditions.
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6.1 Single prediction model throughout various alloys

Metal alloys, including copper, iron, and aluminum, are dominant structural materials in modern
civilization. For this reason, with the development of science, discovering and understanding
metals have developed as well. Although metals have been studied for a very long time, various
research on the development of novel alloys are still ongoing. They are ranging from materials
staying stable at very high temperatures, which are required in energy plants and engine turbines,
to materials remaining ductile at very low temperatures, which are required in liquid gas storage
and space programs. One of the examples is nickel-based superalloy. This superalloy can maintain
good mechanical properties even at exceptionally high temperatures above 650 °C that steel
cannot withstand, and many studies are still discussing how to improve it further [94-97]. As
operating heat engines at higher temperatures give higher thermal efficiency, the evolution of
these materials allows for more environment-friendly energy conversion.

As with the development of materials science, numerical prediction models to explain
metallic properties have also been tried in various ways. However, similar to the prediction
models for glass materials in Chapter 4, most models were made with limiting the range of the
composition in the cases of metallic materials. For example, in order to predict the yield strength
of nickel-based superalloys, Roth et al. have proposed a model that explains the effects of alloying
elements on the solid solution hardening [98]. This prediction model, like the Fluegel equation
discussed in Chapter 4, has parameters optimized for each element. Roth et al. have shown that
the hardening strength was proportional to the square root of the total sum of the parameters
multiplied by elemental compositions. However, this model was optimized by simulating the
effects of each element on the materials independently.

Elemental fingerprints and ANN models could provide a breakthrough in this situation
as we succeeded in describing not only the soda-lime glass but also the non-silicate glass by a
single model in Chapter 4. In Chapter 4, we found that the melting point and density of oxides are
important factors in determining the viscosity of glass materials as well as an accurate prediction.
Elemental fingerprints and ANN model could enable a new understanding of metal properties

through correlations that were not possible to analyze limited compositions. Therefore, we will
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try to train a single model that covers a wide range of metals such as steel, aluminum alloys, and

nickel alloys to explain metallic properties.

6.2 Tensile strength and creep-rupture lifetime

Tensile testing is an experiment where tension is continuously applied onto a specimen until the
specimen breaks with observing the deformation (strain) and the engineering stress on the material
at that strain. It is usually one of the measurements which are performed firstly in studies of metals.
This is because the tensile testing can quantitatively provide many characteristics of materials
such as yield strength, tensile strength, Young’s modulus, etc. In modern experiments, specimen
fabrication and experimental procedures have been standardized according to the American
Society for testing and materials (ASTM) standard E8 [99] and the standard procedures have been
widely used as a criterion for determining whether the desired metal has been properly made.
Through these standardized tests, comparison of various metallic materials on the same basis has
become possible.

Ultimate tensile strength (TS), which is one of the properties that can be measured by
tensile testing, represents the maximum stress that a material can tolerate until it breaks. TS also
changes depending on the test temperature: It usually decreases as the test temperature increases.
At a high temperature, even before reaching TS, if the material experienced constant stress, a
metal specimen will gradually get stretched, and the metal will eventually get destroyed after a
certain time. This is called the creep rupture and needs to be carefully considered when designing
engines and turbines which operate at high temperatures for a long time.

For example, SUS 403, one of the stainless steels, has TSs of 550 MPa at 450 °C and
730 MPa at room temperature [ 100]. However, when it was kept under the stress of 333 MPa at
450 °C, which is roughly about 60 percent of TS at 450 °C, the time to rupture was 746 hours
(roughly one month). Under a lower stress of 294 MPa (roughly 53 percent of TS), the time to

rupture was 11638 hours (roughly 1.3 years). These measured results mean that even if the force
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is not enough to destroy the metal immediately, damages caused by its application at a high
temperature over a long period of time can destroy metallic materials.

However, experiments for several months to more than ten years are necessary in order
to acquire reliable results from these creep rupture tests. These long-term experiments are one of
the reasons for the high costs and time consumption in the research and development of metals.
Therefore, many studies with various approaches are actively underway to develop a model that
could simulate or predict creep properties such as the time to rupture and minimum creep rate.
Yoo et al. have proposed an ANN model for predicting the creep-rupture lifetime of Ni-superalloy
[101]. Input features of their prediction model were only the weight percent of 11 elements used
in metal, and two experimental conditions of temperature and stress. The output feature was creep-
rupture lifetime (exactly speaking, the decimal logarithm of a lifetime was set as the training target
because the lifetime was distributed in a wide range varying from 0.2 hours to 10,783 hours).
Despite this simple configuration, the proposed ANN model showed quite successful predictions.
By analyzing the results, it was seen that the logio (lifetime) of about 95% of the materials was
estimated within £0.5 of the scale. This means that if the lifetime of actual material is one year,
the model would predict the lifetime to be between four months to three years.

The results of Yoo et al. are very interesting; however, they are applicable only to Ni-
superalloys, and vulnerable to unseen data since the model uses raw elements as input features.
In addition, in spite of the fact that the physical properties of the metal can drastically change
depending on the heat treatment conditions, even for the same chemical compositions, their model
does not take heat treatment conditions into consideration. As Li et al. [102] reported, the creep-
rupture lifetime might differ by one order magnitude depending on the aging temperature of a
certain Ni superalloy. Therefore, it is necessary to consider the heat treatment conditions to make

an accurate prediction model.
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6.3 Metallic materials database

A reliable database is essential for the training of material properties. Metallic Material Database
(Kinzoku) [103] and Creep Data Sheet (CDS) [104] provided by the National Institute for
Materials Science (NIMS) of Japan is one of the largest metal databases available free of charge.

Kinzoku is a database of experimental results of metals from various academic papers,
but the update support has been suspended. In this database, even for the same materials,
experimental conditions may have been omitted depending on the papers that reported the results.
For example, in the case of materials that were standardized by ASTM or Japanese Industrial
Standards (JIS), not only the chemical compositions but also the heat treatment conditions were
provided in the standard, and it is known that these conditions may not be specified in the papers
and consequently not included in Kinzoku. This means that the original data may be incomplete
and cause errors when a prediction model is developed.

On the other hand, CDS includes many controllable experimental conditions relatively
clearly. Furthermore, as CDS includes the tensile testing results of each sample, it is possible to
simultaneously train both the tensile properties and creep-rupture lifetime based on the chemical
compositions and heat treatment conditions. However, compared to Kinzoku, CDS has a smaller
number of materials because the creep rupture tests require a long period of time.

Considering the above, we decided to use four types of tensile testing results in Kinzoku

to train ANN models using elemental fingerprints.

6.4 Prediction of tensile properties without considering heat

treatment

First, we train the yield strength, tensile strength, elongation, and reduction of area measured by
tensile testing using Kinzoku. The independent input variables of this prediction model are

compositions represented by elemental fingerprints and tensile testing temperature. From a total
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of 3,500 data points, 20% of randomly selected data was used as a test set to verify the training
model. Hyperparameter settings of the ANN model are shown in Table 6-1.

Because the number of data was not large, we used the ANN model with two hidden
layers to predict tensile properties. As in Chapter 5, 22 elemental properties proposed by Ward et
al. [45] were used as elemental properties for creating elemental fingerprints. Training results of
the four tensile properties based on these models are shown in Table 6-2.

In both the training and test of four properties, the coefficient of determination was
higher than 0.9. Therefore, we can say that the ANN model can explain the properties of the metals
well. These prediction results are remarkable, considering that the model was trained without any
restriction of the chemical compositions of metals. Among the tensile properties, elongation and
reduction of area had relatively low prediction accuracy, though the difference was not large. This
difference is ascribed to the fact that both the properties are measured after fracture of the metal
specimens. In other words, since crack propagation just before the fracture occurs randomly even
on the same material, there may be some uncertainty in the experimental results.

The prediction error of tensile strength was 51 MPa, which is comparable with an
experimental error. For example, let us examine the case of SUS 403 mentioned above. In CDS,
a total of nine specimens of SUS 403 were tested. The average tensile strength at room
temperature was 708 MPa with standard deviation of 61 MPa [100], while the predicted tensile
strength was 720 MPa. Thus, it can be said that the strength prediction by the ANN model has an
accuracy of a similar level to that of the experimental error.

Figure 6-1 showed the comparison of experimental data and prediction for elongation
and tensile strength. In the case of elongation, the data points are more widely distributed from
the ground truth, which represents the lower prediction accuracy. In the case of tensile strength,
the overall dispersion is small. However, there seems a tendency that the higher the tensile
strength is, the larger the prediction error is. This may be due to the lack of heat treatment
conditions in the input features on the current prediction model. The high prediction error may

originate from the hardening effects by the heat treatments.
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Number of hidden layers 2
Number of elemental properties 22
Number of bins for fingerprints 10
Number of neurons in each hidden layer 220

Activation function

Rectified linear unit

Optimization algorithm

Adaptive moment estimation

Table 6-1. Hyperparameters of the neural network model

Training results

Test results

Root mean | Coefficient of | Root mean | Coefficient of
square error determination square error determination
Yield strength 40 MPa 0.959 49 MPa 0.940
Tensile strength | 33 MPa 0.977 51 MPa 0.951
Elongation 4.0 % 0.930 45% 0.926
Reduction  of
54 % 0.932 6.2 % 0.911
area

Table 6-2. Training results of four tensile properties

90




Tensile strength prediction

- Perfect regression
« Training data

- Test data G
1400 A

1600 -

1200 -

1000 -

800 -

Predicted [MPa]

600 -

400 1

200

0 200 400 600 800 1000 1200 1400 1600
Experimental data [MPa]

(b)

Elongation prediction

- Perfect regression
1204 + Training data
« Test data . < A

100 -

80 1

60 -

Predicted [%]

40

0 20 40 60 80 100 120
Experimental data [%]

Figure 6-1. Comparison of predicted values with experimental values on (a) tensile strength, and

(b) elongation.
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6.5 Prediction of tensile properties for heat-treated metals

The prediction model in the previous subchapter does not use heat treatment conditions as input
features, as well as the models proposed by Roth et al. [98] and Yoo et al. [101]. Since it is well
known that heat treatment conditions can drastically change the properties of metals, such as
tensile strength, we examine how well our prediction model could explain the change of structural
properties due to heat treatment in this subchapter. For this purpose, the data was prepared as
follows. In contrast to the test set in the previous subchapter, prepared by a random sample of 20%
of the entire data set, this time, the materials without heat treatment conditions were extracted
from Kinzoku and were set as a training set, and the materials with heat treatment conditions were
set as a test set. Although there could be some materials with a missing indication of heat treatment
condition in the training set, materials in the test set would experience various heat processes.
Note that the test temperature is still included in the input features, same as in the previous
subchapter.

Figure 6-2 shows training data (without heat treatment) as gray dots and test data (with
heat treatment) as black dots for the prediction of yield strength. The results were quite impressive
with training data showing similar distribution as Figure 6-1 (a), whereas test data is distributed
to the right side of the graph. This means that for many test data, the actual experimental yield
strength is greater than the predicted yield strength. This discrepancy was not simply a large error
(deviation) but had a consistency (bias). This biased discrepancy was consistent with the property
changes due to the hardening effect from some heat treatments.

For example, a test data point in the upper right-side corner shows a material with the
predicted yield strength of 870 MPa for the experimental yield strength of 1,760 MPa. In this case,
the prediction error is greater than twice the true value, so this not a good result for the prediction
model. However, since this prediction model trained the tensile testing for untreated metals, it
predicts the yield strength of the untreated metals. Therefore, these large prediction errors can be
considered reasonable: The lack of information on the heat treatment conditions is considered to
be the main cause of the large prediction errors. However, from this tendency of prediction error,
if the predicted tensile strength is significantly lower than the experimental value, we can assume

that some heat treatment has been performed.
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Figure 6-2. Prediction of yield strength from both training data (without heat treatment) and test

data (with heat treatment) with perfect agreement line.

It is worth noting that even though the heat treatment conditions were not included as
an input feature, Figure 6-1 (a) showed more accurate predictions than Figure 6-2. This may be
because most of the metallic materials listed in the database already have optimal heat treatment
conditions for the compositions through previous studies. In other words, if the chemical
composition correlates with the heat treatment conditions and the training data is enough, the
prediction model, even using only the chemical compositions as input features, may be able to

describe the heat-treated metals.
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It should be mentioned that the method using the heat process as input features should
be studied as well. However, for this purpose, it is required to develop descriptors for explaining
various heat process techniques such as annealing, tempering, normalizing, and quenching. One
possibility could be to use a recurrent neural network that uses temperature, cooling medium, and

time as input features. This remains a future task.

6.6 Conclusions

In this chapter, we trained several prediction models using elemental fingerprints with an ANN
model that take only compositional information as inputs for tensile tests of metals. Although our
ultimate goal on this subject is the development of prediction model that incorporate
manufacturing processes and experimental conditions with the elemental fingerprints and an ANN
model, no descriptor to represent the heat treatment conditions of metals has been reported yet.
Considering this situation, as a preparatory step, we investigated how well the experimental
results could be explained by only compositions and test temperature, excluding heat treatment
conditions.

In Subchapter 6.4, both untreated metals and heat-treated metals are trained by a single
model that did not use the heat treatment conditions as the input features. As a result, tensile
strength was successfully predicted within the range of experimental error. In this model, it was
observed that the higher the tensile strength, the larger the prediction error. This phenomenon
appears because most of the high strength metals are heat-treated, and the heat-treated materials
are predicted relatively inaccurately.

Therefore, Subchapter 6.5 was designed to find out what difference exits between the
untreated metals and the heat-treated metals, and whether the prediction model could distinguish
the two groups. For this purpose, data were divided into two groups according to the presence or
absence of heat treatment of metal, and the prediction model was trained only by untreated metals.
We observed that there are significant differences between prediction results of heat-treated

metals from the prediction model and experimental results. As a result, it was found that there is
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a significant tensile property difference between the heat-treated metals and the non-treated
metals, and it is distinguishable by our prediction model.

However, these distinguishable differences contradict the results in Subchapter 6.4 that
accurate predictions were possible. This seems to be because the optimal heat treatment
conditions are correlated with the composition of the metal, and thus the effect of heat treatments
can be evaluated indirectly from hidden correlations.

We remark that if the tensile testing results are strongly correlated with the effects of
heat treatment, a prediction model with the tensile test results as input would be effective. Such a
model could be used to predict the creep-rupture lifetime that requires enormous experimental
cost and time, using tensile testing results that can be measured relatively easily. Trying to

construct such a model would be an interesting future task.
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Chapter 7 Conclusions

Through this dissertation, we have attempted to combine machine learning techniques with
materials science for the prediction of material properties and the discovery of the best candidate
material. In particular, we focused on the situation where the independent variables available for
machine learning are just chemical formulas or composition of raw material and experimental
conditions. In this study, we have proposed the elemental fingerprints as a new descriptor that
could be created using the chemical composition of materials or molar concentration of raw
materials.

In Chapter 1, general research trends in machine learning and attempts to incorporate
machine learning into materials science were introduced. Since we propose a novel descriptor in
this dissertation, we investigated the characteristics of various descriptors for material in detail to
clarify the objective of this study.

In Chapter 2, various techniques for understanding and utilizing artificial neural network
models used in the present study were introduced.

In Chapter 3, first, we pointed out the limitations of existing descriptors. Then the basic
concepts of elemental fingerprints were explained. In addition to explaining the key principles
underlying elemental fingerprints, the way to generate elemental fingerprints was also
demonstrated using a chemical formula as an example. We also discussed several expected merits
of elemental fingerprints.

In Chapter 4, we demonstrated the effectiveness of elemental fingerprints taking the
prediction of the viscosity of oxide glass material as the training target. In addition, we have found
that some interesting features of elemental fingerprints can be tested. First, we have found that
the density and melting point of raw oxides are the most important physical properties to explain
the viscosity of glass. Although the black box nature of the neural network model usually hinders
the interpretation of the prediction results, elemental fingerprints make it possible to interpret the
prediction results of the neural network model. Second, the possibility of prediction of unseen
data has been shown. Elemental fingerprints outperformed other descriptors in the prediction of

untrained materials.
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In Chapter 5, the combination of the neural network model and elemental fingerprints
have been applied to the training of standard formation enthalpy and other DFT calculation results.
As there was a large amount of training data, the combination of the neural network model and
elemental fingerprints was able to provide energy prediction much more accurately than the
existing models. The prediction error of elemental attributes suggested by Ward et al. was 88
meV/atom [45], while the prediction error of neural network ensemble, which uses a descriptor
set including elemental fingerprints and other two descriptors as an input feature, was 31
meV/atom. In addition, assuming a situation of material discovery, observation of the best
inorganic material out of 16,444 candidates was successfully done in just 47 observations on
average. This is equivalent to finding the optimal condition from 16,444 possibilities by
conducting just 47 experiments. From this result, we expect that the present method can be used
to optimize the experiments of actual materials in the future.

In Chapter 6, a prediction model has been trained by using the database of tensile testing
of metals. In particular, it has been shown that a single model can describe all the materials
regardless of base elements such as Fe, Ni, and Co. However, because heat treatment conditions
were not used as an input feature, the prediction accuracy should be further improved. Even so,
the test results of the heat-treated metal showed the possibility that the prediction model could
explain the effects of heat treatments.

Through this study, we figured out the performance and possibilities of our novel
descriptor. Elemental fingerprints successfully explain and predict the experimental or simulation
results of materials and can discover new materials using the information of raw materials or pure
elements. Since elemental fingerprints can be applied to various situations, it is expected to

accelerate materials research and development using machine learning.
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