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Abstract

The spin Hall effect (SHE) is the fundamental charge-to-spin conversion mechanism

in spintronics, which has been extensively studied in paramagnetic materials. Recent

experimental results confirmed the existence of SHE in the ferromagnets but also caused

a debate on whether the SHE would be affected by the ferromagnetic ordering. Hence, the

crucial issues on SHE in ferromagnets are two-fold: i, its relationship with the anomalous

Hall effect (AHE), which is widely considered to share the same mechanisms; ii, whether

the SHE depends on the direction of magnetization.

In this dissertation, both numerical and analytical ab initio techniques are adapted

to study the intrinsic SHE in various types of ferromagnets, in which I primarily focus

on the above two issues. Through first principles calculations, relationship between the

AHE and SHE are investigated, where I emphasize the unique features of anti-crossings

of Bloch states with opposite spin. In such anti-crossings, due to the considerable differ-

ence between matrix elements in velocity and spin velocity operators, the Berry curvature

and spin Berry curvature behave divergently, which results in the reduction of symme-

try of spin Berry curvature comparing with the Berry curvature. The ubiquity of these

anti-crossing implies that the intrinsic AHE and SHE may not have strong correlation,

as evidenced in experiments. Subsequently, I find the intrinsic SHC in cubic phase fer-

romagnets (bcc-Fe and fcc-Ni) are highly anisotropic with respect to the direction of

magnetization, i.e., the change in the magnitude of intrinsic SHC for bcc-Fe is four-fold.

The anisotropy of intrinsic SHC is closely related to the anti-crossings with opposite spin,

where the interband matrix elements are enhanced when magnetization is rotated away

from the quantization axis. To investigate the anisotropic SHE in the ferromagnets, I

choose two types of model Hamiltonian for analytical ab initio calculations: 2DEG with

exchange interaction and Dirac ferromagnet. The intrinsic SHC is strongly anisotropic

in both cases. In the 2DEG model, the anisotropy is attributed to the interplay of

v



Rashba and Dresselhaus SOC and exchange interaction. In the Dirac ferromagnet, the

anisotropy is attributed to the axial anisotropy induced by ferromagnetic ordering. Hence,

the anisotropy of SHC does not disappear when the strength of magnetization is asymp-

totically approaching zero. It suggests that for intrinsic SHC in massive Dirac electron

system, a non-trivial transition exists from a ferromagnetic state to paramagnetic state.
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CHAPTER 1. INTRODUCTION

1.1 The spin Hall effect

Spintronics is the field exploring electron’s spin degree of freedom beyond its charge

degree of freedom to control various properties of materials and devices [1, 2]. Among

the mechanisms of charge-to-spin conversion, the spin Hall effect (SHE) is considered as a

promising practice since its first observation in experiments [3–5]. In the SHE, applying an

electric current to a material generates a transverse spin current polarized perpendicular to

both of the electric current and spin current. Its direct analogy is the anomalous Hall effect

(AHE) [6], where an electric current passing through a ferromagnet generates a transverse

charge current whose polarization is parallel with the spontaneous magnetization. A more

historical tie between SHE and AHE dates back to their very original works [7,8] mutually

inspired by the Mott scattering experiment [9,10]. In the Mott scattering, an unpolarized

electron beam is scattered in large angle ∼ 90◦ with asymmetric spin population in left

and right directions, due to the strong spin orbit coupling (SOC) of nuclei. It has been,

accordingly, acknowledged that both AHE and SHE are caused by the relativistic SOC.

Research on SHE remained dormant for nearly three decades after its first proposal and

was revived only two decades ago [11,12], owning to enthusiasm on spin current generation.

Most of earlier works on SHE relied on process of electron scattered by the impurities,

which was categorized as the extrinsic mechanism in modern language. In addition, a

strong intrinsic SHE [13, 14] was also purposed in analogy to the intrinsic AHE, which

exists even in a perfect crystal without any impurities. The attraction of intrinsic AHE

and SHE is their topological nature and close association with the Berry phase of the

Bloch bands, for which it draws significant theoretical attentions.

In the experimental perspective, the key issue in detecting the SHE is the lack of direct

electrical signal, in contrast to the AHE. The initial proposals on SHE detection mostly

relied on the optical means based on the Magneto-optic Kerr effect, with which SHE was

evidenced in both extrinsic regime [3] and intrinsic regime [4]. The electric detection

[15] of SHE, however, relied on its reciprocal effect, i.e., the inverse spin Hall effect

(ISHE) [16], where a spin current passed through a material generates a transverse charge

current. Recent experiments on SHE are mostly carried out in ferromagnet-paramagnet

heterostructures, where the SHE induced spin current from paramagnet is injected into

the ferromagnet and causes its spin dynamics [17,18].

It should be noted that the the physics and mechanisms of the SHE is constructed

2



1.1. THE SPIN HALL EFFECT

Figure 1.1: An illustration of Mott scattering, AHE and SHE.
In the Mott scattering (a), unpolarized electron beam is scattered transversely with asym-
metric spin population. In the AHE (b), a charge current flow in material generates a
transverse voltage in presence of magnetization M . In the SHE (c), a charge current flow
in material generates a transverse spin accumulation with balanced transverse voltage.
Figure (b) and (c) are courtesy of Sinova et al. [5].

in analogy to the theoretical frameworks of the AHE. However, an important distinction

should be pointed out in the first place. The AHE correlates two charge degrees of

freedoms, which are conserved quantities, via relativistic SOC. In contrast, the SHE

correlates the charge degree of freedom with the spin degree of freedom, which is a non-

conserved quantity subject to decay and dephasing [5].

In the following section, we briefly introduce the basic theories on SHE, together with

the theories on AHE in analogy.

1.1.1 Theory of the spin Hall effect

The spin Hall effect and anomalous Hall effect are essentially quantum phenomena

which originate from the coherent band mixing induced by both the external electric

field and the disorder potential. Similar to other coherent interference phenomena, they

consequently cannot be fully formulated with semi-classical Boltzmann transport theory.

In the modern theory of AHE and SHE, a fully quantum-mechanical approach based on

linear response theory has been employed.

The theoretical framework of understanding the AHE and SHE is their phenomenolog-

ical classification into three main mechanisms: intrinsic, skew scattering, and side jump

(Fig. 1.2), which depend on the Bloch state transport life time τ [6]. This classification

is directly guided by experimental results and by the microscopic theory of AHE in ferro-

magnetic metals. Within the metallic regime, disorder is treated perturbatively and the

scattering processes are expanded in the order of quasiparticle scattering rate τ−1. It is

3



CHAPTER 1. INTRODUCTION

Figure 1.2: Three main mechanisms in AHE.
An illustration of the three main mechanisms that can give rise to AHE: (a) intrinsic
contribution; (b) side jump; (c) skew scattering. Courtesy of Nagaosa et al. [6].

relatively easy to identify the contributions to the anomalous Hall conductivity (AHC),

σxy, or spin Hall conductivity (SHC), σsxy, which vary with lower order, e.g., τ 0 and τ 1.

In experiments on the AHE, this separation can sometimes be achieved by plotting σxy vs

the longitudinal conductivity σxx, where τ is varied by altering disorder or varying tem-

perature. For the SHE, the spin current has to be detected as the spin accumulation and

can therefore depend on the method of measurement, which complicates the separation

of its mechanisms. Experimental attempt on separation of contributions on the SHC has

been reported using non-local measurements [19].

It should be noted that several microscopically distinct contributions can share the

same τ dependence [20, 21]. The contribution proportional to τ 1 is defined as the skew-

scattering contribution, σ
(s),skew
xy . The contribution proportional to τ 0 (or independent of

σxx) is further separated into two terms: intrinsic and side jump. Although these two

contributions cannot be distinguished experimentally by dc measurements, they can be

separated experimentally and theoretically by defining the intrinsic contribution σ
(s),int
xy as

the extrapolation of the ac-interband Hall conductivity to zero frequency in the limit ω →

4



1.1. THE SPIN HALL EFFECT

0. This leads to a unique definition for the last contribution, termed side jump, as σ
(s),sj
xy =

σ
(s)
xy −σ

(s),skew
xy −σ

(s),int
xy . Despite the historical terminology, the above definitions have not

relied on linking with terms in semiclassical processes such as side-jump scattering [22] or

skew scattering from asymmetric contributions to the semiclassical scattering rates [23]

but are based on the modern linear response theory of AHE and SHE.

1.1.2 Intrinsic mechanism

The intrinsic contribution is the easiest to evaluate accurately and is also the most

attracting one for theoretical studies, due to its topological nature. There is a direct

link between the intrinsic mechanism and the semiclassical theory in which the induced

interband coherence is captured by an “anomalous velocity” arising from a momentum-

space Berry phase.

In the context of the AHE, this contribution was first derived by Karplus [8] termed

as the “anomalous velocity” but its topological nature was not fully appreciated un-

til recently [24, 25]. Studies on the intrinsic AHE were motivated by the experimental

importance of the AHE in ferromagnetic semiconductors and also by the analysis of the

relationship between momentum-space Berry phases and anomalous velocities in semiclas-

sical transport theory [26, 27]. In analogy to intrinsic AHE, the dissipationless intrinsic

SHE was proposed by Murakami and Sinova [13,14].

The intrinsic contribution is defined microscopically as the dc limit of the interband

conductivity from the Kubo formula for an ideal lattice [14,28],

σα,intij =
∑
n̸=n′

∫
dk

2πd
(fn,k − fn′,k)Im

⟨n,k| Jαi |n′,k⟩ ⟨n′,k| Jj |n,k⟩
(εn,k − εn′,k)2

, (1.1)

where n, n′ are band indices, Jαi represents the charge current operator (α = 0) and the

spin current operator α = 1, 2, 3 for AHE and SHE, respectively. What makes the intrinsic

contribution quite unique, particularly in the AHE, is that it is directly linked to the

topological properties of the Bloch states. Specifically, the intrinsic AHE is proportional

to the integration over the Fermi sea of the Berry curvature of each occupied band [29,30].

Moreover, the intrinsic SHE in Luttinger model can also be described by the curvature

tensor of a particular subspace of heavy-hole bands or light-hole bands, which manifests

its topological aspect [31].

5



CHAPTER 1. INTRODUCTION

One of the motivations for identifying the intrinsic contribution σ
(s),int
xy is that it can be

evaluated accurately even for materials with relatively complex electronic band structure

using microscopic ab initio theory techniques. In many materials with strongly spin-

orbit-coupled bands, the intrinsic contribution seems to dominate the SHE and AHE.

The calculations have given semiquantitative predictions of the expected spin Hall angles,

particularly in heavy metals. This is illustrated in the density-functional calculation for

Pt [32] and in the microscopic tight-binding calculations for other 4d and 5d metals [33].

The calculated SHC are predicted to be large in these transition metals, and, in particular,

a sign change is predicted between Pt and Ta, which has been observed in experiments.

1.1.3 Skew-scattering mechanism

The skew-scattering contribution to the SHE and the AHE is the mechanism propor-

tional to the Bloch state transport lifetime τ , wherefore it tends to dominate in nearly

perfect crystals. It is the only contribution to the SHE and AHE which appears in

traditional Boltzmann transport theory where interband coherence effects are usually ne-

glected. Skew scattering is due to chiral features which appear in disorder scattering in

the presence of SOC. This mechanism was first identified in ferromagnets by Smit [23]

and has its origins in the Mott scattering in relativistic physics [9, 10]. In the semiclas-

sical Boltzmann theory, skew-scattering contribution originates from the chiral features

of SOC which break the left-right symmetry of detailed balance in transition probability.

In the presence of SOC, either in a Hamiltonian of the perfect crystal or in a disorder

Hamiltonian, a transition which is right handed with respect to the magnetization di-

rection has a different probability than the corresponding left-handed transition. When

the transition rates are evaluated perturbatively, asymmetric chiral contributions appear

at third order. In simple models, the asymmetric chiral contribution to the transition

probability of momenta k,k′ is often assumed to have the form

Wk,k′ ∼ (k × k′) ·M , (1.2)

where Wk,k′ is the transition probability from state k to k′ [6]. Inserting this asymmetry

into the Boltzmann equation leads to a current proportional to the longitudinal current

driven by the electric field E and perpendicular to both E and M or σ, where M is
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the magnetization direction in case of the AHE and σ is the direction of the polarization

of the spin current in case of the SHE. Thus, the corresponding contribution to the Hall

conductivity σ
(s),skew
xy and the conductivity σxx are both proportional to the transport

lifetime τ . Studies focused on the skew scattering from an ab initio perspective were

started by Gradhand et al. [34–36]. Further recent studies of skew scattering based on ab

initio electronic structure and the Boltzmann equation in systems with impurities of Cr,

Mn, Fe, Co, and Ni in Pt, Au, and Pd hosts have yielded contributions to the spin Hall

angle of a fraction of a percent [37,38].

1.1.4 Side jump mechanism

The definition of side jump contribution is simply the total anomalous (spin) Hall

conductivity subtracted by the intrinsic and skew scattering contributions. The semi-

classical argument for a side-jump contribution can be stated straightforwardly: when

considering the scattering of a Gaussian wave packet from a spherical impurity with SOC

(HSOC = ℏ2/4m2c2(σ × ∇V ) · k), the center of the wave packet in real space gain a

displacement transverse to the wave vector k asymmetrically with respect to the spin

(∆r = ℏ2/4m2c2σ × k). This type of contribution was first noticed, but discarded, by

Smit [23] and reintroduced by Berger [22] who argued that it was the key contribution to

the AHE. In systems with weak SOC, the side jump contribution can be calculated by

only taking the spin orbit interaction in the disorder potential [20, 39]. However, when

considering materials with strong SOC, there are two sources of side-jump scattering: i.

the extrinsic side jump, arising from non-spin-orbit coupled wave packet scattered by the

disorder potential with SOC; ii. the intrinsic side jump, arising from SOC induced part

of wave packet scattered by the scalar disorder potential (without SOC). Both of the

contributions are independent of τ [40], which means it is difficult to be distinguished

them from the intrinsic contribution in experiments. However, side-jump and intrinsic

contributions have quite different dependences on more specific system parameters, par-

ticularly in systems with complex band structures [41]. It should be noted that studies on

simplified models, e.g., semiconductor conduction bands, indicate an exact cancellation

between intrinsic mechanism and intrinsic side-jump contributions [42–45]. But it is well

understood now that these cancellations are unlikely in more complex models [21,40]. The

cancellations can be traced back to the fact that Berry curvature of the Bloch electrons

7
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in those systems is a constant independent of momentum, due to these very simple band

structures.

1.2 Ferromagnetism

Ferromagnetic materials are characterized by a long-range ordering of the atomic mo-

ments on each lattice site. This ferromagnetic ordering exhibits macroscopically a sponta-

neous magnetization, even in absence of external magnetic field. Above certain tempera-

ture, known as the Curie temperature Tc, thermal fluctuation destroys the ferromagnetic

ordering with a macroscopic collapse of the spontaneous magnetization, corresponding

to a phase transition from a ferromagnetic state to a paramagnetic state. In this sec-

tion, I briefly introduce the basic theories on ferromagnetism and its quantum mechanical

origins.

1.2.1 Mean field theory

a. Molecular field theory

The first modern theory of ferromagnetism was proposed by Pierre Weiss [46], which

was an extension of classical description on paramagnetism by Langevin. Weiss assumed

an internal “molecular field” proportional to the magnetization of ferromagnet,

Hloc. = nWM +Hext, (1.3)

where Hloc. and Hext are the local magnetic field and the external magnetic field, re-

spectively, M is the magnetization, and nW is the Weiss coefficient [47]. The magnetic

susceptibility χ ≡M/H is given by Curie-Weiss law,

χ =
C

T − Tc
, (1.4)

where C = n−1
W Tc is the Curie constant. Apparently, the magnetic susceptibility diverges

when the temperature approaches the Curie temperature, charactering a second order

phase transitions. Thus, the Weiss’ molecular field theory was the first mean field theory

describing a phase transition.

8
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b. Stoner criterion

The theory of ferromagnetism in metals is inspired by the idea of Pauli susceptibility.

We first consider the band susceptibility in a paramagnetic state (Fig. 1.3 (a)). When

an external magnetic field Hext is applied, the spin-up and spin-down bands which are

parallel and anti-parallel with Hext are energetically split by a mount of energy,

εpara = 2MBHext, (1.5)

where MB is the magnetic moment per state. Thus, the number of electrons states differs

in spin-up and spin-down bands by a mount

∆n = g(εF )εpara, (1.6)

where g(εF ) is the density of states at Fermi level.

The induced magnetization is proportional to the asymmetric spin population,

∆M = 2g(εF )M
2
BHext. (1.7)

Therefore, the Pauli susceptibility is

χp = 2g(εF )M
2
B. (1.8)

In the case of a ferromagnetic state (Fig. 1.3 (b)), the external field is replaced by the

“molecular field” induced by the magnetization, Hm = nWM . The number of states in

spin-up and spin-down channels are

N+ =

∫
dε g(ε)f(εF +MBHm), (1.9)

N− =

∫
dε g(ε)f(εF −MBHm), (1.10)

where f(ε) is the Fermi distribution function. The induced magnetization is

M =MB(N+ −N−). (1.11)

The ferromagnetic states appear when a non-trivial solution M ̸= 0 simultaneously

9



CHAPTER 1. INTRODUCTION

satisfies the Eq. 1.9,1.10,1.11. Note that the right hand side of Eq. 1.11 is monotonic with

M . The critical condition is

MB
d(N+ −N−)

dM
> 1

2M2
Bnwg(εF ) > 1,

nwχp > 1, (1.12)

where Eq. 1.12 is the famous Stoner criterion [48]. When the density of states is sig-

nificantly large at Fermi level, e.g., a narrow or even flat band, the band tends to split

energetically, due to the strong electron-electron interaction. Hence, spontaneous ferro-

magnetic ordering appears.

Figure 1.3: Band susceptibility in paramagnetic and ferromagnetic states.
(a) band susceptibility in paramagnetic state, Pauli susceptibility. (b) band susceptibility
in ferromagnetic state, the Stoner criterion.

1.2.2 Exchange interaction

The microscopic origin of “molecular field” had not been clarified until establishment

of quantum mechanics. In fact, all magnetism (ferromagnetism, ferrimagnetism, anti-

ferromagnetism, and etc.) share the same microscopic origin, the exchange interaction,

which is the consequence of the basic electron-electron interaction, i.e., the Coulomb

repulsion, with statistic constraints of fermion imposed by the Pauli exclusion principle.

10



1.2. FERROMAGNETISM

The Pauli exclusion principle originates from the idea that microscopic particles, such as

electrons, are indistinguishable (identical particles). Considering a generic two-particle

state |n1, n2⟩ ≡ |n1⟩⊗|n2⟩, the exchange of particle 1 and 2 does not change the probability

amplitude of state but can induces an arbitrary phase factor. Thus the two-particle state

can be decomposed into

|n1, n2⟩ ± |n2, n1⟩ , (1.13)

which are termed as symmetric (+) and antisymmetric (−) exchange. The two distinct

states follow different behaviors in quantum statistics, categorized as fermions and bosons.

Clearly, if n1 and n2 represent the exact same state, the fermionic state vanishes. Hence,

Pauli exclusion principle states: fermion cannot occupy the same quantum state.

The simplest example of exchange interaction is the Hamiltonian of H2 molecule with

perturbative treatment on the Coulomb interaction of electrons,

H = H0 +Hee,

H0 =
∑
i=1,2

[
− ℏ2

2m
∇i −

e2

4πε0

1

ri

]
, Hee =

e2

4πε0r12
, (1.14)

where H0 is the Hamiltonian without interaction and Hee is electron-electron interaction

(Coulomb repulsion). The H0 can be decoupled into two separate Schrödinger equations

corresponding to each H atom with independent solutions, ϕ1(r1) and ϕ2(r2),

Considering the spin state of the electrons (χ1(s1) and χ1(s2)), the symmetric and

antisymmetric states in the spin space are

χs ≡ 1/
√
2 (χ1(s1)χ2(s2) + χ2(s1)χ1(s2)) , (1.15)

χa ≡ 1/
√
2 (χ1(s1)χ2(s2)− χ2(s1)χ1(s2)) . (1.16)

Thus, the total wave functions combining the spatial and spin parts are

ΦS = 1/
√
2 (ϕ1(r1)ϕ2(r2) + ϕ2(r1)ϕ1(r2))χa, (1.17)

ΦT = 1/
√
2 (ϕ1(r1)ϕ2(r2)− ϕ2(r1)ϕ1(r2))χs. (1.18)

where ΦS is termed as the spin singlet and ΦT is termed as the spin triplet. The exchange

interaction energy (exchange integral) is defined as the energy difference between the

11



CHAPTER 1. INTRODUCTION

singlet and triplet states,

J =
1

2
(ET − ES),

=

∫
dr1dr2ϕ

∗
1(r2)ϕ

∗
2(r1)Heeϕ1(r1)ϕ2(r2). (1.19)

The exchange interaction energy can be also rewritten as,

∆E = −2J s1 · s2. (1.20)

where s1 · s2 = 1
2
[(s1 + s2)

2 − s21 − s22]. The total spin quantum number S = s1 + s2 is 0

or 1, corresponding to the singlet and triplet state, respectively.

Heisenberg generalized Eq. 1.20 to the local spin moment of each lattice site,

HHeis. = −2
∑
i>j

JijSi · Sj. (1.21)

where Jij represents the exchange interaction of site i and j with spin moment Si,j.

Apparently, if Jij > 0, spins tend to align parallel, indicating a ferromagnetic state. If

Jij > 0, spins tend to align in anti-parallel configuration, indicating an anti-ferromagnetic

state. The Heisenberg exchange Hamiltonian can be related to the Weiss’ molecular field

theory. Suppose the spin of site i only interacts with its nearest neighbors j, Eq. 1.21 can

be written as

H = −2
[∑

j

JijSj
]
· Si. (1.22)

where the term inside the parentheses could be seen as the “molecular field” that interacts

with the local spin Si.

1.3 Review on previous works

Studies of spin Hall effect has extensively focused on paramagnetic materials and it

was only recent that people start to explore the possibility of spin Hall signal in magnetic

materials, in which the ferromagnet is the simplest attempt but with most significance. In

this section, I review the recent experimental and theoretical works on SHE in ferromag-
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nets chronologically, for which I hope it would elucidate the progress of this developing

field and then introduce its unsolved issues that motivate this dissertation.

(a) (b)

(d)(c)

Figure 1.4: Detection of the ISHE in ferromagnets through spin Seebeck effect.
Schematic diagrams of experimental setups for (a) Py/YIG under perpendicular tem-
perature gradient and (c) Co/Cu/YIG with rotating the magnetization of Co. (b) Field
dependence of thermal voltage Vth of Py/YIG. (d) The full angular dependence of thermal
voltage ∆VSSE and VANE. Images adapted from Ref. [49, 50].

a. Detection of ISHE through spin Seebeck effect

The first approach to detect of SHE in ferromagnets (FM) is to exploit the ISHE in

the Permalloy (Py) [49] through thermally induced spin current. In their experimental

setup, Miao et al. applied a temperature gradient perpendicular to the Py(Pt)/Yttrium

iron garnet (YIG) layered structure, in which a longitudinal spin polarized current was

generated through the spin Seebeck effect (SSE) in the ferromagnetic YIG layer [51]

and was injected into the adjacent FM layer (Fig. 1.4 (a)). It should be noted that the

perpendicular temperature gradient also induces the anomalous Nernst effect (ANE) in the

metallic FM layer which shared the same symmetry with the ISHE signal. By inserting
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an insulating MgO layer between the FM and YIG layers, spin polarized current from

SEE was blocked and the thermal voltage only reflected the signal of ANE. The thermal

voltage after subtracting the contribution from ANE provides unambiguous evidence of

the existence of ISHE in the ferromagnetic Py (Fig. 1.4 (b)).

The same group also implemented a trilayer structure with a Cu insertion layer that

decoupled the direct exchange between YIG and FM layer (Fig. 1.4 (c)). The magne-

tization direction angular dependence of the thermal voltage indicated the SSE signal,

corresponding to the ISHE of Co, is independent with magnetization of Co (Fig. 1.4 (d)).

They argued that the (inverse) SHE in the ferromagnetic Co was dominated by the intrin-

sic mechanism which was independent with its magnetization direction [50]. In addition,

the experimental results suggested that the transverse spin current which polarization is

orthogonal to magnetization (σJs ⊥ M ) did not dephase in the ferromagnets. These

arguments are the central issues in the research of SHE in ferromagnets and have been

extensively studied.

(a) (b)

Figure 1.5: Detection of the ISHE in ferromagnets by nonlocal magnon transport.
(a) Schematic diagrams of MPy with respect to I for two different magnetic fields (5mT
and 200mT ). (b)The relative detection efficiency of Py over Pt [η(Py/Pt)], as a function
of B. Images adapted from Ref. [52].

b. Detection of ISHE through nonlocal magnon transport

A novel approach to detecting ISHE through nonlocal magnon transport [53] was pur-

posed by Das et al. [52]. In their experimental setup, a spin polarized current from one

FM wire was injected into the insulating YIG layer where spin wave (magnon) was ex-

cited and propagated. The magnon was absorbed by another FM layer or heavy metal

layer and transformed again back to spin current, which is finally detected via the ISHE.
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Through delicate control of the shape anisotropy of the ferromagnetic wires, two magne-

tization configurations of the FM detector (M ∥ I (σJs ⊥ M ) and M ⊥ I(σJs ∥ M ))

were achieved (Fig. 1.5 (a)). The ISHE “detection” efficiency η, in comparison with Pt

reference sample, showed a strong dependence on the magnetization direction of Py de-

tector (Fig. 1.5 (b)), which contradicted Tian et al.’s argument [50]. However, it again

confirmed the existence of transverse spin Hall current in ferromagnets.

(a) (b)

Figure 1.6: Detection of the SHE in ferromagnets by second harmonics measurement.
(a) Measurement geometry for field-free switching via out-of-plane polarized spin current.
(b) Hall signal to show the reversal of CoFeB magnetization as a function of applied
current pulse. Images adapted from Ref. [54].

c. Detection of SHE through second harmonic measurement

The transverse SHE allowed the generation of out-of-plane polarized spin current

from an in-plane magnetized film. The out-of-plane polarized spin current could switch

a perpendicular magnetization via an anti-damping process, which was demonstrated

by Baek [54]. The experimental setup is shown in Fig. 1.6 (a). In trilayer structure

FM/Ti/CoFeB, the CoFeB is magnetized out of film plane and FM (Py/CoFeB) is in-

plane magnetized. They observed that the FM magnetized in the x-direction can generate

a transversely polarized spin current with the spin direction in the z-direction, character-

ized as the transverse SHE. The effective coefficients θR⊥ for CoFeB and Py are found to

be −1.4± 0.1% and 0.6± 0.06%, respectively. In addition, Baek et al. demonstrated that

the out-of-plane polarized spin current, associated with the transverse SHE, could lead to

a field-free magnetization switching (Fig. 1.6 (b)).
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(a)

Figure 1.7: Detection of the SHE in ferromagnets by spin torque FMR.
(a) SHE-enabled spin-orbit torque studied in a Py/Cu/CoFeB spin valve structure. (b) In
this experiment, a dc current generates a spin torque that is either parallel or antiparallel
to the magnetization, thus enhancing or reducing the magnetic damping. The magnetic
damping change is measured from the linewidth of the ferromagnetic resonance spectrum.
Images adapted from Ref. [55].

d. Detection of SHE through spin-torque ferromagnetic resonance

Iihama et al. [55] demonstrated the spin-transfer torque induced by the SHE of a

ferromagnet by measuring the damping enhancement/suppression [56] in a CoFeB/Cu/Py

trilayer. The experimental setup is shown in Fig. 1.7 (a), where an in-plane charge current

generates a spin current with spin direction parallel with the CoFeB magnetization via

the longitudinal SHE (σJs ∥ M ). The spin current generates an anti-damping torque

that enhances or reduces the damping of the Py layer depending on the electric current

and Py magnetization directions, as shown in Fig. 1.7 (b). The effective damping-like

spin-torque efficiency extracted for the CoFeB layer is as large as 14± 5% with the same

sign as that of Ta.

(a) (b)

Figure 1.8: Detection of the ISHE in 3d ferromagnets through non-local transport.
The temperature dependence of (a) longitudinal spin Hall resistivity and (b) anomalous
Hall resistivity in Py, Fe, Co and Ni. Images adapted from Ref. [19].
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e. Detection of ISHE through non-local spin valves

Omori et al. [19] studied the temperature-dependent AHE and SHE simultaneously

with a non-local spin valve structure to investigate their quantitative correlations. The

extrapolated spin Hall resistivity (ρSHExy = θρxx) exhibited much stronger temperature

dependence than the anomalous Hall resistivity (ρAHExy ). It is argued that in the skew

scattering mechanism, the longitudinal spin Hall resistivity might scale with the anoma-

lous Hall resistivity and the spin polarization [19]. But such a relation might not hold

for other mechanisms such as the intrinsic mechanism and side jump. It should be noted

that the SHC measured in this experimental setup was only the M ∥ I case, which was

termed as the longitudinal SHE (σjs ∥ M) in some reference [57].

f. Theoretical works in SHE in ferromagnets

Despite the extensive experimental studies on SHE in ferromagnets, theoretical work

is limited. Taniguchi et al. [58] theoretically predicted that the magnetization can be used

as an additional degree of freedom to control the spin direction of the spin current. Due to

strong dephasing, Taniguchi et al. argued the spin current generated by the AHE should

always be polarized parallel to the magnetization, corresponding to the longitudinal SHE.

Amin et al. [59] used ab initio based tight-binding models to show that single fer-

romagnetic layer generated spin current flowing perpendicular to the electric field with

components of spin direction along m × (Js × E) and m. This calculation ignored the

impurity potentials associated with skew scattering and side jump and the perturbation

to electronic wavefunctions, for which the extrinsic and intrinsic mechanisms of spin Hall

effect and anomalous Hall effect were not included. Nevertheless, the transport calcula-

tions revealed that both bulk and interfacial spin current generation could be significant

and proposed the existence of spin current polarized transverse to magnetization.

The intrinsic SHE of 3d ferromagnets was calculated by Amin et al. through ab initio

calculations [60]. It was shown that the intrinsic SHE is highly isotropic with respect

to the magnetization (Fig. 1.9). They argued that the transverse intrinsic spin current

do not dephase, which are protected by perturbed eigenstates that superimpose different

spin states with the same Bloch wave vector. As these perturbed eigenstates propagate

in space, the two spin components do not accumulate any relative phase, and hence do

not precess and subsequently dephase.
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Figure 1.9: First principles calculations on intrinsic SHE in bcc Fe.
Band structure near the Fermi energy (top) and k-dependent intrinsic conductivities (bot-
tom) for bcc Fe, where m̂ = (ŷ + ẑ)/2. Band color gives value of s · m̂ , where s is the
spin and blue (red) bands corresponding to majority (minority) carriers. Avoided cross-
ings between like (opposite) spin bands contribute strongest to σ∥(σ⊥), which describes
the spin current with spin direction parallel (perpendicular) to m̂. Images adapted from
Ref. [60].

Recently, a generalized spin diffusion model was formulated by considering spin-orbit

interaction of a ferromagnet [61]. In this model, novel spin transport phenomena: a self-

generated spin torque and a self-generated charge pumping in ferromagnet-normal metal

bilayers are recognized.

1.4 Purpose of this dissertation

The existence of SHE in ferromagnets has been evidenced without ambiguity through

various experimental techniques [19,49,50,52,54,55]. However, there are two key remain-

ing issues of the SHE in ferromagnets:

i. the relationship between the SHE and AHE in both extrinsic and intrinsic regimes.

ii. whether the SHE depends on the magnetization direction and its microscopic origin.

A conventional approach to describe the transport properties in ferromagnets is the

two-current model, which treats the majority and minority spin channels as independent

carriers that contribute to current conduction [62]. In this context, under the longitudinal
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external electric field, the transverse charge current (AHE) scales with the transverse spin

current (SHE) by the spin polarization of the conduction electron. Therefore, it has been

commonly assumed that the AHE is related to the SHE in ferromagnets via the following

relation:

σAHE = Pferro.σ
SHE. (1.23)

Omori et al. experimentally found the above relation between AHE and SHE of Py

holds in the skew scattering regime but argues that it is not necessarily the case for the

intrinsic regime. Another example of such relation between the AHE and SHE is its

quantized Hall counterparts. The quantum spin Hall (QSH) state can be viewed as two

copies of the quantum anomalous Hall (QAH) effect where the spin is a good quantum

number to describe the surface states [63] (P = s = ±1). However, the spin of the Bloch

states in most materials is not conserved due to the presence of SOC even with strong

exchange splitting, e.g., ferromagnets, wherefore the relationship between AHE and SHE

(Eq. 1.23) is not exact as in the QSH states. Thus, the relationship, if any, between the

AHE and SHE in ferromagnets remains unknown and should be clarified.

Moreover, the spin current emerging from the SHE in ferromagnets should interact

with the spontaneous magnetization, since the exchange interaction and SOC both act

on the spin degree of freedom. However, experimental results provide contradictory views

on the magnetization direction dependence of SHE in ferromagnets [50,52]. In particular,

theoretical investigation on this issues is lacking.

These two issues inspire me to work on the dissertation where I investigate the (in-

trinsic) SHE and AHE in ferromagnets and study the magnetization dependence ofSHC

using various models. The outline of this dissertation is as follows:

In Chapter III, the relationship between AHE and SHE is investigated in ferromagnetic

CoPt alloy where I emphasize the distinct symmetry of spin Berry curvature and Berry

curvature. The symmetry difference of the spin Berry curvature and Berry curvature

is investigated by checking the matrix elements of velocity or spin velocity operators at

various special symmetry points in the Brillouin zone.

In Chapter IV, the anisotropy of the SHE is investigated in bcc-Fe and fcc-Ni. A non-

collinear spin state, where the electron spin direction is allowed to point any direction

regardless of the magnetization direction, is employed in the first principles calculation
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to study the anisotropy. The anisotropy of the SHC is found to originate from the spin

Berry curvature at different types of anti-crossing points in the Brillouin zone.

In Chapter V, a simplified model that is based on Rashba and Dresselhaus types SOC

is employed to study the anisotropy of SHC. A uniform exchange splitting is introduced to

model a ferromagnetic system. The intrinsic SHC is calculated through the Kubo formula

and Matsubara Green’s function.

In Chapter VI, I study the intrinsic SHC of Dirac electrons system by introducing

a ferromagnetic ordering. The anisotropy of the SHC with respect to the direction of

magnetization is studied.
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CHAPTER 2. THEORETICAL BACKGROUND

2.1 The Green’s function method

The Green’s function method is useful for solving specific differential equation,e.g., the

inhomogeneous Maxwell equations in electrodynamics [64]. In quantum field theory, the

Green’s function method is used to analyze the dynamics of the system. In this section,

we start with the one-particle Green’s function for fermion as a pedagogical example

and then introduce the analytical properties of retarded and advanced Green’s functions.

Further, we consider Green’s functions at non-zero temperature, the so-called Matsubara

Green’s function.

2.1.1 Green’s function for free electron gas

We shall start with a simple Hamiltonian describing the free electron gas to illustrate

the properties of the electron Green’s function. The free electron gas Hamiltonian in

second quantization (Appendix. 2.A) is

H =
∑
λ

ελaλa
†
λ, (2.1)

where ελ is the eigenenergy of state λ which labels both the momentum and spin space

of electron, a†λ and aλ are creation and annihilation operators of fermion.

The electron Green’s function is defined as [65]

G
(0)
λ (t, t′) = −i ⟨0| T aλ(t)a†λ(t

′) |0⟩ , (2.2)

where |0⟩ is the vacuum state and a†λ(t), aλ(t) are creation and annihilation operators in

the Heisenberg picture (Appendix. 2.B),

aλ(t) = eiHt/ℏaλe
−iHt/ℏ,

= e−iελt/ℏaλ, (2.3)

where in the last line we apply the commutation relation:

[
aλ, ελaλa

†
λ

]
= ελaλ. (2.4)
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The time ordering operator, T , in Eq. 2.2 can be expressed explicitly

G
(0)
λ (t, t′) =

−i ⟨0| aλ(t)a†λ(t
′) |0⟩ , t > t′

i ⟨0| a†λ(t
′)aλ(t) |0⟩ , t ⩽ t′

(2.5)

where it takes a positive sign associated with the anti-causal case (t ⩽ t′), due to the

anti-commutation relation of fermion operators. For boson, it should be a negative sign,

same with the causal case.

Replacing the creation and annihilation operators with Eq. 2.3, the electron Green’s

function is

G
(0)
λ (t, t′) =

−i ⟨0| aλa†λ |0⟩ e
−iελ(t−t′)/ℏ, t > t′

i ⟨0| a†λaλ |0⟩ e
−iελ(t−t′)/ℏ, t ⩽ t′

(2.6)

Note that the ⟨0| a†λaλ |0⟩ is just particle number of state λ which reduces to the zero

temperature Fermi distribution function, f(ελ). The Green’s function reduces to

G
(0)
λ (t− t′) =

−i(1− f(ελ))e
−iελ(t−t′)/ℏ, t > t′

if(ελ)e
−iελ(t−t′)/ℏ, t ⩽ t′

(2.7)

where we rewrite the electron Green’s function as G
(0)
λ (t− t′), for it is apparently homoge-

nous in time.

The Fourier transformation of G
(0)
λ (t− t′) gives

G
(0)
λ (E) = −i

∫
ds ei(E+iδ)s/ℏG

(0)
λ (s)

=
1− f(ελ)

E − ελ + iδ
+

f(ελ)

E − ελ − iδ
,

=
1

E − ελ + iδλ
, (2.8)

where we introduce an infinitesimal damping term iδ to converge the Fourier integral and

δλ ≡ sgn(ελ − µ)δ depends on the sign of (ελ − µ).

Another method to obtain G
(0)
λ (E) is to consider the equation of motion for G

(0)
λ (t, t′).

Considering a system homogeneous in time, we define τ = t − t′ and Eq. 2.6 can be
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rewritten as

G
(0)
λ (τ) = −i ⟨0| Tτaλ(τ)a†λ(0) |0⟩

= −i ⟨0| aλ(τ)a†λ(0) |0⟩Θ(τ) + i ⟨0| a†λ(0)aλ(τ) |0⟩Θ(−τ), (2.9)

where the Θ-function is

Θ(τ) =

1, τ > 0

0, τ < 0
(2.10)

Differentiating Eq. 2.9 with time τ , the equation of motion for Green’s function is

iℏ∂τG(0)
λ (τ) = ℏ ⟨0| Tτ∂τaλ(τ)a†λ(0) |0⟩+ ℏ ⟨0|

{
aλ, a

†
λ

}
|0⟩ δ(τ)

= −iελ ⟨0| aλa†λ |0⟩+ ℏδ(τ), (2.11)

where δ(τ) comes from the derivative of Θ-function.

It suggests the G
(0)
λ (τ) is the solution of differential (Schrödinger) equation,

(
i∂τ −

ελ
ℏ

)
G

(0)
λ (τ) = δ(τ). (2.12)

which is the exactly the reason that we name it as ”Green’s function”.

By Fourier transforming G
(0)
λ (τ) to energy domain, the operator

(
i∂τ − ελ

ℏ

)
can be

solved,

(
i∂τ −

ελ
ℏ

)∫
dEe−iEτ/ℏG

(0)
λ (E) = δ(τ),

(E − ελ)G
(0)
λ (E)

∫
d
E

ℏ
e−iEτ/ℏ = δ(τ),

G
(0)
λ (E) =

1

E − ελ
. (2.13)

Note that difference between Eq. 2.8 and Eq. 2.13 originates from the boundary condition

of differential equation. Clearly, Eq. 2.13 do not resolve the singularity of E = ε in

real axis. By appropriate choice of boundary condition, Eq. 2.13 can agree with Eq. 2.8

without pole on the real axis.
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In matrix form, Eq. 2.13 can be generalized as

(E − Ĥ)Ĝ(0)(E) = Î ,

Ĝ(0)(E) = (E − Ĥ)−1. (2.14)

where Ĝ(0) is the matrix of Green’s function.

2.1.2 Analytical properties of Green’s functions

To illustrate the analytical properties of Green’s functions, we first introduce the

retarded and advanced Green’s functions in time domain [65],

GR
λ (t, t

′) =

− i ⟨0|
{
aλ(t), a

†
λ(t

′)
}
|0⟩ , t ⩾ t′

0, t < t′
(2.15)

GA
λ (t, t

′) =

0, t ⩾ t′

i ⟨0|
{
aλ(t), a

†
λ(t

′)
}
|0⟩ , t < t′

(2.16)

Clearly, the retarded Green’s function represents propagation forward in time, which is

causal. The advanced Green’s function, however, represents propagation backward in

time, which is anti-causal.

In the equal time limit (t → t′), the anti-commutator of the time-dependent creation

and annihilation operator reduces to unity:

lim
t→t′

{
aλ(t), a

†
λ(t

′)
}
= 1. (2.17)

which is just the anti-commutator of fermion operators. The retarded and advanced

Green’s functions in energy (frequency) domain are obtained by Fourier transformation,

GR
λ (E) =

1

E − ελ + iδ
, (2.18)

GA
λ (E) =

1

E − ελ − iδ
. (2.19)

where δ is positive infinitesimal. Apparently, the retarded and advanced Green’s functions
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have relations:

GR
λ (E) =

[
GA
λ (E)

]∗
, (2.20)

GR,A
λ (E) = G

(0)
λ (E ± iδ). (2.21)

where we use G
(0)
λ (E) in Eq. 2.14.

Figure 2.1: The analytical properties of Green’s function.
The analytical properties of (a) retarded and (b) advanced Green’s functions, in complex
plane of energy. The poles are ελ ∓ iδ for retarded and advanced Green’s functions,
respectively.

The retarded Green’s function has pole at ελ− iδ and is analytical in the whole upper

half of complex plane E, (Fig. 2.1(a)). The inverse Fourier transformation of GR
λ (E) is∫

dE

2π
e−iEt/ℏ

1

E − ελ + iδ
=

∫
C1

dz

2π
e−izt/ℏ

1

z − ελ + iδ

= −ie−iελt/ℏe−δt/ℏ

= GR
λ (t), (2.22)

where the time is confined to t > 0 to converge the integral with δ > 0 and C1 is the path

in Fig. 2.1(a).

The advanced Green’s function has pole at ελ + iδ and is analytical in the lower half
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of complex plane E, (Fig. 2.1(b)). The inverse Fourier transformation of GA
λ (E) is∫

dE

2π
e−iEt/ℏ

1

E − ελ − iδ
=

∫
C2

dz

2π
e−izt/ℏ

1

z − ελ − iδ

= ie−iελt/ℏeδt/ℏ

= GA
λ (t), (2.23)

where the time is confined to t < 0 to converge the integral with δ > 0 and C2 is the path

in Fig. 2.1(b).

2.1.3 Matsubara Green’s functions

In above sections, we study the electron Green’s function assuming T = 0. To extend

the Green’s function formalism to non-zero temperature, we need to introduce the Mat-

subara Green’s functions [66]. The Matsubara Green’s function method is actually easier

to use than the zero temperature theory and the zero temperature result can be easily

obtained from the Matsubara Green’s function method by setting T = 0.

We first review some basic of quantum statistical mechanics. At non-zero temperature,

the expectation value of any physical observable Ô is given by

⟨Ô⟩ = Tr(ρ̂Ô), (2.24)

where ρ̂ is the density (statistical) operator,

ρ̂ =
1

Z
e−βĤ , (2.25)

with Z = Tr(e−βĤ) is the partition function and β = 1/kBT . The ⟨· · ·⟩ means to take the

thermodynamic average over the ensembles, e.g., canonical ensemble in Eq. 2.25.

The Matsubara method is inspired by the close analogy between time evolution (Heisen-

berg picture) and thermal averaging, assuming an imaginary time τ = it. The τ -“evolution”

of an arbitrary operator is written as

Ô(τ) = eτĤ/ℏÔe−τĤ/ℏ. (2.26)
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The electron Green’s function in imaginary time [65] is

Gλ(τ, τ ′) = −⟨Tτaλ(τ)a†λ(τ
′)⟩ ,

= −Tr
{
e−β(H−Ω)TτeτH/ℏaλe−(τ−τ ′)H/ℏa†λe

−τ ′H/ℏ
}
, (2.27)

where the partition function is simplified as e−βΩ ≡ Tr e−βH .

Expanding the time-ordering operator, Tτ , it is easy to show that the Green’s function

is naturally homogenous in τ ,

Gλ(τ, τ ′) = −Θ(τ − τ ′) Tr
{
e−β(H−Ω)eτH/ℏaλe

−(τ−τ ′)H/ℏa†λe
−τ ′H/ℏ

}
+ Θ(τ ′ − τ) Tr

{
e−β(H−Ω)eτ

′H/ℏa†τe
(τ−τ ′)H/ℏaλe

−τH/ℏ
}

= −Θ(τ − τ ′) Tr
{
e−β(H−Ω)e−τ

′H/ℏeτH/ℏaλe
−(τ−τ ′)H/ℏa†λ

}
+ Θ(τ ′ − τ) Tr

{
e−β(H−Ω)a†τe

(τ−τ ′)H/ℏaλe
−τH/ℏeτ

′H/ℏ
}

= −Θ(τ − τ ′) Tr
{
e−β(H−Ω)aλ(τ − τ ′)a†λ

}
+ Θ(τ ′ − τ) Tr

{
e−β(H−Ω)a†τaλ(τ − τ ′)

}
= −⟨Tτ−τ ′aλ(τ − τ ′)a†λ⟩ , (2.28)

Hence, an equivalent definition of the Green’s function is

Gλ(τ) = −⟨Tτaλ(τ)a†λ(0)⟩ . (2.29)

Now, we examine the periodic property of the Green’s function for 0 < τ < β,

Gλ(τ) = −Tr
{
eβΩe−βHeτH/ℏaλe

−τH/ℏa†λ

}
= −Tr

{
eβΩa†λe

−βHeτH/ℏaλe
−τH/ℏ

}
= −Tr

{
eβΩe−βHa†λe

−βHeτH/ℏaλe
−τHeβH/ℏ

}
= −Tr

{
eβΩe−βHa†λaλ(τ − ℏβ)

}
= ⟨Tτaλ(τ − ℏβ)a†λ⟩ ,

= −Gλ(τ − ℏβ). (2.30)

The Matsubara Green’s function (for fermion) is anti-periodic with period of ℏβ, where
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we apply the anti-commutator of fermion operator here. It is easily checked that the

Matsubara Green’s function for boson is periodic with period of ℏβ, because of the positive

sign in time-ordering operator with anti-causality. In summary, we have

Gλ(τ) = ηGλ(τ − ℏβ), (2.31)

where η = +1 for bosons and η = −1 for fermions with τ ∈ (0, ℏβ).

In general, the Green’s functions (either fermion or boson) are both periodic with

period of 2ℏβ. Thus, we can expand the Gλ(τ) in Fourier series,

Gλ(τ) =
1

β

∑
n

e−iωnτGλ(iωn), (2.32)

with ωn = nπ/(ℏβ) and the Fourier coefficients are

Gλ(iωn) =
1

2ℏ

∫ ℏβ

−ℏβ
dτGλ(τ)eiωnτ . (2.33)

Using the relation Eq. 2.31, the Fourier coefficients can be further reduced. For

fermion, we have

Gλ(iωn) =
1

2ℏ

∫ ℏβ

0

dτGλ(τ)eiωnτ +
1

2ℏ

∫ 0

−ℏβ
dτGλ(τ)eiωnτ

=
1

2ℏ
(1− einπ)

∫ ℏβ

0

dτGλ(τ)eiωnτ , (2.34)

where Fourier coefficients vanish for all even n.

For boson, we have

Gλ(iωn) =
1

2ℏ

∫ ℏβ

0

dτGλ(τ)eiωnτ +
1

2ℏ

∫ 0

−ℏβ
dτGλ(τ)eiωnτ

=
1

2ℏ
(1 + einπ)

∫ ℏβ

0

dτGλ(τ)eiωnτ , (2.35)

where Fourier coefficients vanish for all odd n.

In summary, the relation between Gλ(iωn) and Gλ(τ) are

Gλ(iωn) =
1

ℏ

∫ ℏβ

0

dτGλ(τ)eiωnτ , Gλ(τ) =
1

β

∑
n

e−iωnτGλ(iωn). (2.36)
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with ωn = (2n+ 1)π/(ℏβ) for fermion and ωn = 2nπ/(ℏβ) for boson.

Now, we consider the free electron gas Hamiltonian in Eq. 2.1, the τ -evolution of

fermion operators are

aλ(τ) = eτĤ/ℏaλe
−τĤ/ℏ = e−ελτ/ℏaλ, (2.37)

a†λ(τ) = eτĤ/ℏaλe
−τĤ/ℏ = eελτ/ℏa†λ. (2.38)

Note that
[
aλ, Ĥ

]
= −ελaλ and

[
a†λ, Ĥ

]
= ελa

†
λ.

The corresponding Matsubara Green’s function, Gλ(τ), is

Gλ(τ) = −Θ(τ)e−ελτ/ℏ ⟨aλa†λ⟩+Θ(−τ)e−ελτ/ℏ ⟨a†λaλ⟩ ,

= −e−ελτ/ℏ{Θ(τ)(1− nF (ελ)) + Θ(−τ)nF (ελ)},

= −e−ελτ/ℏ{Θ(τ)− nF (ελ)}. (2.39)

where we note that nF (ελ) = ⟨a†λaλ⟩ is the Fermi distribution function,

nF (ελ) =
1

eελβ + 1
. (2.40)

The Gλ(iωn) is obtained by Eq. 2.36,

Gλ(iωn) = −(1− nF )
1

ℏ

∫ ℏβ

0

dτ eiωnτe−ελτ/ℏ,

= −1

ℏ
(1− nF )

eβ(iℏωn−ελ) − 1

iωn − ελ/ℏ
,

= −1

ℏ
(1− nF )

−e−βελ − 1

iωn − ελ/ℏ
,

=
1

iℏωn − ελ
. (2.41)

Note that eiℏωβ = −1 and (1− nF )(e
−βελ + 1) = 1 for fermion.

Comparing Eq. 2.41 with Eq. 2.8, two Green’s function are simply connected through

analytic continuation,

iℏωn → E + iδ. (2.42)
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2.2 Linear response theory

2.2.1 The Kubo formula

The linear response theory, i.e., the Kubo formula, formulates the linear order response

of observables with respect to perturbative external force. For example, the conductivity is

the linear response of current to external electric field. The linear response approximation

is a tremendous simplification in comparison with general non-equilibrium conditions,

since the linear response is uniquely determined by the equilibrium properties of the

system.

We shall start with a general Hamiltonian consisting a stationary part and a pertur-

bation,

Ĥ(t) = Ĥ0 + Ĥ ′(t), (2.43)

where Ĥ0 represents a system in the absence of the perturbation, Ĥ ′(t), which can vary

with time, t is the perturbation.

For a non-equilibrium state, the expectation value of any physical observable Â is also

time-dependent,

⟨Â(t)⟩ = Tr
(
ρ̂(t)Â

)
, (2.44)

where ρ̂(t) is the density operator that evolves with time.

The time evolution of the density operator is governed by the time evolution operator,

ρ̂(t) = Û(t, t′)ρ̂(t′)Û †(t, t′), (2.45)

where ρ̂(t′) ≡ ρ̂0 is defined as density operator at initial time (equilibrium state) and the

time evolution operator for a time-dependent Hamiltonian is

Û(t, t′) = T
[
e−

i
ℏ
∫ t
t′ dsĤ(s)

]
, (2.46)

where T is time-ordering operator. Note that the time evolution operator reduces to

e−
i
ℏ Ĥ(t−t′) when the Hamiltonian is time-independent.

It should be noted that the density matrix operator does not evolve with time in the
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Heisenberg picture but it does in the Schrödinger picture. It is clear by writing it in the

matrix form,

ρ̂(t′) = ρ̂0 =
1

Z

∑
n

e−Ĥ0β |n⟩ ⟨n| , (2.47)

where Z = Tr e−Ĥ0β is the partition function. The time-evolution operator acts on the

state vectors and gives Eq. 2.45.

The time-ordering operator in the time evolution operator is cumbersome to calculate

analytically but we can be expand it in order of Ĥ ′ in Interaction picture, since the

time-dependent part of Hamiltonian is perturbative. To the first order, we have

Û(t, t′) = Û0(t, t
′)− Û0(t, tr)

i

ℏ

∫ t

t′
dsĤ ′

I(s)Û
†
0(t

′, tr) +O(Ĥ ′2), (2.48)

where tr is the reference time.

Consequently, the time evolved density operator can be expanded to first order of Ĥ ′,

ρ̂(t) =
{
Û0(t, t

′)− Û0(t, tr)
i

ℏ

∫ t

t′
dsĤ ′

I(s)Û
†
0(t

′, tr)
}
ρ̂(t′){

Û †
0(t, t

′) + Û0(t
′, tr)

i

ℏ

∫ t

t′
ds Ĥ ′

I(s)Û
†
0(t, tr)

}
,

= Û0(t, t
′)ρ̂(t′)Û †

0(t, t
′) +

i

ℏ

∫ t

t′
ds Û0(t, t

′)ρ̂(t′)Û0(t
′, tr)Ĥ

′
I(s)Û

†
0(t, tr)

− Û0(t, tr)Ĥ
′
I(s)Û

†
0(t

′, tr)ρ̂(t
′)Û †

0(t, t
′). (2.49)

We assume that prior to time tr = t′ = −∞, the external force is absent and the

system is in the equilibrium state ρ̂0,

ρ̂(t) = ρ̂0 +
i

ℏ

∫ t

−∞
ds Û0(t, tr)ρ̂0Ĥ

′
I(s)Û

†
0(t, tr)− Û0(t, tr)Ĥ

′
I(s)ρ̂0Û

†
0(t, t

′). (2.50)

Note that Eq. 2.50 can be treated as the density response to the external force in Ĥ ′
I .
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Consequently, the expectation value of physical observable Â under external force is

⟨Â(t)⟩ = Tr
(
ρ̂0Â

)
+
i

ℏ

∫ t

−∞
dsTr

{
Û0(t, tr)ρ̂0Ĥ

′
I(s)Û

†
0(t, tr)Â− Û0(t, tr)Ĥ

′
I(s)ρ̂0Û

†
0(t, tr)Â

}
= Tr

(
ρ̂0Â

)
+
i

ℏ

∫ t

−∞
dsTr

{
ρ̂0Ĥ

′
I(s)Û

†
0(t, tr)ÂÛ0(t, tr)− ρ̂0Û

†
0(t, tr)ÂÛ0(t, tr)Ĥ

′
I(s)

}
= Tr

(
ρ̂0Â

)
+
i

ℏ

∫ t

−∞
dsTr

{
ρ̂0

[
Ĥ ′
I(s), ÂI(t)

]}
. (2.51)

In summary, we obtain the Kubo formula,

⟨Â(t)⟩ = ⟨Â(0)⟩0 +
i

ℏ

∫ t

−∞
ds ⟨

[
Ĥ ′
I(s), ÂI(t)

]
⟩
0
, (2.52)

where ⟨· · ·⟩0 indicates ensemble average over ρ̂0 (equilibrium state). Clearly, the non-

equilibrium problem is simplified into the properties of equilibrium state.

2.2.2 Current correlation function

The physical quantity of interest in this dissertation is the Hall conductivity, which

can be obtained from the (spin) current-current correlation function. We shall consider

the current-current correlation function as an example. The current correlation function

represents the linear response of current to the external electric field. We shall employ a

Hamiltonian of free electron accompanying a vector potential,

Ĥ =
1

2m
(p̂kin)

2 =
1

2m
(p̂can − eA(r, t))2

=
p̂2
can

2m
− e

2m
(p̂can ·A(r, t) +A(r, t) · p̂can) +

e2

2m
A2(r, t), (2.53)

where e,m are electron charge and electron mass, A(r, t) is the vector potential and

p̂can = iℏ∇ is the canonical momentum operator. The kinetic momentum operator is

simply p̂can − eA(r, t).

The Hamiltonian Eq. 2.53 can be written in second quantization (see Appendix. 2.A),

H2nd =

∫
drψ†(r)Ĥψ(r) (2.54)

=

∫
dr ψ†(r)

(
− ℏ2∇2

2m
− iℏe

2m
(∇ ·A(r, t) +A(r, t) · ∇) +

e2

2m
A2(r, t)

)
ψ(r),
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where ψ(r) is the field operator of electron.

The field operator ψ(r) and the vector potential A(r, t) are written in Fourier series,

ψ(r) =
1√
V

∑
k

ake
ik·r, (2.55)

A(r, t) =
∑
q

∫
dω

2π
A(q, ω)ei(q·r−ωt), (2.56)

where ak is the annihilation operator of electron.

The O(A0) part of Eq. 2.55 is simply the free electron Hamiltonian,

H0 =
∑
k,k′

a†kak′
ℏ2kk′

2m

1

V

∫
drei(k

′−k)·r =
∑
k

a†kak
ℏ2k2

2m
, (2.57)

where we define the energy of free electron, ϵk = ℏ2k2

2m
.

The O(A1) part is

H1 = −
∫
dr

1√
V

∑
k

a†ke
−ik·r iℏe

2m
(∇ ·A(r, t) +A(r, t) · ∇)

1√
V

∑
k′

ak′eik
′·r

= −i ℏe
2mV

∫
dr

∑
k,k′,q

a†kak′

∫
dω

2π
e−iωt e−ik·r(∇ ·A(q, ω)eiq·r + eiq·rA(q, ω) · ∇)eik

′·r

=
ℏe

2mV

∫
dr

∑
k,k′,q

a†kak′

∫
dω

2π
e−iωt e−ik·r(k ·A(q, ω)eiq·r + eiq·rA(q, ω) · k′)eik

′·r

=
ℏe
2m

∑
k,k′,q

a†kak′

∫
dω

2π
(k′ + k) ·A(q, ω)e−iωt

∫
dr

1

V
ei(−k+q+k′)·r

=
ℏe
2m

∑
k,q

a†kak−q

∫
dω

2π
(2k − q) ·A(q, ω)e−iωt

= e
∑
k,q

a†k+q/2ak−q/2

∫
dω

2π

ℏk
2m

·A(q, ω)e−iωt,

= −
∑
q

∫
dω

2π
jp(−q) ·A(qω)e−iωt, (2.58)

where the paramagnetic current operator is defined as,

jp(q) = −e
∑
k

a†k−q/2ak+q/2
ℏk
2m

,

j†p(q) = −e
∑
k

a†k+q/2ak−q/2
ℏk
2m

= jp(−q). (2.59)
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The O(A2) part of the Hamiltonian is

H2 =

∫
dr

1√
V

∑
k

a†ke
−ik·r e

2

2m
A2(r, t)

1√
V

∑
k′

ak′eik
′·r

=
1

V

e2

2m

∑
k,k′,q,q′

a†kak′

∫ ∫
dω

2π

dω′

2π
A(q, ω) ·A(q′, ω′)e−i(ω+ω

′)t

∫
dr ei(k

′−k+q+q′)·r

=
e2

2m

∑
k,q,q′

a†kak−q−q′

∫ ∫
dω

2π

dω′

2π
A(q, ω) ·A(q′, ω′)e−i(ω+ω

′)t

= −1

2

∑
q

∫
dω

2π
jd(−q) ·A(q, ω)e−iωt, (2.60)

where the diamagnetic current operator is

jd(q) = −e
2

m

∑
k,q′

a†kak+q−q′

∫
dω′

2π
e−iω

′tA(q′, ω′) (2.61)

a. Current correlation function

We keep the O(A0) part (free electron Hamiltonian) and O(A1) part (external electric

field) and neglect the higher order part. The perturbation Hamiltonian represents the

coupling between paramagnetic current, jp and vector potential, A(q, ω) with a specific

driving frequency ω,

H′(q, ω, t) = −jp(−q) ·A(q, ω)e−iωt. (2.62)

The total Hamiltonian in question is

H = H0 +H′(q, ω, t). (2.63)

where H0 is the Hamiltonian without external force (equilibrium state).

Remind the Kubo formula in Eq. 2.53 and the current response function is

⟨ĵi(q, t)⟩ − ⟨ĵi(q, 0)⟩0

= − i

ℏ

∫ t

−∞
dsTr

(
ρ̂0

[
ĵj,I(−q, s), ĵi,I(q, t)

])
Aj(q, ω)e

−iωs

= − i

ℏ

∫ +∞

−∞
ds θ(t− s) Tr

(
ρ̂0

[
ĵj,I(−q, 0), ĵi,I(q, t− s)

])
Aj(q, ω)e

−iωs. (2.64)

Through Fourier transformation of current correlation function from time domain to
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frequency domain, we have

⟨ĵi(q, ω)⟩ =
∫ +∞

−∞
dt ⟨ĵi(q, t)⟩ ei(ω+iη)t

= − i

ℏ

∫ +∞

−∞
dt

∫ +∞

−∞
ds θ(t− s) Tr

(
ρ̂0

[
ĵj,I(−q, 0), ĵi,I(q, t− s)

])
Aj(q, ω)e

−iωsei(ω
′+iη)t

= − i

ℏ

∫ +∞

−∞
ds

∫ +∞

−∞
dt θ(t− s)

Tr
(
ρ̂0

[
ĵj,I(−q, 0), ĵi,I(q, t− s)

])
ei(ω

′+iη)(t−s)Aj(q, ω)e
i(ω′−ω+iη)s

=

∫ +∞

−∞
dsχij(q, ω

′)Aj(q, ω)e
i(ω′−ω+iη)s

= χij(q, ω)Aj(q, ω), (2.65)

where η is infinitesimal to ensure exponential decay at t→ −∞ and the current correlation

function χij is defined as

χij(q, ω) =
i

ℏ

∫ +∞

0

dt Tr
(
ρ̂0

[
ĵi,I(q, t), ĵj,I(−q, 0)

])
ei(ω+iη)t. (2.66)

Note that the external electric field is E = iωA. Thus, the (optical) conductivity

tensor is obtained by

σαij(q, ω) =
χij(q, ω)− χij(q, 0)

iω
, (2.67)

where χij(q, 0) cancels the diamagnetic current in diagonal component (i = j). The dc

(electric) conductivity tensor is simply obtained in the limit ω → 0

σαij(q, 0) = lim
ω→0

χij(q, ω)− χij(q, 0)

iω
. (2.68)

2.2.3 Generalized correlation function

We now generalize the correlation function to arbitrary physical quantities. For a

perturbative Hamiltonian in which physical quantity Bν(−q) couples with field Fν(q, ω),

the perturbative Hamiltonian of external force with a specific driving frequency ω reads

Hext = −Bν(−q)Fν(q, ω)e
−iωt. (2.69)
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Any physical quantity Aµ(q, ω) responses to perturbation above in linear order is

expressed as the “correlation” between Aµ and Bν ,

⟨Aµ(q, ω)⟩ = χAµ,Bν (q, ω)Fν(q, ω), (2.70)

with the A-B correlation function,

χAµ,Bν (q, ω) =
i

ℏ

∫ +∞

0

dt Tr
(
ρ̂0

[
Aµ(q, t), Bν(−q, 0)

])
ei(ω+iη)t. (2.71)

2.2.4 Energy spectral representation

One method to calculate the correlation function is through its energy spectral rep-

resentation. We consider the generalized correlation function in Eq. 2.71. In equilibrium

state with low particle density, the occupation number for level n is approximated by the

Fermi function,

ρn = e−εnβ
∑
m

e−εmβ ≈ f(εn) =
1

eεnβ + 1
. (2.72)

Thus, the density operator can be simplified as Fermi distribution function with Hamil-

tonian,

ρ̂0 = f(Ĥ0) =
1

1 + eĤ0β
. (2.73)

Inserting two identity matrix I = |n⟩ ⟨n| and using identity Ĥ0 |n⟩ = εn |n⟩, the trace

part of Eq. 2.71 is

Tr
(
ρ̂0

[
Aµ(q, t), Bν(−q, 0)

])
=

∑
n,m

Tr
(
f(Ĥ0) |n⟩ ⟨n| eiĤ0tAµ(q, 0)e

−iĤ0t |m⟩ ⟨m|Bν(−q, 0)

−f(Ĥ0) |n⟩ ⟨n|Bν(−q, 0)eiĤ0t |m⟩ ⟨m|Aµ(q, 0)e−iĤ0t
)

=
∑
n,m

f(εn) Tr
(
⟨n| eiĤ0tAµ(q, 0)e

−iĤ0t |m⟩ ⟨m|Bν(−q, 0) |n⟩

− ⟨n|Bν(−q, 0)eiĤ0t |m⟩ ⟨m|Aµ(q, 0)e−iĤ0t |n⟩
)
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=
∑
n,m

f(εn) Tr
(
eiεnte−iεmt ⟨n|Aµ(q, 0) |m⟩ ⟨m|Bν(−q, 0) |n⟩

−eiεmte−iεnt ⟨n|Bν(−q, 0) |m⟩ ⟨m|Aµ(q, 0) |n⟩
)

=
∑
n,m

f(εn)
(
e

i
ℏ (εn−εm)tAnmµ (q)Bmn

ν (−q)− e
i
ℏ (εm−εn)tBnm

ν (−q)Amnµ (q)
)

=
∑
n,m

(f(εn)− f(εm))A
nm
µ (q)Bmn

ν (−q)e
i
ℏ (εn−εm)t, (2.74)

where Anm, Bnm are matrix elements of operator A and B.

The integral in Eq. 2.71 can be calculated with the following identity,

i

ℏ

∫ +∞

0

dt e
i
ℏ (εn−εm)tei(ω+iη)t =

i

ℏ

∫ +∞

0

dt e
i
ℏ (εn−εm+ℏω+iℏη)t = − 1

(εn − εm + ℏω + iη)
.(2.75)

The generalized correlation function in the energy spectral representation is

χAµ,Bν (q, ω) = −
∑
n,m

(f(εn)− f(εm))
Anmµ (q)Bmn

ν (−q)

(εn − εm + ℏω + iη)
. (2.76)

a. Hall conductivity in energy spectral representation

Remind the current correlation function (Eq. 2.66) and its energy spectral represen-

tation is

χij(q, ω) = −
∑
n,m

(f(εn)− f(εm))
Jnmi (q)Jmnj (−q)

εn − εm + ℏω + iη
. (2.77)

The conductivity tensor is obtained by Eq. 2.67,

σij(q, ω) = − 1

iω

∑
n,m

(f(εn)− f(εm))J
nm
i (q)Jmnj (−q)

( 1

εn − εm + ℏω + iη
− 1

εn − εm + iη

)
= − 1

iω

∑
n,m

(f(εn)− f(εm))J
nm
i (q)Jmnj (−q)

( −ℏω
(εn − εm + iη)(εn − εm + ℏω + iη)

)
=

ℏ
i

∑
n,m

(f(εn)− f(εm))
Jnmi (q)Jmnj (−q)

(εn − εm + iη)(εn − εm + ℏω + iη)
. (2.78)

In the static limit, the electric conductivity tensor is

σij = ℏ
∑
n,m

(f(εn)− f(εm))
Im

[
Jnmi (q = 0)Jmnj (−q = 0)

]
(εn − εm)2

, (2.79)
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where q = 0 for zero external magnetic field.

2.2.5 Matsubara substitution

The correlation function can be also calculated through Matsubara substitution. Con-

sidering the general correlation function (Eq. 2.71),

χAµ,Bν (q, ω) =
i

ℏ

∫ +∞

0

dt Tr
(
ρ̂0

[
Aµ(q, t), Bν(−q, 0)

])
ei(ω+iη)t

=
i

ℏ

∫ +∞

0

dt ei(ω+iη)tTr
(
ρ̂0

[
Aµ(q, t)Bν(−q, 0)−Bν(−q, 0)Aµ(q, t)

])
=

i

Zℏ

∫ +∞

0

dt ei(ω+iη)t

Tr
(
e−βĤ0Aµ(q, t)Bν(−q, 0)− e−βĤ0e+βĤ0Aµ(q, t)e

−βĤ0Bν(−q, 0)
)

=
i

Zℏ

∫ +∞

0

dt ei(ω+iη)tTr
(
e−βĤ0Aµ(q, t)Bν(−q, 0)− e−βĤ0Aµ(q, t− iℏβ)Bν(−q, 0)

)
=
i

ℏ

∫ +∞

0

dt ei(ω+iη)tTr
(
ρ̂0 (Aµ(q, t)Bν(−q, 0)− Aµ(q, t− iℏβ)Bν(−q, 0))

)
. (2.80)

Replace the frequency, ω, with Matsubara frequency of boson v = 2mπ/(ℏβ) through

analytic continuation iv → ω + iη, Eq. 2.80 can be rewritten as

χAµ,Bν (q, iv)

=
i

ℏ

∫ +∞

0

dt e−vtTr
(
ρ̂0Aµ(q, t)Bν(−q, 0)

)
− i

ℏ

∫ +∞

0

dt e−vtTr
(
ρ̂0Aµ(q, t− iℏβ)Bν(−q, 0)

)
=
i

ℏ

∫ +∞

0

dτ e−vτ Tr
(
ρ̂0Aµ(q, τ)Bν(−q, 0)

)
+
i

ℏ

∫ −iℏβ

+∞−iℏβ
dt e−vτ Tr

(
ρ̂0Aµ(q, τ)Bν(−q, 0)

)
=
i

ℏ

∫ −iℏβ

0

dτ e−vτ Tr
(
ρ̂0Aµ(q, τ)Bν(−q, 0)

)
= −1

ℏ

∫ ℏβ

0

du eivu ⟨TuAµ(q, u)Bν(−q, 0)⟩0 , (2.81)

where we add time-ordering operator Tu to keep the same form with the Matsubara

Green’s function. Apparently, Eq. 2.81 is time-ordered as u > 0.
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a. Current correlation function with Matsubara substitution

The current correlation function with Matsubara substitution is

χij(q, iv) = −1

ℏ

∫ ℏβ

0

du eivu ⟨TuJi(q, u)Jj(−q)⟩0 , (2.82)

with current operator,

Ji(q) = −e
∑
k

a†k−q/2vi,kak+q/2. (2.83)

The thermodynamic average term in Eq. 2.82 is

⟨TuJi(q, u)Jj(−q)⟩0 = e2
∑
k,k′

⟨Tua†k−q/2(u)vi,kak+q/2(u)a
†
k′+/2vj,k′ak′−q/2⟩

0

= e2
∑
k,k′

⟨a†k−q/2(u)ak+q/2(u)⟩
0
vi,k ⟨a†k′+/2ak′−q/2⟩

0
vj,k

−⟨a†k−q/2(u)ak′−q/2⟩
0
vi,k ⟨ak+q/2(u)a

†
k′+/2⟩0 vj,k

= e2
∑
k,k′

G(0)
k+q/2,k−q/2(0)vi,kG

(0)
k′−q/2,k′+q/2(0)vk,k′

−e2
∑
k,k′

G(0)
k′−q/2,k−q/2(−u)vi,kG

(0)
k+q/2,k′+q/2(u)vj,k, (2.84)

where the Wick’s theorem is applied to contract the creation and annihilation operators

with Matsubara Green’s function, G(0)
λ,λ′(τ − τ ′) = −⟨Tτaλ(τ)a†λ′(τ ′)⟩0.

Note that the τ -domain Green’s function can be written in the frequency domain,

G(0)(τ) =
1

β

∑
n

G(0)(iωn)e
−iωnτ . (2.85)

The current correlation function is

χij(q, iv) = e2
∑
k

1

ℏ

∫ ℏβ

0

du eivuG(0)
k−q/2(−u)vi,kG

(0)
k+q/2(u)vj,k

= e2
∑
k

1

ℏ

∫ ℏβ

0

du eivu
1

β

∑
n

Gk−q/2(iωn)e
iωnuvi,k

1

β

∑
m

Gk+q/2(iωm)e
−iωmuvj,k

= e2
∑
k

∑
n

∑
m

G(0)
k−q/2(iωn)vi,kG

(0)
k+q/2(iωm)vl,k

1

ℏ
1

β2

∫ ℏβ

0

du eivueiωnue−iωmu
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= e2
∑
k

∑
n

∑
m

G(0)
k−q/2(iωn)vi,kG

(0)
k+q/2(iωm)vj,k

1

ℏβ2

∫ ℏβ

0

du ei(v+ωn−ωm)u

= e2
∑
k

∑
n

∑
m

G(0)
k−q/2(iωn)vi,kG

(0)
k+q/2(iωm)vj,k

1

β
δ(v + ωn − ωm)

= e2
1

β

∑
k

∑
n

G(0)
k−q/2(iωn)vi,kG

(0)
k+q/2(iωn + iv)vj,k. (2.86)

b. Evaluation of Matsubara summation

Figure 2.2: Residue theorem on Matsubara summation.
Integration paths of C (a), C1, C2,Γ1,Γ2 (b), and C ′ (c) in complex plane of z. The red
crosses represent the poles of weighting function νβ(z) and green crosses represent the
poles of F (z).

The Matsubara summation (over ωn) in Eq. 2.86, can be evaluated through the residue

theorem [67]. We shall consider Matsubara summation of arbitrary function F (iωn) with

fermionic frequency, (ωn = (2n+ 1)π/β), for example,

1

β

∑
n∈Z

F (iωn). (2.87)

If F (z) does not have any singularity on the imaginary axis, the sum can be considered

as summation over multiple poles on the imaginary axis given by fermionic weighting

functions, such as νβ(z) = tanh(βz/2),

1

β

∑
n∈Z

F (iωn) =
1

2πi

∮
C

dzF (z)νβ(z). (2.88)

where C is the integration contours surrounding all poles of the fermionic weighting func-

tion νβ(z) (see Fig. 2.2(a)).
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It is easily checked that g(z)νβ(z) converges to zero when |z| → ∞. Thus the integral

of left Γ1 and right Γ2 hemisphere are asymptotically zero when the radius of the path

goes to infinity,

lim
|z|→∞

1

2πi

∮
Γ1

dzF (z)νβ(z) = lim
|z|→∞

1

2πi

∮
Γ2

dzF (z)νβ(z) = 0. (2.89)

Thus, the integral over path C can be written as,

1

2πi

∮
C

dzF (z)νβ(z) =
1

2πi

∮
C1

dzF (z)νβ(z)
1

2πi

∮
C2

dzF (z)νβ(z)

=
1

2πi

∮
Γ1+C1

dzF (z)νβ(z) +
1

2πi

∮
Γ2+C2

dzF (z)νβ(z)

= −
∑
z=za

Res[F (z)νβ(z)], (2.90)

where za are poles of g(z).

The first identity of Matsubara summation is to calculate the residue of poles of

F (z),
1

β

∑
n∈Z

F (iωn) = −
∑
z=za

Res[F (z)νβ(z)]. (2.91)

The second identity of Matsubara summation is to calculate the integral with path

surrounding all poles of F (z),

1

β

∑
n∈Z

F (iωn) =
1

2πi

∫
C′
dzF (z)νβ(z). (2.92)

where C ′ surrounds all poles of F (z) (see Fig. 2.2(c)).

It is easily checked that Matsubara summation over bosonic frequency (ωn = 2nπ/β)

can be calculated by choosing other appropriate weighting function, e.g., νβ(z) = coth(βz/2).

2.3 First principles calculation

2.3.1 Density functional theory

An efficient and accurate scheme for numerically solving many-body problems is the

density functional theory (DFT) [68]. To describe a many-particle system such as electrons

in a solid, one has to calculate the many-body wave function, which is a formidable task
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due to the enormous electronic degrees of freedom. However, this complicated many-

particle problem can be reduced to an effective single-particle problem by noting that

information of the ground-state density is sufficient to calculate all physical quantities of

interest. A rigorous foundation of DFT in its modern form was provided by Hohenberg

and Kohn [69], and the effective single particle equation for practical application of DFT

was derived by Kohn and Sham [70] by introducing the local density approximation.

a. Hohenberg-Kohn theorem

The basic theorems of the density functional formalism were derived by Hohenberg

and Kohn. Extending an argument for independent fermions [71], Levy provided a simpler

and more general derivation [72], which we present here.

We shall consider a system with N electrons moving in an external potential Vext(r).

The total Hamiltonian is

Ĥ = T̂ + V̂ee +
N∑
i

Vext(ri), (2.93)

where T̂ and V̂ee are the kinetic and electron-electron interaction operators, respectively.

We define the following functional F [ρ] of the density ρ(r) obtained from an generic

antisymmetric (fermion) wave function, ψ(r1, r2, · · · , rN):

F [ρ] = min
ψ→ρ

⟨ψ| T̂ + V̂ee |ψ⟩ , (2.94)

where the minimum is taken over all possible wave functions, ψ, that give the density ρ.

Assuming the EGS, ψGS and ρGS(r) to be the energy, wave function, and density of

the ground-state, respectively, the Hohenberg-Kohn theorem states

E[ρ] ≡
∫
drVext(r)ρ(r) + F [ρ] ⩾ EGS, (2.95)

for all ρ(r) and

EGS =

∫
drVext(r)ρGS(r) + F [ρGS]. (2.96)

To prove the variational principle (Eq. 2.95), we introduce the a wave function ψρ,min(r)
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that minimizes Eq. 2.94,

F [ρ] = ⟨ψρ,min| T̂ + V̂ee |ψρ,min⟩ . (2.97)

Writing V =
∑

i Vext(ri), we can prove Eq. 2.95,∫
drVext(r)ρ(r) + F [ρ] = ⟨ψρ,min| T̂ + V̂ee + V̂ |ψρ,min⟩ ⩾ EGS, (2.98)

where we employ the minimum property (Eq. 2.95) of the ground state.

Using the minimum property once more we find

EGS = ⟨ψGS| T̂ + V̂ee + V |ψGS⟩ ⩽ ⟨ψρ,min| T̂ + V̂ee + V |ψρ,min⟩ , (2.99)

⟨ψGS| T̂ + V̂ee |ψGS⟩ ⩽ ⟨ψρ,min| T̂ + V̂ee |ψρ,min⟩ , (2.100)

where we subtracted the interaction with the external potential in the second inequality.

Comparing with Eq. 2.97, the two inequalities can be simultaneously valid only if

⟨ψGS| T̂ + V̂ee |ψGS⟩ = ⟨ψρ,min| T̂ + V̂ee |ψρ,min⟩ . (2.101)

Thus, we have

EGS =

∫
drVext(r)ρGS(r) + ⟨ψGS| T̂ + V̂ee |ψGS⟩

=

∫
drVext(r)ρGS(r) + ⟨ψρ,min| T̂ + V̂ee |ψρ,min⟩

=

∫
drVext(r)ρGS(r) + F [ρGS]. (2.102)

The important result from the Hohenberg-Kohn theorem is that we can obtain the

ground-state wave function by minimizing the functional E[ρ] with respect to density

ρ. Besides, the theorems provide a general method for calculating other ground state

properties. If we also have an approximation to the functional X[ρ] describing other

ground-state property X, the same procedure leads to approximations for X.
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b. Kohn-Sham single-particle equation

Practical application of Hohenberg-Kohn theorem is still limited by the problematic

treatment of the many-particle kinetic energy. Hence, an effective single-particle equation

is purposed to deal with the variational principle in many-particle problem [70]. The

energy functional is rewritten as

E[ρ] =

∫
drVext(r)ρ(r) + F [ρ]

= T0[ρ] +

∫
drρ(r)

(
Vext(r) +

1

2
Φ(r)

)
+ Eex[ρ], (2.103)

where T0[ρ] is the kinetic energy of a system of non-interacting particles with densityρ(r),

Φ(r) is Coulomb potential for electrons, and Eex[ρ] is the exchange-correlation energy of

an interacting system with density ρ(r).

The variation principle applied to Eq. 2.103 gives

δE[ρ]

δρ
=

δT0[ρ]

δρ
+ Vext(r) +

1

2
Φ(r) +

δEex[ρ]

δρ

=
δT0[ρ]

δρ
+ Veff (r), (2.104)

with an effective potential defined as

Veff (r) ≡ Vext(r) +
1

2
Φ(r) +

δEex[ρ]

δρ
. (2.105)

The solution of Eq. 2.104 is obtained by solving the single-particle Schrödinger equa-

tion (Kohn-Sham equation) of the non-interacting electrons moving in the effective po-

tential Veff , (
−1

2
∇2 + Veff (r)

)
ψi(r) = εiψi(r), (2.106)

with density

ρ(r) =
N∑
i

ψ∗
i (r)ψi(r), (2.107)

where we use Hartree units, ℏ = m = e = 1.
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Apparently, the effective potential depends on the density, ρ(r), which is obtained from

wave functions, ψi(r), the solution of Kohn-Sham equation containing the effective po-

tential. Hence, the Kohn-Sham equation can only be solved self-consistently. The Kohn-

Sham equation simplifies the interacting many-body problem into a non-interacting single

particle problem by introducing an additional exchange-correlation energy, Eec. However,

the exchange-correlation energy can not be solved exactly and the approximations for Eec

play a central role in the density functional theory.

c. Local spin density approximation

The most used approximation method for exchange correlation energy is the local spin

density (LSD) approximation, in which the exchange-correlation energy is

ELSD
ex =

∫
drρ(r)εex[ρ↑(r), ρ↓(r)], (2.108)

where εex[ρ↑(r), ρ↓(r)] is the exchange-correlation energy with spin-up and spin-down

densities ρ↑(r) and ρ↓(r), respectively. The approximation is based on the idea that

divides the inhomogeneous electron system into small “boxes” of assumptive homogeneous

electron gas whose exchange correlation energy depends on the local spin densities, i.e.,

εex[ρ↑(r), ρ↓(r)]. Therefore, the problem of calculating the exchange-correlation energy in

an inhomogeneous electron system has been simplified as the problem of calculating the

exchange-correlation energy density, εex, of the homogenous electron gases.

However, the LSD approximation has a tendency to underestimate the exchange energy

and over-estimate the correlation energy, since the exchange and correlation parts tend to

compensate each other to a certain degree [73]. To obtain more accurate approximation

on exchange-correlation energy, it is common to expand in terms of the gradient of the

density in order to account for the non-homogeneity of the true electron density, which

are referred to as generalized gradient approximations (GGA) [74],

ELSD
ex =

∫
drρ(r)εex[ρ↑(r), ρ↓(r),∇ρ↑(r),∇ρ↓(r)]. (2.109)

The exchange-correlation energy density, εex, has been calculated successively by many

authors [75–82]. In our calculation, we implement a simple but accurate version of GGA

purposed by Perdew, Burke and Ernzerhof (PBE 96) [83].
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2.3.2 Spin orbit coupling in DFT

The spin orbit coupling is implemented through a second variation method in our first

principles calculation [84]. We shall consider the fully relativistic single-particle Kohn-

Sham Hamiltonian [85] and its Schrödinger equation,

H = −icα · ∇+ (β − I4)mc
2 − eϕeff + µBBeff · σ ⊗ I2,

HΨ(r) = εΨ(r). (2.110)

where

α =

 0 σ

σ 0

 , β =

 I2 0

0 −I2

 , (2.111)

are the generators of Dirac algebra. The ϕeff and Beff are effective electric and effective

magnetic field, respectively.

The Hamiltonian can be rewritten in matrix form, V (r) −icα · ∇
−icα · ∇ V (r)− 2mc2I2

 Φ

χ

 = ϵ

 Φ

χ

 , (2.112)

where Φ and χ are the large and small components of Ψ(r), V (r) is defined as

V (r) = −eϕeffI2 + µBBeff · σ. (2.113)

By defining a factor f = 2mc2/(2mc2 + ε − V ), we have two coupled differential

equations for Φ and χ,

1

2m
σ · ∇(fσ · ∇Φ) + (εI2 − V (r)) = 0, (2.114)

χ = − i

2mc
σ · f∇Φ. (2.115)

Note that the factor f ≃ 1 when mc2 ≫ ε− V .

The relativistic Kohn-Sham Hamiltonian can be separated into a the semi-relativistic
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Hamiltonian and a spin-orbit-coupling term,

H = Hsemi +Hsoc, (2.116)

with

Hsemi

 Φ

χ

 =

 V (r)Φ− 1
2m

∇ · (f∇Φ)

− i
2mc

σ · (f∇Φ)

 , (2.117)

and

Hsoc

 Φ

χ

 =

 − iσ
2m

· (∇f ×∇Φ)

0

 , (2.118)

Denote the eigenstates |n⟩ of the semi-relativistic Hamiltonian,

Hsemi |n⟩ = Hsemi

 Φn

χn

 = εn

 Φn

χn

 . (2.119)

The matrix elements of the full Hamiltonian can be expressed as,

Hmn = δmnεn + ⟨m|Hsoc |n⟩ . (2.120)

To incorporate the spin orbit coupling into the semi-relativistic calculation, the second

variation procedure is implemented, involving three steps: i. obtain the eigenfunctions

of semi-relativistic Hamiltonian Hsemi; ii.diagonalized the fully relativistic Hamiltonian

obtained from Eq. 2.120 with variational method; iii. obtain the eigenfunctions of the

diagonalized relativistic Hamiltonian. This approximation is also called scalar relativistic

approach, in which the SOC effect on the radial part of wave functions is neglected for

the valance electron [86,87].

2.3.3 Full-potential linearized augmented plane wave

In our calculation, the actual implementation of DFT with LSD approximation is

achieved by employing the highly precise full-potential linearized augmented plane wave

(FLAPW) method [88–90]. The “full-potential” means no shape approximation is made
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for the density or potential.

In the FLAPWmethod, the real space is partitioned into spherical regions around each

atom (denoted as the α-th atom), the so called “muffin-tin” (MT), and the interstitial

region between the atomic spheres (Fig. 2.3). In the spherical region, the basis functions

are products of radial functions and spherical harmonics, and in the interstitial region

plane waves are used as solutions of the single-particle Kohn-Sham equation.

Figure 2.3: Schematic plot of real space partition in FLAPW basis.
The real space of the model is partitioned into atomic spheres (MT spheres) (I) and the
interstitial region (II). The red and yellow circles represent nucleus of atoms (α) placed
at the center of MT spheres.

The FLAPW basis functions are

ΨK(r) =

Ω−1/2eiK·r interstitial∑
lm [Aαlmu(El, r) +Bα

lmu̇(El, r)]Ylm(r̂) α-th MT sphere
(2.121)

where Ω is the volume per unit cell, Ylm is spherical harmonics, and the radial function

u(El, r) is the solution of of the radial Schrödinger equation solved at a fixed energy El

inside each MT sphere,

1

2r

d2

dr2
[rul(r)]−

l(l + 1)

2r2
ul(r) + [El − veffr]ul(r) = 0, (2.122)
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The its energy derivative u̇(El, r) satisfies

1

2r

d2

dr2
[ru̇l(r)]−

l(l + 1)

2r2
u̇l(r) + [El − veffr]u̇l(r) + ui(r) = 0, (2.123)

where veff (r) is the spherical component of the effective potential. The coefficients Aαlm

and Bα
lm are determined by enforcing continuity of value and the first order radial deriva-

tive of the plane waves at the boundary of the α-th MT spheres.

With the FLAPW basis set as given in Eq. 2.122, the single-particle wave functions

are determined by solving the secular equation

∑
G′

[HG,G′ − εi(k)OG,G′ ]Ci
G′ = 0, (2.124)

where HG,G′ is the Hamiltonian matrix in the Kohn-Sham equation and OG,G′ is the

overlap matrix,

OG,G′ =

∫
drΨ∗

k,G(r)Ψk,G′ .(r). (2.125)

The important advantage of the LAPW method over the traditional augmented plane

wave (APW) method is that the Hamiltonian and the overlap matrix in Eq. 2.124 are

energy independent, which permits the simultaneous determination of the eigenvalues

and eigenfuctions within a single diagonalization [91]. The estimated error due to the

linearization is of order (E−El)
2 for the radial function and O((E−El)

4) for the energy

[92,93].

The electron charge density and effective potential are represented by a “natural”

representation in both of the spatial regions. Inside the α-th MT-sphere the charge density

and effective potential are expressed as the radial expansion of the lattice harmonics, Kν ,

ρα(r) =
∑
ν

ρν(τα)Kν(rα)− Zαδ(rα), (2.126)

where Zα is the total charge of the α-th nucleus and the lattice harmonics are defined to

satisfy local symmetry of the a α-th atom,

Kν(rα) =
∑
m

cαν,mYlm(rα), (2.127)
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and satisfy the orthogonality condition for ν,∫
dΩKν(rα)Kν′(rα) = δν′ν , (2.128)

In the interstitial region the charge density and effective potential are expressed in

terms of the star function ΦGs ,

ρ(r) =
∑
Gs

ρGsΦGs(r), (2.129)

where the star functions are constructed to ensure the symmetry of the lattice space

operations,

ΦGs(r) =
1

Nop

∑
R

eiRGs·(r−tR), (2.130)

where {R|tR} is the space group operation, Nop the number of space group operations,

and Gs is the star representative reciprocal vector.

The Coulomb potential vcoul(r) is obtained by solving Poison’s equation in each re-

gions through the pseudo-charge method [94] and the effective single-particle potential

is constructed by adding the exchange-correlation potential determined by the charge

density. The core electrons are treated fully relativistically using the spherical part of

the effective potential, whereas the valence electrons are treated with scalar relativistic

approximation.

2.3.4 Intrinsic anomalous and spin Hall conductivity

In first principles calculations, the optical conductivity tensor is commonly calculated

through the Kubo formula [95]. The anomalous and spin Hall conductivity is the off-

diagonal component of the optical conductivity tensor in the static limit [28, 32]. We

remind the result of (spin) optical conductivity tensor in Eq. 2.78,

σαij(ω) =
ℏ
i

∑
n,m

(f(εn)− f(εm))
Jα,nmi J0,mn

j

(εn − εm + iη)(εn − εm + ℏω + iη)
, (2.131)
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where Jα,nmi is the matrix elements of the generalized velocity operator, Ĵαi (α = 0, 1, 2, 3),

consisting of the charge current operator, Ĵ0
i , and the spin current operator polarized

along l-direction, Ĵ li(l = 1, 2, 3).

The definition of charge current is closely related to the velocity operator,

Ĵ0
i = −ev̂0i ,

v̂0i = v̂can.i +
ℏ

4m2c2
σ ×∇V (r), (2.132)

where vcan.i is the canonical velocity operator determined by the Hamiltonian without

SOC, e.g., Hsemi in Eq. 2.117, and the second term is the anomalous velocity [8] induced

by spin orbit interaction. However, in actual calculation, the anomalous term is often

neglected, due to its relatively small numerical contribution [96,97].

Although the definition of spin current still involves controversy for its non-conservation

property [35, 98–102], a straightforward definition of spin current is frequently used [36,

103],

Ĵ li =
ℏ
2
v̂li,

v̂li =
1

2

{
βΣl, v̂

0
i

}
, (2.133)

where β̂Σ̂l = ρ3 ⊗ σl is the relativistic spin operator [104]. In the non-relativistic limit,

the 4× 4 Dirac matrix reduces to the Pauli form,

v̂li =
1

2

{
σl, v̂

0
i

}
. (2.134)

In this definition, the spin current can be treated as SU(2) current which couples to the

non-Abelian gauge field [105]. It is a direct analogy of the charge current which couples

to the U(1) Abelian gauge field, i.e, the vector potential (see Eq. 2.59).

Based on the definition of generalized velocity above, we rewrite Eq. 2.131 in the static

limit,

σαij = e2ℏ
∫
BZ

dk

(2π)3

∑
n,m

(f(εn)− f(εm))
Im ⟨n,k| v̂αi |m,k⟩ ⟨m,k| v̂0j |n,k⟩

(εn − εm)2
. (2.135)

where |n,k⟩ denotes the eigenstates with specific wave vector k and the total conductivity
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involves an integration over the first Brillouin zone (BZ).

2.3.5 Berry curvature in Hall effect

The Berry phase [106] is a geometric phase accompanying adiabatic changes of the

state vector in the parameter space. The physics of Berry phase related effects have

gained great interests, due to its direct link with topological properties of the Bloch bands

[107,108]. A prominent manifestation of Berry phase and Berry curvature is the intrinsic

AHE in a system with breaking time-reversal symmetry [29, 30], e.g., the ferromagnets.

The intrinsic AHC in Berry language is

σij = −e
2

ℏ

∫
BZ

dk

(2π)3

∑
n

f(εn)ϵijlΩl,n(k). (2.136)

where Ωn(k) is the Berry curvature of band n in the reciprocal space. The Berry cur-

vature is obtained from the Berry connection of the Bloch band n in k space, An(k) =

i ⟨n,k|∇k |n,k⟩,

Ωl,n(k) = ϵijl∂kiAj,n(k). (2.137)

The equivalence between Eq. 2.135 (α = 0) and Eq. 2.136 is easily checked [6, 36], by

noting the definition of velocity operator in the Bloch Hamiltonian,

v̂(k) =
1

iℏ
[r, H(k)] =

1

ℏ
∇kH(k). (2.138)

Thus, we have

⟨n,k| v̂0i |m,k⟩
(εn − εm)

=
1

ℏ
⟨n,k| ∂kiH(k) |m,k⟩

(εn − εm)
= −1

ℏ
⟨ n,k|∂ki |m,k⟩ . (2.139)

The Eq. 2.135(α = 0) can be rewritten as,

σ0
ij(ω) = e2ℏ

∫
BZ

dk

(2π)3

∑
n,m

f(εn)

Im
⟨n,k| v̂0i |m,k⟩ ⟨m,k| v̂0j |n,k⟩ − ⟨n,k| v̂0j |m,k⟩ ⟨m,k| v̂0i |n,k⟩

(εn − εm)2
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=
e2

ℏ

∫
BZ

dk

(2π)3

∑
n,m

f(εn)

Im
{
⟨n,k| ∂ki |m,k⟩ ⟨m,k| ∂kj |n,k⟩ − ⟨n,k| ∂kj |m,k⟩ ⟨m,k| ∂ki |n,k⟩

}
=
e2

ℏ

∫
BZ

dk

(2π)3

∑
n,m

f(εn)

Im
{
∂ki ⟨n,k|m,k⟩ ⟨m,k| ∂kj |n,k⟩ − ∂kj ⟨n,k|m,k⟩ ⟨m,k| ∂ki |n,k⟩

}
=
e2

ℏ

∫
BZ

dk

(2π)3

∑
n

f(εn)Im
{
∂ki ⟨n,k| ∂kj |n,k⟩ − ∂kj ⟨n,k| ∂ki |n,k⟩

}
= −e

2

ℏ

∫
BZ

dk

(2π)3

∑
n

f(εn)∂kiAj,n(k)− ∂kjAi,n(k)

= −e
2

ℏ

∫
BZ

dk

(2π)3

∑
n

f(εn)Ωl,n(k). (2.140)

Therefore, the Berry curvature can be also written in the Kubo formula as,

ϵijlΩl,n(k) = −ℏ2
∑
n̸=m

Im
⟨n,k| v̂0i |m,k⟩ ⟨m,k| v̂0j |n,k⟩ − ⟨n,k| v̂0j |m,k⟩ ⟨m,k| v̂0i |n,k⟩

(εn − εm)2
.

(2.141)

On the contrary, the spin Hall conductivity can be formulated in non-Abelian Berry

curvature in semi-classical theory [109], but it is not equivalent with the so-called spin

Berry curvature whose form in Kubo formula is

ϵijpΩ
l
p,n(k) = −ℏ2

∑
n̸=m

Im
⟨n,k| v̂li |m,k⟩ ⟨m,k| v̂0j |n,k⟩ − ⟨n,k| v̂lj |m,k⟩ ⟨m,k| v̂0i |n,k⟩

(εn − εm)2
.

(2.142)

The terminology of spin Berry curvature is widely used in the band analysis of first

principle results on intrinsic spin Hall effect [110–112]. It should note that the spin

Berry curvature is not a geometric curvature of specific band, since the band summation

over n ̸= m does not vanish like the case in Berry curvature. Note that the unit of

Berry curvature and spin Berry curvature are length2, where we adapt the Å2 in this

dissertation.
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2.A Appendix: The second quantization

In the second quantization formalism, a quantum mechanical basis is described by an

abstract state constructed from a complete set of single-particle states. For a N -particle

state, the Fock vector is,

|n1, n2, · · · , nα, · · ·⟩ ,
∑
j

nj = N, (2.A.1)

where n1, n2, · · · , nα represent the occupation number on of the 1, 2, · · · , α single particle

states, respectively. For fermions, the occupation number nj is 0 or 1. For bosons, the

occupation number nj can take any non-negative integer. Note that a vacuum exists

where all occupation number are zero, |0⟩ ≡ |n1 = 0, n2 = 0, · · · , nα = 0, · · ·⟩.

The creation, c†α, and annihilation, cα, operators are introduced to add or remove the

particle of the α-state,

c†α |n1, n2, · · · , nα, · · ·⟩ =
√
nα + 1 |n1, n2, · · · , nα + 1, · · ·⟩ , (2.A.2)

cα |n1, n2, · · · , nα, · · ·⟩ =
√
nα |n1, n2, · · · , nα1, · · ·⟩ . (2.A.3)

The commutation relation between c†α and cα is,

[
ci, c

†
j

]
η
= δij, [ci, cj]η =

[
c†i , c

†
j

]
η
= 0, (2.A.4)

where η = +1 represents the anti-commutator for fermion and η = −1 represents the

commutator for boson.

The field creation (annihilation) operator can be written as summing over all single

particle wave functions,

ψ†(r) =
∑
α

c†αu
∗
α(r), (2.A.5)

c†α =

∫
drψ†(r)uα(r), (2.A.6)

where uα(r) is the single particle wave function.
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The one-body operator in the second quantization representation is,

O =

∫
drψ†(r)O(r)ψ(r)

=
∑
i,j

oijc
†
icj, (2.A.7)

with matrix elements

oij =

∫
dru∗i (r)O(r)uj(r). (2.A.8)

For a two body operator, 1
2

∑
i ̸=j V (ri− rj), the second quantization representation is

V =

∫
dr

∫
dr′ψ†(r)ψ†(r′)

1

2
V (r − r′)ψ(r)ψ(r′)

=
1

2

∑
i,j,k,l

vijklc
†
ic

†
jckcl, (2.A.9)

with the matrix elements

vijkl =

∫
dr

∫
dr′u∗i (r)u

∗
j(r

′)V (r − r′)uk(r)ul(r
′). (2.A.10)

Now, we consider a general Hamiltonian,

H =
∑
i

H(ri) +
1

2

∑
i ̸=j

V (ri − rj). (2.A.11)

where H(ri) is a single particle Hamiltonian of a particle at ri and V (ri − rj) is the

interaction term between particles at ri and rj.

The second quantization Hamiltonian in matrix form is,

H2nd =
∑
i,j

hijc
†
icj +

1

2

∑
i,j,k,l

vijklc
†
ic

†
jckcl, (2.A.12)

with the matrix elements hij and vijkl defined as,

hij =

∫
dru∗i (r)H(r)uj(r), (2.A.13)

vijkl =

∫
dr

∫
dr′u∗i (r)u

∗
j(r

′)V (r − r′)uk(r)ul(r
′). (2.A.14)
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2.B Appendix: Pictures of time evolution

The time evolution of state vectors and operators in quantum mechanics are always

expressed in three different pictures: Schrödinger picture; Heisenberg picture; Interaction

picture. To articulate the difference among these representations, we assume a simple

Hamiltonian,

Ĥ = Ĥ0 + Ĥint, (2.B.1)

where Ĥ0 is the stationary Hamiltonian and Ĥint represents the interaction.

a. Schrödinger picture

The Schrödinger picture of time evolution directly originates from the Schrödinger

equation, whose solution is the state vector,

iℏ∂t |ΨS⟩ = Ĥ |ΨS⟩ , (2.B.2)

|ΨS(t)⟩ = e−iĤ(t−t0)/ℏ |ΨS(t0)⟩ . (2.B.3)

where t0 is an assumptive initial time.

Apparently, the state vector evolves with time. Consequently, the operator is time-

independent,

ÔS(t) = ÔS(t0) = Ô. (2.B.4)

b. Heisenberg picture

In the Heisenberg picture, the state vector is forced to be time-independent,

|ΨH⟩ = eiĤt/ℏ |ΨS(t)⟩ , (2.B.5)

where the Heisenberg state vector is obtained by tracing Schrödinger state vector back to

the initial time.

To keep the matrix elements of a given operator invariant, we have,

⟨Ψ′
S(t)| Ô |ΨS(t)⟩ = ⟨Ψ′

H | eiĤt/ℏÔe−iĤt/ℏ |ΨH⟩ . (2.B.6)
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The operator in the Heisenberg picture evolves with time,

ÔH(t) = eiĤt/ℏÔe−iĤt/ℏ. (2.B.7)

c. Interaction picture

In the interaction picture, both states and operators evolve with time. The state vector

is defined as,

|ΨI(t)⟩ = eiĤ0t/ℏ |ΨS(t)⟩ , (2.B.8)

where Ĥ0 is the stationary Hamiltonian.

The equation of motion of the states in the interaction picture is,

iℏ∂t |ΨI(t)⟩ = −Ĥ0e
iĤ0t/ℏ |ΨS(t)⟩+ iℏeiĤ0t/ℏ∂t |ΨS(t)⟩

= eiĤ0t/ℏĤinte
−iĤ0t/ℏ |ΨI(t)⟩

= Ĥint(t) |ΨI(t)⟩ , (2.B.9)

with Hint(t) ≡ eiĤ0t/ℏHinte
−iĤ0t/ℏ.

The state vector in the interaction picture evolves with time under the interaction

Hamiltonian.

Similar to Eq. 2.B.6, we have,

⟨Ψ′
S(t)| Ô |ΨS(t)⟩ = ⟨Ψ′

I(t)| eiĤ0t/ℏÔe−iĤt/ℏ |ΨI(t)⟩ . (2.B.10)

The operator in the interaction picture is,

ÔI(t) = eiĤ0t/ℏÔe−iĤ0t/ℏ. (2.B.11)

d. Time evolution operator

For a time-independent Hamiltonian, e.g., Eq. 2.B.1, the time evolution operator is

simply defined as,

Û(t, t0) ≡ e−iĤ(t−t0)/ℏ. (2.B.12)

58



2.B. APPENDIX: PICTURES OF TIME EVOLUTION

In the interaction picture, the operator evolves with time governed by the non-interacting

Hamiltonian. Thus the time evolution operator of operators in the interaction picture is,

Û0(t, t0) ≡ e−iĤ0(t−t0)/ℏ. (2.B.13)

The time evolution of the state vector in the interaction picture is governed by

Eq. 2.B.9. The solution is the time evolution operator [113] with interaction Hamilto-

nian,

ÛI(t, t0) = exp
(
− i

ℏ
T
∫ t

t0

dt′ĤI(t
′)
)
, (2.B.14)

where T is the time-ordering operator.

The time evolution of state vector in the interaction picture is,

|ΨI(t)⟩ = UI(t, t0) |ΨI(t0)⟩ . (2.B.15)
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CHAPTER 3. SYMMETRY REDUCTION OF SPIN BERRY CURVATURE

3.1 Introduction

Recent experimental results have shown that a significant spin Hall current emerges

from 3d transition-metal ferromagnets, despite its relatively small SOC compared to heavy

metals [114]. Thus, understanding the mechanism of spin current generation in ferromag-

nets is of high importance and can provide a new perspective of material search for large

spin Hall effect in the absence of heavy elements. In addition, Omori et al. argued that

the skew scattering contribution to AHE and SHE have strong correlation with the spin

populations but they might not be correlated in the intrinsic and side jump contributions,

based on their analysis on temperature dependence of SHC [114]. Given the findings of

these relationship between AHE and SHE in ferromagnetic materials, we investigate the

intrinsic AHE and SHE in ferromagnets simultaneously to provide a direct comparison.

In this chapter, we study the intrinsic AHC and SHC in ferromagnetic L10-CoPt via

first principles calculations. We identify the symmetry of the Berry curvature and the

spin Berry curvature to study the relationship between the AHC and SHC. The Berry

curvature preserves the C4v crystal rotation symmetry along the c-axis, in accordance

with the crystal symmetry, but the symmetry of the spin Berry curvature is reduced to

C2v. The symmetry reduction is most notable at anti-crossing points where the Bloch

states have opposite spin characters. We show that the symmetry reduction of the spin

Berry curvature originates from the difference in the interband matrix elements of velocity

and the spin current operators at such crossing points. We also employ a simple model

Hamiltonian to show that such symmetry reduction of spin Berry curvature is a common

feature in the ferromagnets. The difference in the symmetry of Berry curvature and spin

Berry curvature implies the intrinsic AHC and SHE are not correlated, especially at the

anti-crossings with opposite spin states, which explains the disrelation between AHE and

SHE in the intrinsic regime of ferromagnets [114].
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3.2 First principles calculations on ferromagnetic L10-

CoPt

3.2.1 Crystal symmetry and Band structure

The L10-CoPt compound is a typical ferromagnetic material in tetragonal phase with

space group P4/mmm (123). The chemically ordered L10-phase ferromagnets usually

have magnetic easy-axis along the [001] direction, i.e. the c-axis (Fig.3.1(b)), with large

uniaxial magnetic anisotropy energy [115]. Hence, the crystal structure and electronic

structure exhibit four-fold rotation symmetry (C4v) around the c-axis. The irreducible

first Brillouin zone is a triangular prism surrounded by Γ-X-M-Z-R-N (Fig.3.1(a)).

Figure 3.1: Crystal structure and first Brillouin zone of L10-CoPt.
(a)First Brillouin zone and (b) primitive cell of L10-CoPt compound.

The band structure near the Fermi level is plotted along the high symmetry path

of the irreducible first Brillouin zone together with. the Berry curvature (Ω00
yx) and the

spin Berry curvature (Ω30
yx). The peak-valley of Berry curvature and spin Berry curvature

in the reciprocal space give the largest contribution to AHC and SHC, which usually

coincides with avoided band crossings (anti-crossings) near the Fermi level [32] (Fig.3.2).

The small band gaps are opened by the spin orbit interaction at these anti-crossing points.

Particularly, we observe a major peak-valley of Ω00
yx and Ω30

yx in the Γ-X line.
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(a)

(b)

(c)

Figure 3.2: Band structure, Berry curvature and spin Berry curvature of CoPt.
(a) Band structure, (b) the Berry curvature (Ω00

yx) , and (c) the spin Berry curvature (Ω30
yx)

of L10-CoPt along a high symmetry k-path. The bands are colored by its spin characters:
majority (red) and minority (blue). The Ω00

yx and Ω30
yx are in the unit of Å2 (length2).

3.2.2 Symmetry reduction of spin Berry curvature

We first present the stereoscopic projection of the Berry curvature and the spin Berry

curvature in the first Brillouin zone (Fig.3.3). Clearly, the Berry curvature follows the

symmetry of the crystal structure (band structure) and is symmetric under all symmetry

operations of space group P4/mmm. On the contrary, the spin Berry curvature has a

reduced symmetry group Pmmm, only reflecting the spatial inversion symmetry Ω30
yx(k) =

Ω30
yx(−k). Additionally, we find the symmetry reduction of spin Berry curvature is not

homogenous in the reciprocal space. For example in Fig.3.3(d), the inner circle of Ω30
yx

seems to be C4v symmetric but the outer circle of that is distinctively C2v symmetric.

After integrating the whole first Brillouin zone, the σ00
yx and σ30

yx from the first principles

calculations are −3 S/cm and 787(ℏ
e
) S/cm, respectively.

To clearly present the symmetry of the Berry curvature and the spin Berry curvature

for comparison, we plot the corresponding quantities in the Γ-X-M plane (Fig.3.4) where

large peak/valleys of Ω00
yx and Ω30

yx are found. A clear distinction of their symmetry is
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(a) (b)

(c) (d)

Figure 3.3: Stereoscopic projection of Berry curvature and spin Berry curvature of CoPt.
Isometric view (a,c) and top view from the (001) direction (b,d) of Ω00

yx (c,d) and Ω30
yx

(e,f)mapping inside the entire first Brillouin zone. The Ω00
yx and Ω30

yx are in the unit of Å2

(length2).

observed at the symmetric points in the reciprocal space, e.g., A and A′ and B and B′.

The Berry curvature exhibits a C4v rotation symmetry along the c-axis and follows the

symmetry of band structure, which can be easily checked by comparing these counterpart

points in the reciprocal space. However, the spin Berry curvature exhibits a reduced

symmetry, i.e., C2v rotation symmetry along c-axis. For example, the A and A′ points

show similar magnitude of Ω30
yx, but B and B′ are significantly asymmetric with even

opposite sign.

3.2.3 Band analysis on symmetry reduction of Ω30
yx

The A and A′ points in Fig. 3.4 correspond the largest peak-valley of Ω00
yx,Ω

30
yx in the

Γ-X line (Fig. 3.2 (b,c)), characterized by an anti-crossing bands with the same spin

(minority spin for A and A′). The B and B′ points correspond a small peak-valley near

X point, characterized by an anti-crossing of bands with the opposite spin. We find the

65



CHAPTER 3. SYMMETRY REDUCTION OF SPIN BERRY CURVATURE

(a)

Figure 3.4: Berry curvature and spin Berry curvature in (001) plane.
(a) Ω00

yx and (b) Ω30
yx mapping on the (001) plane in a quarter of the Brillouin zone repre-

sented by the colors. The Ω00
yx and Ω30

yx are in the unit ofÅ2 (length2).

prominence of the symmetry reduction is closely related to the spin character of anti-

crossings. Hence, we categorize the anti-crossings into two classes for further discussion:

Class I associated with the same spin; and Class II associated with the opposite spin.

For Class I anti-crossings (A and A′), the spin of the Bloch states are predominantly

polarized along the quantization axis (i.e., along the z-direction) near the crossing points.

The matrix elements of the generalized velocity v̂0,3i (see Appendix. 3.A) approximately

follow the relation v̂3i ∼ szv̂
0
i , where sz is the expectation value of the z-component of

electron spin of the two bands. Hence, Ω30
yx is approximately the product of Ω00

yx and the

average expectation value of sz. This can also be considered as a two-current model, in

which Ω00
yx and Ω30

yx can be decomposed into majority and minority spin components.

For Class II anti-crossings (B and B′ points), the spin character of these Bloch states

at the crossing point is a mixture of majority and minority spins. In such cases, a clear

symmetry reduction of spin Berry curvature (Ω30
yx) is observed: Ω30

yx is positive at the B

point (0.43,0,0) and negative at the crystallographically identical B′ point (0,0.43,0). The

Berry curvature (Ω00
yx), in contrast, is exactly the same for both B and B′ points.

To assess the symmetry reduction of spin Berry curvature in a quantitative way, we

present plots of Ω00
yx and Ω30

yx along a selected symmetric path (Fig. 3.5), X-Γ-X′. (X′ is the

rotationally symmetric point of X with respect to the [001] axis.) The band structure and

spin character are exactly symmetric with respect to the Γ point as expected (Fig. 3.5(a)).

For Ω00
yx we confirm that all peaks and valleys hold identical values across the Γ point

(Fig. 3.5(c)). In contrast, the magnitude, and in some cases, the sign of the peaks of Ω30
yx
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(a)

(c) (d)

A
B B’

A’

(e) (f)

(b)

Figure 3.5: Band analysis with spin character of the Bloch states.
(a,b) The Band structure along selected symmetric k-paths X(0.5,0,0)-Γ(0,0,0)-X’(0,0.5,0)
and Y(0,0.5,0.162)-Λ(0.5,0.5,0.162)-Y’(0.5,0,0.162). The bands are color-coded with its
spin character: majority (red), minority (blue). (c-f) Corresponding Berry curvature (c,d)
and spin Berry curvature (e,f) along the selected k-paths. The Ω00

yx and Ω30
yx are in the

unit of Å2 (length2).

(Fig. 3.5(e)) across the Γ point are different. For example, Ω30
yx at the B′ point is nearly

zero whereas it is negative at the B point. The reason that Ω00
yx and Ω30

yx at the B and B′

points are relatively weak in magnitude is due to the fact that the gap opening occurs at

an energy level that is far from the Fermi level (comparing with A and A′).

To show the asymmetry of Ω30
yx more clearly, we plot another selected symmetric path,

Y-Λ-Y′ (Figs. 3.5(b,d,f)), paralleled with the X-Γ-X′ path but with shifted by kz = 0.162.

In this path, the Fermi level lies exactly within the gap of bands crossed at B and B′

points. Whereas the band structure (Fig. 3.5(b)) and Ω00
yx (Fig. 3.5(d)) are symmetric

with respect to the Γ point, Ω30
yx exhibits a significant asymmetry: The largest asymmetry

is observed near the Y and Y′ points.

In summary, we find that the largest asymmetry of Ω30
yx occurs where a pair of bands

with opposite spin characters (Class II ) crosses the Fermi level. Here the spin of the

Bloch states are not parallel to the spin quantization axis (z-axis). For pair of bands with

the same spin character, the asymmetry of Ω30
yx at crystallographically equivalent points

is almost negligible.
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3.3 Origin of the symmetry reduction of spin Berry

curvature

3.3.1 Symmetry analysis on the Kubo formula

In this section, we analyze the symmetry of the Berry curvature and the spin Berry

curvature, starting from the Kubo formula,

Ωα0
ij,n(k) = −ℏ2

∑
n′ ̸=n

Im
[
[vαi ]n,n′(k)[v0j ]n′,n(k)− [v0j ]n,n′(k)[vαi ]n′,n(k)

]
(
ϵn(k)− ϵn′(k)

)2 . (3.1)

where [vαi ]n′,n(k) = ⟨k, n′| v̂αi |k, n⟩ is the matrix element of the generalized velocity oper-

ator v̂αi evaluated with a Bloch state with a wave vector k. For a Hamiltonian having a

C4v symmetry around the z-axis, the global rotation operator on a spinor reads,

|Λk, n⟩ = D(Λ) |k, n⟩ , (3.2)

where D(Λ) = exp(iθ⃗ ·σ⃗/2). The direction and magnitude of θ⃗ define the axis and amount

of rotation, respectively. The Pauli matrix σ⃗ is the generator of the SU(2) group. We

define Λ = exp(iθ⃗ · J⃗), where J⃗ is the generator of the SO(3) group.

Since the crystal structure of CoPt preserves a C4v rotation symmetry around the

z-axis, the Bloch states are both invariant under C4v rotation. However, the generalized

velocity matrix element is not invariant. Using the identities D†(Λ)σiD(Λ) = Λijσj and

∂Λk =
∂Λk

∂k
∂k = Λ∂k, the matrix elements of the velocity and the spin current operators

can be written as:

[v0i ]n′,n(Λk) = Λij[v
0
j ]n′,n(k), (3.3)

[vli]n′,n(Λk) = ΛijΛlp[v
p
j ]n′,n(k). (3.4)

Under C4v rotation, the (spin) Berry curvature (Eq. 3.1) obey the following relations:

Ω00
ij,n(Λk) = ΛirΛjsΩ

00
rs,n(k), (3.5)

Ωl0
ij,n(Λk) = ΛirΛjsΛlpΩ

p0
rs,n(k). (3.6)
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Substituting θ = (0, 0, π
2
) in Eq. 3.5 and Eq. 3.6, i.e. Λ = exp(iπ

2
J3), we find Ω00

yx,n(Λk) =

−Ω00
xy,n(k) = Ω00

yx,n(k) for the Berry curvature and Ω30
yx,n(Λk) = −Ω30

xy,n(k) = Ω03
yx,n(k)

for the spin Berry curvature. The last equality of each equation derives from the general

relation Ωα0
ij,n = −Ω0α

ji,n. Since Ω00
yx,n(Λk) = Ω00

yx,n(k), the Berry curvature preserves the

C4v symmetry. For spin Berry curvature, noting that Ω03
yx,n is not necessarily equal to Ω30

yx,n

at all k points (see Figs. 3.9(c) and (d)), Ω30
yx,n(Λk) ̸= Ω30

yx,n(k) and the C4v symmetry is

broken. Therefore, the symmetry reduction of the spin Berry curvature originates from

the difference between the velocity and the spin velocity operators, while for the Berry

curvature the two velocity operators are exchangeable.

3.3.2 Velocity and spin velocity operators

To investigate the difference in matrix elements, we consider a general form of the

velocity and the spin velocity operators. Taking into account contribution from the SOC,

v̂0i and v̂li are expressed as

v̂0i =
1

ℏ
∂Ĥ0

∂ki
Î +

ℏ
4m2c2

ϵijkσ̂
j ∂V̂ (r)

∂rk
, (3.7)

v̂3i =
1

ℏ
∂Ĥ0

∂ki
σ̂3 +

ℏ
4m2c2

ϵi3k
∂V̂ (r)

∂rk
Î . (3.8)

where Ĥ0 is the kinetic energy, V̂ (r) is the atomic potential energy, ϵijk is the Levi-Civita

symbol, m, ℏ and c are the electron mass, the reduced Planck constant and the speed of

light, respectively. The second term of the right hand sides of Eq. 3.7 and Eq. 3.8 are

induced by the effect of SOC, which is commonly referred to as the anomalous velocity [8].

This term, however, is often neglected in first principles calculations, including the results

presented above, since its contribution is in general negligible compared to that of the

first term (i.e., the canonical velocity [96]).

We drop off the anomalous velocity term in evaluating the matrix elements of the

velocity and the spin current operators. Using a generic spinor |χ⟩ (|χ′⟩) for Bloch state

n (n′), the matrix elements reads

[v0j ]n,n′(k) = ⟨χ| v0Î |χ′⟩ , (3.9)

[v3j ]n,n′(k) = ⟨χ| v0σ̂3 |χ′⟩ , (3.10)
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where v0 ≡ ⟨1ℏ
∂Ĥ0

∂ki
⟩ is the spatial part of the interband velocity.

(b)(a)

(c) (d)

(e) (f)

Figure 3.6: Velocity and spin velocity matrix elements of Class I anti-crossings.
The band dispersion (a) spin components of sz (b),sy (c), and sx (d) of a pair of bands in
Class I anti-crossing, corresponding to A and A′ points. The module of interband velocity
(e) and spin velocity (f) matrix elements of the crossings band. The si ≡ ⟨n,k|σi |n,k⟩
is the spin component of Bloch states |n,k⟩ along i = x, y, z direction.

For Class I anti-crossings, the spinor of the two bands are near parallel, that is,

|χ⟩ =

cos θ2e−iφ2
sin θ

2
ei

φ
2

 and |χ′⟩ ∼ |χ⟩, where θ and φ represent the polar and azimuthal angles

of the corresponding spinor. The matrix elements in Eqs. 3.9 and 3.10 are expressed as:

[v0j ]n,n′(k) ∼ v0, (3.11)

[v3j ]n,n′(k) ∼ v0 cos θ. (3.12)

The spin directions of the Bloch states are aligned along the quantization axis (i.e. along

the z axis) across the crossing point (θ = 0 or π). Consequently, [v3j ]n,n′(k) are identical

up to a factor of ±1, depending on the polar angle of the spinors. The magnitude of
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[v0i ]n′,n(k) and [v3i ]n′,n(k) is approximately the same (Fig. 3.6 (e,f)) and the Berry and

spin Berry curvatures display nearly the same symmetry for such bands. Thus, we can

expect that at Class I anti-crossings, the AHC and SHC are highly correlated and are

scaled with polarization of Bloch states at the Fermi level, i.e., the spin polarization.

(b)(a)

(c) (d)

(e) (f)

Figure 3.7: Velocity and spin velocity matrix elements of Class II anti-crossings.
The band dispersion (a) spin components of sz (b),sy (c), and sx (d) of a pair of bands in
Class II anti-crossing, corresponding to B and B′ points. The module of interband veloc-
ity (e) and spin velocity (f) matrix elements of the crossings band. The si ≡ ⟨n,k|σi |n,k⟩
is the spin component of Bloch states |n,k⟩ along i = x, y, z direction.

In Class II anti-crossings, the spinor of the two bands are nearly anti-parallel. Thus

θ′ ∼ π−θ, φ′ ∼ φ+π and |χ⟩ =

cos θ2e−iφ2
sin θ

2
ei

φ
2

, |χ′⟩ ∼

−i sin θ
2
e−i

φ
2

i cos θ
2
ei

φ
2

. The matrix elements

of the velocity and spin velocity in Class II anti-crossings are,

[v0j ]n,n′(k) ∼ 0, (3.13)

[v3j ]n,n′(k) ∼ −2iv0 sin θ. (3.14)
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It should be noted that the quantity [v0,3j ]n,n′(k) is gauge dependent with an arbitrary

phase factor ei(αn−αn′ ). But the product [v0,3j ]n,n′(k)[v
0,3
j ]n′,n(k) which appears in the Kubo

formula is gauge invariant, since the phase factor of the two velocities exactly cancel each

other. Here [v0j ]n,n′ is negligible but [v3j ]n,n′ can be significant if the spin direction of the

two states are orthogonal to the spin quantization axis, that is, when θ ∼ π/2. This is

exactly the case of Class II anti-crossings. As the magnitudes of [v0i ]n′,n(k) and [v3i ]n′,n(k)

are considerably different (the peaks near Y and Y′ in Fig. 3.7 (e,f)), such crossing points

can be the source of symmetry difference of the Berry and spin Berry curvatures. Hence,

at Class II anti-crossings, the AHC and SHC lack correlation. Note that [v0j ]n,n′ = 0

only if the spin states of the two bands are exactly antiparallel. In the first principle

calculations, we find a slight misalignment between the two states at Class II crossing

points (i.e. φ′ ∼ φ+ π + δφ (δφ≪ 1)), seen in Fig. 3.7 (c,d).

3.3.3 Model Hamiltonian

The reduction of the spatial symmetry of the spin Berry curvature with respect to that

of the crystal (and the Berry curvature) is a general feature in the ferromagnetic system.

To illustrate this, we use the following model Hamiltonian widely used to characterize

electron transport in ferromagnets with spin orbit interaction [116]:

Ĥ = (k2x + k2y)Î + α
(
σ̂1ky − σ̂2kx

)
+ βσ̂3, (3.15)

α, β are parameters controlling the Rashba-type SOC and the exchange splitting, respec-

tively. We use units with ℏ =1.

The eigenenergy (ϵ±) and the corresponding eigenstates |Ψ±⟩ are expressed as:

ϵ± = k2 ± λ(k), (3.16)

|Ψ±⟩ =
(
±ie−iθ

√
λ(k)±β
2λ(k)

,

√
λ(k)∓β
2λ(k)

)
, (3.17)

where k is the electron wave vector, k =
√
k2x + k2y, θ = arctan( ky

kx
) and λ(k) =

√
α2k2 + β2.

The energy dispersion relation of the model Hamiltonian is shown in Fig. 3.9(a). Due

to the exchange splitting, there are two bands which we refer to as the lower band (blue

line) and the upper (red line) band. The spin of the lower and upper bands, represented
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by the line color, is opposite.

The spin components of each level are,

s± =
(
± αky
λ(k)

,∓ αkx
λ(k)

,± β

λ(k)

)
, (3.18)

where the spin components are defined as si ≡ ⟨Ψ±|σi |Ψ±⟩. Although the z-component of

the spin does not change across the crossing point (i.e., the Γ point) in the model system

(see Fig. 3.9(a)), which is in contrast to that of Class II crossing (see Fig. 3.5(a,b)), the

in-plane component of the spin does change as illustrated in Fig. 3.8. Thus the model

system defined by the Hamiltonian (Eq. 3.15) can be considered a Class II anti-crossing.

Figure 3.8: Spin components of model Hamiltonian.
The in-plane spin component of two levels whose Fermi contours are in red/blue color,
representing ±. The vector shows the spin direction of each level. The parameters used
in the calculations are α = 1, β = 0.1.
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The velocity and the spin velocity (polarization along z-direction) operators are

v̂0i =
∂Ĥ
∂ki

= 2kiÎ + αϵijσ̂j, (3.19)

v̂3i =
1

2

{
v̂0i , σ̂3

}
= 2kiσ̂3, (3.20)

where ϵij is 2D Levi-Civita symbol with i, j = x, y.

The explicit matrix forms of the velocity operator and spin velocity operator of the

model Hamiltonian are,

v̂0x =

 2kx iα

−iα 2kx

 , v̂0y =

 2ky α

α 2ky

 ,

v̂3x =

 2kx 0

0 −2kx

 , v̂3y =

 2ky 0

0 −2ky

 .

For a two level system, the Berry curvature and spin Berry curvature can be written

in the Kubo formula as,

Ωα0
ij,±(k) = −

Im
[
[vαi ]±,∓(k)[v

0
j ]∓,±(k)− [v0j ]±,∓(k)[v

α
i ]∓,±(k)

]
(
ϵ−(k)− ϵ+(k)

)2 , (3.21)

with − representing the lower band (1) and + representing the upper band (2).

The off-diagonal velocity and spin velocity matrix elements are,

[v0i ]n′n(k) =
α[βki − iϵn′nϵijkjλ(k)]

kλ(k)
, (3.22)

[v3i ]n′n(k) = −2αkki
λ(k)

, (3.23)

with band index n′, n = ±.

After straightforward calculation, we derive the Berry curvature and the spin Berry

curvature as the following:

Ω00
xy,± = ∓ α2β

2λ3(k)
, Ω30

xy,± = ± α2k2x
λ3(k)

, Ω30
yx,± = ∓

α2k2y
λ3(k)

. (3.24)
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(a) (b)

(c) (d)

Figure 3.9: Model Hamiltonian calculation.
(a) Band dispersion of the model Hamiltonian. The spin character is represented by the
line color. (b) Berry curvature (Ω0,−

xy ) of the lower band. (c,d) spin Berry curvature of
the lower band: (c) Ω30,−

xy , (d) Ω30,−
yx . The parameters used in the calculations are α = 1,

β = 0.1.

The calculated Berry curvature and spin Berry curvature of the − band are presented

in Figs. 3.9(b-d). Clearly Ω00
xy,± is C4v-symmetric whereas Ω30

xy,± reduces to C2v-symmetry.

Note that the C4v rotation symmetry is a subgroup of the spherical symmetry group.

Figures 3.9(c) and (d) compare Ω30
xy,− and Ω30

yx,−. (Ω
30
xy,± (Ω30

yx,±) represents the spin Berry

curvature when current is passed along the y (x) axis and spin current flows along the x

(y) axis.) As evident, Ω30
xy,− and Ω30

yx,− differ in sign and magnitude at each k point. Thus,

the symmetry reduction is a general feature of ferromagnets.
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3.4 Brief Summary

In this chapter, we investigate the AHE and SHE simultaneously in ferromagnetic

CoPt. A large symmetry reduction of the spin Berry curvature is found at the Class II

anti-crossings, where the crossed Bloch bands have opposite spin. In such anti-crossings,

we find the interband matrix elements of spin velocity is essentially different from that

of velocity, at which the behavior of the Berry curvature and the spin Berry curvature

diverge. Since ferromagnetic systems typically possess large exchange splitting, the Hall

current is often modeled using the two current model, i.e. the Hall current consists of

two independent channels formed by the majority and minority spins. Using a simplified

two current model, the AHC and the SHC are related by the spin polarization at the

Fermi level P , that is, σAH = PσSH . In such context, it is intuitive to think the AHE

and SHE in ferromagnets are highly correlated, but this simple scaling does not hold for

intrinsic contribution of SHC and AHC in ferromagnets. We find the spin polarization

P = σ00
yx/σ

30
yx is nearly zero from the calculated Hall conductivities (σAH = −3 S/cm

and σSH = 787 S/cm), whereas P estimated from the density of states at the Fermi

level (εF ) using first principles calculations is P (εF ) = −0.69. Since pairs of bands with

opposite spin characters (Class II ) are ubiquitous inside the Brillouin zone near the Fermi

level in ferromagnets, the scaling will not hold in general. Our finding agrees with recent

experimental reports showing that indeed the simple scaling does not hold for the intrinsic

and extrinsic contributions to the AHC and SHC in 3d ferromagnets [114].
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3.A Appendix: Calculation method

DFT calculations are performed using FLAPW with GGA for exchange correlation.

The lattice constant for CoPt is a = 2.69Å and c = 3.71Å. LAPW functions have a

cutoff, |k + G| ⩽ 3.9 a.u.−1. MT radius are taken to be 2.2 and 2.4 bohrs for Co and

Pt, respectively. The angular momentum expansion inside the MT spheres is truncated

at l = 8 for the wave functions, charge and spin densities, and potential. The size of

k-point mesh is selected as 16 × 16 × 16 for obtaining self-consistent charge and spin

densities. Spin orbit coupling (SOC) is treated through a second variational method

and zero temperature is assumed. The intrinsic AHC and SHC are calculated using the

linear response theory. The Berry curvature (Ω00
ij ) and the spin Berry curvature (Ωl0

ij) are

expressed as,

Ωα0
ij,n(k) = −ℏ2

∑
n′ ̸=n

Im
[
[vαi ]n,n′(k)[v0j ]n′,n(k)− [v0j ]n,n′(k)[vαi ]n′,n(k)

]
(
ϵn(k)− ϵn′(k)

)2 , (3.A.1)

Ωα0
ij (k) =

∑
n

f(ϵn(k))Ω
α0
ij,n(k), (3.A.2)

where Ωα0
ij,n(k) is the Berry curvature and the spin Berry curvature of band n, |k, n⟩ is

the Bloch state with energy ϵn(k) and wave vector k; n describes the band index. v̂αi

is the generalized velocity operator (i = x, y, z and α = 0, 1, 2, 3) and f(ϵ) is the Fermi

distribution function. The superscripts α and 0 of Ωα0
ij (k) represent the superscripts of the

general velocity vαi and v0j in the right hand side of Eq. (3.A.1). Note that, by definition,

Ωα0
ij = −Ω0α

ji . The off-diagonal conductivity tensor (σα0ij ) is obtained by integrating the

Berry curvature and spin Berry curvature in the first Brillouin zone (BZ):

σα0ij = −e
2

ℏ

∫
BZ

d3k

(2π)3
Ωα0
ij (k). (3.A.3)

Here, e and ℏ are the electric charge and the reduced Planck constant, respectively, σ00
ij

represents the AHC and σl0ij represents the SHC with the spin quantization axis along the

l-axis in the Cartesian space. The AHC is displayed in units of S/cm and the SHC is

multiplied by −2e
ℏ so that it can expressed in units of S/cm. To check the accuracy of the

calculations of the AHC and SHC, we extend the size of k-point mesh up to 70× 70× 70

with a total 343,000 special k points inside the first BZ.
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The convergence of the integrated AHC and SHC calculations are shown in Fig. 3.10.

The change in the integrated SHC with increasing the k-mesh size is small (less than 5%),

suggesting that the mesh size is sufficiently large. The calculated spin magnetic moment

of Co and Pt are 1.76 and 0.40 µB respectively, which are in good agreement with previous

calculations, confirming the reliability of the calculations.

Figure 3.10: Convergence of the integrated AHC and SHC calculations.

3.B Appendix: Symmetry analysis on general Hamil-

tonian

We start with a generalized periodic Hamiltonian with spin orbit coupling (λ⃗) and

exchange splitting in z-direction, which is a model Hamiltonian of a ferromagnet,

Ĥ(k) = Ĥ0(k)I2×2 + λ⃗× k⃗ · σ⃗ + βσ̂3,

Ĥ(k) = Ĥ0(k)I2×2 + ϵijkkiσ̂jλk + βσ̂3, (3.B.1)

where Ĥ0(k) is governed by periodic crystal field, λ⃗ is strength of SOC and β is the

exchange interaction. ϵijk is Levi-Civita symbol symbol.

The Bloch states are,

Ĥ(k) |un(k)⟩ = En(k) |un(k)⟩ , (3.B.2)
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with band index n and band energy En(k).

With the exchange splitting breaking the symmetry in z-direction, the system pos-

sesses C4 rotation symmetry in xy-plane. The Ĉ4 rotation operator for a spinor field

consists of two parts,

Ĉ4 = ei
π
4
σ̂3R̂(Λ̂), (3.B.3)

where ei
π
4
σ̂3 acting on the spinor part of Bloch states and R̂(Λ̂) acting on the Cartesian

coordinates.

The explicit form of the rotation matrix Λ̂ is,

Λ̂ = ei
π
2
Ĵ3 = exp[i

π

2


0 −i 0

i 0 0

0 0 0

] =


0 −1 0

1 0 0

0 0 1

 , (3.B.4)

where Ĵ3 is the generator of the SO(3) group.

First, we check the invariance of Hamiltonian Ĥ. Apparently, the crystal Hamiltonian

is conserved under C4 rotation, [Ĥ0(k), Ĉ4] = 0. The rest of Hamiltonian is,

[Ĥ(k), Ĉ4] = [ϵijkkiσ̂jλk + βσ̂3, Ĉ4]

= [ϵijkkiσ̂jλk, Ĉ4] + β[σ̂3, Ĉ4]. (3.B.5)

For the second term (exchange splitting), σ̂3 commutes with the matrix exponential

of σ̂3. Thus, the second term is apparently zero, [σ̂3, Ĉ4] = 0.

For the first (spin-orbit coupling) term, we have

[ϵijkkiσ̂jλk, Ĉ4] = ϵijkkiσ̂jλkĈ4 − Ĉ4ϵijkkiσ̂jλk

= ϵijkkiσ̂jλkĈ4 − Ĉ4ϵijkkiσ̂jλkĈ
†
4Ĉ4

= ϵijkkiσ̂jλkĈ4 − exp[i
π

4
σ3]R̂(Λ̂)ϵijkkiσ̂jλkR̂(Λ̂

−1) exp[−iπ
4
σ3]Ĉ4

= ϵijkkiσjλkĈ4 − ϵijkΛimkmΛjnσ̂nΛklλlĈ4

= ϵijkkiσjλkĈ4 − ϵmnlkmσ̂nλlĈ4

= 0.
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Finally, we confirm that the Hamiltonian commutes with C4 rotation, indicating it is

invariant under C4 rotation, [Ĥ(k), Ĉ4] = 0. Then, we have two identities as the following:

Ĉ†
4Ĥ(k)Ĉ4 = Ĥ(Λ̂k) = Ĥ(k), (3.B.6)

Ĉ4 |un(k)⟩ = ei
π
4
σ3 |un(Λ̂k)⟩ = |u′n(Λ̂k)⟩ = |un(k)⟩ . (3.B.7)

The velocity operator v̂0i can be expressed using Ĥ as,

v̂i(k) = ˙̂ri(k) =
1

iℏ
[r̂i(k), Ĥ(k)] =

1

ℏ
∂Ĥ(k)

∂ki
. (3.B.8)

In our generalized Hamiltonian Eq. 3.B.1, the velocity operator is

v̂0i =
1

ℏ
∂Ĥ0(k)

∂ki
Î +

1

ℏ
ϵijkσ̂jλk, (3.B.9)

where the second term is the anomalous velocity attributed to the SOC.

The spin velocity operator (v̂αi ) is the anti-commutator of the velocity operator and

the spin operator,

v̂li =
1

2
{v̂3i , σ̂l} =

1

2ℏ
{∂Ĥ(k)

∂ki
, σ̂l} =

1

ℏ
∂Ĥ0(k)

∂ki
σ̂α +

1

ℏ
ϵilkλkÎ . (3.B.10)

Now we check the matrix elements of the velocity and spin velocity under C4 rotation.

The velocity matrix elements are,

[v0i ]n′n(k) =
1

ℏ
⟨un′(k)| ∂Ĥ0(k)

∂ki
Î + ϵijkσ̂jλk |un(k)⟩ . (3.B.11)

Under C4 rotation, the new wave vector k′ under rotation is k′ = Λ̂k,

[v0i ]n′n(k
′) =

1

ℏ
⟨u′n′(k′)| ∂Ĥ0(k

′)

∂k′i
Î + ϵijkσ̂jλk |u′n(k′)⟩

= Λij[v
0
i ]n′n(k). (3.B.12)

Finally, we have relation between the matrix elements of velocity operator under C4

rotation, [v0i ]n′n(k
′) = Λij[v

0
i ]n′n(k). This is intuitive, since the velocity behaves like a

vector field under rotation.
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Next, we check the matrix element of the spin velocity operator, v̂li under C4 rotation.

The spin velocity matrix elements are,

[vli]n′n(k) =
1

ℏ
⟨un′(k)|

∂Ĥ0(k)

∂ki
σ̂l + ϵilkêiλkÎ |un((k)⟩ . (3.B.13)

Under C4 rotation, the spin velocity element is,

[vli]n′n(k
′) =

1

ℏ
⟨u′n′(k′)| ∂Ĥ0(k

′)

∂k′i
σ̂l + ϵilkλkÎ |u′n((k′)⟩

= ΛijΛlm[v
l
j]n′n(k). (3.B.14)

The matrix elements, however, rotate like a rank-2 tensor as, [vli]n′n(k
′) = ΛijΛlm[v

l
j]n′n(k).

Now, we consider the Berry curvature and spin Berry curvature from the Kubo for-

mula,

Ωα0
ij,n(k) = −ℏ2

∑
n̸=m

Im
[ [vαi ]nm(k)[v0j ]mn(k)− [v0j ]nm(k)[v

α
i ]mn(k)(

ϵn(k)− ϵm(k)
)2

]
. (3.B.15)

By definition, we have identity, Ωα0
ij = −Ω0α

ji .

First, we check the Berry curvature under C4 rotation,

Ω00
ij,n(k

′) = −ℏ2
∑
n̸=m

Im
[ [v0i ]nm(k′)[v0j ]mn(k

′)− [v0j ]nm(k
′)[v0i ]mn(k

′)(
ϵn(k′)− ϵm(k′)

)2

]

= −ℏ2
∑
n̸=m

Im
[Λir[v0r ]nm(k)Λjs[v0s ]mn(k)− Λjs[v

0
s ]nm(k)Λir[v

0
r ]mn(k)(

ϵn(k)− ϵm(k)
)2

]
,

= ΛirΛjsΩ
00
rs,n(k). (3.B.16)

Then, the spin Berry curvature under C4 rotation is,

Ωl0
ij,n(k

′) = −ℏ2
∑
n ̸=m

Im
[ [vli]nm(k′)[v0j ]mn(k

′)− [v0j ]nm(k
′)[vli]mn(k

′)(
ϵn(k′)− ϵm(k′)

)2

]

= −ℏ2
∑
n ̸=m

Im
[ΛirΛlt[vtr]nm(k)Λjs[v0s ]mn(k)− Λjs[v

0
s ]nm(k)ΛltΛir[v

t
r]mn(k)(

ϵn(k)− ϵm(k)
)2

]
= ΛirΛjsΛltΩ

t0
rs,n(k). (3.B.17)
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In summary, the Berry curvature and spin berry curvature have the following relations

under C4 rotation (k′ = Λk),

Ω00
ij,n(k

′) = ΛirΛjsΩ
00
rs,n(k), (3.B.18)

Ωl0
ij,n(k

′) = ΛirΛjsΛltΩ
t0
rs,n(k). (3.B.19)

Note the Berry curvature is an antisymmetric tensor of rank 2 (Ω00
ii,n = 0,Ω00

ij,n = −Ω00
ji,n).

The Berry curvature tensor has only three independent components. For simplicity, we

reduce it to a tensor of rank one with normal permutation relation Ω(k),n = ϵijk,nΩ
00
ij,n.

Based on Eq. 3.B.18, we can easily check the following identities:

Ω(k),n(k
′) = ϵijkΩ

00
ij,n(k

′) = ϵijkΛirΛjsΩ
00
rs,n(k)

= ΛklϵijkΛklΛirΛjsΩ
00
rs,n(k) = ΛklϵrslΩ

00
rs,n(k)

= ΛklΩ(l),n(k). (3.B.20)

Explicitly, we have:

Ω(1),n(k
′) = −Ω(2),n(k), Ω(2),n(k

′) = Ω(1),n(k), Ω(3),n(k
′) = Ω(3),n(k). (3.B.21)

The spin Berry curvature is a tensor of rank 3, while the subscripts is not anti-symmetric

like the Berry curvature, Ωl0
ij,n = −Ω0l

ji,n ̸= −Ωl0
ji,n. If we choose the spin quantization axis

along z, l = 3, we have Ω30
ij,n(k

′) = ΛirΛjsΛ33Ω
30
rs,n(k) = ΛirΛjsΩ

30
rs,n(k). Thus, Ω

30
ij,n is like

a tensor of rank 2, following the same tensor rotation as Eq. 3.B.18.
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Chapter 4

Magneto anisotropic spin Hall effect

in 3d ferromagnets
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4.1 Introduction

In experiments, it is difficult to distinguish the source of transversely flowing spin

current in ferromagnets, in which the anomalous Hall effect and spin Hall effect exist

simultaneously. In addition, it also remains an ambiguity whether the AHE and SHE

should have distinct symmetries, since the intrinsic AHE is also governed by the direction

of spontaneous magnetization. Recent experiments indicate contradictory pictures on the

SHE in ferromagnets, suggesting that it can either be dependent or independent on the

magnetization direction [50, 52]. The magnetization dependence of SHE in ferromagnets

has, thus, attracted strong theoretical interest. Clarifying the underlying physics of SHE

in ferromagnets thus remains as a challenge.

In this chapter, we study the magnetization dependence of SHE in ferromagnets us-

ing first principles calculations. We use cubic phase bcc-Fe and fcc-Ni as prototypes of

the ferromagnetic systems to study the relation between SHE in ferromagnets and ex-

change interaction (spontaneous magnetization). We release the constraint of parallel

configuration between the spontaneous magnetization and the spin quantization axis of

the conduction electrons [117] and find the magnitude of the intrinsic spin Hall conduc-

tivity (SHC) in Fe and Ni can be varied via changes in the magnetization direction with

respect to the spin polarization of the conduction electrons. The origin of the anisotropy

of intrinsic spin Hall conductivity is clarified through band analysis with spin character of

the Bloch bands. The anisotropy is found to be associated with the competition between

the Class I and Class II anti-crossings.
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4.2 Non-collinear magnetic states in DFT

To study the magnetization dependence of SHC in ferromagnets, we first need to avoid

the influence of crystalline anisotropy [118]. Hence, we choose cubic phase ferromagnets

as targets of our study, e.g., bcc-Fe and fcc-Ni (Fig.4.1). The key technical issue is to

separate the magnetization direction from the spin quantization axis. In previous studies,

collinear magnetic states are employed in which the magnetic moments are restricted to

be parallel or anti-parallel with the spin quantization axis (usually the z-axis). In such

case, the SHC of ferromagnets can be only calculated in one magnetic configuration, i.e.

m⃗ ∥ s⃗ (longitudinal SHE). To study the magnetization dependence of the SHC, we employ

non-collinear magnetic states which allow the rotation of spin directions (Fig.4.1).

(a) (b)

Figure 4.1: Crystal structure and calculation geometry.

In non-collinear magnetic states, the eigenstates are represented by a linear combina-

tion of the LAPW basis functions multiplied with a spinor [117]:

Ψn,k(r) =
Gmax∑
q=k+G

Cn,qψn,q(r)χn,q. (4.1)

ψn,q(r) is the LAPW basis function, χn,q is the two component spinor that represents the

spin direction of the state (q, n), and Cn,q is the expansion coefficient. G is the reciprocal

lattice vector. The electron density,

ρα(r) =
∑
k

∑
n∈occ

Ψ†
n,k(r)σαΨn,k(r), (4.2)

contains a U(1) part and a SU(2) part, i.e. ρα(r) = (ρ0(r),mk(r)), where ρ0(r) and mk(r)

correspond to charge density and spin density, respectively. σα represents the generalized
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Pauli matrix which has four components in our convention, σα = (I2, σk). I2 is a 2×2 unit

matrix, σk is the Pauli matrix, the greek indices (e.g., α, β) run from 0 to 3 representing

four vectors, and the roman indices (e.g., i, j, k) correspond to space coordinates (i.e.,

x, y, z). The summation over n in Eq. (4.2) implies summation over all occupied bands.

The Kohn-Sham single-particle Hamiltonian is written as

H = HkinI2 + Vα(r)σα. (4.3)

Hkin is the kinetic energy term and Vα = (V0(r), Vk(r)) is the effective potential with a non-

magnetic U(1) part and a magnetic SU(2) part. In our calculation, the spin quantization

axis is fixed along the z-axis in the Cartesian coordinate; that is, spin current with

polarization along the z-axis is studied. Computations are carried out for two different

magnetic configurations, noted as mz and mx, by setting the magnetic moment along z

and x, respectively (Fig. 4.1).

4.3 Stereoscopic projection of Berry curvature and

spin Berry curvature

We first present stereoscopic projection of the non-vanishing components of the Berry

curvature (Ω0
yx,Ω

0
zy) and the spin Berry curvature (Ω3

yx) in the first Brillouin zone of

bcc-Fe and fcc-Ni (Fig. 4.2). Here, we employ notation Ω0
yx,Ω

0
zy,Ω

3
yx in abbreviation of

Ω00
yx,Ω

00
zy,Ω

30
yx.

For bcc-Fe, upon rotating the magnetization from z to x, the non-vanishing Berry cur-

vature rotates globally following the the axis of spontaneous magnetization (Figs. 4.2(a,b)).

The spin Berry curvature, in contrast, changes its profile upon rotation of magnetization

(Figs. 4.2(c,d)). The trend is the same for for fcc-Ni: Ω0
yx rotates along with the band

structure (Figs. 4.2(e,f)) when the magnetization direction is changed from z to x whereas

Ω3
yx changes its profile (Figs. 4.2(g,h)). The region of non-zero Ω3

yx notably increases when

the magnetization is rotated, which causes the increase in the SHC.

86



4.3. STEREOSCOPIC PROJECTION OF BERRY CURVATURE AND SPIN BERRY
CURVATURE

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.2: Stereoscopic projection of Berry curvature and spin Berry curvature.

(a-h) Berry and spin Berry curvatures projected on first Brillouin zone with two different

magnetic configurations. The left and right panels present results when the magnetization

points along z and x, respectively. (a-d) show calculation results for bcc-Fe, (e-h) display

those for fcc-Ni. (a,e) Ω0
yx, (b,f) Ω0

zy, (c,d,g,h) Ω3
yx. The unit of Ω0

ij and Ω3
ij are in Å2

(length2).
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4.4 Band structure of bcc-Fe and fcc-Ni

The band structure, the Berry curvature and the spin Berry curvature of bcc-Fe are

presented in Fig.4.3. Due to the large exchange interaction, the spin expectation (sz) takes

value of ±1 indicating Bloch states are highly polarized along the spin quantization axis

(Fig.4.3(a)). Concurrently, spin expectation of Bloch states is near zero after spontaneous

magnetization is rotated from z-axis (spin quantization axis) to the x-axis (Fig.4.3(b)).

(a) (b)

(c) (d)

(e) (f)

Figure 4.3: Band structure, Berry curvature and spin Berry curvature of bcc-Fe.
(a,b) Band structure, (c,d) Berry curvature and (e,f) spin Berry curvature along high
symmetry path in first Brillouin zone for bcc-Fe. Two magnetic configurations are plotted:
(a,c,e) m⃗ ∥ kz and (b,d,f) m⃗ ∥ kx. The spin expectation value (sz) of band dispersion is
coded with colors: red for majority spin (sz ∼ +1) and blue for minority spin (sz ∼ −1).
The unit of Ω0

ij and Ω3
ij are in Å2 (length2).

The non-vanishing component of Berry curvature rotates along with the axis of mag-

netization: the non-vanishing Berry curvature of the case with m⃗ ∥ z is Ω0
yx and the

non-vanishing Berry curvature of the case m⃗ ∥ x is Ω0
zy. Further, the magnitude of the

Berry curvature show exactly same profile in both cases (Fig.4.3(c,d)). A large peak of

Berry curvature is observed near the H-point, corresponding to an anti-crossing point

(Class I ) with bands of the same spin (sz ∼ 1) near the Fermi level. In such anti-crossing
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point, a large peak of spin Berry curvature is also observed, confirming the correlation

of the Berry curvature and the spin Berry curvature in Class I anti-crossings. On the

contrary, after rotating the direction of spontaneous magnetization from z to x, the ge-

ometry of the non-vanishing component of the spin Berry curvature is invariant (Ω3
yx for

both cases). But the peak of Ω3
yx near the H point vanishes, while some other peaks or

valleys emerges. Specifically, Ω3
yx loses its correlation with the Berry curvature (Ω0

yx,Ω
0
zy),

even though the bands at the anti-crossing near the H point possess the same spin but

are polarized along the x-axis.

For fcc-Ni, the bands near the Fermi level are mostly with minority spin (sz = −1).

Thus, we observe a large valley of Berry curvature (Ω0
yx,Ω

0
zy) and a peak of spin Berry

curvature(Ω3
yx) near the X point, corresponding to a Class I anti-crossing with the same

minority spin. The non-vanishing component of the Berry curvature rotates with respect

to the direction of spontaneous magnetization and keeps same profile. However, Ω3
yx near

the X point does not vanish and shows even a larger magnitude.

(a) (b)

(c) (d)

(e) (f)

Figure 4.4: Band structure, Berry curvature and spin Berry curvature of fcc-Ni.
(a,b) Band structure, (c,d) Berry curvature and (e,f) spin Berry curvature along high
symmetry path in first Brillouin zone for fcc-Ni. Two magnetic configurations are plotted:
(a,c,e) m⃗ ∥ kz and (b,d,f) m⃗ ∥ kx. The spin expectation value (sz) of band dispersion is
coded with colors: red for majority spin and blue for minority spin. The unit of Ω0

ij and

Ω3
ij are in Å2 (length2).

The AHC and SHC for the two magnetization configurations are presented in Ta-

ble. 4.1. The values of the intrinsic AHC of bcc-Fe and fcc-Ni show good agreement with
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previous reports [28, 119]. For both bcc-Fe and fcc-Ni, the non-vanishing component of

the AHC changes from σ0
yx to σ0

zy when the magnetization direction is changed from be-

ing parallel to the z axis to the x axis. The magnitude of the non-vanishing component

of the AHC remains the same. In contrast, the non-vanishing component of SHC, σ3
yx,

changes with respect to the magnetization direction. Note that here the polarization of

the spin current is fixed along the z axis [120] regardless of the magnetization direction.

Recent studies have shown that such transverse spin current in ferromagnets, i.e., spin

current with polarization orthogonal to the magnetization, does not dephase and persists

in typical ferromagnets [60]. Interestingly, the magnitude of SHC considerably varies with

changes in the magnetization direction. For example, in bcc-Fe, the SHC changes from

130 ( eℏ) S/cm to 520 (ℏ
e
) S/cm when the magnetization direction is rotated from the z-axis

to the x-axis. Note that the total magnetic moment of the system is exactly the same for

both magnetization directions, consistent with the symmetry of cubic systems.

Table 4.1: Table of AHC and SHC of bcc-Fe and fcc-Ni.

Calculated AHC, SHC, and total spin magnetic moment (µB) of bcc-Fe and fcc-Ni. The
unit of AHC and SHC are S/cm and (ℏ

e
) S/cm, respectively.

Sample σ0
yx σ0

zy σ3
yx σ3

zy mtot

bcc-Fe (mz) 747 0 130 0 2.18
bcc-Fe (mx) 0 747 527 0 2.18
fcc-Ni (mz) -2414 0 1535 0 0.60
fcc-Ni (mx) 0 -2414 2358 0 0.60
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4.5 Magnetization dependent spin Hall conductivity

4.5.1 Band analysis with spin character

To articulate the change of SHC under rotation of the magnetization, we again cat-

egorized the anti-crossings into Class I and Class II. We find the change in Ω3
yx with

magnetization rotation is qualitatively different for the two types of anti-crossings.

Figure 4.5: Anti-crossing of band with same spin.

Reciprocal plane Γ(0,0,0)-A(1
2
,0,0)-A′(0,0,1

2
)-B(1

2
,0,1

2
) plotted with (a,b) spin expectation

value sz,. (c,d) Berry curvatures Ω0
yx and Ω0

zy. (e,f) spin Berry curvature Ω3
yx. The

magnetization points along z (a,c,e,g) and x (b,d,f,h). The Fermi contour of selected

plane in Black lines (a-d) and red-blue lines (e-h) coded by spin character. The sz ≡
⟨n,k|σ3 |n,k⟩ is the spin component of Bloch states along z direction. The unit of Ω0

ij

and Ω3
ij are in Å2 (length2).
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Characteristics of a representative anti-crossing of Class I is shown in Fig. 4.5. Here

we show the projection of the spin character, the Berry curvature and the spin Berry

curvature on the kx - kz plane (Γ(0,0,0)- A(1
2
,0,0) -A′(0,0,1

2
) plane). The z-component of

the spin is plotted in Figs. 4.5(a) and 4.5(b). The color plot shows almost no contrast

when the magnetization points along the x-axis (Fig. 4.5(b)) since the polarization for

a large number of states tend to be parallel to the magnetization. We focus on the two

anti-crossings in the upper right corner of Fig. 4.5(a), where the states involved possess

the same (majority) spin character. The Berry curvatures for magnetization along z (Ω0
yx)

and x (Ω0
zy) are shown in Fig. 4.5(c) and 4.5(d), respectively. Ω0

yx and Ω0
zy exhibit identical

magnitude at the corresponding anti-crossing points, consistent with the symmetry of the

AHE [120]. (Note that here we are showing one quadrant of the kx-kz plane of the Brillouin

zone and the crystal structure has mirror symmetry alone ky-kz plane.) The spin Berry

curvature, in contrast, shows significant change in its magnitude upon rotation of the

magnetization. Whereas a sizable contribution to Ω3
yx is found at one of the anti-crossing

point when the magnetization points along z (Fig. 4.5(c)), the corresponding Ω3
yx vanishes

when the magnetization is rotated to x (Fig. 4.5(d)). We also note that the Berry and

the spin Berry curvatures are nearly identical when the magnetization points along z,

however, the relation does not hold when the magnetization is rotated to x. Overall, in

Class I anti-crossing, we find the magnitude of Ω3
yx changes from a finite value (positive

or negative) to near zero upon rotating the magnetization from z to x.

A representative anti-crossing of Class II is shown in Fig. 4.6. Here we show projection

of the corresponding properties on the same kx - kz plane as in Fig. 4.5 but shifted along

ky by 1
2
. In this plane, there are two anti-crossings at the top left and bottom right

corners. As evident in Fig. 4.6(a), the anti-crossings are characterized by a pair of bands

with opposite spin. For Class II anti-crossing, the spin character rapidly changes at the

crossing point from majority to minority spins and vice versa. Thus sz of the states

involved at the crossing are nearly zero when the magnetization points along z, which

is in contrast to the spin states involved in the Class I anti-crossing points. For the

Berry curvature, again we find it exhibits a two-fold symmetry: upon rotation of the

magnetization direction from z to x, Ω0
yx (Fig. 4.6(c)) and Ω0

zy (Fig. 4.6(d)) exhibit the

same magnitude at the corresponding anti-crossing points.
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Figure 4.6: Anti-crossing of band with opposite spin.

Reciprocal plane Γ̄(0,1
2
,0)-Ā(1

2
,1
2
,0)-Ā′(0,1

2
,1
2
)-B̄(1

2
,1
2
,1
2
) plotted with (a,b) spin expectation

value sz,. (c,d) Berry curvatures Ω0
yx and Ω0

zy. (e,f) spin Berry curvature Ω3
yx. The

magnetization points along z (a,c,e,g) and x (b,d,f,h). The Fermi contour of selected

plane in Black lines (a-d) and red-blue lines (e-h) coded by spin character. The sz ≡
⟨n,k|σ3 |n,k⟩ is the spin component of Bloch states along z direction. The unit of Ω0

ij

and Ω3
ij are in Å2 (length2).

The characteristics of the spin Berry curvature, however, is different compared to that

of the Class I anti-crossing. Interestingly, we find Ω3
yx is nearly zero for magnetization

along z (Fig. 4.6(e)) whereas it shows a large positive value when the magnetization is
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directed along x (Fig. 4.6(f)). It is the large Ω3
yx found at one of the anti-crossings (bottom

right of Fig. 4.6(f) and the related points in the Brillouin zone) that contributes to the

large SHC when the magnetization points along x. Note that correlation between Ω0
yx and

Ω3
yx found in Class I anti-crossing (magnetization along z) is lost in Class II anti-crossing.

In the following, we provide a simple analytical formula that relates the spin character of

the states involved in the anti-crossing and the size of Berry and spin Berry curvatures.

4.5.2 Toy model of spin rotation

To describe the characteristics of Berry and spin Berry curvatures in ferromagnets, we

model the system using the Bloch wave functions. Let us assume a general spinor for the

Bloch state when the magnetization points along +z and +x,

|n,k⟩z = Cn(k)

 cos θn(k)
2

sin θn(k)
2

 , (4.4)

|n,k⟩x = Cn(k)

 cos( θn(k)
2

+ π
4
)

sin( θn(k)
2

+ π
4
)

 , (4.5)

where θn(k) represents the polar angle of the electron spin with respect to the magnetiza-

tion direction. Note that θn(k) depends on the wave vector k and the band index n. For

example, when the majority and minority spin bands cross (i.e., Class II anti-crossing),

the electron spin direction at the crossing point is orthogonal to the magnetization due to

the existence of spin orbit interaction. This causes a non-zero Ω3
yx when the magnetization

points along x, as will be evident below.

The matrix elements of v̂0i and v̂3i can be calculated as

⟨v̂0i ⟩z ≡ ⟨n,k|z v̂
0
i |n′,k⟩z = ⟨vi(k)⟩ cos

θ′ − θ

2
, (4.6)

⟨v̂0i ⟩x ≡ ⟨n,k|x v̂
0
i |n′,k⟩x = ⟨vi(k)⟩ cos

θ′ − θ

2
, (4.7)

⟨v̂3i ⟩z ≡ ⟨n,k|z v̂
3
i |n′,k⟩z = ⟨vi(k)⟩ cos

θ′ + θ

2
, (4.8)

⟨v̂3i ⟩x ≡ ⟨n,k|x v̂
3
i |n′,k⟩x = ⟨vi(k)⟩ sin

θ′ + θ

2
, (4.9)

where θ and θ′ are the average polar angle of the electron spin (averaged over all k states
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within a band) with respect to the magnetization direction for the two Bloch states |n,k⟩z
and |n′,k⟩z, respectively. ⟨vi(k)⟩ represents the expectation value of the velocity operator

with the spatial part of the Bloch state.

According to the Kubo formula, the Berry curvature is represented by the product

of two velocity matrix elements, ⟨v̂0i ⟩z,x⟨v̂0j ⟩z,x, whereas the spin Berry curvature is the

product of velocity and spin velocity matrix elements, ⟨v̂3i ⟩z,x⟨v̂0j ⟩z,x. First, for Class I anti-

crossing with majority spin states (θ = θ′ = 0), i.e. when the magnetization points along

z, Eqs. (4.6) and (4.8) indicate that the Berry curvature and the spin Berry curvature

take a positive value with the same magnitude. When the magnetization is rotated to

x, Eqs. (4.7) and (4.9) suggest that the Berry curvature maintains its magnitude but the

spin Berry curvature vanishes. Such characteristics are in agreement with the calculation

results shown in Fig. 4.5. Eqs. (4.6) and (4.8) also dictate that the signs of Berry and

spin Berry curvature are opposite when the crossing is formed from minority spin states

(θ = θ′ = π). The effect has been confirmed in the calculations.

For Class II anti-crossings with mixed spin states (θ + θ′ ∼ π and θ = θ′ ∼ π
2
at the

crossing points ), Eqs. (4.6) and (4.7) suggest that the Berry curvature is unchanged under

magnetization rotation. In contrast, the spin Berry curvature is expected to be zero when

the magnetization points along z and is significantly enhanced when the magnetization is

directed along x. These suggestions are consistent with the results shown in Fig. 4.6.

The argument above shows that the SHE in ferromagnetic metals is dependent on the

spin character of each band, i.e. the spinor part of the Bloch function characterized by θ.

Symmetry of Berry curvature does not depend on the absolute spin character of states, θ

or θ′, but only on the relative angle of polarization between two states, θ′ − θ.

4.6 Fermi energy dependence of AHC and SHC

The Fermi energy dependence of the AHC and SHC for bcc-Fe in two magnetic con-

figurations (mz and mx) are presented in Fig. 4.7. The magnitude of AHC for the two

magnetic configurations, as expected, are exactly the same, but with different geometries,

i.e. σ0
yx for mz and σ

0
zy for mx. On the contrary, the SHC shows two distinct profiles for

the two magnetic configurations with respect to the shifting of the Fermi energy. The

profile of SHC for mz (σ
3
yx(mz)) (Black solid line in Fig. 4.7(b)) approximately follows the

95



CHAPTER 4. MAGNETO ANISOTROPIC SPIN HALL EFFECT IN 3D
FERROMAGNETS

trend of AHC, indicating significance contributions from the anti-crossing points (Class

I ) with same majority spin, e.g. Ef ∼ −0.48 eV. Consequently, SHC for mx (σ3
yx(mx))

at that Fermi level is relatively small, because of the reduction in spin Berry curvature at

Class I anti-crossings when magnetization is orthogonal with the spin quantization axis.

It indicates at this Fermi level Class I anti-crossings are dominant.

When the Fermi level is Ef ∼ −0.8 eV, we observe a peak of σ3
yx(mx) whose magnitude

is over -1400 (ℏ
e
) S/cm, while the magnitude of both σ0

yx(mz), σ
0
zy(mx) and σ3

yx(mz) are

less than ±300 (ℏ
e
) S/cm. The difference between σ0

yx(mz) and σ0
yx(mx) originates from

the situation when Class II anti-crossings are dominant at Fermi level.

Figure 4.7: Fermi energy dependence of AHC and SHC in bcc-Fe.

For fcc-Ni, the correlation of Fermi energy profiles between σ3
yx(mz) and σ

0
yx(mz), σ

0
zy(mx)

is also clear. The two profiles have opposite signs at Fermi levels Ef > −0.4 eV, because

of the bands with minority spin (blue lines) in this energy range. The two profiles have

the same of sign at Fermi levels Ef < −0.4 eV, as bands with majority spin (red lines)

appear below −0.4 eV, seen in Fig. 4.8(a). Specifically, AHC and SHC (mz) both have

peaks at Ef ∼ −0.08 eV (opposite sign) and Ef ∼ −0.72 eV (same sign), suggesting sig-

nificant contributions from Class I anti-crossings with minority spin and majority spin,
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respectively.

Peaks of σ3
yx(mx) are observed at around Ef ∼ 0.08 eV and Ef ∼ −0.52 eV and mag-

nitude of the AHC and SHC (mz) are comparably small at these Fermi levels, suggesting

the dominance of Class I anti-crossings at these Fermi levels.

Figure 4.8: Fermi energy dependence of AHC and SHC in fcc-Ni.

It is clear that the relative strength between σ3
yx(mz) and σ

3
yx(mx) is highly dependent

on the Fermi energy. Specifically, it reflects the competition between Class I and Class II

anti-crossings at the Fermi level. Consequently, the anisotropy of intrinsic spin Hall

conductivity, i.e., the magnitude of difference between σ3
yx(mz) and σ3

yx(mx), can be

controlled through delicate band engineering. For example, we expect to observe a large

longitudinal SHC (mz case) or a large transverse SHC (mx case), if shifting the Fermi

energy to Class I or Class II anti-crossings.
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4.7 Brief summary

In the Chapter, we have used bcc-Fe and fcc-Ni as a prototype systems to study the

intrinsic AHC and SHC in 3d-ferromagnets, particularly on the magnetization depen-

dence of SHC. Whereas the magnitude of the non-vanishing component of the AHC is

independent on the magnetization direction, the non-vanishing component of the SHC

is highly dependent on the relative angle between the magnetization and the conduction

electron spin orientation. With the conduction electron spin orientation fixed along z, the

SHC of bcc-Fe (fcc-Ni) increases by a factor of 4 (1.5) when the magnetization direction

is rotated from z to x. Such a magnetization direction dependent SHC originates from

the anisotropy of the spin current operator in the spinor space: as the spinor part of the

Bloch states changes upon rotating the magnetization direction away from the conduction

electron spin orientation, the matrix elements of the spin current operator with the Bloch

states vary. The anisotropy of SHE in ferromagnet is found to be associated with the

competition between Class I and Class II anti-crossings at Fermi level. The Fermi en-

ergy dependence of SHC indicates the anisotropy of spin Hall conductivity in ferromagnet

can be tuned through band engineering. These results show that the SHC in ferromag-

nets have an extra handle, i.e. the magnetization direction, to control its magnitude. It

should be noted that spin current with polarization orthogonal to the magnetization does

not dephase in ferromagnets, as pointed out by Amin et al. [60]. (The origin of the SHC

anisotropy in ferromagnets, revealed in this thesis, was not the focus of Amin et al.)

(a) (b)

Figure 4.9: Schematic graph of magnetization dependent SHC in ferromagnets.

It is reported that AHE and SHE can be discussed in the same framework of a

U(1) × SU(2) theory [121–124]. For the AHE in ferromagnets, the system has almost

always been treated with the spin quantization axis (i.e., the polarization of the elec-
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trons) aligned along the magnetization direction. Therefore, the U(1) × SU(2) theory

reduces to a parallel U(1) transport model [123]. For 3d transition metals with such par-

allel configuration, a strong correlation between the Berry curvature and the spin Berry

curvature is found, for which one may consider the U(1)×U(1) theory is a good approx-

imation, specifically for the Class I anti-crossings in our studies. This is also possible

because the 3d transition metals with large exchange splitting do not possess large SOC

that will mix the spinor states. However, for a transverse spin current in ferromagnets,

i.e., when the spin quantization axis is rotated away from the magnetization direction,

the U(1) × U(1) approximation is no longer valid to discuss the SHE, e.g. the Class II

anti-crossings.
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4.A Appendix: Calculation method

The DFT calculations is performed by FLAPW with GGA for the exchange correla-

tion. The primitive cell of bcc-Fe and fcc-Ni are constructed with lattice constant chosen

from experimentally determined values, aFe = 2.86Å, aNi = 3.52Å [125, 126]. MT radius

are taken 2.2 bohrs for both Fe and Ni, respectively. The angular momentum expan-

sion inside MT spheres is truncated at l = 8 for the wave functions, charge and spin

densities, and potential. LAPW functions have a cutoff: Gmax is the cutoff vector with

|Gmax| = 3.9 a.u.−1. The reciprocal (k-) space is divided into 16 × 16 × 16 meshes for

calculating charge and spin densities. The spin orbit coupling is treated via the second

variational method. The intrinsic AHC and SHC are obtained from the Kubo formula in

the static limit,

Ωα
ij,n(k) = −ℏ2

∑
n′ ̸=n

Im
[
[vαi ]n,n′(k)[v0j ]n′,n(k)− [v0j ]n,n′(k)[vαi ]n′,n(k)

]
(
ϵn(k)− ϵn′(k)

)2 , (4.A.1)

Ωα
ij(k) =

∑
n

f(ϵn(k))Ω
α
ij,n(k), σαij = −e

2

ℏ

∫
BZ

d3k

(2π)3
Ωα
ij(k). (4.A.2)

where σ0
ij and σ

k
ij are the AHC and SHC, respectively, and Ωα

ij represents the generalized

Berry curvature: Ω0
ij and Ωk

ij are the Berry and spin Berry curvatures. vαi = 1
2
{σα, vi}

is the general velocity operator with the subscript and superscript denoting the spatial

coordinate and the spin quantization axis [122], respectively. v0i and vki are the charge

velocity and spin velocity operators.To reduce numerical error, we extend the size of k-

point mesh up to 64× 64× 64 with total of 262,144 special k points inside the first BZ to

calculate the SHC.

(b)(a)

Figure 4.10: Convergence of the integrated AHC and SHC calculations.
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5.1 Introduction

The intrinsic spin Hall effect was first predicted to generate a dissipationless spin cur-

rent in the two-dimensional electron gas (2DEG) with Rashba type spin orbit coupling [14].

In the early theoretical studies, the intrinsic SHE had been extensively focused on 2DEG

systems with various type of spin orbit coupling, such as Rashba-type, Dresselhaus-type,

Dirac-type, etc. [43, 127–130]. It should be noted that the intrinsic SHE in a simple

2DEG Hamiltonian is exactly cancelled by the extrinsic contributions, e.g., the intrin-

sic side jump, even in the clean limit when considering vertex corrections [43, 44, 128].

However, the cancelation is specifically attributed to the parabolic band dispersion and

linearly k-dependent SOC [21, 131], which is rare in realistic material system. Hence,

the 2DEG system incorporated with SOC could be treated as the irreducible theoretical

model that seizes key features of intrinsic SHE.

In this chapter, we consider a 2DEG system with Rashba-type and Dresselhaus-type

SOC and a ferromagnetic ordering. The intrinsic contribution to the SHE is calculated

through the Kubo formula in the strong exchange interaction limit and the magnetization

direction dependence of SHC is investigated.

5.2 General SU(2) Hamiltonian

5.2.1 intrinsic SHC of general SU(2) Hamiltonian

We shall first consider a free election Hamiltonian with SU(2) gauge field,

H0(k) = ε(k)Î + da(k)τ̂a, (5.1)

where the first term is the free electron kinetic energy, ε(k) =
ℏ2k2

2m
and da(k) contains

the SOC and exchange interaction.

The band energy of this two level system are,

ϵ±(k) = ϵ(k)± |d|, (5.2)

where |d| is the module of vector d = (d1, d2, d3).
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Based on the general Hamiltonian, Eq. 5.1, the general velocity operator is defined as,

v0i =
1

ℏ
∂H0(k)

∂ki
=

1

ℏ
∂ε(k)

∂ki
+

1

ℏ
∂da(k)

∂ki
τ̂a, (5.3)

vli =
1

2ℏ

{
v0i , τ̂

l
}
=

1

ℏ
∂ε(k)

∂ki
τ̂ l +

1

ℏ
∂da(k)

∂ki
δal, (5.4)

where v0i represents the charge velocity, while v
l
i represents the spin velocity. The subscript

i represents the spatial coordinate for the velocity and the superscripts 0, l represent charge

and spin velocity polarized along the l-direction, respectively. Note that the charge current

operator and spin current operator are simply obtained by multiplying velocity and spin

velocity operators with a prefactors −e and ℏ/2, respectively.

j0i = −ev0i , jli =
ℏ
2
vli. (5.5)

The electron Green’s function is given as,

G0(k, iωn) = (iℏωn + µ−H0(k))
−1 = f(k, iωn)(g(k, iωn) + da(k)τ̂a), (5.6)

where

g(k, iωn) = iℏωn + µ− ε(k), f(k, iωn) =
1

g2(k, iωn)− dada
, (5.7)

with µ is the chemical potential, ωn = (2n+1)π
ℏβ is the Matsubara frequency for fermion.

Based on the Kubo formula, the correlation function between the spin velocity vli and

the charge velocity v0j reads,

Ql0
ij(iv) = − 1

V ℏ

∫ ℏβ

0

du eivu ⟨T̂ vli(u)v0j (0)⟩

=
1

V β

∑
k,n

tr
{
G0(k, iωn)v

α
i G0(k, iωn + iv)v0j

}
, (5.8)

where v = 2mπ
ℏβ and β = 1/kBT .

Substituting the unperturbed Green’s function and the general velocity operators into

Eq. 5.8 and evaluating the Matsubara summation over ωn, the real and imaginary parts
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of the correlation function are

ReQl
ij(iv) =

4

V ℏ2
∑
k

|d|
(
nF (ε

−(k))− nF (ε
+(k))

)
[
(ℏiv)2 − 4|d|2

] { dl

|d|
∂ε

∂ki

dn

|d|
∂dn

∂kj
− ∂ε

∂ki

∂da

∂kj

}
,(5.9)

ImQl
ij(iv) = − 4

V ℏ2
∑
k

ℏω
(
nF (ε

−(k))− nF (ε
+(k))

)
2|d|

[
(ℏiv)2 − 4|d|2

] ϵlnmd
n ∂ε

∂ki

∂dm

∂kj
, (5.10)

where nF (ϵ
±) ≡ nF± is Fermi distribution function of the lower(-) and upper(+) bands.

The calculation details of taking the trace and the Matsubara summation are presented

in Appendix. 5.A,5.B.

In the static limit (iv = ω → 0), we obtain the spin Hall conductivity tensor,

σlij = −eℏ
2

lim
ω→0

Ql0
ij(ω)−Ql0

ij(0)

iω
=

−e
4V

∑
k

nF− − nF+

|d|3
ϵlnmd

n ∂ε

∂ki

∂dm

∂kj
. (5.11)

Note that the spin Hall conductivity is obtained by multiplying a prefactor − eℏ
2

(see

Eq. 5.5).

5.2.2 Strong exchange interaction approximation

The SU(2) gauge field can be further separated into two parts: a k-dependent term

Aa(k), which represents the SOC term; a k-independent term Aa0(M ), which represents

the exchange interaction,

da = Aa(k) + Aa0(M ), (5.12)

where M represents the spontaneous magnetization vector.

Hereafter, we assume that the strength of exchange interaction (|A0|) is much large

than the SOC (|A|) for a certain range of wave vector k, i.e., |A(k)|/|A0| ≪ 1. In the

strong exchange approximation, the band energy can be expanded in orders of |A0| as

ϵ±(k) = ϵ0(k)± |d| = ϵ0(k)±
(
|A|2 + |A0|2 + 2AaAa0

)1/2
= ϵ0(k)±

(
|A|2 + |A0|2

)1/2 ± AaAa0

(|A|2 + |A0|2)1/2
+O(|A0|0), (5.13)

Similarly, we rewrite the spin Hall conductivity (Eq. 5.11) in order of exchange inter-
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action |A0|,

σlij =
−e
4V

∑
k

nF− − nF+

(|A|2 + |A0|2 + 2AaAa0)
3/2
ϵlnm (An + An0 )

∂ε

∂ki

∂Am

∂kj
,

=
−e
4V

∑
k

nF− − nF+

(|A|2 + |A0|2)3/2
ϵlnm

∂ε

∂ki

∂Am

∂kj{
An + An0 (M)− 3AaAa0A

n − 3AaAa0A
n
0 (M ) +O(|A0|−1)

}
. (5.14)

The integral in Eq. 5.14 is separated into four parts, I0, I1, I2,and I3,

I0 =
−e
4V

∑
k

nF− − nF+

(|A|2 + |A0|2)3/2
ϵlnmA

n ∂ε

∂ki

∂Am

∂kj
, (5.15a)

I1 =
−e
4V

∑
k

nF− − nF+

(|A|2 + |A0|2)3/2
ϵlnmA

n
0

∂ε

∂ki

∂Am

∂kj
, (5.15b)

I2 =
3e

4V

∑
k

nF− − nF+

(|A|2 + |A0|2)5/2
AaAa0ϵlnmA

n ∂ε

∂ki

∂Am

∂kj
, (5.15c)

I3 =
3e

4V

∑
k

nF− − nF+

(|A|2 + |A0|2)5/2
AaAa0ϵlnmA

n
0

∂ε

∂ki

∂Am

∂kj
. (5.15d)

5.3 Rashba and Dresselhaus SOC

5.3.1 Band dispersions and Fermi contours

Now, we consider the explicit form of Aa(k) and Aa0(M). Aa(k) consists of the Rashba-

type and Dresselhaus-type SOC:

A1 = βkx + αky, A2 = −βky − αkx, A3 = 0, (5.16)

and Aa0(M) is the exchange interaction as a mean field:

A1
0 =M1, A2

0 =M2, A3
0 =M3, (5.17)

where we choose ℏ = 1, α and β are respectively the strength of Rashba-type and

Dresselhaus-type SOC.
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The eigenenergies of the above Hamiltonian are,

ε±(k) = ϵ0(k)± |d| = ϵ0(k)±
(
|A|2 + |A0|2 + 2AaAa0

)1/2
= ϵ0(k)±

(
|A|2 + |A0|2

)1/2 ± AaAa0

(|A|2 + |A0|2)1/2
+O(|A0|0)

∼ ϵ0(k)± |M | ± AaAa0
|M |

, (5.18)

where we apply the strong exchange interaction approximation, |A(k)|/|A0| ≪ 1.
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Figure 5.1: Band dispersion under strong exchange interaction approximation.
Band energy of model Hamiltonian with exchange splitting along z-direction, A0 =
(0, 0,M). The Red color represents band energy with expansion of M . The Blue color
represents band energy without expansion. Two sets of parameters are chosen as m = 1,
α = β = 0.1, M = 1 (a) and m = 1, α = β = 1, M = 1 (b).

In Fig. 5.1, we present the band dispersions with and without the strong exchange

interaction approximation with the exchange splitting along the z-direction. The band

dispersions with the approximation are nearly coincided with those without expansion of

A0, indicating the the approximation is robust around Fermi level when strength of SOC

is much smaller than exchange interaction, α, β ≪ |M | (Fig. 5.1(a)). When the strength

of SOC is comparable with the exchange splitting (Fig. 5.1(b)), the expansion is no longer

valid, as the band dispersions of the two cases diverge significantly.

Under the strong exchange interaction approximation in Eq. 5.18, we investigate the

Fermi contours of the two levels when the magnetization is aligned along the following

three specific directions: a) Mz case, A0 = (0, 0,M); b) My case, A0 = (0,M, 0); and c)

Mx case, A0 = (M, 0, 0).
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Figure 5.2: Band dispersions and Fermi contours in Mz case.
(a) Band energy of model Hamiltonian with exchange splitting along z-direction (m = 1,
α = β = 0.1, ||M || = 1). (b) The Fermi contours of bottom(blue) and top(red) bands.
The Fermi energy is chosen as µ = 3.

a. Exchange splitting along z direction

When the exchange splitting is along the z direction, the exchange interaction does

not entangle with the SOC (A3=0). Thus, the band energies of two levels are simply

parabolic dispersion split by the exchange interaction (Fig. 5.2(a)),

ε±(k) = ε0(k)± |M | =
k2x + k2y
2m

± |M |. (5.19)

The Fermi contours of the two levels are two concentric circles with the Fermi mo-

mentum of the two levels denoted as k± =
√
2m (µ∓ |M |) (Fig. 5.2(b)).

b. Exchange splitting along y direction

When the exchange splitting is along the y direction, the exchange interaction entan-

gles with the SOC and the band dispersion of the two levels are shifted toward opposite

direction (Fig. 5.3(a)). The band energies of two levels are,

ε±(k) = ε0(k)± |M | ± A2M

|M |
=
k2x + k2y
2m

± |M | ± sgn(M) (−βky − αkx)

=
(kx ∓ sgn(M)mα)2 + (ky ∓ sgn(M)mβ)2

2m
− m

2
(β2 + α2)± |M |. (5.20)

Concurrently, the Fermi contours of the two levels are two eccentric circles with dis-
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Figure 5.3: Band dispersions and Fermi contours in My case.
Band energy of model Hamiltonian with exchange splitting along y-direction (m = 1, α =
β = 0.1, |M | = 1). (a) The band dispersion along selected wave vector k̃ = k√

α2+β2
(α, β).

(b) the Fermi contours and (c) the shifted Fermi contours of two level system. The Fermi
energy is chosen as µ = 3.

placed center (±mα,±mβ) for bottom (blue) and top (red) bands, respectively (Fig. 5.3(b)).

In the following calculations, we shift the Fermi contours of the two levels back to the

origin using the following relation,k
′
x,± = kx ∓ sgn(M)mα,

k′y,± = ky ∓ sgn(M)mβ.
(5.21)

The band energies of two levels with shifted wave vector are,

ε±(k) =
k′2x,± + k′2y,±

2m
− m

2
(β2 + α2)± |M |. (5.22)

The shifted Fermi contours are concentric circles (Fig. 5.3(c)) with the shifted Fermi

momentum, k′± =
√

2m (µ∓ |M |) +m2(β2 + α2).

c. Exchange splitting along x direction

TheMx case (exchange splitting along x direction) shares similar features with theMy

case. The exchange splitting again entangles with the SOC while the band dispersions

of the two levels are shifted in different direction, i.e., k̃ = k/
√
α2 + β2(β, α). The band
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Figure 5.4: Band dispersions and Fermi contours in Mx case.
Band energy of model Hamiltonian with magnetic field along y-direction (m = 1, α =
β = 0.1, |M | = 1). (a) The band dispersion along selected wave vector k̃ = k√

α2+β2
(β, α).

(b) the Fermi contours and (c) the shifted Fermi contours of two level system. The Fermi
energy is chosen as µ = 3.

dispersions for the two levels are,

ε±(k) = ε0(k)± |M | ± A1M

|M |
=
k2x + k2y
2m

± |M | ± sgn(M) (βkx + αky)

=
(kx ± sgn(M)mβ)2 + (ky ± sgn(M)mα)2

2m
− m

2
(β2 + α2)± |M |. (5.23)

Here, the Fermi contours of two level are two eccentric circles with different centers

(∓mβ,∓mα) (Fig. 5.4(b)).

Similarly, we can shift the Fermi contours back to the origin using the relation,k
′
x,± = kx ± sgn(M)mβ,

k′y,± = ky ± sgn(M)mα.
(5.24)

The shifted band energy of the two levels are,

ε±(k) =
k′2x,± + k′2y,±

2m
− m

2
(β2 + α2)± |M |, (5.25)

with the shifted Fermi momentum, k′± =
√
2m (µ∓ |M |) +m2(β2 + α2).

109



CHAPTER 5. SPIN HALL EFFECT IN 2DEG WITH EXCHANGE SPLITTING

5.3.2 Intrinsic SHC of 2DEGs with SOC and exchange interac-

tion

The spin Hall conductivity is calculated separately for the above three cases: a) Mz

case, A0 = (0, 0,M); b) My case, A0 = (0,M, 0); and c) Mx case, A0 = (M, 0, 0).

a. Exchange splitting along z direction, A0 = (0, 0,M)

When the exchange splitting is not entangled with the SOC, the last three terms in

Eq. 5.15 all vanish. The spin Hall conductivity, σ3
yx, is reduced to the following integrals,

I0(M3) = e
α2 − β2

4mV |M |3
∑
k

(nF− − nF+) k
2
y,

I1(M3) = I2(M3) = I3(M3) = 0. (5.26)
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Figure 5.5: Two types of integration area.
Two types of integration area: i)a circle of bottom band (a,b,c); ii) ring between bottom
band and top band (d,e,f). (a,d) the band dispersion of bottom and top bands. (b,e)
Fermi contours of two levels with integration area colored in gray. (c,f) shifted Fermi
contours of two levels with integration area colored in gray.

Assuming zero temperature, the Fermi distribution function is reduced to a step func-

tion. We categorize the integration area into two groups: i) a circle of the bottom band
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5.3. RASHBA AND DRESSELHAUS SOC

(−|M | < µ < |M |); ii) a ring between the bottom band and the top band µ > |M |
(Fig. 5.5). The integration areas over the bottom and the top bands are defined as Ω±.

The calculation detail are described in Appendix 5.C.

The spin Hall conductivity in the Mz case, A0 = (0, 0,M), is

σ3
yx(µ) =


em (α2 − β2)

16π|M |3
(|M |+ µ)2 −|M | < µ < |M |

em(α2 − β2)

4π|M |2
µ |M | < µ

(5.27)

b. Exchange splitting along y direction, A0 = (0,M, 0)

In the My case (A0 = (0,M, 0)), the spin Hall conductivity in Eq. 5.15 is calculated

explicitly,

I0(M2) = e
α2 − β2

4mV |M |3
∑
k

(nF− − nF+) k
2
y (5.28a)

I1(M2) = e
Mβ

4mV |M |3
∑
k

(nF− − nF+) ky (5.28b)

I2(M2) = −e 3M

4mV |M |5
∑
k

(nF− − nF+) (α
2 − β2)(βk3y + αk2ykx) (5.28c)

I3(M2) = −e 3

4mV |M |3
∑
k

(nF− − nF+) (−β2k2y − βαkykx) (5.28d)

To simplify the calculation, we change variables using the relation denoted in Eq. 5.21

and shift the integration area back to the origin (Fig. 5.5(c,f)), as described in Ap-

pendix 5.C. The spin Hall conductivity in the My case, A0 = (0, 0,M), is

σ3
yx(µ) ≈


em

16πM3
(µ+M)

[
M

(
α2 + β2

)
+ µ

(
α2 + 2β2

)]
−|M | < µ < |M |

em

8πM4

[
µM2

(
2α2 + 3β2

)
+ 3mµ2

(
α2 − β2

) (
α2 + 3β3

)]
|M | < µ

(5.29)
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c. Exchange splitting along x direction, A0 = (M, 0, 0)

In the Mx case, the spin Hall conductivity in Eq. 5.15 is shown by the following

integrals,

I0(M1) = e
α2 − β2

4mV |M |3
∑
k

(nF− − nF+) k
2
y (5.30a)

I1(M1) = e
Mα

4mV |M |3
∑
k

(nF− − nF+) ky (5.30b)

I2(M1) = −e 3M

4mV |M |5
∑
k

(nF− − nF+) (α
2 − β2)(αk3y + βk2ykx) (5.30c)

I3(M) = −e 3

4mV |M |3
∑
k

(nF− − nF+) (α
2k2y + αβkykx) (5.30d)

Shifting the wave vector k along different direction (Eq. 5.23), the spin Hall conduc-

tivity in the Mx case, A0 = (M, 0, 0), is

σ3
yx(µ) ≈


− em

16πM3
(µ+M)

[
M

(
α2 + β2

)
+ µ

(
2α2 + β2

)]
−|M | < µ < |M |

− e
m

8πM4

[
µM2

(
3α2 + 2β2

)
+ 3mµ2

(
α2 − β2

) (
3α2 + β3

)]
|M | < µ

(5.31)

The σ3
yx of the Mx case (Eq. 5.31) is related to that of My (Eq. 5.29) by exchanging

the strength of Rashba-type (α) and Dresselhaus-type (β) SOC and multiplying a minus

sign.
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5.4 Numerical calculation
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Figure 5.6: Numerical results of spin Hall conductivity σ3
yx.

Numerical calculation results of σ3
yx in three cases: a) A0 = (0, 0,M) (black); b) A0 =

(0,M, 0) (red); and c) A0 = (M, 0, 0) (blue). The parameters are |M | = m = 1. (a)

α = β = 0,(b) α = β = 0.1,(c) α = 0.1, β = 0.05,(d) α = 0.05, β = 0.1, (e) α = 0.1, β = 0,

and (f) α = 0, β = 0.1. The σ3
yx is in unit of e

8π
.

The intrinsic SHC σ3
yx, of the three specific exchange splitting directions (Mz,My,Mx)

are calculated numerically with changing the relative strength of Rashba-type (α) and
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Dresselhaus-type (β) SOC (Fig. 5.6). The maximum strength of SOC is limited to be

much smaller than the exchange splitting, |M |.

In Fig. 5.6(a), σ3
yx vanishes for all cases when the two types of SOC are set to zero.

This confirms that the intrinsic SHC universally originates from the SOC [14]. If the

strength of Rashba and Dresselhaus SOC are equal (|α| = |β|), σ3
yx in the Mz case

also vanishes and σ3
yx in the My,Mx cases have same magnitude but with opposite sign

(Fig. 5.6(b)). The exact cancelation of σ3
yx in the Mz case is attributed to a delicate

interplay between the Dresselhaus and the Rashba SOC, which leads to momentum-

independent eigenspinors [132–134]. However, when the exchange interaction is in-plane,

i.e., the My and Mx cases, the exchange interaction entangles with the SOC and breaks

the cancellation, leading to a non-vanishing σ3
yx.

When the relative strength of Rashba and Dresselhaus SOC differs (Fig. 5.6(c,d)), σ3
yx

is non-zero in the Mz case and its sign depends on the relative magnitude of |α| and |β|:
positive for |α| > |β|; negative for |α| < |β|. σ3

yx in the My and Mx cases have opposite

sign and unequal magnitude due to the difference of |α| and |β|. The magnitude reduces

with decreasing strength of SOC (either |α| or |β|).

In Fig. 5.6(e), we turn off the Dresselhaus-type SOC (β = 0). In such case, σ3
yx in

the Mz and My are exactly the same, while σ3
yx in the Mx case differs in magnitude with

opposite sign. In the absence of Dresselhaus-type SOC, the Fermi contours of the two

levels are shifted only along the x direction in the My case and along the y direction in

the Mx case. It is the Fermi contours shifted along the y direction that contributes to σ3
yx

nontrivially, which can be seen from Eqs. 5.28,5.30. On the contrary, when the Rashba-

type SOC is turned off (β = 0), σ3
yx for the Mz and Mx cases are the same (Fig. 5.6(f)).

Note that in such case, the Fermi contours of the two levels is shifted only along the y

direction in the My case and along the x direction in the Mx case. Thus, σ3
yx in the My

case has a distinct magnitude and sign.

5.5 Brief summary

In this chapter, we have presented a theory of anisotropic SHC for 2DEG with SOC and

large exchange interaction in its intrinsic regime. Both Rashba-type and Dresselhaus spin

orbit coupling are investigated by choosing the exchange interaction along three specific
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directions,i.e., Mz,My, and Mx axes. The intrinsic SHC is found to be highly anisotropic

due to the entanglement between exchange interaction and SOC. When exchange splitting

is in plane (My and Mx cases), the exchange interaction entangles with both Rashba and

Dresselhaus SOC, shifting the Fermi contours of the two levels away from origin. I

In the case of equal strength of Rashba and Dresselhaus SOC (|α| = |β|), σ3
yx disap-

pears in the Mz case, indicating a strong cancelation when the Fermi contours of the two

levels are concentric. However, σ3
yx for the My and Mx cases are finite, due to the Fermi

contours shifted by the SOC and exchange interaction. σ3
yx for the My and Mx cases are

always kept opposite sign, for which the Fermi contours in the two cases are shifted to-

wards different directions. Thus, in the case for |α| = |β|, σ3
yx vanishes when spontaneous

magnetization is out-of plane and is highly anisotropic with in-plane magnetization.

For the case of different relative strength of Rashba and Dresselhaus SOC (|α| ̸= |β|),
the σ3

yx is always finite, even for theMz case where the exchange splitting is not entangled

with SOC. The appearance of σ3
yx originates from partial cancelation between Rashba

and Dresselhaus SOC. Consequently, σ3
yx is fully anisotropic along z, y, and x axes. Two

special cases are studied when we turn off one type of SOCs. For example, if we consider

the Rashba-SOC only, σ3
yx is isotropic when the spontaneous magnetization is in zy-

plane. If we consider the Dresselhaus SOC only, σ3
yx is isotropic when the spontaneous

magnetization is in z-x plane. This distinct behavior originates from the shifted Fermi

contours.

In summary, we study the intrinsic SHE in 2DEG with ferromagnetic ordering. In

2DEG, the coexistence of Rashba-type and Dresselhaus SOC strongly cancels the intrinsic

SHC even with out-of-plane magnetization. However, the exact cancellation is broken if

an in-plane magnetization is induced due to the entanglement between the exchange

splitting and SOCs. σ3
yx is highly anisotropic with respect to the direction of exchange

splitting, M⃗ , depending on the relative strength of |α| and |β|. The entanglement between

the exchange splitting and SOCs modifies the Fermi contours (shifted away from origin),

where the shifted area of Fermi contours contributes to the intrinsic SHC nontrivially.
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5.A Appendix: Trace calculation

Here, we present the explicit calculation of trace in Eq. 5.8. Substituting the un-

perturbed Green’s function and velocity operators, the velocity-spin velocity correlation

function reads

Ql0
ij(iv) = − 1

V

∫ β

0

du eivu ⟨T̂ vli(u)v0j (0)⟩

=
1

2ℏ2V β
∑
k,n

tr
{
G(k, iωn)

{∂ε(k)
∂ki

+
∂db(k)

∂ki
τ b, τ l

}
G(k, iωn + iv)

(∂ε(k)
∂kj

+
∂dc(k)

∂kj
τ c
)

=
1

ℏ2V β
∑
k,n

f(k, iωn + iv)f(k, iωn)

× tr
{(
g(k, iωn) + dd(k)τ d

)(∂ε(k)
∂ki

τ l +
∂dl(k)

∂ki

)
×

(
g(k, iωn + iv) + de(k)τ e

)(∂ε(k)
∂kj

+
∂dc(k)

∂kj
τ c
)}
. (5.A.1)

Considering the trace part in Eq. 5.A.1, we employ the following identities of trace

calculation on Pauli matrices.

tr{τa} = 0, (5.A.2a)

tr{τaτ b} = 2δab, (5.A.2b)

tr{τaτ bτ c} = 2iϵabc, (5.A.2c)

tr{τaτ bτ cτ d} = 2(δabδcd − δacδbd + δadδbc). (5.A.2d)

Thus, we only need to consider the 0, 2, 3, 4 times of τa matrix multiplication inside

the trace calculation. The trace is calculated separately: i.) 0− τ term ; ii.) 2− τ term;

iii.) 3− τ term; iv.) 4− τ term.

i.) The 0− τ term is the purely U(1) part in the trace calculation. It reads

tr
{
g(k, iωn)

∂dl(k)

∂ki
g(k, iωn + iv)

∂ε(k)

∂kj

}
= 2g(k, iωn + iv)g(k, iωn)

∂dl(k)

∂ki

∂ε(k)

∂kj
.

(5.A.3)
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ii.) The 2− τ term consists of the following six parts:

tr
{
dd(k)τ d

∂ε(k)

∂ki
τ lg(k, iωn + iv)

∂ε(k)

∂kj

}
= 2g(k, iωn + iv)dl(k)

∂ε(k)

∂ki

∂ε(k)

∂kj
,

tr
{
dd(k)τ d

∂dl(k)

∂ki
de(k)τ e

∂ε(k)

∂kj

}
= 2dede

∂dl(k)

∂ki

∂ε(k)

∂kj
,

tr
{
dd(k)τ d

∂dl(k)

∂ki
g(k, iωn + iv)

∂dc(k)

∂kj
τ c
}
= 2g(k, iωn + iv)

∂dl(k)

∂ki
dc
∂dc(k)

∂kj
,

tr
{
g(k, iωn)

∂ε(k)

∂ki
τ lde(k)τ e

∂ε(k)

∂kj

}
= 2g(k, iωn)d

l∂ε(k)

∂ki

∂ε(k)

∂kj
,

tr
{
g(k, iωn)

∂ε(k)

∂ki
τ lg(k, iωn + iv)

∂dc(k)

∂kj
τ c
}
= 2g(k, iωn + iv)g(k, iωn)

∂ε(k)

∂ki

∂dl(k)

∂kj
,

tr
{
g(k, iωn)

∂dl(k)

∂ki
de(k)τ e

∂dc(k)

∂kj
τ c
}
= 2g(k, iωn)

∂dl(k)

∂ki
dc
∂dc(k)

∂kj
. (5.A.4)

iii.) The 3− τ term consists of following four parts:

tr
{
g(k, iωn)

∂ε(k)

∂ki
τ lde(k)τ e

∂dc(k)

∂kj
τ c
}
= 2iϵlmng(k, iωn)d

m(k)
∂ε(k)

∂ki

∂dn(k)

∂kj
,

tr
{
dd(k)τ d

∂dl(k)

∂ki
de(k)τ e

∂dc(k)

∂kj
τ c
}
= 2iϵamnd

a(k)dm(k)
∂da(k)

∂ki

∂dn(k)

∂kj
,

tr
{
dd(k)τ d

∂ε(k)

∂ki
τ lg(k, iωn + iv)

dc(k)

∂kj
τ c
}
= −2iϵlmng(k, iωn + iv)dm(k)

∂ε(k)

∂ki

dn(k)

∂kj
,

tr
{
dd(k)τ d

∂ε(k)

∂ki
τ lde(k)τ e

∂ε(k)

∂kj

}
= −2iϵlmnd

m(k)dn(k)
∂ε(k)

∂ki

∂ε(k)

∂kj
. (5.A.5)

iv.) The 4− τ term is

tr
{
dd(k)τ d

∂ε(k)

∂ki
τade(k)τ e

∂dc(k)

∂kj
τ c
}

= 2
(
da(k)

∂ε(k)

∂ki
dl
∂dl(k)

∂kj
− dmdm

∂ε(k)

∂ki

∂da(k)

∂kj
+ dn

∂dn(k)

∂kj

∂ε(k)

∂ki
da(k)

)
.(5.A.6)

Summing over all contributions (Eq.5.A.3-5.A.6), the total trace term is

tr
{
· · ·

}
= 2g(k, iωn + iv)g(k, iωn)

(∂dl(k)
∂ki

∂ε(k)

∂kj
+
∂ε(k)

∂ki

∂dl(k)

∂kj

)
+ 2g(k, iωn + iv)

(∂dl(k)
∂ki

da
∂da(k)

∂kj
+ dl(k)

∂ε(k)

∂ki

∂ε(k)

∂kj

)
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+ 2g(k, iωn)
(∂dl(k)

∂ki
da
∂da(k)

∂kj
+ dl

∂ε(k)

∂ki

∂ε(k)

∂kj

)
+ 4dl(k)

∂ε(k)

∂ki
da
∂da(k)

∂kj
− 2dbdb

∂ε(k)

∂ki

∂dl(k)

∂kj
+ 2dcdc

∂dl(k)

∂ki

∂ε(k)

∂kj

+ 2iϵlmn

(
g(k, iωn)− g(k, iωn + iv)

)
dm(k)

∂ε(k)

∂ki

∂dn(k)

∂kj
. (5.A.7)

5.B Appendix: Matsubara summation

In Eq. 5.A.1, we need concern four terms of Matsubara summation:

1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn), (5.B.1a)

1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn + iv), (5.B.1b)

1

β

∑
n

f(k, iωn)f(k, iωn + iv), (5.B.1c)

1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn)g(k, iωn + iv). (5.B.1d)

The summation over Matsubara frequency is calculated through the residue theorem.

We remind the identity of Matsubara summation:

1

β

∑
n∈Z

F (iωn) = −
∑
z=za

Res[F (z)νβ(z)], (5.B.2)

with νβ(z) =
1
2
tanh ℏβz/2 and za are poles of function F (z) in complex plane.

All Matsubara summations consist denominator, f(k, iωn)f(k, iωn + iv), providing

four poles in the complex plane.

f−1(k, iωn) = g2(k, iωn)− |d|2 = 0 → g(k, iωn) = ±|d|,

f−1(k, iωn + iv) = g2(k, iωn + iv)− |d|2 = 0 → g(k, iωn + iv) = ±|d|, (5.B.3)

where the four poles are defined as,

g(k, z1) = |d|, g(k, z2) = −|d|, g(k, z3 + iv) = |d|, g(k, z4 + iv) = −|d|. (5.B.4)
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Note that the weighting function has relation: νβ(z1) = νβ(z3),νβ(z2) = νβ(z4), because

of the periodicity of tanh function and v = 2mπ
ℏβ .

Therefore, the Matsubara summation in Eq. 5.B.1 can be calculated explicitly,

1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn) =

−
{
νβ(z1)

|d|
2|d|[(|d|+ iℏv)2 − |d|2]

+ νβ(z3)
|d| − iℏv

[(|d| − iℏv)2 − |d|2]2|d|

+νβ(z2)
−|d|

−2|d|[(−|d|+ iℏv)2 − |d|2]
+ νβ(z4)

−|d| − iℏv
[(−|d| − iℏv)2 − |d|2]2|d|

}
= (νβ(z1)− νβ(z3))

iℏv
2|d|[(iℏv)2 − |d|2]

= −
iℏv

(
nF (ε

−(k))− nF (ε
+(k))

)
2|d|

[
(iℏv)2 − 4|d|2

] . (5.B.5)

1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn + iv) =

−
{
νβ(z1)

|d|+ iℏv
2|d|[(|d|+ iℏv)2 − |d|2]

+ νβ(z3)
|d|

[(|d| − iℏv)2 − |d|2]2|d|

+νβ(z2)
−|d|+ iℏv

−2|d|[(−|d|+ iℏv)2 − |d|2]
+ νβ(z4)

−|d|
[(−|d| − iℏv)2 − |d|2]2|d|

}
= −(νβ(z1)− νβ(z3))

iℏv
2|d|[(iℏv)2 − |d|2]

=
iℏv

(
nF (ε

−(k))− nF (ε
+(k))

)
2|d|

[
(iℏv)2 − 4|d|2

] . (5.B.6)

1

β

∑
n

f(k, iωn)f(k, iωn + iv) =

−
{
νβ(z1)

1

2|d|[(|d|+ iℏv)2 − |d|2]
+ νβ(z3)

1

[(|d| − iℏv)2 − |d|2]2|d|

+νβ(z2)
1

−2|d|[(−|d|+ iℏv)2 − |d|2]
+ νβ(z4)

1

[(−|d| − iℏv)2 − |d|2]2|d|

}
= −(νβ(z1)− νβ(z3))

1

|d|[(iℏv)2 − |d|2]

=

(
nF (ε

−(k))− nF (ε
+(k))

)
|d|

[
(iℏv)2 − 4|d|2

] . (5.B.7)
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1

β

∑
n

f(k, iωn)f(k, iωn + iv)g(k, iωn)g(k, iωn + iv) =

−
{
νβ(z1)

|d|(|d|+ iℏv)
2|d|[(|d|+ iℏv)2 − |d|2]

+ νβ(z3)
|d|(|d| − iℏv)

[(|d| − iℏv)2 − |d|2]2|d|

+νβ(z2)
−|d|(−|d|+ iℏv)

−2|d|[(−|d|+ iℏv)2 − |d|2]
+ νβ(z4)

−|d|(−|d| − iℏv)
[(−|d| − iℏv)2 − |d|2]2|d|

}
= −(νβ(z1)− νβ(z3))

−|d|
|d|[(iℏv)2 − |d|2]

=
−|d|

(
nF (ε

−(k))− nF (ε
+(k))

)
|d|

[
(iℏv)2 − 4|d|2

] . (5.B.8)

Note that νβ(z1) − νβ(z3) = −nF (ε−(k)) + nF (ε
+(k))) in the last line of Eq. 5.B.5, as

1/2 tanh βz
2

= 1/2 − nF (z). Finally, replacing the Matsubara summation in the trace

calculation, we deduce velocity-spin velocity correlation function as shown in Eq. 5.10,

5.10,

ReQl0
ij(iv) =

4

V ℏ2
∑
k

|d|
(
nF (ε

−(k))− nF (ε
+(k))

)
[
(ℏiv)2 − 4|d|2

] { dl

|d|
∂ε

∂ki

dn

|d|
∂dn

∂kj
− ∂ε

∂ki

∂da

∂kj

}
,

ImQl0
ij(iv) = − 4

V ℏ2
∑
k

ℏω
(
nF (ε

−(k))− nF (ε
+(k))

)
2|d|

[
(ℏiv)2 − 4|d|2

] ϵlnmd
n ∂ε

∂ki

∂dm

∂kj
. (5.B.9)

5.C Appendix: Calculation of integrals of SHC

Here, we present the detailed calculations of the integrals of the intrinsic SHC in the

three cases: a) Mz case, A0 = (0, 0,M); b) My case, A0 = (0,M, 0); and c) Mx case,

A0 = (M, 0, 0).

a. Exchange splitting along z direction, A0 = (0, 0,M)

In theMz case, only integral I0 in Eq. 5.26 is finite. The integration area is categorized

into two types: i) circle of the bottom band ; ii) a ring between the two bands.

a.i) The integration over k is confined within area of the bottom band Ω−. The I0
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reads

I0(M3) = e
α2 − β2

16π2m|M |3

∫
Ω−

k2ydk = e
α2 − β2

16πm|M |3
1

4
k4−. (5.C.1)

a.ii) The integration over k is confined within area of a ring, Ω− − Ω+. The I0 reads

I0(M3) = e
α2 − β2

16πm|M |3

∫
Ω−−Ω+

k2ydk = e
α2 − β2

16πm|M |3
1

4
(k4− − k4+). (5.C.2)

Eq. 5.27 is obtained by replacing the Fermi momentum with k± =
√

2m (µ∓ |M |).

b. Exchange splitting along y direction, A0 = (0,M, 0)

ii.a) The integration area is over a circle of the bottom band, Ω−. After shifting the

Fermi contour of the bottom band back to the origin, the integrals in Eq. 5.28 read

I0(M2) = e
α2 − β2

16π2m|M |3

∫
Ω′

−

k′2y +m2β2d2k′ = e
α2 − β2

16πm|M |3

(
1

4
k′4− +

m2β2

2
k′2−

)
,

I1(M2) = e
Msgn(M)β

16π2m|M |3

∫
Ω′

−

−mβd2k′ = β2

8π|M |2
1

2
k′2−,

I2(M2) = −e 3Msgn(M)

16π2m|M |5
(α2 − β2)β ∫

Ω′
−

−
(
3k′2y mβ +m3β3

)
d2k′ + α

∫
Ω′

−

−mα
(
k′2y +m2β2

)
d2k′


= e

3(α2 − β2)

16π2|M |4

(3β2 + α2)

∫
Ω′

−

k′2y d
2k′ +m2β2(β2 + α2)

∫
Ω′

−

d2k′


= e

3(α2 − β2)

16π|M |4

[
(3β2 + α2)

1

4
k′4− +m2β2(β2 + α2)

1

2
k′2−

]
,

I3(M2) = −e 3

16π2m|M |3

∫
Ω′

−

d2k′
[
−β2(k′2y +m2β2)− βα(m2αβ)

]
= e

3

16πm|M |3

[
β21

4
k′4− +m2β2(α2 + β2)

1

2
k′2−

]
. (5.C.3)

Replacing the shifted Fermi momentum (k′±) in the above equations, we deduce the
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σ3
yx(µ),

σ3
yx(µ) =

em

32πM4

[
µ+ |M |+ m

2

(
α2 + β2

)]
{
2|M |µ

(
α2 + 2β2

)
+ 2|M |2

(
α2 + β2

)
+m|M |

(
7α4 + 22α2β2 − 11β4

)
+3m(α2 − β2)

(
2µ

(
α2 + 3β2

)
+m

(
α2 + β2

) (
α2 + 5β2

))}
, (5.C.4)

where the last three terms can be neglected under strong exchange interaction approxi-

mation (|M | ≫ |α|, |β|).

Thus, the SHC when Fermi level is below the top band (−|M | < µ < |M |) is,

σ3
yx(µ) ≈ em

16π|M |3
(µ+ |M |)

[
|M |

(
α2 + β2

)
+ µ

(
α2 + 2β2

)]
. (5.C.5)

ii.b) The integration area is over a ring between the bottom and the top band, Ω−−Ω+.

After shifting the Fermi contours of both bands, the integrals in Eq. 5.28 are

I0(M2) = e
α2 − β2

16π2m|M |3

∫
Ω′

−−Ω′
+

k′2y +m2β2d2k′

= e
α2 − β2

16πm|M |3

[
1

4
(k′4− − k′4+) +

m2β2

2
(k′2− − k′2+)

]
,

I1(M2) = e
Msgn(M)β

16π2m|M |3

∫
Ω′

−+Ω′
+

−mβd2k′ = β2

8π|M |2
1

2
(k′2− + k′2+),

I2(M2) = −e 3Msgn(M)

16π2m|M |5
(α2 − β2)β ∫

Ω′
−+Ω′

+

−
(
3k′2y mβ +m3β3

)
d2k′ + α

∫
Ω′

−+Ω′
+

−mα
(
k′2y +m2β2

)
d2k′


= e

3(α2 − β2)

16π2|M |4

(3β2 + α2)

∫
Ω′

−+Ω′
+

k′2y d
2k′ +m2β2(β2 + α2)

∫
Ω′

−+Ω′
+

d2k′


= e

3(α2 − β2)

16π|M |4

[
(3β2 + α2)

1

4
(k′4− + k′4+) +m2β2(β2 + α2)

1

2
(k′2− + k′2+)

]
,

I3(M2) = −e 3

16π2m|M |3

∫
Ω′

−−Ω′
+

d2k′
[
−β2(k′2y +m2β2)− βα(m2αβ)

]
= e

3

16πm|M |3

[
β21

4
(k′4− − k′4+) +m2β2(α2 + β2)

1

2
(k′2− − k′2+)

]
. (5.C.6)
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Replacing the shifted Fermi momentum (k′±) in the above equations, we deduce the

σ3
yx(µ),

σ3
yx(µ) =

em

32π|M |4
{
4µ|M |2

(
2α2 + 3β2

)
+ 12mµ2

(
α4 + 2α2β2 − 3β4

)
+4m|M |2

(
4α4 + 12α2β2 − 5β4

)
+ 3m3

(
α2 + β2

)2 (
α4 + 4α2β2 − 5β4

)
+12µm2(α2 − β2)

(
α2 + β2

) (
α2 + 4β2

)}
, (5.C.7)

where the last three terms can be neglected under strong exchange interaction approxi-

mation. The SHC when Fermi level is below the top band (µ > |M |) is

σ3
yx(µ) ≈ em

8π|M |4
[
µ|M |2

(
2α2 + 3β2

)
+ 3mµ2

(
α2 − β2

) (
α2 + 3β3

)]
. (5.C.8)

c. Exchange splitting along x direction, A0 = (M, 0, 0)

iii.a) The integration area is over a circle of the bottom band, Ω−. After shifting the

Fermi contour of the bottom band, the integrals in Eq. 5.28 read

I0(M2) = − α2 − β2

8π2m|M |3

∫
Ω′

−

k′2y +m2α2d2k′ = − α2 − β2

8πm|M |3

(
1

4
k′4− +

m2α2

2
k′2−

)
,

I1(M2) = −Msgn(M)α

8π2m|M |3

∫
Ω′

−

mαd2k′ = − α2

8π|M |2
1

2
k′2−,

I2(M2) =
3Msgn(M)

8π2m|M |5
(α2 − β2)α ∫

Ω′
−

(
3k′2y mα +m3α3

)
d2k′ + β

∫
Ω′

−

mβ
(
k′2y +m2α2

)
d2k′


=

3(α2 − β2)

8π2|M |4

(β2 + 3α2)

∫
Ω′

−

k′2y d
2k′ +m2α2(β2 + α2)

∫
Ω′

−

d2k′


=

3(α2 − β2)

8π|M |4

[
(β2 + 3α2)

1

4
k′4− +m2α2(β2 + α2)

1

2
k′2−

]
,

I3(M2) =
3

8π2m|M |3

∫
Ω′

−

d2k′
[
α2(k′2y +m2α2) + βα(m2αβ)

]
=

3

8πm|M |3

[
α21

4
k′4− +m2α2(α2 + β2)

1

2
k′2−

]
. (5.C.9)
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Replacing the shifted Fermi momentum (k′±), the σ
3
yx(µ) is

σ3
yx(µ) = − em

32πM4

[
µ+ |M |+ m

2

(
α2 + β2

)]
{
2|M |µ

(
2α2 + β2

)
+ 2|M |2

(
α2 + β2

)
+m|M |

(
25α4 − 2α2β2 − 5β4

)
+3m(α2 − β2)

(
2µ

(
3α2 + β2

)
+m

(
α2 + β2

) (
5α2 + β2

))}
. (5.C.10)

where the last three terms with high order of SOC strength is neglected, the SHC when

Fermi level is below the top band (−|M | < µ < |M |) is

σ3
yx(µ) ≈ − em

16π|M |3
(µ+ |M |)

[
|M |

(
α2 + β2

)
+ µ

(
2α2 + β2

)]
. (5.C.11)

iii.b) The integration area is over a ring between the bottom and the top band, Ω−−Ω+.

After shifting the Fermi contours of both bands, the integrals in Eq. 5.28 are

I0(M2) = − α2 − β2

8π2m|M |3

∫
Ω′

−

k′2y +m2α2d2k′ = − α2 − β2

8πm|M |3

(
1

4
k′4− +

m2α2

2
k′2−

)
,

I1(M2) = −Msgn(M)α

8π2m|M |3

∫
Ω′

−

mαd2k′ = − α2

8π|M |2
1

2
k′2−,

I2(M2) =
3Msgn(M)

8π2m|M |5
(α2 − β2)α ∫

Ω′
−

(
3k′2y mα +m3α3

)
d2k′ + β

∫
Ω′

−

mβ
(
k′2y +m2α2

)
d2k′


=

3(α2 − β2)

8π2|M |4

(β2 + 3α2)

∫
Ω′

−

k′2y d
2k′ +m2α2(β2 + α2)

∫
Ω′

−

d2k′


=

3(α2 − β2)

8π|M |4

[
(β2 + 3α2)

1

4
k′4− +m2α2(β2 + α2)

1

2
k′2−

]
,

I3(M2) =
3

8π2m|M |3

∫
Ω′

−

d2k′
[
α2(k′2y +m2α2) + βα(m2αβ)

]
=

3

8πm|M |3

[
α21

4
k′4− +m2α2(α2 + β2)

1

2
k′2−

]
. (5.C.12)
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Replacing the shifted Fermi momentum (k′±) in above equations, we deduce the σ3
yx(µ),

σ3
yx(µ) = − em

32π|M |4
{
4µ|M |2

(
3α2 + 2β2

)
+ 12mµ2

(
3α4 − 2α2β2 − β4

)
+m|M |2

(
52α4 − 8β4

)
+ 9m3

(
α2 + β2

)3 (
α2 − β2

)
+12µm2(α2 − β2)

(
α2 + β2

) (
3α2 + 2β2

)}
, (5.C.13)

where the last three terms can be neglected under strong exchange interaction approxi-

mation. The SHC when Fermi level is below the top band (µ > |M |) is

σ3
yx(µ) ≈ −e em

8π|M |4
[
µ|M |2

(
3α2 + 2β2

)
+ 3mµ2

(
α2 − β2

) (
3α2 + β3

)]
.(5.C.14)

In Fig. 5.7, we present the comparison of the numerical results between σ3
yx(µ) with

(Eq. 5.C.8, 5.C.14) and without (Eq. 5.C.7, 5.C.13) neglecting the high oder of |α|, |β|.
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Figure 5.7: Spin Hall conductivity in strong exchange interaction approximation.

Numerical calculation results of σ3
yx with (red) and without (blue) neglecting the high

order of |α|, |β| terms. (a,c,e) are My case with the parameters: (a) |α| = |β| = 0.1; (c)
|α| = 0.1, |β| = 0; (e) |α| = 0, |β| = 0.1. (b,d,f) are Mx case with the parameters: (b)
|α| = |β| = 0.1; (d) |α| = 0.1, |β| = 0; (f) |α| = 0, |β| = 0.1. The σ3

yx is in unit of e
8π
.
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Spin Hall effect in Dirac ferromagnet
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CHAPTER 6. SPIN HALL EFFECT IN DIRAC FERROMAGNET

6.1 Introduction

One of the simplest model combining ferromagnetism and spin orbit coupling (SOC)

is the Dirac ferromagnet [135]. The SOC which is a relativistic effect naturally exists

in the Dirac Hamiltonian [136] and the ferromagnetic ordering can be incorporated into

the Dirac Hamiltonian through a Stoner-type mean field with two historical proposals:

one, introduced by MacDonald and Vosko [137], is characterized by a ferromagnetic order

parameter having opposite signs between the positive/negative energy states; the other,

proposed by Ramana and Rajagopal [138], is described by an order parameter having the

same sign in both states. The Dirac system, originally a full relativistic model, can be

extended as a low energy effective model in condensed matter physics, e.g., bismuth [139]

and bulk states of 3D topological insulators [140]. Hence, various transport and magneto

transport properties have been examined in the (effective) Dirac model [135,135,141,142].

In this chapter, we study the intrinsic SHE in the Dirac ferromagnet, with specific

emphasis on the magnetization dependence of the SHC. The key feature in the Dirac fer-

romagnet model is its axial anisotropy induced by the ferromagnetic ordering, for which we

adapt an energy cut-off scheme with the same symmetry to deal with the ultraviolet(UV)-

divergence. We find the intrinsic SHC is highly anisotropic with respect to the direction

of magnetization. In addition, the anisotropy does not disappear when magnetization is

asymptotically approaching zero.

6.2 Dirac ferromagnet

a. Model Hamiltonian

The model Hamiltonian of a Dirac ferromagnet is described by a 4 × 4 Dirac Hamil-

tonian with exchange field M = (M1,M2,M3) representing the ferromagnetic ordering,

H0 = ℏckiρ1 ⊗ σi +mc2ρ3 ⊗ I2 +Miρ3 ⊗ σi, (6.1)

where the ℏ, c,m are the reduced Planck constant, speed of light, and electron mass,

respectively. The ρi (i = 1, 2, 3) are the Pauli matrices representing the electron-hole

space and σi (i = 1, 2, 3) are the Pauli matrices representing the spin space. In the

following calculation, we choose Planck unit, i.e., ℏ = c = 1.
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6.2. DIRAC FERROMAGNET

Note that we consider the exchange field M through generators ρ3 ⊗ σi, in which

M acts oppositely on the electron (positive energy) and hole (negative energy) states.

Miρ3 ⊗ σi is the physical description of spontaneous magnetization, since generators,

ρ3 ⊗ σi, also couple with external magnetic field B [20]. We do not consider the kind of

ferromagnetic order proposed in Ref. [138], SiI2 ⊗ σi, in which the field, S, acts on the

electron and hole states in the same way.

The band dispersions of the four states are,

Eζ,η = ζ

√
m2 + k2 +M2 + 2η

√
(m2 + k2)M2 − (kiMi)2, (6.2)

where ζ, η = ±1, representing the positive/negative energy (energy branch) and spin-

up/spin-down (spin branch).

b. Rotation matrix

Considering the direction of spontaneous magnetization, the wave vector k can be

separated into two parts: i. k∥ is parallel with the unit direction of magnetization m̂; ii.

k⊥ is perpendicular to m̂,

k = (k · m̂)m̂− (k × m̂)× m̂ ≡ k∥m̂+ k⊥. (6.3)

Note that k2∥ = k2 − (k · m̂)2

The unit direction of magnetization can be rewritten in spherical coordinate, m̂ =

(sin θ cosφ, sin θ sinφ, cos θ). For simplicity, we define a rotation matrix R which rotates

m̂ to ẑ,

Rm̂ = ẑ. (6.4)

The explicit form of the rotation matrix, R, is,

R =


(1− cos θ) cos2 φ− 1 (1− cos θ) sinφ cosφ sin θ cosφ

(1− cos θ) sinφ cosφ (1− cos θ) sin2 φ− 1 sin θ sinφ

sin θ cosφ sin θ sinφ cos θ

 . (6.5)

Note that the inner product of k and M is kiMi = k ·M = Mk · m̂ = Mk∥. Thus,
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CHAPTER 6. SPIN HALL EFFECT IN DIRAC FERROMAGNET

the band dispersions of the four states can be written as,

Eζ,η = ζ

√
ϵk + 2M2 + 2ηM

√
m2 + k2⊥

= ζ

√
k2∥ + (

√
m2 + k2⊥ + ηM)2, (6.6)

where we define ϵk =
√
m2 + k2 −M2.

/m

Figure 6.1: Band dispersions and Fermi contours of Dirac ferromagnet.

(a) Band dispersions and (b) Fermi contours (µ/m = 3, positive energy branch) of the
Dirac ferromagnet. The red colored bands correspond to η = +1 and blue colored bands
correspond to η = −1.The magnetization is M = 0.4.

The band dispersions of a pure Dirac system is spherically symmetric and the spin

branch is degenerate (setting M → 0 in Eq. 6.6). In the presence of magnetization, the

spin degeneracy is broken (Fig. 6.1 (a)) with spin-up and spin-down bands. Note that

the spin of each band in the spin branch (η = ±1) is not necessarily quantized along

the direction of M . In addition, the Fermi sphere becomes axial anisotropic along the

direction M ∥ k, which is easily checked by the Fermi contours in the k∥ − k⊥ plane

(Fig. 6.1 (b)).

c. Green’s function

The electron Green’s function G(0)(ε) = (ε−H0)
−1, is rewritten using the generators

of ρµ ⊗ σν ,

G(0)(ε) =
1

D(ε)
g(0)µν ρµ ⊗ σν , (6.7)

130



6.2. DIRAC FERROMAGNET

with µ, ν = 0, 1, 2, 3 and the denominator D(ε) is,

D(ε) =
(
ε2 − ε2k

)2
+ 4M2k2∥ − 4ε2M2 =

∏
η,ζ=±1

(ε− ζEη), (6.8)

where we redefine the energy of states Eζ,η ≡ ζEη.

The 16 components of numerator, g
(0)
µν , are shown in Table. 6.1. The detailed calcula-

tion of g
(0)
µν is presented in Appendix. 6.A.

Table 6.1: Table of g
(0)
µν in Green’s function of Dirac ferromagnet

(µ, ν) 0 1 2 3
0 ε(ε2 − ε2k)− 2εM2 −2mεM1 −2mεM2 −2mεM3

1 −2mMk∥ k1(ε
2 − ε2k)− 2M1Mk∥ k2(ε

2 − ε2k)− 2M2Mk∥ k3(ε
2 − ε2k)− 2M3Mk∥

2 0 −2ε(k2M3 − k3M2) −2ε(k3M1 − k1M3) −2ε(k1M2 − k2M1)
3 m(ε2 − ε2k) −M1(ε

2 + ε2k) + 2Mk∥ −M2(ε
2 + ε2k) + 2Mk∥ −M3(ε

2 + ε2k) + 2Mk∥

d. General velocity operator

The velocity operator is obtained directly from the Hamiltonian (Eq. 6.1),

vi =
∂H0

∂ki
= ρ1 ⊗ σi, (6.9)

with the charge current operator is defined as ji = −evi.
The spin velocity operator is the anti-commutator of the velocity operator and the

spin operator ρ3 ⊗ σα,

vαi =
1

2
{vi, ρ3 ⊗ σl} = ϵiαβρ2 ⊗ σβ, (6.10)

where α = 1, 2, 3 and spin current operator is defined: jαi = 1/2vαi .
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6.3 Intrinsic spin Hall conductivity

The intrinsic spin Hall conductivity is calculated through the Kubo formula. The

velocity-spin velocity correlation function reads,

Qα
ij(iv) = − 1

V

∫ β

0

du eivu ⟨T̂ vαi (u)vj(0)⟩ ,

=
1

V β

∑
k,n

tr
{
G̃(0)(iωn)v

α
i G̃

(0)(iωn + iv) vj

}
, (6.11)

where iv → ω+ i0 is the analytic continuation on the response frequency with Matsubara

frequency v = 2mπ/β. G̃(0)(iωn) is electron’s Green’s function with Matsubara frequency

wn = (2n+ 1)π/β,

G̃(0)(iωn) = G(0)(iωn + µ) =
1

D(iωn + µ)
g(0)µν (iωn + µ)ρµ ⊗ σν , (6.12)

where µ is the chemical potential.

The intrinsic SHC is obtained by taking the static limit of the correlation function,

σαij =
−e
2

lim
v→0

Qα
ij(iv)−Qα

ij(0)

−v
. (6.13)

Assuming zero temperature, T = 0, and evaluating the Matsubara summation, the in-

trinsic SHC can be separated into two parts σαij = σ
α,(1)
ij + σ

α,(2)
ij ,

σ
α,(1)
ij =

e

8πV

∑
k

tr
{
− 2GA(ε)vαi G

R(ε)vj +GR(ε)vαi G
R(ε)vj +GA(ε)vαi G

A(ε)vj

}∣∣∣
ε=µ

, (6.14)

σ
α,(2)
ij =

e

8πV

∑
k

∫ µ

−∞
dε

tr
{
GR(ε)vαi ∂zG

R(ε)vj − ∂zG
R(ε)vαi G

R(ε)vj −
(
R ↔ A

)}
, (6.15)

where f(z) is the Fermi distribution function, GR,A(ε) = G(0)(ε ± iγ) are the retarded

and advanced Green’s function with damping coefficient, γ. The calculation details are

presented in Appendix. 6.B. The integral σ
α,(1)
ij contains derivative of Fermi distribution

function (∂εf(ε)), which reduces the integral to the surface term ε = µ when the temper-
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ature is assumed to be zero. σ
α,(1)
ij is often inferred to the ”Fermi surface” term and σ

α,(2)
ij

is called the ”Fermi sea” term [143].

6.3.1 Fermi surface term, σ
α,(1)
ij

The intrinsic SHC is obtained by calculating the Fermi surface and Fermi sea terms

with zeroth order of damping constant, O(γ0). We first consider the Fermi surface term,

σ
α,(1)
ij =

e

8πV

∑
k

{ gRµν(ε)gRλτ (ε)
DR(ε)DR(ε)

− 2
gAµν(ε)g

R
λτ (ε)

DA(ε)DR(ε)
+
gAµν(ε)g

A
λτ (ε)

DA(ε)DA(ε)

}
ϵiαβtr

{
ρµρ2ρλρ1

}
tr
{
σνσβστσj

}∣∣∣
ε=µ

. (6.16)

Considering the symmetry of the SHC tensor, we calculate the non-zero component

of the SHC tensor. Using the σ3
21 as an example, the trace in Eq. 6.16 can be evaluated

using the following identity (See Appendix. 6.C),

tr
{
ρµρ2ρλρ1

}
tr
{
σνσ1στσ1

}
=

4(δµ1δλ2 + δµ2δλ1)
∑
α

sαδναδτα + 4i(δµ0δλ3 − δµ3δλ0)
∑
α

sαδναδτα., (6.17)

where we defined s0,1 = 1, s2,3 = −1,

Thus, the integrand in Eq. 6.16 reduces to ,

{ gRµν(ε)gRλτ (ε)
DR(ε)DR(ε)

− 2
gAµν(ε)g

R
λτ (ε)

DA(ε)DR(ε)
+
gAµν(ε)g

A
λτ (ε)

DA(ε)DA(ε)

}
ϵiαβtr

{
ρµρ2ρλρ1

}
tr
{
σνσβστσj

}∣∣∣
ε=µ

= 16
∑
α

sαRe
{ gR1α(ε)gR2α(ε)
DR(ε)DR(ε)

− gA1α(ε)g
R
2α(ε)

DA(ε)DR(ε)

}
+ 16

∑
α

sαIm
{ gA0α(ε)gR3α(ε)
DA(ε)DR(ε)

}∣∣∣
ε=µ

. (6.18)

To obtain the leading order contribution of γ, we expand the numerator and denominator

of the retarded/advanced Green’s function in order of damping constant γ,

gR,A(ε) = g(ε)± iγg′(ε) +O(γ2),

DR,A(ε) = D(ε)± iγD′(ε) +O(γ2). (6.19)
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The first term in Eq. 6.18 is,

Re
{ gR1α(ε)gR2α(ε)
DR(ε)DR(ε)

− gA1α(ε)g
R
2α(ε)

DA(ε)DR(ε)

}
=

γ2[D′(ε)(g′1α(ε)g2α(ε)− g1α(ε)g
′
2α(ε))−D(ε)g′1α(ε)g

′
2α(ε)] +O(γ2)

(D2(ε) + γ2D′2(ε))2
. (6.20)

The leading order is γ2 in the numerator.

The second term in Eq. 6.18 is,

Im
{ gA0α(ε)gR3α(ε)
DA(ε)DR(ε)

}
=

γ(g′3α(ε)g0α(ε)− g3α(ε)g
′
0α(ε))

D2(ε) + γ2(D′(ε))2
. (6.21)

The leading order is γ1 in the numerator.

Note that for the denominators, we have identities,

1

D2(ε) + γ2(D′(ε))2
=

π

|D′(ε)|γ
δ(D(ε)). (6.22)

The denominators of Eq. 6.22 has the leading order of γ−1. Thus, the second part

(Eq. 6.18) is the leading order contribution (γ0) to the Fermi surface term in the clean

limit. The intrinsic Fermi surface term is

σ
3,(1)
21 =

2e

V

∑
k

δ(D(ε))

|D′(ε)|
∑
α

sαXα(ε)
∣∣∣
ε=µ

, (6.23)

with

X(0)
α (ε) ≡ g

(0)
0α (ε)∂εg

(0)
3α (ε)− ∂εg

(0)
0α (ε)g

(0)
3α (ε). (6.24)

6.3.2 Fermi sea term, σ
α,(2)
ij

Now, we check the the Fermi Sea term,

σ
α,(2)
ij =

e

8πV

∑
k

∫ µ

−∞
dε
{gRµν(ε)∂zgRλτ (ε)− ∂εg

R
µν(ε)g

R
λτ (ε)

(DR(ε))2
−
(
R ↔ A

)}
ϵiαβtr

{
ρµρ2ρλρ1

}
tr
{
σνσβστσj

}
. (6.25)
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Evaluating the trace using Eq. 6.18, we have (see Appendix. 6.C),

{gRµν(ε)∂zgRλτ (ε)− ∂εg
R
µν(ε)g

R
λτ (ε)

(DR(ε))2
−
(
R ↔ A

)}
ϵiαβtr

{
ρµρ2ρλρ1

}
tr
{
σνσβστσj

}
,

= −16
∑
γ

sγIm
[gR0γ(ε)∂εgR3γ(ε)− ∂εg

R
0γ(ε)g

R
3γ(ε)

DR(ε)2

]
. (6.26)

To obtain the leading order contribution, we expand XR,A(ε) in order of γ,

XR,A(ε) ≡ X(0)(z ± iγ) = X(0)(ε) + iγX ′(0)(ε) +O(γ2). (6.27)

Thus, Eq. 6.26 reads

Im
[gR0α(ε)∂εgR3α(ε)− ∂εg

R
0α(ε)g

R
3α(ε)

DR(ε)2

]
≈ πsgnD′(ζEη)∂εδ(D(ε))

X(0)(ε)

D′(ε)
, (6.28)

where we kept only the leading order term of γ0 (see Appendix. 6.C). The intrinsic Fermi

sea term reads

σ
3,(2)
21 = −2e

V

∑
k

∫ µ

−∞
dεsgnD′(ζEη)∂εδ(D(ε))

X(0)(ε)

D′(ε)

= −2e

V

{∑
k

sgnD′(ζEη)
δ(D(ε))

D′(ε)
X(0)(ε)

∣∣∣µ
−∞

−
∫ µ

−∞
dεsgnD′(ζEη)δ(D(ε))∂ε

(X(0)(ε)

D′(ε)

)}
,

(6.29)

where we apply integration by part in the last equation.

Note that boundary term vanishes at ε → −∞, wherefore the first term in Eq. 6.29

exactly cancels the Fermi surface term (Eq. 6.23). The total intrinsic SHC is,

σ3
21 = σ

3,(1)
21 + σ

3,(2)
21 =

2e

V

∑
k

∫ µ

−∞
dε sgnD′(ζEη)δ(D(ε))∂ε

(X(0)(ε)

D′(ε)

)
. (6.30)

The cancellation between Fermi surface and Fermi sea is straightforward in clean limit

and without vertex correction, in which the Fermi surface term does not contribute to the

intrinsic SHE [21]. The intrinsic AHE, as a reference, is the summation over the Berry

curvature of all bands below the Fermi surface [29]. Despite the problematic definition of

spin Berry curvature, it is not surprise that the intrinsic SHE originates from the electrons
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below the Fermi surface (Fermi sea).

6.4 Calculation of intrinsic SHC

To calculate Eq. 6.30, we first resolve the δ-function, δ(D(ε)),

δ(D(ε)) =
∑
η,ζ±1

δ(ε− ζEη)

8MEηk̃⊥
, (6.31)

where we define k̃⊥ =
√
m2 + k2⊥.

Eq. 6.30 is rewritten as,

σ3
21 =

2e

V

∑
k

∫ µ

−∞
dε

∑
η,ζ=±1

δ(ε− ζEη)

8MζEηηk̃⊥

(∂εX(0)(ε)

D′(ε)
− X(0)(ε)D′′(ε)

D′(ε)2

)
=

2e

V

∑
k

∫ µ

−∞
dε

∑
η,ζ=±1

δ(ε− ζEη)

64M2E2
η k̃

2
⊥

[
∂εX

(0)(ε)− ζX(0)(ε)(
1

Eη
+

η

M

Eη

k̃⊥
)
]
.(6.32)

In the presence of δ(ε−ζEη),X(0)(ε) andX ′(0)(ε) are confined to ε = ζEη (Appendix. 6.D),

X(0)(ζEη) = −8mM2
{
(1−m2

1)Eη
2
+m2

1ηMk̃⊥ +m2
1k̃

2
⊥

}
, (6.33)

X ′(0)(ζEη) = −8mζEη

{
2M2 + ηMk̃⊥ −M2

1

}
, (6.34)

where m = (m1,m2,m3) is the unit vector of magnetization M .

Replacing X(0)(δ(z − ζEη)) and X
′(0)(δ(z − ζEη)) in Eq. 6.32, the intrinsic SHC, σ3

21,

is

σ3
21 = −em

4V

∑
k

∫ µ

−∞
dϵδ(z − ζEη)

∑
η,ζ=±1

ζδ(ε− ζEη){ 1

Eηk̃2⊥
+

η

M

1

Eηk̃⊥
− η

M

Eη

k̃3⊥
+m2

1

(
− ηM

Eη
3k̃⊥

− 1

Eη
3 − 1

Eηk̃2⊥
+

η

M

Eη

k̃3⊥
− η

M

1

Eηk̃⊥

)}
,

≡ σ3,iso.
21 +m2

1(σ
3,m
21 − σ3,iso.

21 ), (6.35)
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where we define σ3,iso.
21 and σ3,m

21 as,

σ3,iso.
21 ≡ −em

4V

∑
k

∫ µ

−∞
dε

∑
η,ζ=±1

ζδ(ε− ζEη)
{ 1

Eηk̃2⊥
+

η

M

1

Eηk̃⊥
− η

M

Eη

k̃3⊥

}
, (6.36)

σ3,m
21 ≡ −em

4V

∑
k

∫ µ

−∞
dε

∑
η,ζ=±1

ζδ(ε− ζEη)
{
− ηM

Eη
3k̃⊥

− 1

Eη
3

}
. (6.37)

Apparently, the σ3,iso.
21 term depends on the strength of magnetization (M) only, for

which is the isotropic contribution to the intrinsic SHC. The σ3,m
21 − σ3,iso.

21 term depends

on both the strength of the magnetization and the direction of unit magnetization (i.e.,

m1), which is the anisotropic contribution to the intrinsic SHC.

The σ3,iso.
21 and σ3,m

21 terms contain integrals with energy to minus infinity, which di-

verges when Fermi sphere is infinitely large (UV-divergence). Hence, we separate the

integration of σ3,iso.
21 and σ3,m

21 terms into a divergent part (ε ∈ (−∞, 0)) and a convergent

part (ε ∈ (0, µ)),

σ3,iso.
21 = Diso. + Ciso., (6.38)

σ3,m
21 = Dm + Cm, (6.39)

where Ciso./Cm andDiso./Dm are the convergent and divergent part of isotropic/anisotropic

contribution to the intrinsic SHC, respectively.

6.4.1 Divergent part of σ3,iso.21 and σ3,m21 terms

The divergent part represents the chemical potential placed at the center of the band

gap between positive and negative energy branch (µ = 0). Thus, it contains contributions

from the whole negative energy branch (ζ = −1, η = ±1),

Diso. =
em

4V

∑
k,η

1

Eηk̃2⊥
+

η

M

1

Eηk̃⊥
− η

M

Eη

k̃3⊥
. (6.40)

Dm = −em
4V

∑
k,η

(
ηM

k̃⊥
+ 1

)
1

Eη
3 . (6.41)

To deal with the divergence of integration over k in Eq. 6.40, 6.41, we introduce two k

cut-off schemes: a. momentum cut-off Λ; b. energy cut-off Λε.
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a. Momentum cut-off Λ in the divergent part

In the momentum cut-off scheme, k is truncated at the cut-off momentum Λ,

k2∥ + k2⊥ ⩽ Λ2. (6.42)

Thus, k is truncated with a sphere of radius Λ in the momentum space. In the negative

energy branch, the Fermi spheres of spin-up and spin-down bands (η = ±1) are ellipsoid

with axial anisotropy along k∥. However, the ellipticity of Fermi spheres asymptotically

vanishes when |k| ≫ |M | and Fermi spheres of the spin-up and spin-down bands tend to

coincide, in accordance with the momentum cut-off scheme.

Diso.
Λ and Dm

Λ in the momentum cut-off are (Appendix. 6.E)

Diso.
Λ ≈ − em

4π2

(
log

2Λ

m
− 1− M2

6m2

)
, (6.43)

Dm
Λ ≈ − em

4π2

(
log

2Λ

m
− 1 +

M2

2m2

)
, (6.44)

where we neglect the terms with higher order of strength of magnetization O(M4).

The divergent part of intrinsic SHC through the momentum cut-off is

σ3
21(µ = 0) = − em

4π2

[
(log

2Λ

m
− 1)− M2

6m2
(1− 4m2

x)

]
. (6.45)

In the momentum cut-off scheme, when magnetization asymptotically goes to zero (M →
0), the σ3

21 reduces to the result of intrinsic SHC in a pure Dirac electron system [141,142].

b. Energy cut-off Λε in the divergent part

In the energy cut-off scheme, k is truncated at the momentum confined by a specific

energy, Λε,

E2
η = k2∥ + (k̃⊥ + ηM)2 ⩽ Λ2

ϵ . (6.46)

Thus, the spin-up and spin-down bands in the negative energy branch are truncated by

two different ellipsoids. Apparently, the energy cut-off scheme retains the symmetry of

the Dirac ferromagnet Hamiltonian.

Neglecting the high order term O(M4), Diso. and Dm in the energy cut-off scheme
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read (Appendix. 6.E)

Diso.
Λε

≈ em

4π2

M2

6m2
, (6.47)

Dm
Λε

≈ − em

4π2

(
log

2Λε
m

− 1 +
M2

2m2

)
. (6.48)

Dm show exactly the same the result in the two cut-off schemes, while Diso. diverges in

the two cut-off schemes. The difference between the two cut-off schemes is the ellipticity

of the Fermi sphere, which is of the order of M/Λ. Diso. (Eq. 6.39) contains terms with

order of M−1, which gives a non-vanishing contribution in the energy cut-off scheme.

The divergent part of intrinsic SHC through the energy cut-off is,

σ3
21(µ = 0) = − em

4π2

[
m2
x(log

2Λε
m

− 1)− M2

6m2
(1− 4m2

x)

]
. (6.49)

To the second order of M , the magnetization induced term in the two cut-off schemes are

identical but the M -independent part diverges. Specifically, in energy cut-off schemes,

theM -independent part of intrinsic SHC depends on the direction of magnetization when

it goes to zero. If M goes to zero along the x-axis (mx = 1), the two cut-off schemes are

the same. If M goes to zero along the direction perpendicular to the x-axis (mx = 0), the

intrinsic SHC at µ = 0 nearly vanishes.

6.4.2 Convergent part of σ3,iso.21 and σ3,m21 terms

In the convergent part of integral, the k integration is confined to the area with

Eη ∈ (0, µ),

E2
η = k2∥ + (k̃⊥ + ηM)2 ⩽ µ2. (6.50)

The integration area is similar with the energy cut-off scheme, in which two ellipsoids

are associated with spin-up and spin-down bands (η = ±1) in either positive or negative

energy branch (ζ = ±1).
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The Ciso. and Cm are,

Ciso. = − em

8π2

∑
η=±1

η|µ|
2M

Θ(µ)

∫ θβ

θα

dθ
(
1− M2

|µ|2(sin θ − ηM|µ|)
2

)
cos θ arctanh cos θ − cos2 θ

(sin θ − ηM|µ|)
2

(6.51)

Cm = − em

8π2

∑
η=±1

Θ(µ)(cos θα + log tan θα/2) (6.52)

where the Θ(µ) is defined as,

Θη(µ) =

1, |µ| > m− ηM

0, (otherwise)
(6.53)

6.4.3 Consistency between the convergent part and divergent

part

The intrinsic SHC contains both contributions from the convergent part and the di-

vergent part. Thus, the convergent past is expected to exactly cancel the divergent part

when the chemical potential approaches −∞. In Fig. 6.2, we present the convergent part

(C-term) and divergent part (D-term) with both cut-off schemes to check their consistency.

In the momentum cut-off scheme, the convergent part (Ciso.) and the divergent part

(Diso.
Λ ) do not show consistency in isotropic contribution (Fig. 6.2 (a)) but are consistent

in anisotropic contribution (Fig. 6.2 (b)), since the Cm term cancels the Dm
Λ term in the

limit µ → Λ. In contrast, for the energy cur-off scheme, the convergent part and the

divergent part are consistent in either isotropic contribution (Fig. 6.2 (c)) or anisotropic

contribution (Fig. 6.2 (d)). It indicates the energy cut-off should be the appropriate cut-

off scheme, for it follows the the symmetry of system which is axial anisotropic along M̂ .

Note that when M is large, there is a non-negligible deviation between the convergent

part and the divergent part, indicating the contributions from high order terms of O(M4)

in the divergent terms.

In Fig. 6.3, we present the chemical potential dependence of the isotropic contribution

σ3,iso.
21 and the anisotropic contribution σ3,m

21 in the energy cut-off scheme. Apparently,

the intrinsic SHC is even with respect to µ, while the intrinsics AHC is odd with µ in

comparison [135]. Both σ3,iso.
21 and σ3,m

21 have plateaus at the band gap between positive
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(a) (b)

(c) (d)

Figure 6.2: Consistency between convergent part and divergent part.

Comparison between (a) Ciso. and −Diso.
Λ (dashed) ; (b) Cm and −Dm

Λ (dashed);
(c) Ciso. and −Diso.

Λε
(dashed);(c) Cm and −Dm

Λε
(dashed). The M is set to be

0.01, 0.1, 0.2, 0.4, 0.6, 0.8, corresponding to color sequence from red to purple. The cut-off
momentum/energy is set to be Λ = Λε = 100, according to the limit of chemical poten-
tial µmin = −100. The divergent parts are taken in opposite sign for comparison. The
conductivity is in the unit of σ0

s = em/8π2.

and negative energy branch whose width linearly reduce with the strength of M . The

magnitude of plateaus in σ3,iso.
21 and σ3,m

21 are enhanced by the strength of magnetization

but the signs are opposite. When the chemical potential touches the positive/negative

energy branch, σ3,iso.
21 is further enhanced with a maximum at µ = m for all strength of

M and then drastically decays to a negative sign. The µ = m condition corresponds to

the chemical potential at the center of spin-up and spin-down bands. In contrast, σ3,m
21

monotonically decreases with increasing chemical potential.
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(a) (b)

Figure 6.3: Chemical potential dependence of σ3,iso.
21 and σ3,m

21 .

Chemical potential dependence of intrinsic SHC contributions: (a) σ3,iso.
21 and (b) σ3,m

21 .
The M is set to be 0.01, 0.1, 0.2, 0.4, 0.6, 0.8, corresponding to color sequence from red
to purple. The cut-off energy is set to be Λε = 100. The conductivity is in the unit of
σ0
s = em/8π2.

6.5 The anisotropy of intrinsic SHC

The anisotropy of intrinsic SHC in Dirac ferromagnet is presented through the angular

dependence of σ3
21 (Fig. 6.4). θ corresponds to the angle between the unit magnetization

and x-axis. The intrinsic SHC is highly anisotropic, despite the chemical potential and

strength of magnetization. Specifically, σ3
21 takes a maximum in magnitude when M ∥ x

(θ = 0, π) and is nearly zero when M ⊥ x (θ = π/2). Strikingly, the anisotropy of the

intrinsic SHC do not vanish when the magnetization is asymptotically zero. It indicates

that when M asymptotically goes to zero along the x-axis, σ3
21 reaches a non-vanishing

value, which is the exact value of intrinsic SHC in the pure Dirac system [141]. However,

if M asymptotically goes to zero along the direction orthogonal to the x-axis (e.g., y or z

axes), σ3
21 vanishes.

The massive Dirac electron system is spherically symmetric, while the Dirac ferro-

magnet is axial anisotropic due to the existence of ferromagnetic ordering (exchange in-

teraction). The diverged asymptotical behavior of the intrinsic SHC implies a non-trivial

transition between the ferromagnetic state and paramagnetic state in massive Dirac sys-

tem. It has been argued the the intrinsic skew scattering which is also independent of the

life-time of quasiparticles (order of γ0) can cancel the contribution of intrinsic SHC [43].

Thus, it is of interest to investigate this diverged asymptotical behavior by taking the
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(a) (b)

(c) (d)

Figure 6.4: Magneto angular dependence of σ3
21.

The angular dependence (cos θ = mx) of intrinsic SHC σ3
21 for various chemical poten-

tial: (a) µ/m = 0, (b) µ/m = 1, (c) µ/m = 2, (d) µ/m = 3. The |M | is set to be
0.01, 0.1, 0.2, 0.4, 0.6, 0.8, corresponding to color sequence from red to purple. The cut-off
energy is set to be Λε = 100. The conductivity is in the unit of σ0

s = em/8π2.

extrinsic effects into account.

6.6 Brief summary

In this chapter, we study the intrinsic SHC on massive Dirac electron system with

ferromagnetic ordering in the intrinsic regime. Considering the symmetry of the Dirac

system in the presence of magnetization, we employ two cut-off schemes to deal with the

UV-divergence, where the intrinsic SHC diverges in the energy and momentum cut-off

schemes. We adapt the energy cut-off scheme in accordance with the axial anisotropy

of the Dirac ferromagnet. We find the intrinsic SHC σ3
21 is highly anisotropic, where it

reaches the maximum when magnetization is along the x-axis and nearly vanishes when

the magnetization is orthogonal to the x-axis. Further, we find a diverged asymptotical
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behavior of M as it approaches zero. Only when M approaches zero along the x-axis,

the intrinsic SHC reduces to the result of massive Dirac electron in the zero-M limit.

This divergence indicates a non-trivial transition between the ferromagnetic state and the

paramagnetic state in massive Dirac system. Additionally, it is reported that the intrinsic

SHC was correlated with the magnetic susceptibility within the Dirac band gap [141]. It is

also of interest to investigate the correlation between magnetic susceptibility and intrinsics

SHC in the Dirac ferromagnet, since the magnetic susceptibility is strongly affected by

the magnetic ordering.
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(0)
µν

6.A Appendix: Calculation details of g
(0)
µν

Here, we present the calculation details of g
(0)
µν in Table. 6.1. The explicit form of

model Hamiltonian (Eq. 6.1) is

H0 =


m−M3 −M1 + iM2 k3 k1 − ik2

−M1 − iM2 m+M3 k1 + ik2 −k3
k3 k1 − ik2 M3 −m M1 − iM2

k1 + ik2 −k3 M1 + iM2 −m−M3

 . (6.A.1)

The electron’s Green’s function is obtained by inverting the matrix ϵ−H0,

(ϵ−H0)
−1 ≡ 1

D(ϵ)
Nαβsα ⊗ sβ, (6.A.2)

where the matrix inversion is calculated directly by Mathematica. The Nαβ is the matrix

elements and the sα(α = 1, 2, 3, 4) is single-entry matrix generators,

s1 =

 1 0

0 0

 , s2 =

 0 1

0 0

 , s3 =

 0 0

1 0

 , s4 =

 0 0

0 1

 . (6.A.3)

Thus, the Green’s function in matrix form is written,

D(ϵ)(ϵ−H0)
−1 =


N11 N12 N21 N22

N13 N14 N23 N24

N31 N32 N41 N42

N33 N34 N43 N44

 (6.A.4)

We would like to rewrite the matrix in generators of ρµ ⊗ σν ,

Nαβsα ⊗ sβ = gµνρ
µ ⊗ σν . (6.A.5)

The relation between Pauli matrices and s-matrices are

s1 =
1

2
(σ0 + σ3), s2 =

1

2
(σ1 + iσ2), s3 =

1

2
(σ1 − iσ2), s4 =

1

2
(σ0 − σ3). (6.A.6)
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In general, we obtain a 4× 4 transformation matrix between σµ and sα,

sα = Γαµσ
µ. (6.A.7)

The transformation between generators sα ⊗ sβ and ρµ ⊗ σν is

sα ⊗ sβ = Γµαρµ ⊗ Γβνσ
ν

= Γµα ⊗ Γβνρµ ⊗ σν , (6.A.8)

where we introduce a basis transformation matrix Γµα ⊗ Γβν .

The matrix elements gµν and Nαβ have relation,

gµν = Γµα ⊗ ΓβνNαβ. (6.A.9)

The gµν can be explicitly calculated,

g
(0)
00 =

1

4
(N11 +N14 +N41 +N44), g

(0)
01 =

1

4
(N12 +N13 +N43 +N42)

g
(0)
02 =

1

4
(iN12 − iN13 − iN43 + iN42), g

(0)
03 =

1

4
(N11 −N14 +N41 −N44)

g
(0)
10 =

1

4
(N21 +N24 +N31 +N34), g

(0)
11 =

1

4
(N22 +N23 +N32 +N41)

g
(0)
12 =

1

4
(N22 − iN23 + iN32 − iN41), g

(0)
13 =

1

4
(N21 −N24 +N31 −N34)

g
(0)
20 =

1

4
(N21 +N24 − iN31 −N34), g

(0)
21 =

1

4
(N22 + iN23 − iN32 − iN33)

g
(0)
22 =

1

4
(−N22 +N23 +N32 −N33), g

(0)
23 =

1

4
(iN21 − iN24 − iN31 + iN34)

g
(0)
30 =

1

4
(N11 +N14 −N41 −N44), g

(0)
31 =

1

4
(N12 +N13 −N43 −N42)

g
(0)
32 =

1

4
(N12 − iN13 + iN43 − iN42), g

(0)
33 =

1

4
(N11 −N14 −N41 +N44).(6.A.10)

The results is shown in Table. 6.1.
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6.B Appendix: Matsubara summation

To evaluate the Matsubara summation in Eq. 6.11, we remind the identity,

1

β

∑
n∈Z

F (iωn) = − 1

2πi

∫
C′
dεF (z)νβ(z), (6.B.1)

where νβ(z) = 1/2 tanh(βz/2) is the weighting function for fermion and C ′ contains all

poles of F (z) in complex plane (Fig. 6.5 (a)).

Figure 6.5: Integration paths of Matsubara summation.
(a) Integration path C ′, (b) Integration path C1, C2, C3, C4 in the Matsubara summation.

The integration path C ′ is equivalent with sum over path C1 + C2 + C3 + C4, which

both contain only poles of F (z) in complex plane. Thus, velocity-spin velocity correlation

function is rewritten as,

Qα
ij(iv) =

1

V β

∑
k,n

tr
{
G(0)(iωn)v

α
i G

(0)(iωn + iv)vj

}
= − 1

4iπV

∑
k

∫
C1+C2+C3+C4

dε tanh
βz

2
tr
{
G(0)(z)vαi G

(0)(z + iv)vj

}
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= − 1

4iπV

∑
k

{∫ +∞+i0

−∞+i0

dε tanh
βz

2
tr
(
G(0)(z)vαi G

(0)(z + iv)vj

)
∫ −∞−i0

+∞−i0
dε tanh

βz

2
tr
(
G(0)(z)vαi G

(0)(z + iv)vj

)
∫ +∞−iv+i0

−∞−iv+i0
dε tanh

βz

2
tr
(
G(0)(z)vαi G

(0)(z + iv)vj

)
∫ −∞−iv−i0

+∞−iv−i0
dε tanh

βz

2
tr
(
G(0)(z)vαi G

(0)(z + iv)vj

)}
. (6.B.2)

Folding the paths, C3 and C4, back to the real axis, we have

Qα
ij(iv) = − 1

4iπV

∑
k

{∫ +∞

−∞
dε tanh

βz

2
tr
(
G(0)(z + i0)vαi G

(0)(z + iv)vj

)
−
∫ +∞

−∞
dε tanh

βz

2
tr
(
G(0)(z − i0)vαi G

(0)(z + iv)vj

)
∫ +∞

−∞
dε tanh

β(z − iv)

2
tr
(
G(0)(z − iv)vαi G

(0)(z + i0)vj

)
−
∫ +∞

−∞
dε tanh

β(z − iv)

2
tr
(
G(0)(z − iv)vαi G

(0)(z − i0)vj

)}
= − 1

4iπV

∑
k

∫ +∞

−∞
dε tanh

βz

2

tr
{
[GR(z)−GA(z)]vαi G

(0)(z + iv)vj +G(0)(z − iv)vαi [G
R(z)−GA(z)]vj

}
.

(6.B.3)

Note that, tanh β(z±iv)
2

= tanh βz
2
with ν = 2mπ/β.

Replacing tanh function with Fermi distribution function, tanh βz
2

= 1 − 2f(z), we

have

Qα
ij(iv) =

1

2πiV

∑
k

∫ +∞

−∞
dεf(z)tr

{
[GR(z)−GA(z)]vαi G

(0)(z + iv)vj

+G(0)(z − iv)vαi [G
R(z)−GA(z)]vj

}
. (6.B.4)

The spin Hall conductivity is obtained by taking the static limit of correlation function,

σαij =
−e
2

lim
v→0

Qα
ij(iv)−Qα

ij(0)

i(iv)
. (6.B.5)

148



6.B. APPENDIX: MATSUBARA SUMMATION

Expand the retarded and advanced Green’s function in order of v,

GR,A(z) = G(0)(z ± iv) = GR,A(z)± iv∂zG
R,A(z) +O(v2). (6.B.6)

Note that the retarded and advanced, GR,A(z), are applied to keep the analytic continu-

ation with G(0)(z ± iv).

The spin Hall conductivity,σαij, is

σαij =
e

4πV

∑
k

∫ +∞

−∞
dεf(z)tr

{
[GR(z)−GA(z)]vαi

∂GR(z)

∂z
vj −

∂GA(z)

∂z
vαi [G

R(z)−GA(z)]vj

}
=

e

4πV

∑
k

∫ +∞

−∞
dεf(z)tr

{
GR(z)vαi

∂GR(z)

∂z
vj −GA(z)vαi

∂GR(z)

∂z
vj −

∂GA(z)

∂z
vαi G

R(z)vj +
∂GA(z)

∂z
vαi G

A(z)vj

}
= − e

4πV

∑
k

∫ +∞

−∞
dε
∂f(z)

∂z
tr
{
GA(z)vαi G

R(z)vj

}
+

e

4πV

∑
k

∫ +∞

−∞
dεf(z)tr

{
GR(z)vαi

∂GR(z)

∂z
vj +

∂GA(z)

∂z
vαi G

A(z)vj

}
= − e

4πV

∑
k

∫ +∞

−∞
dε
∂f(z)

∂z
tr
{
GA(z)vαi G

R(z)vj

}
+

e

8πV

∑
k

∫ +∞

−∞
dε
∂f(z)

∂z
tr
{
GR(z)vαi G

R(z)vj +GA(z)vαi G
A(z)vj

}
+

e

8πV

∑
k

∫ +∞

−∞
dεf(z)tr

{
GR(z)vαi

∂GR(z)

∂z
vj −

∂GR(z)

∂z
vαi G

R(z)vj

+
∂GA(z)

∂z
vαi G

A(z)vj −GA(z)vαi
∂GA(z)

∂z
vj

}
, (6.B.7)

where the first two integrals are Fermi surface term in Eq. 6.14 and the last integral is

Fermi sea term in Eq. 6.15.
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6.C Appendix: Trace of Pauli matrices

Here, we present the trace calculation in Eq. 6.16, 6.26. We first consider the trace

over the Pauli matrices ρµ,

tr
{
ρµρ2ρλρ1

}
= tr

{
ρ0ρ2ρ0ρ1

}
+

∑
λ=1,2,3

tr
{
ρ0ρ2ρλρ1

} ∑
µ=1,2,3

tr
{
ρµρ2ρ0ρ1

}
+

∑
µ,λ=1,2,3

tr
{
ρµρ2ρλρ1

}
=

∑
µ,λ=1,2,3

tr
{
ρµρ2ρλρ1

}
+ 2iδµ0δλ3 − 2iδµ3δλ0

=
∑

µ,λ=1,2,3

tr
{
ρµ{ρ2, ρλ}ρ1 − ρµρλρ2ρ1

}
+ 2iδµ0δλ3 − 2iδµ3δλ0

=
∑

µ,λ=1,2,3

2δ2λtr
{
ρµρ1

}
+ i tr

{
ρµρλρ3

}
+ 2iδµ0δλ3 − 2iδµ3δλ0

=
∑

µ,λ=1,2,3

4δ2λδµ1 − 2ϵµλ3 + 2iδµ0δλ3 − 2iδµ3δλ0. (6.C.1)

Nota that the sum over fist two terms is,

∑
µ,λ=1,2,3

4δ2λδµ1 − 2ϵµλ3 =

2 µ = 1, λ = 2

2 µ = 2, λ = 1
(6.C.2)

In summary, the trace over ρµ is

tr
{
ρµρ2ρλρ1

}
= 2δµ1δλ2 + 2δµ2δλ1 + 2iδµ0δλ3 − 2iδµ3δλ0. (6.C.3)

The trace over σν is,

tr
{
σνσβστσj

}
= tr

{
σ0σβσ0σj

}
+

∑
τ=1,2,3

tr
{
σ0σβστσj

}
+

∑
ν=1,2,3

tr
{
σνσβσ0σj

}
+

∑
ν,τ=1,2,3

tr
{
σνσβστσj

}
= 2δβjδν0δτ0 +

∑
τ=1,2,3

tr
{
στσjσβ

}
+

∑
ν=1,2,3

tr
{
σνσβσj

}
+

∑
ν,τ=1,2,3

tr
{
σνσβστσj

}
= 2δβjδν0δτ0 + 2iϵτjβδν0 + 2iϵνβjδτ0 +

∑
ν,τ=1,2,3

tr
{
σνσβστσj

}
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= 2δβjδν0δτ0 + 2iϵτjβδν0 + 2iϵνβjδτ0 +
∑

ν,τ=1,2,3

2δνβδτj − 2δντδβj + 2δνjδτβ.

(6.C.4)

Consider the symmetry of spin Hall conductivity tensor, we calculate the σ3
21 as an

example,

ϵiαβtr
{
ρµρ2ρλρ1

}
tr
{
σνσβστσj

}
= tr

{
ρµρ2ρλρ1

}
tr
{
σνσ1στσ1

}
. (6.C.5)

The trace over σ reduces to,

tr
{
σνσ1στσ1

}
= 2δν0δτ0 +

∑
ν,τ=1,2,3

2δν1δτ1 − 2δντ + 2δν1δτ1

= 2δν0δτ0 + 2δν1δτ1 − 2δν2δτ2 − 2δν3δτ3. (6.C.6)

The product of trace parts is

tr
{
ρµρ2ρλρ1

}
tr
{
σνσ1στσ1

}
=

4
(
δµ1δλ2 + δµ2δλ1 + iδµ0δλ3 − iδµ3δλ0

)(
δν0δτ0 + δν1δτ1 − δν2δτ2 − δν3δτ3

)
= 4

(
δµ1δν0δλ2δτ0 + δµ1δν1δλ2δτ1 − δµ1δν2δλ2δτ2 − δµ1δν3δλ2δτ3,

+δµ2δν0δλ1δτ0 + δµ2δν1δλ1δτ1 − δµ2δν2δλ1δτ2 − δµ2δν3δλ1δτ3

)
+4i

(
δµ0δν0δλ3δτ0 + δµ0δν1δλ3δτ1 − δµ0δν2δλ3δτ2 − δµ0δν3δλ3δτ3

−δµ3δν0δλ0δτ0 − δµ3δν1δλ0δτ1 + δµ3δν2δλ0δτ2 + δµ3δν3δλ0δτ3

)
= 4(δµ1δλ2 + δµ2δλ1)

∑
γ

sγδνγδτγ + 4i(δµ0δλ3 − δµ3δλ0)
∑
γ

sγδνγδτγ, (6.C.7)

where we define s0,1 = 1, s2,3 = −1.

In Fermi surface term (Eq. 6.16), the product of gµνgλτ are contracted by the trace

term. We have,

{ gRµν(ε)gRλτ (ε)
DR(ε)DR(ε)

− 2
gAµν(ε)g

R
λτ (ε)

DA(ε)DR(ε)
+
gAµν(ε)g

A
λτ (ε)

DA(ε)DA(ε)

}
tr
{
ρµρ2ρλρ1

}
tr
{
σνσ1στσ1

}
= 4

∑
γ

sγ

{ gR1γ(ε)gR2γ(ε)
DR(ε)DR(ε)

− 2
gA1γ(ε)g

R
2γ(ε)

DA(ε)DR(ε)
+
gA1γ(ε)g

A
2γ(ε)

DA(ε)DA(ε)
+
(
2 ↔ 1

)}
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+4i
∑
γ

sγ

{ gR0γ(ε)gR3γ(ε)
DR(ε)DR(ε)

− 2
gA0γ(ε)g

R
3γ(ε)

DA(ε)DR(ε)
+
gA0γ(ε)g

A
3γ(ε)

DA(ε)DA(ε)
−

(
0 ↔ 3

)}
= 8

∑
γ

sγ

{ gR1γ(ε)gR2γ(ε)
DR(ε)DR(ε)

−
gA1γ(ε)g

R
2γ(ε) + gR1γ(ε)g

A
2γ(ε)

DA(ε)DR(ε)
+
gA1γ(ε)g

A
2γ(ε)

DA(ε)DA(ε)

}
−8i

∑
γ

sγ

{gA0γ(ε)gR3γ(ε)− gR0γ(ε)g
A
3γ(ε)

DA(ε)DR(ε)

}
= 16

∑
γ

sγRe
{ gR1γ(ε)gR2γ(ε)
DR(ε)DR(ε)

−
gA1γ(ε)g

R
2γ(ε)

DA(ε)DR(ε)

}
+ 16

∑
γ

sγIm
{ gA0γ(ε)gR3γ(ε)
DA(ε)DR(ε)

}
.

(6.C.8)

Similarly, the Fermi sea term (Eq. 6.25) is,

{gRµν(ε)∂zgRλτ (ε)− ∂zg
R
µν(ε)g

R
λτ (ε)

DR(ε)2
−

(
R ↔ A

)}
tr
{
ρµρ2ρλρ1

}
tr
{
σνσ1στσ1

}
= 8i

∑
γ

sγIm
[gR1γ(ε)∂zgR2γ(ε)− ∂zg

R
1γ(ε)g

R
2γ(ε) + gR2γ(ε)∂zg

R
1γ(ε)− ∂zg

R
2γ(ε)g

R
1γ(ε)

DR(ε)2

]
−8

∑
γ

sγIm
[gR0γ(ε)∂zgR3γ(ε)− ∂zg

R
0γ(ε)g

R
3γ(ε)− gR3γ(ε)∂zg

R
0γ(ε) + ∂zg

R
3γ(ε)g

R
0γ(ε)

DR(ε)2

]
= −16

∑
γ

sγIm
[gR0γ(ε)∂zgR3γ(ε)− ∂zg

R
0γ(ε)g

R
3γ(ε)

DR(ε)2

]
. (6.C.9)

The retarded denominator is

1

DR(ε)
=

∏
η,ζ

1

ε− ζEη + iγ
=

1

8Mk̃⊥

∑
η,ζ

ηζ

Eη

1

ε− ζEη + iγ
(6.C.10)

1

(DR(ε))2
=

1

64M2k̃2⊥

(∑
η,ζ

ηζ

Eη

1

ε− ζEη + iγ

)(∑
η′,ζ′

η′ζ ′

Eη′

1

ε− ζ ′Eη′ + iγ

)
=

1

64M2k̃2⊥

{∑
η,ζ

1

E2
η

1

(ε− ζEη + iγ)2
+
∑
η,ζ

∑
η′,ζ′

ηζ

Eη

η′ζ ′

Eη′

(1− δη,η′δζ,ζ′)

(ε− ζEη + iγ)(ε− ζ ′Eη′ + iγ)

}
=

1

64M2k̃2⊥

{∑
η,ζ

1

E2
η

1

(ε− ζEη + iγ)2

+
∑
η,ζ

∑
η′,ζ′

ηζ

Eη

η′ζ ′

Eη′

(1− δη,η′δζ,ζ′)

ζEη − ζ ′Eη′

( 1

(ε− ζEη + iγ)
− 1

(ε− ζ ′Eη′ + iγ)

)}
(6.C.11)
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The first term in Eq. 6.C.11 is

Im
X(ε) + iγX ′(ε)

(ε− ζEη + iγ)2
= Im

(X + iγX ′)[(ε− ζEη)
2 − γ2 − i2γ(ε− ζEη)]

[(ε− ζEη)2 + γ2]2

=
−2γ(ε− ζEη)X + γX ′(ε− ζEη)

2

[(ε− ζEη)2 + γ2]2

≈ −πX∂εδ(ε− ζEη) (6.C.12)

The second term in Eq. 6.C.11 is

Im
X(ε) + iγX ′(ε)

(ε− ζEη + iγ)
= Im

X(ε) + iγX ′(ε)(ε− ζEη + iγ)

(ε− ζEη)2 + γ2

=
γX + γX ′(ε− ζEη)

(ε− ζEη)2 + γ2

≈ πXδ(ε− ζEη) (6.C.13)

Therefore, the leading order of Eq. 6.C.9 is

Im
XR(ε)

(DR(ε))2
=

π

64M2k̃2⊥

{
−

∑
η,ζ

1

E2
η

X(ε)∂εδ(ε− ζEη)

+
∑
η,ζ

∑
η′,ζ′

X(ε)
ηζ

Eη

η′ζ ′

Eη′

(1− δη,η′δζ,ζ′)

ζEη − ζ ′Eη′

(
δ(ε− ζEη)− δ(ε− ζ ′Eη′)

)}
(6.C.14)

Note that the second term in Eq. 6.C.14 is

∑
η,ζ

∑
η′,ζ′

ηζ

Eη

η′ζ ′

Eη′

(1− δη,η′δζ,ζ′)

ζEη − ζ ′Eη′

(
δ(ε− ζEη)− δ(ε− ζ ′Eη′)

)
=

∑
η,ζ

ηζ

Eη

−η(−ζ)
E−η

1

ζEη + ζE−η

(
δ(ε− ζEη)− δ(ε+ ζE−η)

)
+
∑
η,ζ

ηζ

Eη

η(−ζ)
Eη

1

ζEη + ζEη

(
δ(ε− ζEη)− δ(ε+ ζEη)

)
+
∑
η,ζ

ηζ

Eη

(−η)ζ
E−η

1

ζEη − ζE−η

(
δ(ε− ζEη)− δ(ε− ζE−η)

)
=

∑
η,ζ

2

ζEηE−η

1

Eη + E−η
δ(ε− ζEη) +

∑
η,ζ

−1

ζE3
η

δ(ε− ζEη) +
∑
η,ζ

−2

ζEηE−η

1

Eη − E−η
δ(ε− ζEη)

=
∑
η,ζ

δ(ε− ζEη)
{ −1

ζE3
η

+
−1

ζηEηMk̃⊥

}
(6.C.15)
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The leading order of Eq. 6.C.9 is

Im
XR(ε)

(DR(ε))2
=

π

64M2k̃2⊥

{
−

∑
η,ζ

1

E2
η

X(ε)∂εδ(ε− ζEη)−
∑
η,ζ

X(ε)ζ

Eη
(
1

E2
η

+
1

ηMk̃⊥
)δ(ε− ζEη)

}
= −π

∑
η,ζ

{X(ε)∂εδ(ε− ζEη)

(D′(ζEη))2
+
X(ε)D′′(ζEη)

(D′(ζEη))3
δ(ε− ζEη)

}
= −π

∑
η,ζ

{∂ε(X(ε)δ(ε− ζEη))− ∂εX(ε)δ(ε− ζEη)

(D′(ζEη))2
+
X(ε)D′′(ζEη)

(D′(ζEη))3
δ(ε− ζEη)

}
= −π

∑
η,ζ

{∂ε(X(ε)δ(ε− ζEη))

(D′(ζEη))2
+

−∂εX(ε)δ(ε− ζEη)

(D′(ζEη))2
+
X(ε)D′′(ζEη)

(D′(ζEη))3
δ(ε− ζEη)

}
= −π∂ε

(∑
η,ζ

X(ε)δ(ε− ζEη)

(D′(ζEη))2

)
+
∑
η,ζ

δ(ε− ζEη)

|D′(ζEη)|
ηζ

{ ∂εX(ε)

(D′(ζEη))
− X(ε)D′′(ζEη)

(D′(ζEη))2

}
= −π∂ε

(
ηζδ(D(ε))

X(ε)

(D′(ζEη))

)
+ πηζδ(D(ε))

{ ∂εX(ε)

(D′(ζEη))
− X(ε)D′′(ζEη)

(D′(ζEη))2

}
= −π∂ε

(
ηζδ(D(ε))

X(ε)

(D′(ε))

)
+ πηζδ(D(ε))

{∂εX(ε)

(D′(ε))
− X(ε)D′′(ε)

(D′(ε))2

}
= −πηζ∂ε

(
δ(D(ε))

X(ε)

(D′(ε))

)
+ πηζδ(D(ε))∂ε

( X(ε)

(D′(ε))

)
= −πηζ∂εδ(D(ε))

X(ε)

(D′(ε))
(6.C.16)

where we derive the Eq. 6.28. Note that sgnD′(ζEη) = ηζ.

6.D Appendix: Calculation of X(ε) and X ′(ε)

X
(0)
α is calculated from the Table 6.1,

X
(0)
0 (ε) = ε(ε2 − ε2k − 2M2)2mε− (3ε2 − ε2k − 2M2)m(ε2 − ε2k)

= −m(ε2 − ε2k)
2 − 2mM2(ε2 + ε2k), (6.D.1)

X
(0)
i (ε) = (−2mεMi)(−Mi2ε)− (−2mMi)(−Mi(ε

2 + ε2k) + 2kiMk∥)

= 2mM2
i (ε

2 − ε2k) + 4mMikiMk∥, (6.D.2)

where i = 1, 2, 3.
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X(0)(ε) and X ′(0)(ε) are,

X(0)(ε) =
∑
α

X(0)
α = m

{
− (ε2 − ε2k)

2 − 4M2ε2 + 4M2
1 (ε

2 − ε2k)

+ 8Mk∥M1k1 − 4M2k2∥

}
, (6.D.3)

X ′(0)(ε) = m
{
− 4ε(ε2 − ε2k)− 8M2ε+ 8M2

1 ε
}
. (6.D.4)

In the presence of delta function, δ(ε − ζEη), X
(0)(ε) and X ′(0)(ε) are confined to

ε = ζEη. The X
(0)(ζEη) is,

X(0)(ζEη) = m
{
− (2M2 + ηΓk)

2 − 4M2Eη
2 + 4M2

1 (2M
2 + ηΓk) + 8Mk∥M1k1 − 4M2k2∥

}
= m

{
− (2M2 + η2Mk̃⊥)

2 − 4M2Eη
2 + 4M2

1 (2M
2 + η2Mk̃⊥) + 8Mk∥M1k1 − 4M2k2∥

}
= −4mM2

{
(M + ηk̃⊥)

2 + Eη
2 −m2

1(2M
2 + η2Mk̃⊥)− 2m1k∥k1 + k2∥

}
= −4mM2

{
M2 + k̃2⊥ + 2ηMk̃⊥ + Eη

2 −m2
1(2M

2 + η2Mk̃⊥)− 2m1k∥k1 + k2∥

}
= −8mM2

{
Eη

2 −m2
1(M

2 + ηMk̃⊥)−m1k∥k1

}
. (6.D.5)

In the last term of Eq. 6.D.5, we separate k1 into parallel and perpendicular compo-

nents,

k1 = k · x̂ = (Rk) · (Rx̂)

= k′1[(1− cos θ) cos2 φ− 1] + k′2(1− cos θ) sinφ cosφ+ k′3 sin θ cosφ,

(6.D.6)

where k′3 ≡ k⊥ and k′1, k
′
2 are in the plane perpendicular to k⊥. Thus, k∥k1 reads,

k∥k1 = k′3k
′
1[(1− cos θ) cos2 φ− 1] + k′3k

′
2(1− cos θ) sinφ cosφ+ k′3

2
sin θ cosφ. (6.D.7)

Note that integrand consisting k′3k
′
1 and k

′
3k

′
2 would eventually vanish in k integration,

as I(k′1,2) = −I(−k′1,2).
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The non-vanishing X(0) is

X(0)(ζEη) = −8mM2
{
Eη

2 −m2
1(M

2 + ηMk̃⊥)−m2
1k

2
∥

}
= −8mM2

{
(1−m2

1)Eη
2
+m2

1ηMk̃⊥ +m2
1k̃

2
⊥

}
. (6.D.8)

Similarly, we have X ′(0)(ζEη),

X ′(0)(ζEη) = mζ
{
− 4Eη(2M

2 + ηΓk)− 8M2Eη + 8M2
1Eη

}
= −8mζEη

{
2M2 + ηMk̃⊥ −M2

1

}
. (6.D.9)

6.E Appendix: Calculation of σ3,iso.21 and σ3,m21 terms

a. Momentum cut-off scheme

To calculate the divergent part of σ3,iso.
21 term, we expand it in the order of M and

calculate it to the second order. We first expand the Eη and E
−1
η to the third order of M ,

Eη ≈ k̃ + ηM
k̃⊥

k̃
+
k̃2 − k̃2⊥
2k̃3

M2 − ηM3 (k̃⊥k̃
2 − k̃3⊥)

2k̃5
, (6.E.1)

Eη
−1 ≈ 1

k̃
− ηMk̃⊥

k̃3
+M23k̃

2
⊥ − k̃2

2k̃5
+ ηM33k̃⊥k̃

2 − 5k̃3⊥
2k̃7

, (6.E.2)

where we define k̃ ≡
√
k2 +m2, similar with k̃⊥.

The divergent part of σ3,iso.
21 term to the second order of M is

Diso. =
em

4V

∑
k

∑
η=±1

1

k̃2⊥

(1
k̃
+M23k̃

2
⊥ − k̃2

2k̃5

)
+
(
− 1

k̃3
+M23k̃

2 − 5k̃2⊥
2k̃7

)
− 1

k̃3⊥

( k̃⊥
k̃

−M2 (k̃⊥k̃
2 − k̃3⊥)

2k̃5

)
=
em

4V

∑
k

∑
η=±1

− 1

k̃3
+

1

k̃2⊥

(
M23k̃

2
⊥ − k̃2

2k̃5

)
+
(
M23k̃

2 − 5k̃2⊥
2k̃7

)
− 1

k̃3⊥

(
−M2 (k̃⊥k̃

2 − k̃3⊥)

2k̃5

)
=
em

V

∑
k

∑
η=±1

− 1

k̃3
+M2

(3k̃2⊥ − k̃2

2k̃2⊥k̃
5

+
3k̃2 − 5k̃2⊥

2k̃7
+

(k̃2 − k̃2⊥)

2k̃2⊥k̃
5

)
= −em

2V

∑
k

1

k̃3
− 5M2

2

k2∥

k̃7
. (6.E.3)
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21 TERMS

Using identities of integrals (Eqs. 6.E.21, 6.E.23), Eq. 6.E.3 is calculated explicitly,

Diso. ≈ − em

8π2
(2 log(2Λ/m)− 2− M2

3m2
). (6.E.4)

To calculate the divergent part of σ3,m
21 term, we expand E−3

η to second order of M ,

E−3
η ≈ 1

k̃3
− ηM

3k̃⊥

k̃5
−M23(k̃

2 − 5k̃2⊥)

2k̃7
. (6.E.5)

The divergent part of σ3,m
21 term to the second order of M ,

Dm ≈ −em
2V

∑
k

1

k̃3
−M2 3

k̃5
−M23(k̃

2 − 5k̃2⊥)

2k̃7

= −em
2V

∑
k

1

k̃3
+M2 3

k̃5
−M2

15k2∥

2k̃7
. (6.E.6)

Use identities (Eqs. 6.E.21,6.E.22,6.E.23), the Dm is

Dm ≈ − em

8π2

(
2 log(2Λ/m)− 2 +

M2

m2

)
. (6.E.7)

b. Energy cut-off scheme

We can also employ an energy cut-off Eη ⩽ Λϵ to calculate the divergent part of Diso.

and Dm terms. The integration area is,

k2∥ + (k̃⊥ + ηM)2 ⩽ Λ2
ϵ . (6.E.8)

The integration area in energy cut-off scheme is replaced by

1

V

∑
k<ΩE−cut

→ 1

2π2

∫ Λϵ−ηM

m

dk̃⊥

∫ √
Λ2
ϵ−(k̃⊥+ηM)2

0

dk∥ (6.E.9)
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For Diso. term, we have

em

8π2

∑
η

∫ Λϵ−ηM

m

dk̃⊥

∫ √
Λ2
ϵ−(k̃⊥+ηM)2

0

dk∥(
1

k̃⊥
+

η

M
)

1√
k2∥ + (k̃⊥ + ηM)2

− η

Mk̃2⊥

√
k2∥ + (k̃⊥ + ηM)2

=
em

8π2

∑
η

∫ Λϵ−ηM

m

dk̃⊥
η

2k̃2⊥M

{
−

√
Λ2
ϵ − (k̃⊥ + ηM)2Λϵ + (k̃2⊥ −M2) arctanh

√
Λ2
ϵ − (k̃⊥ + ηM)2

Λϵ

}
(6.E.10)

Change the variable:

y = k̃⊥ + ηM (6.E.11)

Thus, the Diso. term is

em

8π2

∑
η

∫ Λϵ

m+ηM

dy
η

2M(y − ηM)2

{
−
√

Λ2
ϵ − y2Λϵ + (y2 − 2ηMy) arctanh

√
Λ2
ϵ − y2

Λϵ

}
=
em

8π2

∑
η

∫ Λϵ

m

dy
{
− (

η

2My2
+

1

y3
+

3ηM

2y4
+

2M2

y5
)
√

Λ2
ϵ − y2Λϵ

+ (
η

2M
− ηM

2y2
− M2

y3
) arctanh

√
Λ2
ϵ − y2

Λϵ

}
+O(M2)

− em

8π2

∫ m+ηM

m

η

2M(y − ηM)2

{
−

√
Λ2
ϵ − y2Λϵ + (y2 − 2ηMy) arctanh

√
Λ2
ϵ − y2

Λϵ

}
(6.E.12)

We employ the follow relation:

∑
η

∫ Λϵ

m

dy ηA+B = 2

∫ Λϵ

m

dy B (6.E.13)

where A,B do not contain η.
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Thus, the Diso. term is reduced to

Diso. = − em

4π2

∫ Λϵ

m

dy(
1

y3
+

2M2

y5
)
√

Λ2
ϵ − y2Λϵ +

M2

y3
arctanh

√
Λ2
ϵ − y2

Λϵ

− em

8π2

∑
η

∫ m+ηM

m

dy −
√

Λ2
ϵ − y2Λϵ
y2

(
η

2M
+

3ηM

2y2
) + (

η

2M
− ηM

2y2
) arctanh

√
Λ2
ϵ − y2

Λϵ

}
+O(M3)

(6.E.14)

The first integral in Eq. 6.E.14 is

≈ − em

4π2

{√
Λ2
ϵ −m2Λϵ
2m2

− 1

2
arctanh

√
Λ2
ϵ −m2

Λϵ

+
M2

2m2
(arctanh

√
Λ2
ϵ −m2

Λϵ
+

(Λ2
ϵ −m2)3/2

m2Λϵ
)
}
+O(M4) (6.E.15)

The second integral Eq. 6.E.14 is

=− em

4π2

{
−

√
Λ2
ϵ −m2Λϵ
2m2

+
1

2
arctanh

√
Λ2
ϵ −m2

Λϵ

+
M2

2m2
(− arctanh

√
Λ2
ϵ −m2

Λϵ
−

√
Λ2
ϵ −m2Λϵ(3Λ

2
ϵ − 5m2)

3m2(Λ2
ϵ −m2)

) +O(M4)
}

(6.E.16)

Sum over two integrals, we have

Diso. = − em

4π2

M2

2m2

{(Λ2
ϵ −m2)3/2

m2Λϵ
−

√
Λ2
ϵ −m2Λϵ(3Λ

2
ϵ − 5m2)

3m2(Λ2
ϵ −m2)

}
= − em

8π2

{
− M2

3m2

}
+O(M4) (6.E.17)

which is the result of Eq. 6.47 in the dissertation.

For Dm term, we have

Dm = − em

8π2

∑
η

∫ Λϵ−ηM

m

dk̃⊥

∫ √
Λ2
ϵ−(k̃⊥+ηM)2

0

dk∥(ηM + k̃⊥)
1

(k2∥ + (k̃⊥ + ηM)2)3/2

= − em

8π2

∑
η

∫ Λϵ−ηM

m

dk̃⊥(ηM + k̃⊥)
−1

√
Λ2
ϵ − (k̃⊥ + ηM)2

Λϵ
(6.E.18)
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Change the variable:

y = k̃⊥ + ηM (6.E.19)

Dm = − em

8π2

∑
η

∫ Λϵ

m+ηM

dy

√
Λ2
ϵ − y2

Λϵy

= − em

8π2

∑
η

arctanh

√
Λ2
ϵ − (m+ ηM)2

Λϵ
−

√
Λ2
ϵ − (m+ ηM)2

Λϵ

= − em

8π2

{
2 arctanh

√
Λ2
ϵ −m2

Λϵ
− 2

√
Λ2
ϵ −m2

Λϵ
+
M2

m2

Λϵ√
Λ2
ϵ −m2

+
M4

2m4
+O(M4)

}
≈ − em

8π2

{
2 log

Λϵ
m

− 2 +
M2

m2
+
M4

2m4

}
+O(M6) (6.E.20)

which is the result of Eq. 6.48.

c. Convergent part of Ciso. and Cm terms

The convergent part is the integration near the zero energy. The Ciso. term is

Ciso. = −em
4V

∑
k

∑
η=±1

{ 1

Eηk̃2⊥
+

η

M

1

Eηk̃⊥
− η

M

Eη

k̃3⊥

}∫ µ

0

dε
∑
ζ=±1

ζδ(ε− ζEη).

(6.E.21)

The first and second integrands in Eq. 6.45 are

Ciso.
(1,2) = − em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥

{ 1

k̃2⊥
+

η

M

1

k̃⊥

}∫ αη

0

dk∥
1

(k2∥ + (k̃⊥ + ηM)2)1/2

= − em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥

{ 1

k̃2⊥
+

η

M

1

k̃⊥

}
arctanh

√
µ2 − (k̃⊥ + ηM)2

|µ|
,

(6.E.22)

where ξη =
√
(µ− ηM)2 −m2, αη =

√
µ2 − (k̃⊥ + ηM)2.

160



6.E. APPENDIX: CALCULATION OF σ3,ISO.
21 AND σ3,M

21 TERMS

The third integrand is

Ciso.
(3) = − em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥

{
− η

M

1

k̃3⊥

}∫ αη

0

dk∥(k
2
∥ + (k̃⊥ + ηM)2)1/2

=
em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥
η

M

1

k̃3⊥

1

2

{
|µ|

√
µ2 − (k̃⊥ + ηM)2

+(k̃⊥ + ηM)2 arctanh

√
µ2 − (k̃⊥ + ηM)2

|µ|

}
. (6.E.23)

Change variable: |µ| sin θ = k̃⊥ + ηM with

θα = sin−1 m+ ηM

|µ|
, θβ = π/2. (6.E.24)

The Ciso. term is

Ciso. = Ciso.
(1,2) + Ciso.

(3)

= − em

8π2

∑
η=±1

η|µ|
2M

Θ(µ)

∫ θβ

θα

dθ
(
1− M2

|µ|2(sin θ − ηM|µ|)
2

)
cos θ arctanh cos θ − cos2 θ

(sin θ − ηM|µ|)
2
.

(6.E.25)

The Cm term is

Cm = −em
4V

∑
k

∑
η=±1

{
− ηM

Eη
3k̃⊥

− 1

Eη
3

}∫ µ

0

dε
∑
ζ=±1

ζδ(ε− ζEη)

=
em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥

{ηM
k̃⊥

+ 1
}∫ αη

0

dk∥
1

(k2∥ + (k̃⊥ + ηM)2)3/2

=
em

4(2π)2

∑
η=±1

Θ(µ)

∫ ξη

0

dk⊥2k⊥

{ηM
k̃⊥

+ 1
}√

µ2 − (k̃⊥ + ηM)2

(k̃⊥ + ηM)2|µ|

=
em

2(2π)2

∑
η=±1

Θ(µ)

∫ θβ

θα

dθ|µ| cos θ
{
|µ| sin θ

} |µ| cos θ
|µ|3 sin2 θ

=
em

2(2π)2

∑
η=±1

Θ(µ)

∫ θβ

θα

dθ
cos2 θ

sin θ

= − em

2(2π)2

∑
η=±1

Θ(µ)(cos θα + log tan θα/2). (6.E.26)
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d. Appendix: Tables of integrals

i) Integral:
∑

k
1
k̃3
,

1

V

∑
k

1

k̃3
=

2

(2π)2

∫ Λ

0

dk
k2

(k2 +m2)3/2

=
2

4π2
(arcsinh

Λ

m
− Λ√

Λ2 +m2
)

≈ 1

4π2
(2 log(2Λ/m)− 2), (6.E.27)

with Λ ≫ m.

ii) Integral:
∑

k
1
k̃5
,

1

V

∑
k

1

k̃5
=

2

(2π)2

∫ Λ

0

dk
k2

(k2 +m2)5/2

=
2

4π2

Λ3

3m2(Λ2 +m2)3/2

≈ 1

4π2

2

3m2
. (6.E.28)

iii) Integral:
∑

k

k2∥

k̃7
,

1

V

∑
k

k2∥

k̃7
= − 1

(2π)2

∫ Λ

0

dk⊥2k⊥

∫ √
Λ2−k2⊥

0

dk∥
k2∥

(k2∥ + k̃2⊥)
7/2

=
1

(2π)2

∫ Λ

0

dk⊥2k⊥
(Λ2 − k2⊥)

3/2(5k̃2⊥ + 2Λ2 − 2k2⊥)

15k̃4⊥(Λ
2 +m2)5/2

=
2

4π2

∫ Λ̃

m

dk̃⊥
(Λ̃2 − k̃2⊥)

3/2(3k̃2⊥ + 2Λ̃2)

15k̃3⊥Λ̃
5

=
2

4π2

∫ Λ̃

m

dk̃⊥
(Λ̃2 − k̃2⊥)

3/2

5k̃⊥Λ̃5
+

2(Λ̃2 − k̃2⊥)
3/2

15k̃3⊥Λ̃
3

=
2

4π2

∫ Λ̃

m

dk̃⊥(Λ̃
2 − k̃2⊥)

1/2
{ 1

5k̃⊥Λ̃3
− k̃⊥

5Λ̃5
+

2

15k̃3⊥Λ̃
− 2

15k̃⊥Λ̃3

}
=

2

4π2

∫ Λ̃

m

dk̃⊥(Λ̃
2 − k̃2⊥)

1/2
{ 1

15k̃⊥Λ̃3
− k̃⊥

5Λ̃5
+

2

15k̃3⊥Λ̃

}
≈ 1

4π2

2

15m2
, (6.E.29)
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where we define Λ̃ ≡
√
Λ2 +m2. Note that we have Ã =

√
A2 +m2 for A = k, k⊥ and Λ.

iv) Integral:
√

Λ̃2 − k̃2⊥k̃
1
⊥,

∫ Λ̃

m

dk̃⊥

√
Λ̃2 − k̃2⊥k̃⊥ =

(Λ̃2 −m2)3/2

3
. (6.E.30)

v) Integral:
√
Λ̃2 − k̃2⊥k̃

−1
⊥ ,

∫ Λ̃

m

dk̃⊥

√
Λ̃2 − k̃2⊥

1

k̃⊥
= Λ̃ arctanh

√
1− m2

Λ̃2
−
√

Λ̃2 −m2. (6.E.31)

vi) Integral:
√
Λ̃2 − k̃2⊥k̃

−3
⊥ ,

∫ Λ̃

m

dk̃⊥

√
Λ̃2 − k̃2⊥

1

k̃3⊥
=

1

2m2

(√
Λ̃2 −m2 − m2

Λ̃
arctanh

√
1− m2

Λ̃2

)
. (6.E.32)
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Chapter 7

Summary

In this dissertation, I employ numerical and analytical ab initio techniques to study

the intrinsic spin Hall effect in various type of ferromagnets, primarily focusing on two key

issues: i, the relationship between the AHE and SHE in ferromagnets; ii, the anisotropy

of SHC with respect to magnetization.

In chapter III, I first study the relationship between SHC and AHC in the ferromag-

netic CoPt. Despite the fact that the symmetry of the Berry curvature follows the band

structure, the spin Berry curvature has a reduced symmetry, only reflecting the spatial in-

version symmetry. Such symmetry reduction is clearly observed at the anti-crossing points

of Bloch bands with opposite spin (Class II ). I find the interband matrix elements of ve-

locity and spin velocity operator are significantly different at the Class II anti-crossings,

which causes the symmetry reduction of spin Berry curvature. The diverged behaviors

of Berry curvature and spin Berry curvature at the Class II anti-crossings can explain

previous experimental results that the intrinsic AHC and SHC are not correlated by the

spin polarization.

In chapter IV, I investigate the magnetization dependence of the intrinsic SHC in

bcc-Fe and fcc-Ni, which is inspired by the unique feature of the Class II anti-crossings.

I find the intrinsic SHC in these cubic phase ferromagnets are highly anisotropic with

respect to the direction of magnetization, e.g., the change in magnitude of the intrinsic

SHC for bcc-Fe is four-fold when m̂ is rotated from the z to x axes. The magnetization

dependence of the intrinsic SHC is closely related to the Class II anti-crossings, where

the interband matrix elements are enhanced when magnetization is rotated away from

the quantization axis. The Fermi level dependence further indicates that the anisotropy
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of the intrinsic SHC can be tuned by delicate band engineering.

Both results of first principles calculations underscore the significance of Class II anti-

crossings where the behavior of AHE and SHE diverge. It explains the results that the in-

trinsic AHE and SHE are not correlated in ferromagnets, unless the spin is exact or nearly

a good quantum number, e.g., for Class I anti-crossings. To investigate the anisotropic

SHE in the ferromagnets, I choose two types of model Hamiltonian for analytical ab initio

calculation: 2DEGs with exchange interaction and Dirac ferromagnet.

In chapter V, 2DEG with the Rashba and Dresselhaus SOC and the exchange interac-

tion is studied. An exact cancellation of the intrinsic SHC is observed when the Rashba

and Dresselhaus have equal strength (|α| = |β|) and the magnetization is out of plane. In

contrast, I find the Fermi contours are shifted by the interplay between the SOCs and the

in-plane magnetization, which leas to a finite intrinsic SHC. It shows that the interplay

between SOC and exchange interaction has a significant effect on the Fermi contours and

contributes to the intrinsic SHE. Consequently, the intrinsic SHC in 2DEGs system is

highly anisotropic, depending on the magnitudes of Rashba and Dresselhaus SOC and

exchange interaction.

In chapter VI, I introduce ferromagnetic ordering into the massive Dirac system which

is spherically symmetric. This allows to avoid the ambiguity on the low symmetry of

Rashba and Dresselhaus SOC. The band dispersions of Dirac ferromagnet shows axial

anisotropy along the direction of magnetization, for which the energy cut-off scheme

with the same symmetry is implemented to deal with the UV-divergence. I find the

intrinsic SHC is highly anisotropic with respect to the direction of magnetization. Hence,

the anisotropy does not disappear when the strength of magnetization asymptotically

approaches zero. It suggests that for intrinsic SHC in massive Dirac electron, a non-

trivial transition exists from ferromagnetic state to paramagnetic state. However, extrinsic

contributions may account for the discrepancy, which requires further investigation.

In summary, I study the intrinsic SHE in various ferromagnetic materials and mod-

els through ab initio techniques. The ferromagnets is a natural playground to study

the correlation between SHE and AHE, from which I emphasize the unique feature of

anti-crossings with opposite spin. A more general theoretical framework is required to

formulate these anti-crossing. In addition, I show that in various type of ferromagnets the

intrinsic SHC is anisotropic with respect to direction of magnetization, possibly because
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the symmetry of the system is reduced by the ferromagnetic ordering. The anisotropy of

the SHE either in the intrinsic or extrinsic regime would be the central issue in the SHE

studies on ferromagnets.
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optical kerr effect of ferromagnetic metals: Fe and ni. Phys. Rev. B, 45:10924–10933,

May 1992.

[98] Shuichi Murakami, Naoto Nagosa, and Shou-Cheng Zhang. SU(2) non-abelian holon-

omy and dissipationless spin current in semiconductors. Phys. Rev. B, 69:235206, Jun

2004.

[99] Qing-feng Sun and X. C. Xie. Definition of the spin current: The angular spin current

and its physical consequences. Phys. Rev. B, 72:245305, Dec 2005.

[100] Junren Shi, Ping Zhang, Di Xiao, and Qian Niu. Proper definition of spin current

in spin-orbit coupled systems. Phys. Rev. Lett., 96:076604, Feb 2006.

[101] A. Vernes, B. L. Györffy, and P. Weinberger. Spin currents, spin-transfer torque,

and spin-hall effects in relativistic quantum mechanics. Phys. Rev. B, 76:012408, Jul

2007.

[102] S. Lowitzer, D. Ködderitzsch, and H. Ebert. Spin projection and spin current

density within relativistic electronic-transport calculations. Phys. Rev. B, 82:140402,

Oct 2010.

[103] G. Y. Guo, Yugui Yao, and Qian Niu. Ab initio calculation of the intrinsic spin hall

effect in semiconductors. Phys. Rev. Lett., 94:226601, Jun 2005.

[104] Lev Davidovich Landau and Evgenii Mikhailovich Lifshitz. Course of theoretical

physics. Elsevier, 2013.

177



BIBLIOGRAPHY

[105] Pei-Qing Jin, You-Quan Li, and Fu-Chun Zhang. Su (2)× u (1) unified theory for

charge, orbit and spin currents. J. of Phys. A, 39(22):7115, 2006.

[106] Michael Victor Berry. Quantal phase factors accompanying adiabatic changes. Proc.

R. Soc. Lond., 392(1802):45–57, 1984.

[107] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs. Quantized hall

conductance in a two-dimensional periodic potential. Phys. Rev. Lett., 49:405–408,

Aug 1982.

[108] Di Xiao, Ming-Che Chang, and Qian Niu. Berry phase effects on electronic proper-

ties. Rev. Mod. Phys., 82(3):1959, 2010.

[109] Ryuichi Shindou and Ken-Ichiro Imura. Noncommutative geometry and non-abelian

berry phase in the wave-packet dynamics of bloch electrons. Nucl. Phys. B, 720(3):399–

435, 2005.

[110] Yan Sun, Yang Zhang, Claudia Felser, and Binghai Yan. Strong intrinsic spin hall

effect in the taas family of weyl semimetals. Phys. Rev. Lett., 117(14):146403, 2016.

[111] Peng Song, Chuang-Han Hsu, Giovanni Vignale, et al. Coexistence of large conven-

tional and planar spin hall effect with long spin diffusion length in a low-symmetry

semimetal at room temperature. Nat. Mater., 19(3):292–298, 2020.

[112] E Derunova, Y Sun, C Felser, et al. Giant intrinsic spin hall effect in w3ta and

other a15 superconductors. Sci. Adv., 5(4):eaav8575, 2019.

[113] Jorgen Rammer. Quantum transport theory. CRC Press, 2018.

[114] Yasutomo Omori, Edurne Sagasta, Yasuhiro Niimi, et al. Relation between spin hall

effect and anomalous hall effect in 3d ferromagnetic metals. Phys. Rev. B, 99:014403,

Jan 2019.

[115] Alexander B. Shick and Oleg N. Mryasov. Coulomb correlations and magnetic

anisotropy in ordered L10 copt and fept alloys. Phys. Rev. B, 67:172407, May 2003.

[116] Naoto Nagaosa, Jairo Sinova, Shigeki Onoda, et al. Anomalous hall effect. Rev.

Mod. Phys., 82:1539–1592, May 2010.

178



BIBLIOGRAPHY

[117] Kohji Nakamura, Tomonori Ito, A. J. Freeman, et al. Enhancement of magnetocrys-

talline anisotropy in ferromagnetic fe films by intra-atomic noncollinear magnetism.

Phys. Rev. B, 67:014420, Jan 2003.
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