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Abstract

We study adiabatic curvature perturbations generated during inflation. The fundamen-
tal statistical quantities such as correlation functions of curvature perturbations can be
calculated by means of a stochastic average while some quantum aspects may be probed
via so-called improper operators. In this thesis, we shed light on both a stochastic de-
scription and quantum aspects. As for a stochastic description, we compute the power
spectrum of curvature perturbations in stochastic inflation taking into account the devi-
ation from the classical relationship between scales and field values at the time when a
given scale exits the horizon. This allows the stochastic-0 N formalism to make concrete
contact with observations. As an application, we study how quantum diffusion near the
end of inflation affects large-scale perturbations. We find that such a correction can be
drastically large depending on the amount of diffusion, which means that the cosmic
microwave background measurements can set explicit constraints on the entire inflation-
ary potential. As for quantum aspects, we study bipartite temporal Bell inequalities for
two-mode squeezed states, which are the quantum states of curvature perturbations. We
find some regions in parameter space where they are indeed violated, which indicate a
quantum signature. Since testing bipartite temporal Bell inequalities requires position
measurements only, it evades a fundamental obstacle in Bell experiments in cosmology,
where the decaying mode of curvature perturbations is too small to detect. Therefore,
such Bell inequality violations could be probed in cosmology in principle, which would
provide direct evidence that the structure of the present universe is of quantum origin.
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Notation

e Greek indices u, v, --- run over the spacetime coordinate labels 0,1,2,3. Latin
indices 1, 7, - -+ generally run over the spatial coordinate labels 1,2, 3.

e We take the sign of the metric as (—, 4, +, +) so that the Minkowski metric becomes

N = dlag(_lv 17 17 1) :

e We adopt the natural units ¢ = h = kg = 1, where ¢, h and kg are

speed of light c = 2.99792458 x 10°m/s
reduced Planck constant h =1.0545718 x 107**J - 5
Boltzman constant kp = 1.38064852 x 107 J /K .

e We use the reduced Planck mass

Mp) = = 4.341 x 107 kg = 2.435 x 10'® GeV

1
V8rG
instead of the gravitational constant.

o We take the normalization of the Fourier transform as

160 = [ g Fe"
(k) = / (Qi)im fl@)e ™.

unless stated otherwise.



Intorduction

Cosmological inflation stands for the accelerated expansion of the early universe [1-5]. It
was originally advocated to solve initial condition problems of the Big Bang cosmology
such as the horizon problem and the flatness problem. In typical models, inflation is
caused by the vacuum energy of a scalar field called inflaton. Later, it was realized that
quantum fluctuations of inflaton seed cosmological perturbations [6—11]. This theoretical
prediction is consitent with observations of the cosmic microwave background (CMB) [12]
and the large scale structure (LSS) [13-15]. Now inflation is a leading paradigm in
cosmology.

One of the interesting features of cosmological inflation and perturbations is the in-
teraction of the classical picture and the quantum picture. According to the inflation
theory, the origin of cosmological perturbations is quantum fluctuations, but now we
observe them as classical perturbations. This is denoted as a quantum-to-classical tran-
sition and such a transition is often thought to happen during inflation. Indeed, one can
discuss it quantitatively from multiple perspectives. Cosmological perturbations take
two-mode squeezed states, whose squeezing amplitude increases significantly during in-
flation [16]. Due to the high squeezing, the commutator of the field and its conjugate
momentum disappears so that they commute like classical variables, which also corre-
sponds to the fact that the decaying mode of perturbations becomes negligible outside
of the horizon [17-20]. This is one demonstration of a quantum-to-classical transition
during inflation. However, one should face this transition more carefully. For example,
under two-mode squeezed states, any correlation functions of curvature perturbations
can always be calculated by a stochastic average, that is to say, they can be described by
means of classical probability [20-23]. This fact does not rely on the amount of squeez-
ing. In contrast, a certain class of operators, so-called improper operators, can never have
a stochastic description [21], which again holds regardless of the amount of squeezing.
Hence, it is implied that, despite the common name “transition”, many quantities re-
garding cosmological perturbations can always be described in a stochastic picture while
there remain some features that can be described only by quantum theory. This thesis
sheds light on both a stochastic description and quantum aspects.

Stochastic inflation

A stochastic description of perturbations gives rise to a theoretically interesting and also
practically powerful picture of inflation that is called stochastic inflation [24,25]. Usually,
the background evolution of inflaton is analyzed by the classical equation of motion and
the perturbation is treated as a quantum field. However, the quantum fluctuations could
affect the background evolution when they are large. Stochastic inflation incorporates
the back reaction from the quantum fluctuations in the background equation as random
noise. To say precisely, the inflaton field coarse-grained over the Hubble radius obeys



the Langevin equation, which is a stochastic differential equation (SDE). The probability
density function of the field value at each time obeys the Fokker-Planck equation, which is
a partial differential equation (PDE). The stochastic formalism has been shown to provide
excellent agreement with usual quantum field theoretic (QFT) techniques in regimes
where the two methods can be compared [25-35]. However the stochastic approach can
go beyond perturbative QFT and describe the non-perturbative evolution of the coarse-
grained fields through the full nonlinear equations of general relativity.

Stochastic inflation becomes rather predictive when it is combined with the § N formal-
ism [8,36-40]. According to the 6N formalism, curvature perturbations on superhorizon
scales are equivalent to fluctuations of e-folds, which is a nonperturbative relation. It
relies on the separate universe approach [39,41-46], where we assume that each part of
the universe on superhorizon scales evolves in the same way as the unperturbed uni-
verse. When stochastic inflation is employed to describe the evolution of each patch,
it gives rise to the stochastic-0 N formalism [47-50]. In stochastic inflation, the number
of e-folds passed from a certain field value to the end-of-inflation surface is a random
variable, which we denote as N, and its statistics describes the curvature perturbation
nonperturbatively. Technically, it is achieved by the first-passage-time analysis of the
stochastic process. One way to do this is to solve the Langevin equation many times
numerically [50,51]. Recently, analytical methods based on the Fokker-Planck equation
have also been established [29,52, 53], which can be used to derive the full probability
distribution of the curvature perturbation [54,55], finding large deviations from Gaussian
statistics in the nonlinear tail of the distribution.

In fact, the problem that has been solved so far is the one when the initial conditions
correspond to a fixed point ® in field space (here ® is a vector containing the values
of all coarse-grained fields, and possibly of their conjugate momenta in the case where
deviations from the slow-roll attractor are considered [56,57]). However, the amplitude
of the fluctuations at a given length scale is related to the statistics of the first-passage
times from an initial condition that rather corresponds to when that scale crosses out the
Hubble radius during inflation.

In regimes where quantum diffusion plays a negligible role, the fields driving inflation
follow a classical, deterministic trajectory, so as a first approximation, there is a one-to-
one correspondence between a scale k and the value of the fields ® at the time when k
crosses out the Hubble radius. In other words, there exists a function ®(k) that relates
k to a specific point in field space, which can be used as the initial condition for the
first-passage-time problem.

However, there are regimes where this approximation may not be sufficient. In partic-
ular, in regions of the inflationary potential giving rise to large cosmological fluctuations,
which may be relevant for primordial black holes, the effect of quantum diffusion is im-
portant [51,54,55,58] and the classical trajectory cannot be used as a proxy for the typical
realizations of the stochastic process. Furthermore, even if quantum diffusion plays an
important role only at late time during inflation, and directly affects small scales only, it
distorts the link between wavenumbers and field values at all scales, which implies that a
substantial stochastic imprint may be left on the large scales observed in the CMB, even
if they emerge at a time when quantum diffusion is negligible. In this thesis, we solve
the first-passage-time problem associated with a given scale rather than with a given
field value, in order to bridge the final gap between the stochastic-0/N formalism and
observable predictions.



Quantum aspects

Although a stochastic picture is powerful, there is a significant interest in quantum aspects
themselves. As we already mentioned, the quantum states of the cosmological fluctuations
is two-mode squeezed states, which are known as entangled states. Particularly, their
infinite squeezing limit, which inflation virtually realizes, is nothing but the Einstein-
Podolsky-Rosen (EPR) state [59], which is the entangled state advocated for the first time
in history. Two-mode squeezed states are also commonly found in quantum optics [60-62]
since they are realized by any quadratic Hamiltonian. In fact, inflation realizes the
squeezing amplitude by far larger than that realized in laboratory experiments [23,63].
Hence, one can expect some interactions between inflationary cosmology and quantum
optics/information. In other words, one may be able to use the inflationary universe as
a quantum laboratory, and at the same time, to study quantum aspects of inflation by
means of the techniques developed in quantum information theory. In this thesis, we
focus on the latter possibility.

So far, it is known that the prediction for cosmological perturbations sourced by
quantum fluctuations of inflaton can be made to agree with the observations of the CMB
and the LSS, that is to say,

inflation & quantum fluctuations — CMB/LSS. (1)

This is a great success and may be already satisfactory, but one can be more ambitious.
If a quantum signature is detected in cosmological observations themselves, namely,

CMB/LSS — quantum signature, (2)

it will be direct and strong evidence that the present structure of the universe comes from
a quantum origin. This is a great goal worth aiming for although there will be a lot of
theoretical and observational challenges on the way to go.

For the sake of that, one can make use of Bell inequalities [64]. In quantum theories,
strong correlations that are impossible classically can be realized. Bell inequalities are
used to characterize such a quantum nature. They are satisfied under classical assump-
tions such as realism and locality while their violations indicate a quantum signature. For
example, the Clauser-Horne-Shimony-Holt (CHSH) scenario [65] provides an inequality
about correlators of a spin operator between two subsystems, where the spatial direc-
tion of the measured spin is taken as a parameter. The violations of such inequalities
have been found in laboratory experiments using photons, superconductors and so on
(see e.g. Refs. [66-70]). This line of study has also been done in cosmology [23,71-75].
The spin operator in Bell inequalities does not have to be an actual spin that expresses
angular momentum. In fact, artificial spin operators called pseudo-spin operators can
be constructed from continuous-variable operators. Hence, Bell experiments could be
applied to cosmological scalar perturbations in principle.

However, there are some obstacles. It has been suggested that we cannot observe all
the components of a pseudo-spin operator in cosmology because of the too tiny decaying
mode of curvature perturbations to measure [75]. To overcome this, we are motivated to
consider two-time correlators of a single dichotomic operator, namely, only one direction
of a pseudo-spin operator. For instance, the Leggett-Garg inequalities [76,77], which have
already been applied to one-mode squeezed states, arise from three-time measurements
of a single operator in a single system. However, it will be more natural to make use of
two subsystems since cosmological perturbations are placed in two-mode squeezed states.
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Indeed, there exists such a class of inequalities, which we call “bipartite temporal Bell
inequalities” [23,78]. There, the same dichotomic variable is measured on each subsystem
at different times. In this thesis, we test bipartite temporal Bell inequalities for two-mode
squeezed states.

The value of this work is not restricted in cosmology since the states we consider are
found in a broad range of systems. In particular, our study is helpful in general contexts
where only one direction of a spin can be measured. Also, the use of bipartite systems
can close the clumsiness loophole, which is a fundamental challenge in temporal Bell
experiments [79].

Organization of this thesis

This thesis consists of two parts: a review part (Part I) and a part on our original works
(Part II).

In Part I, we review the basics of inflationary cosmology and also explain technical
things that our original works are based on. In Chap. 1, we review the standard cosmolog-
ical perturbation theory. In Chap. 2, we discuss the generation of adiabatic perturbations
during inflation focusing on their quantum states. Sec. 2.4 will be helpful to understand
the relation between the two original works shown in Part II. In Chap. 3, we describe
the stochastic formalism of inflation and how it can be used to predict observable quan-
tities: curvature perturbations. This chapter is related to our work shown in Chap. 5. In
Chap. 4, we review the preceding studies on Bell experiments in cosmology. This chapter
is related to our work shown in Chap. 6.

In Part 11, we present our two original works which focus on the stochastic picture
and quantum aspects of the inflationary universe, respectively. In Chap. 5, we solve the
first-passage-time problem associated with a given scale in the stochastic-0 N formalism.
In practice, we establish a computational program of the power spectrum of curvature
perturbations. Also, as an application, we study the imprint of quantum diffusion near
the end of inflation on large-scale perturbations. In Chap. 6, we test bipartite temporal
Bell inequalities for two-mode squeezed states. After deriving a formula to compute two-
time correlators and obtaining its asymptotic expressions, we show configurations where
the Bell inequality violations are found. Chap. 5 and Chap. 6 are written based on our
papers Ref. [80] and Ref. [81] respectively.

We show the conclusion of this thesis after these two parts.
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Chapter 1

Cosmological perturbation theory

In this chapter, we review the cosmological perturbation theory. After specifying the
notation and describing the basic facts in the linear theory, we address the § N formalism,
which is a nonlinear methodology.

1.1 Definition of perturbations

In this section, we specify our way of describing perturbations at first. The notation
for cosmological perturbations differs among authors and sometimes induces confusion,
hence one should take care of it.

Let us divide the spacetime metric into the background and the perturbation as

ds® = [gu + 69, datdz” . (1.1)
The background is the flat Friedmann-Lemaitre-Robertson-Walker (FLRW) metric,
Gudatds” = a® [—dn® + §;;dz’da’ ] (1.2)

where 7 is the conformal time. In the following, we raise and lower the spatial indices by
means of d;;, 6. The linearly perturbed FLRW metric can be written as

ds? =a® |—(1—2p)dn* +2(9;B + S;) dndz’

that is to say,
Sgoo = 2a*p (1.4)
0go; = a® (0;B + 5;) .

Here, S; and F; are transverse (9;S° = 9;F" = 0), and such perturbations are called
vector perturbations in the cosmological perturbation theory. On the other hand, h;;
is transverse (9;h'; = 0) and traceless (h*;=0), and such perturbations are called tensor
perturbations. Finally, such perturbations as ¢, v, B, E are called scalar perturbations.
All the ten degrees of freedom in cosmological perturbations (4 x 1 in scalar, 2x 2 in vector,
1 x 2 in tensor) are expressed with this notation. We focus on scalar perturbations in this
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thesis, and our prime interest resides in v, which represents the curvature perturbation
(in an arbitrary gauge).
Noting that the inverse matrix of the metric, g"¥, can be computed at linear order by

9 =G = 5" b0 5 (L.7)

we can write each component as

1
g = lz ((1—2¢) 67 — 2000 E — &'F7 — Q' F* + b)) . (1.10)

Next, let us consider the 4-velocity of the fluid in the universe. Since we are using the
conformal time, the background 4-velocity is expressed from @* = dz*/(adn) as

" = G,G) (1.11)
i, = (—a,6> (1.12)

Noting that the perturbations of the 4-velocity are constrained by g"’u,u, = —1, they
are written in terms of a scalar perturbation ¢ and a vector perturbation g; (9;5° = 0) as

u, = (—a(l — ), a (0 +)) (1.13)
= (%(ng),é[@- (g—B)—l—gi—Si]) | (1.14)

Here, ¢ is called the velocity potential.
The stress-energy tensor of a perfect fluid is given by

T, = (p + p) w'u, + pot (1.15)

where p = p + dp is the energy density and p = p + dp is the pressure. Each component
can be expressed as

T% = — (<°>p+ 3p) (1.16)
TO@- = (Do +Op) (8is + ) (1.17)
= (Op+ 5p) 5. (1.18)

In general, the stress-energy tensor is written as
T, = (p+p) u'u, + pdjf + 7, (1.19)

where ,, is the anisotropic stress, which satisfies 7, u” = 0, 7#, = 0 and hence has
5 degrees of freedom. One possible source for the anisotropic stress is freely stream-
ing neutrino. In this thesis, we only consider the cases where the anisotropic stress is
negligible.
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1.2 Gauge-invariant quantities

In general relativity, a diffeomorphism is a gauge degree of freedom. In this section, we
study how the perturbations defined in the previous section are transformed by the gauge
transformation.

Let us consider the following infinitesimal transformation of the coordinate,

ot — Tt =t 4 (2%) . (1.20)
According to this, the spacetime metric is transformed as

e OxP 0x° o B N _ _
Guv (I ) = %@gmf (l’ ) =~ 9uv (.73 ) + 59;11/ - gupayép — gl,paﬂg’) (121)

where 7% and x* should be evaluated at the same world point. Let us also divide g, into
the background and the perturbation as

G (%) = G (Z%) 4+ 0G0 - (1.22)

Noting
G (T) = Gy (2%) + €20, Gp (1.23)

we finally obtain the transformation of the perturbation part as

5g;w — 5§uu = 5gw/ - gpapg;w - gupaugp - gl/paugp . (124)

In the same way, a 4-scalar and a 4-vector are transformed as (here we take the energy
density p and the 4-velocity u, as examples)

op = dp=30p—E°0,p (1.25)
du, — o, = oduy, — 70,4, — U,0,E7 . (1.26)

Now, let us investigate how these transformations are represented in terms of the
notation introduced in the previous section. For that sake, let us decompose the trans-
formation parameter £ into scalar components £°, ¢ and a vector component y; (9;x* = 0)
as

¢ =(L,0¢C+x") . (1.27)
Then, Eq. (1.24) becomes
8doo = Ogoo + 2a (ag”)’ (1.28)
0g0i = dgoi +a* [0; (€" = ¢') = xi] (1.29)
6Gi; = 0gi; — a* 2%505ij +20,0;¢ + Oix; + 0jxi | - (1.30)

Here, a prime stands for the derivative with respect to the conformal time 7. Let us take
a closer look into these expressions. For example, the (04) component can be rewritten
by using B, S; as
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Note that the rotation of 8; B, ; B+0; (€% — (') is zero and also the divergence of S;, Si— X,
is zero. According to the Helmholtz theorem, a vector field can be decomposed into a
rotation-free part and a divergence-free part. Therefore, we have

0B = 0,B+09,;(¢ () (1.32)
S; =5, —x.. (1.33)
As shown in this example, in general, the scalar, vector and tensor sectors evolve indepen-

dently at linear order in the perturbation theory. This fact is known as the decomposition
theorem [82]. Note also that Eq. (1.32) indicates

B=B+¢& —( (1.34)
since it is an equation about perturbations.

The gauge transformation of the metric is summarized in the following.
Scalar:

1
¢%¢=w+awﬁy (1.35)
~ a,
b= P =y - =g (1.36)
B—B=B+¢& —( (1.37)
E—-E=FE—¢ (1.38)
Vector:
Si— S = S — X (1.39)
Tensor:

Also, perturbations of the 4-velocity are transformed as

¢ >¢=q¢+¢ (1.42)
Gi G =G (1.43)

Finally, a perturbation of a 4-scalar such as the energy density is transformed as
Sp = 0p=206p—E°0 . (1.44)

The metric perturbations have ten degrees of freedom in general, but four of them
are gauge redundancy and the number of physical degrees of freedom is six (2 x 1 in
scalar, 1 X 2 in vector, 1 X 2 in tensor). Hereafter, we only consider scalar perturbations.
From the counting shown above, we can impose two conditions at most on scalar degrees
of freedom. We describe important gauge choices and gauge-invariant quantities in the
following. Note that 6(= dp/p) is the density contrast.

13



Conformal Newtonian gauge (Longitudinal gauge)

The conformal Newtonian gauge, also known as the longitudinal gauge, is defined as
B =FE =0. Since B — E’ is transformed as B — F' = B — E' + £°, we can define the
following gauge-invariant quantities,

b= % a(B—E (1.45)
v = 1/J+%/(B—E’) (1.46)
5 =6+ % (B - E (1.47)
G =<—(B—F). (1.48)

Here, ¥ is gauge invariant and reduced to the curvature perturbation ¢» when B = E = 0.
Such a quantity is called the curvature perturbation in the conformal Newtonian gauge.

Uniform-density gauge

The uniform-density gauge is defined by dp = 0. The curvature perturbation in the
uniform-density gauge

op op
=y —-—H— = —_— 1.49
=Y Hﬁ' v 3(p+p) (1.49)

is also called the adiabatic curvature perturbation. Here, H = a'/a is the conformal
Hubble. This quantity is very important in this thesis. If we simply say “curvature
perturbation”, we mean (.

Comoving gauge

The comoving gauge is defined by ¢ = 0. The curvature perturbation and the density
contrast in the comoving gauge

/

R=v+ %c (1.50)
_ p
Ocom = 0 + 5 (1.51)

are also used extensively.

Spatially flat gauge

The spatially flat gauge is defined by ) = 0. As we will see later (see e.g. Eq. (2.28)),
this gauge is suitable for seeing the perturbation of a scalar field ¢, which is written in a
gauge-invariant way as
(5/
0aa = 00 — . (1.52)

IThere are several definitions of the comoving gauge in the literature.

14



Uniform-N gauge
The uniform-N gauge is defined by 6 N = 0 where

SN = + %W /(E’ — B)dn, (1.53)

see Eqs. (1.85) and (1.88). If we use the remaining degree of freedom to set B = 0,
the definition can be recast as ¢ + V?E/3 = 0, B = 0. The stochastic inflation is
usually established in this gauge. The uniform-N gauge is equivalent to the flat gauge on
superhorizon scales as we will show nonlinearly in Sec. 1.4. This fact is crucial to justify
the separate universe approach required by the stochastic inflation [57].

1.3 Linearized Einstein equation

In this section, we review the evolution of cosmological perturbations and the relation
among the gauge-invariant quantities defined in the previous section. We restrict our
analysis to scalar perturbations only.

The evolution of cosmological perturbations is determined by the linearized Einstein
equation,

SGH = —_§T". (1.54)

The perturbations of the stress-energy tensor are shown in Eqs. (1.16)-(1.18). The com-
putation of the Einstein tensor is complicated, so we only show the results here [83].

In the absence of the anisotropic stress, the (ij) component of the linearized Einstein
equation with ¢ #£ j is written as

0,0, (®—")=0, (1.55)
which indicates
b =U (1.56)

since they can not have a constant term. By using this, the (00), (07) and (i) components
are written as

1

o ! — _ 2
AV — 3H (V' + H) 2M}§1a dpL (1.57)
/ _ 1 I 1 2(= =
(W H+HY) = (@) = ppa (Pt (1.58)
1
U+ 3HY + (2H +H?) U = ———a’dpL (1.59)
2Mp,

where the subscript “L” represents the Newtonian gauge. Let us see what is implied from
these equations.
Removing ¥ + HWV from Egs. (1.57) and (1.58), one can show the Poisson equation

1 5

AV = — Ocom 1.60
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or

2
(aiH) \IJ - gdcom (16]‘)

where the comoving density perturbation e, is defined in Eq. (1.51). This implies that
—® corresponds to the gravitational potential in the Newtonian gravity.

From the definition of the adiabatic curvature perturbation ¢ shown in Eq. (1.49), we
have

5o = 3(p + P)(C — V). (1.62)
By substituting this into Eq. (1.57) and using

1
H —H? = _QM;(5+@“2’ (1.63)

we obtain
AV — 3H(V' + HU) + 3(H — H)Y = 3(H — H*)(. (1.64)

On the other hand, from the definition of the comoving curvature perturbation R shown
in Eq. (1.50), we have

By substituting this into Eq. (1.58), we obtain
~H(V + HY) + (H —HHV = (H - HHR. (1.66)
From Egs. (1.64) and (1.66), we can show the relation between ¢ and R as
2MEZ AV ko
S R=-—"P7" () v. 1.67
‘ 3(p+p)a? (aH> (167)

Hence, ¢ coincides with R on superhorizon scales.
Let us show the conservation of the adiabatic perturbation ¢ on superhorizon scales.
The time derivative of Eq. (1.57) becomes

61, = —2Hopr, -

2M2 !/ / !/ !/ "
a;’l [AV =3 (H +H?) W' — 6HH'U —3HY"] . (1.68)

Removing AV’ by means of Eq. (1.58) and removing ¥” by means of Eq. (1.59), we obtain
dpr, = =3H(0pL + dpr) = 3(p+ D)V — (p+P)Aqy. (1.69)

By using this, the time derivative of { can be calculated from

/ / dpy, p+p
(=v+ - =__ "~ 1.70
3(p+p) 3(p+p)? P (1.70)
as
5pnad 1
= —H — ZAq.. 1.71
¢ 5+p 3 S) (1.71)
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Here, dpyaq is the non-adiabatic pressure perturbation [84],
ﬁ/
OPnad = Op — Ec?p. (1.72)

Eq. (1.71) indicates that ¢ (or equivalently R) is conserved on superhorizon scales if
Opnaqa = 0. If the universe is described by only one degree of freedom, we can write
p = p(p) and the non-adiabatic pressure perturbation indeed vanishes. One can also
show that the tensor perturbation h;; is conserved on superhorizon scales as well.

1.4 ON formalism

So far, we have discussed the linear perturbation theory. The d N formalism is a powerful
method that can evaluate long-wavelength curvature perturbations nonlinearly as fluctu-
ations of e-folds N. In this section, we review the 6 N formalism referring to Ref. [85].

Let us expand the spacetime metric with the Arnowitt-Deser-Misner (ADM) formal-
ism as

ds? = —N2dt? + v;;(da’ + B'dt)(da? + fdt) (1.73)
= —(N? = B¥B,)dt* + 28;dtda’ + v da'da’ . (1.74)

N is the lapse function and 3; is the shift vector. We raise and lower the spatial indices
by means of the spatial metric «;;. The metric and its inverse are written in the matrix

form as e 5,) A2 N-25
- — BB 5]') " <— N B )
v — 3 Y= _ i i _ ini ].75
= (T = (s ) 0
where 7% is the inverse matrix of 7;;. The spatial metric 7;; is written as
i = a’e* (%), (1.76)
where ;; is traceless (x%; = 0) and written in turn as
2
3

Here, C; includes both scalar perturbations and vector perturbations.
The determinant of the metric is calculated as

xij = 0;Cj + 9;C; — 5ijak0k + hij - (1.77)

g==-N?y (y=detyy) (1.78)
= —N?(a?e*)?. (1.79)

When 1 and y;; are small, v;; becomes?
vig = () [(1+ 20)855 + xi5) - (1.80)

We are interested in nonlinear perturbations on superhorizon scales (k < aH). On
sufficiently large scales, the metric should be well approximated by the FLRW metric.
Hence, we postulate

Bi=0(e) (1.81)

2Hence, 9 used here corresponds to ¢+V2E/3 in terms of linear perturbations introduced in Eq. (1.6).
Obviously, their difference vanishes on superhorizon scales.

17



with e = k/(aH).
Let us take a gauge where the spatial components of the 4-velocity, u¢, are zero. Then,
guwuru” = —1 leads to

- k
The expansion

6=V, u (1.83)

can be calculated as

1
0 = \/T—gau (vV—gu") (1.84)
1 Nae??

- e () o
= j%[ (3% + 3¢> + O(e?) (1.86)

where the dot represents the derivative with respect to t. The local Hubble is expressed
as

=0 1 (i )
The local e-fold is expressed as
t
Nty t;,x) = / " ANt (1.88)
t;
From Eq. (1.87), it is calculated as
/G .
N(ts, ti,x) = / (— —|—¢) dt (1.89)
ti a
o falty) it
—tog |20+ ut.0) - it ) (1.90)
= No(ty, i) + ¥(ty, ) — (ti, x) (1.91)

where Ny = log [a(tf)/a(t;)] is the background e-folds.
As in the linear theory, we define ( as the curvature perturbation in the uniform-
density gauge,

¢ = Ylsp0 - (1.92)

If we take the flat surface (¢» = 0) at ¢t = ¢; and the uniform-density surface (6p = 0) at
t=ts, Eq. (1.91) becomes

g(tf,m) :5N(tf,ti,il,') (193)
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where dN(ty,t;, ) is the fluctuation of the e-folds from the initial flat surface to the
final uniform-density surface. Eq. (1.93) is the central equation in the 0 N formalism and
includes nonlinear perturbations.

In Eq. (1.71), we showed at linear order that { is conserved on superhorizon scales if
the universe is adiabatic (p = p(p)). In fact, this is closely related to energy conservation.
By applying the stress-energy tensor of a perfect fluid shown in Eq. (1.15) to the equation
of the energy conservation, V,, 7" = (0, we obtain

w VT = w, Yy, [(p+ p) utu” + pg™]
= —u"d,(p+p)— (p+p)V,u"+ (p+ p)u'u,V,u" + u'd,p
—0. (1.94)

Because of v’0, = (dz”/dr)0/02" = d/dr and u,V,u* = V,(u'u,)/2 = 0, this is

rewritten as

d
—p+(p+p)=0. (1.95)

Since the proper time 7 is given by d7 = /N2 — gk5,dt ~ Ndt, Eq. (1.87) becomes

gL ey (L &2
= =305 O N(a+zp>+0( ). (1.96)

Noting that dp = 0 means dp = 0 if the perturbation is adiabatic (p = p(p)), the time
derivative of ( is calculated as

=1 1.97
e=d, (197
P
7 -~ (1.98)
3(p +p) dp=0
p
=-H—- —— 1.99
3+ 7) %
=0 (adiabatic, superhorizon) (1.100)

where we used p = —3H(p + p), which holds at the background level. Therefore, energy
conservation ensures the conservation of ¢ nonlinearly.
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Chapter 2

Inflation and generation of
cosmological perturbations

The Big Bang cosmology has been observationally confirmed by the Big Bang nucleosyn-
thesis, the Hubble law, the CMB and so on. However, it involved theoretical problems
about its initial conditions such as the horizon problem and the flatness problem. Then,
the inflation theory was advocated and it was realized that an accelerated expansion in
the early stage of the universe can solve the initial condition problems. Furthermore,
inflation can also explain the generation of primordial cosmological perturbations and it
has been supported by the observation of the CMB and the LSS. In this chapter, we
review the generation of perturbations in single-field slow-roll inflation and also address
the so-called quantum-to-classical transition.

2.1 Single-field slow-roll inflation

From

%:H+H2:— (p+3p) , (2.1)

1
632,
the necessary condition for an accelerated expansion is p < —p/3. Also, from

H=——n 2.2
N, (p+p), (2.2)
p ~ —p is required in order for an exponential expansion a ~ e to last long enough.
In the simplest class of models, inflation is realized by the vacuum energy of a single

scalar field. Let us consider the Einstein-Hilbert action with a canonical scalar field in
the matter sector,

M3 1
g / d'e/ =g [TPIR ~ 50" 0,00,6 - v<¢)} | (2.3)

In general, the stress-energy tensor is given by
T = _ v = _9 M 2.4
S A R (24)

2 [T _ 0 Hm/ ) 25
V=9 | 09 o 0l0ug™) |
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where L,, is the Lagrangian for the matter sector. Hence, the stress-energy tensor for a
scalar field becomes

T = 0,00,0 + g _%gpaap¢8a¢ - V(o) (2.6)

where we used 0/—g/0g"" = —\/—99,,,/2.

Regarding the homogeneous modes, the energy density and the pressure are given by

p= 3P+ V() 2.7
p= 8- V(o). 23

Hence, p ~ —p is realized when the field rolls down the potential slowly, namely, q52 < V.
A scalar field that causes inflation like ¢ here is called inflaton.

For future reference, the perturbations introduced in Eqgs. (1.16)-(1.18) are expressed
as

5p = G0+ 0,V + ¢ (2.9)

5p = ¢80 — 0,V + ¢ (2.10)
0o

=_2 2.11

S " (2.11)

where ¢ is a metric perturbation introduced in Eq. (1.3).

Hereafter, we omit overlines put on homogeneous quantities. In the rest of this section,
we write down equations for the homogeneous modes. The equation of motion of inflaton
can be obtained by varying the action with respect to ¢ as

¢+3Ho+ 09,V =0. (2.12)
The Friedmann equation is written as
1 1.
=S+ V| 2.13
s 27+ 21
When discussing inflation, the number of e-folds
N = / Hdt (2.14)
is a convenient time variable. The slow-roll parameters are defined by
dln H™! H
=" _-__- 2.1
“T TN 7E (2.15)
_ dinfena] > 9 (2.16)
=N or n>2. .
For single-field inflation, the first and second slow-roll parameters can be written as
1 /do\®
= — | — 2.17
“ T g (dN) (2.17)
o (do\™
=2 — 2.1
2= fane (dN) (2.18)
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where we used p + p = ¢* and Eq. (2.2). The equation of motion of inflaton, Eq. (2.12),
and the Friedmann equation, Eq. (2.13) , can be rewritten in terms of e-folds and the
slow-roll parameters as

d?¢ dp  0uV
P i S Tt A, 2.1
dN2+(3 el)dN—l— JiE 0 (2.19)
(3—e)H*Mp, =V . (2.20)
If we assume the slow-roll conditions, that is,
e <1 for Vn, (2.21)

the equation of motion of inflaton and the Friedmann equation can be further rewritten
approximately as

de 0,V 5 OpV
— ~ -~ M5 —— 2.22
dN 3H?2 Py )
SH>Mp, ~ V. (2.23)
This, in turn, leads to approximate expressions for the slow roll parameters,
~ — [ — 2.24
o= 0 (% (2.24)
o2V o,V \ 2
€5 ~ —2M§1¢7 +2M3, (d’T) . (2.25)

From Egs. (2.1) and (2.15), inflation ends when ¢; ~ 1. The number of e-folds elapsed
from a certain field value, ¢,, until the end of inflation is evaluated by means of Eq. (2.17)
as

MP] ¢end \ 261

where ¢e,q is a field value where ¢; ~ 1 and we assumed ¢enq < Ps.

N (2.26)

2.2 Generation of scalar perturbations

From Egs. (1.57)-(1.59) and Egs. (2.9)-(2.11), one can show that the perturbations of the
inflaton field obey

6¢" + 2%5¢' — Abp + @’V ép =20,V — &' [¢ + 30 — A(B—E')] . (2.27)

This equation of motion includes metric perturbations. However, by using Eqgs. (1.57)-
(1.59) again, it is simplified on the spatially-flat slicing as [37, 84, 86]

/! ' / 1 202\’
5¢ﬂat + 2%5¢ﬂat - A(Sgbﬂat + a2 |:aiv - m (%) :| 5¢ﬂat - 0 (228)

where 0¢g,t is defined in Eq. (1.52). Note that Eq. (2.28) is valid at linear order while
its derivation of Eq. (2.28) does not rely on the slow-roll approximation.

22



On the other hand, it is known that the adiabatic scalar perturbations of the universe
can be described by the so-called Mukhanov-Sasaki variable [87,88] defined as

v(n,x) = 2(n)R(n, x) (2.29)
with
z(n) = aMpiv/2e; . (2.30)

This is also often written as v = z( in the literature. Note also that R coincides with
¢ once one takes either the slow-roll limit or the long-wavelength limit. Up to second
order in the perturbations, the gauge-invariant scalar perturbations obey the following
action, [89-92]

S = / dtdz a® M2, (-%) {RQ _ 1 (VR)Z] (2.31)

a2
3 1 2 2 Z / 2? 2

= [ dnd’z 5 |V (Vo)” — QZUU + =Y (2.32)
s 1] » 2, 2 o

= /dnd 5 [v —(Vou)" + v ] (2.33)

where we performed integration by parts in the last equality. Hence, v can be viewed as
a canonical field and it obeys the Mukhanov-Sasaki equation,

Z//
V" + (—A — —) v=0. (2.34)

z

For single-field inflation, since R is expressed as

6¢ﬂat o _5¢ﬂa‘c

r T de
¢ an

R=-H (2.35)

v and z can be rewritten as

qb/

H

One can check that Eq. (2.28) and Eq. (2.34) are indeed equivalent.
Let us promote v(n, ) to a quantum field 0(n, ) and expand it by Fourier modes,

do

| (2.36)

|v| = a|ddgatl , z=a

:a‘

0o(n, ) = / %ﬁk(n)em (2.37)

_/ d3k @kvk(ﬁ)‘i‘g—kvlﬁ('f?)eikm
= ] @npr V2k

dgk‘ 1 ~ ik-x N —ik-x
L e

where ¢ and éL are annihilation and creation operators in the Schrodinger representation
satisfying the commutation relation

(2.38)

ex.24) = 5k — p) (2.40)
[k, &) = 0, [éL,é},} —0 (2.41)
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and vg(n) (or vk(n)/v/2k) is called the mode function. Note that the property o_g = 0]
ensures v is real. Imposing the canonical commutation relation

[0(n, ), 9" (n, y)] = id(x —y), (2.42)
one can realize that the mode function should be normalized as

VRV — ULV

oF =1i. (2.43)

The vacuum is determined by ¢ |0) = 0 but it depends on the mode function. A com-
mon assumption in inflationary cosmology is that the mode function takes that in the
Minkowski space in the infinite past,

ve(n) e i

V2k o V2k

since a quantum field is not affected by the cosmic expansion deep inside the horizon.
The vacuum state determined by this mode function is called the Bunch-Davies vacuum.
As we will see later, Eq. (2.34) also holds for the quantum field (see the discussion below
Eq. (2.93)) and hence

for —kn — o0 (2.44)

Z”
vy + (k2 - ?) v = 0. (2.45)

Before solving the differential equation, let us investigate more about the term z”/z.
It is expressed in general as

2" 3 1 1 1
—= a’H? <2 — €+ 562~ e + Zeg + 56263) . (2.46)

Since the conformal time 7 is computed at linear order in slow roll as

dt 1

n= [ —

a _E (1 + 61) 5 (247)

it becomes
2" 1 3
—~— 12 — ) 2.48
. 772( +61+2€2) (2.48)

If one takes into account only the mass term in the potential, m? = 8(275‘/, because of
Egs. (2.24) and (2.25), the above expression is reduced to

Z” 1 m2
— 0~ — (2 - — 2.49
=P ( HQ) (2.49)

but we will keep using the general form shown in Eq. (2.48). Let us define v by
S (P —1) . (2.50)
Then, v is expressed at linear order in slow roll as

/9 3 3 1
vV~ Z+€1+§€22§+61+§€2' (251)

24



Assuming that v defined above is approximately time independent, the general solu-
tion of Eq. (2.45) is given by a linear combination of the Hankel functions as

vk—\/%) = Ci(k)/=nH (=kn) + Co(k)V=nH (~kn). (2.52)

Noting the asymptotic expression of the Hankel function

* 2 - v
HW () = (Hl@(z)) ~ \/—el(zf2 ) for |z]| = o0, (2.53)
Tz

the coefficient is determined from the condition shown in Eq. (2.44) as

Cu(k) = \/77_%” Co(k) = 0. (2.54)

Hence, the mode function is determined as’

W) SR R k). (2.55)

The Hankel function for v = 3/2 can be written in terms of elementary functions as

2 A
Hip(x) = =/ — (1 + %) e for x> 0. (2.56)

™

Hence, at leading order v = 3/2, the mode function can be written as

vk(n) 1 ( i ) ik 3
=——((1—— )™ for v=-. 2.57
V2k V2 kn 2 (2:57)

Now, let us investigate the behavior of the mode function on superhorizon scales
(—kn < 1). Since the Hankel function has an asymptotic expression for v € R

2 4T _3 P(V) _
(1) ~Y — 12 v [ v
Hy,'(z) ~ \/76 2 3/ )z for |z| =0, (2.58)

the mode function becomes

W) _ gy T g ol (R (259)

I

Vok T TER) T Vs

Substituting the expression for v in the slow-roll regime shown in Eq. (2.51), one obtains

H L —e1—€2/2
11’;(_277]3 ~ i\;ﬁ (E) for —kn—0. (2.60)

The power spectrum of the field perturbations is defined by

E fOI' —k'r]%O

272

(00k00p) = 5 Poo(k)o(k + p). (2.61)

!Note that the overall phase of the mode function is irrelevant since it is absorbed by shift of time
coordinate. It also corresponds to the constant term in Eq. (2.110).
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Noting d¢r = vg/a, where d¢y, is evaluated on the spatially-flat gauge, and Eq. (2.38),

the left-hand side is calculated as

1 |uel? H? [k
Ol 54 4 p) = <

<5¢k5¢p>:$ ok ( +P)—% i

) e 5(k +p). (2.62)

Hence, the power spectrum of the field perturbations on superhorizon scales is evaluated

pat - (£) (£) . s

Note that the spectrum is almost scale invariant. In particular, it is evaluated at the
horizon exit of the scale (k ~ aH) as

Pso(k) = <%)2 : (2.64)

Similarly, the power spectrum of the curvature perturbations is defined by

(GG = 2T Pk)a(h + ). (2.69

Noting (x = vx/z = d¢r/(Mp1\/2€1), the power spectrum of the curvature perturbations
can also be calculated by means of the mode function shown in Eq. (2.60). As we
showed in Eq. (1.100), the curvature perturbations are conserved on superhorizon scales,
¢ = 0. However, Eq. (2.60) implies fictitious time dependence at the order of the slow-roll
parameters, ( ~ HCO(e,). This is because the calculation leading to Eq. (2.60) relies
on the slow-roll approximation although the Mukhanov-Sasaki equation (2.45) does not
rely on that approximation. Therefore, one should evaluate the curvature perturbations
around the time of the horizon exit of a scale of interest. For scales around a certain scale
k,, one obtains the power spectrum as

1 H 2 L —2€1—€2 1 Vg k —2€1—€9
k)= — — o — 2.
Pe(k) %€, (%Mm) (k;p) 1272 MS$, (9,V)? (kp> (2.66)

where the right-hand side is evaluated at the time when k, ~ afl. This result agrees
with the § N formalism, which says ¢ = 6N, on top of Eq. (2.26). The scale dependence
of the power spectrum is represented by the scalar tilt defined as

_ dInP.(k)
Eq. (2.66) indicates
2 a?v
ne—1=—2€ — e ~ —3M3, (%7‘/) + 2M§1¢7 (2.68)

where we used Egs. (2.24)-(2.25).
The amplitude of P, and ng are important quantities to connect inflation theory with
observations. Denoting

Pe(k) = Ay (;)ns_l (2.69)
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for the pivot scale k, = 0.05 Mpc™!, the observation of the CMB anisotropy by Planck
2018 provides [12]

In (10'°A4;) = 3.044 £0.014, ng = 0.9649 £ 0.0042 (2.70)

where the errors are given at the 68% confidence level. The duration of inflation from
the horizon exit of the pivot scale can be estimated as N ~ 50-60.

At last in this section, let us briefly mention tensor perturbations generated during
inflation, namely primordial gravitational waves. Tensor perturbations are described by
the following action,

/ d; / d3:va () (Vhij)Q]. (2.71)

Using the polarization tensors that are transverse, tranceless and normalized as ™ (k) ef

tj
0"%, tensor perturbations can be expanded as

hna) = [ (2(7% el ) + B el ()| et (272)

Then, the evolution of hj(n) can be investigated parallelly with the method for scalar
perturbations described above. The power spectrum for each polarization is defined by

(hphs) = k)3(k + p)oT™ (2.73)

and calculated as

H2

The tensor tilt is evaluated with the slow-roll approximation as

dln Pg(k)
= ~ —2¢ . 2.
'S T Ak “ (2.75)
The tensor-to-scalar ratio
2Py
=_—~16 2.76
T PC €1 ( )

is another observationally important quantity. The current observations impose an upper
bound on it, [12]

r(k = 0.002Mpe™) < 0.056 (95%CL, Planck TT,TE,EE+lowE+lensing+BK15) .
(2.77)



2.3 Quantum states of cosmological perturbations

In the previous section, we evaluated the amplitude of scalar perturbations working in the
Heisenberg picture as is usual in cosmology. In this section, we consider how the quantum
states evolves in the Schrodinger picture. For that sake, our first step will be to write
down the Hamiltonian in terms of creation and annihilation operators. Then, we will
identify the time evolution operator U (). Finally, we will operate it to the Bunch-Davies
vacuum to see the quantum states of cosmological perturbations as |¥(t)) = U(t) [0). We
will figure out that cosmological perturbations are placed in two-mode squeezed states.
This section is written mainly based on Ref. [16,17,20,23].

Let us start with the quadratic action expressed in the way of Eq. (2.32). According
to this action, the conjugate momentum of v(n, x) is given by

Z,
p(n,x) = % = — —v. (2.78)

Note that, while v is associated with the curvature perturbations as ( = v/z, p is associ-
ated with its time derivative as (' = p/z. The Hamiltonian is derived as

H = /de (pv' = L) (2.79)
5. L1 o Z 2
= [d AL +2=pv+ (Vo) | . (2.80)
z
It is expressed in the Fourier space as
Z/

H = d*k [pkp;; +- (PrvE + PrUg) + k2vkv,’;} (2.81)

R3+

where we restricted the integral into half of the full momentum space, R3*, in order
to deal with only independent variables. Let us quantize this system. Here, instead of
expanding

_ () + éi(n) (2.82)

Uk
Vv 2k
as is done in Eq. (2.38), let us introduce creation and annihilation operators in the
Heisenberg representation,

1 1
1) = - (Vo + —=p
& Uk + 2.83
1 i

() = — \/EAT——AT) 2.84

¢ = 0 . .

k (77) \/i ( k \/Epk ( )
The canonical commutation relation of the phase-space variables, [0k, pq] = 0 (k + q),
leads to that of the creation and annihilation operators, [ég,égq = 0(k—gq). The
phase-space variables are expressed as

- L (m AHT>
U, = — (¢ +C 2.85
k m ( k k ( )
k
e = =i\ 5 (c‘,j — éIfL) . (2.86)
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Therefore, the Hamiltonian given in Eq. (2.81) is quantized as

/
i = % /R &% {k (éﬁél,;” + é‘j;,éljk) - ZZ; (éﬁéﬁk - eﬂeﬁ*ﬂ (2.87)
up to terms including 6(0), which express the vacuum energy. This is the Hamiltonian
that describes cosmological perturbations. The former part of this Hamiltonian represents
the familiar one for the free field. On the other hand, the latter part comes from the
cosmic expansion and implies that the classical source, which is gravity here, induces
creation of pair of particles (energy excitations) with opposite momenta.
The time evolution of ¢} is described by the Heisenberg equation,

dell TA

d—; y [H,cﬂ (2.88)
H 2 Ht

= —ikéy + — . (2.89)

It can be solved by means of the Bogoliubov transformation

& (n) = ar(n)éw + Br(n)e’y, (2.90)
where the operator ¢ without a superscript “H” stands for that in the Schrodinger
representation and one can interpret it as ¢, = élk{(nini). The coefficients must satisfy the
following differential equations,

doy, 2z
— = —ik — B3 291
an RO =+ . B, ( )
dﬁk i Z/
— = —ik —a; 2.92
a ik, + ~ o, ( )
and be normalized as
x| = 1Bl* =1 (2.93)

because of the commutation relation of the creation and annihilation operators. Eqgs. (2.82),
(2.85) and (2.90) indicate that oy + 5 corresponds to the Mukhanov-Sasaki mode func-
tion vy, and Egs. (2.91) and (2.92) indicate that it indeed satisfies the Mukhanov-Sasaki
equation shown in Eq. (2.45).

On the other hand, the time evolution of ¢ should also be described by means of the
time evolution operator as

~

er(m) =U'n)eU(n) . (2.94)

It is known that the time evolution operator U which realizes Eq. (2.90) is expressed as
a product of the (two-mode) squeezing operator Us and the rotation operator R defined
as

U="UsR (2.95)
Us = exp [re_Qi‘péLéT_k — re2wéké_k] (2.96)
R = exp [zﬁéLék + i@éiké,k] = ¢! pi0n -1 (2.97)
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where r, ¢ and 6 are real-valued functions of time assigned for each bipartite system.
Note that U given above is symmetric with respect to k and —k as it should be.

Before checking that this is a correct time evolution operator, let us discuss the
space we deal with and the normalization of operators. From the Hamiltonian given
in Eq. (2.87), the full Hilbert space £ can be factorized into a product of bipartite sys-
tems each composed of the k and —k modes,

E=]] @& (2.98)

kcR3+

We focus on one bipartite system &, ® £_p from now on. Then, we encounter such
commutation relations as

[ckcH = 5(0). (2.99)

The diverging delta function in the right-hand side can be interpreted as the volume V.
Hereafter, we denote the subsystems of the mode k and —k also as ‘1’ and ‘2’ subsystems
respectively. Then we can write the commutation relation as

[éz‘; éﬂ = V(sij (l,j =1, 2) . (2.100)

Now, let us redefine the operator ¢ as the old one divided by VV ie. & / VV = &
Accordingly, the mass dimension of ¢ is changed as —3/2 — 0. The redefined operators
have the following commutation relation

[ccﬂ = 0ij , (1,7 =1,2). (2.101)

The situation depicted in Eq. (2.99) is particular in field theory, but with the normaliza-
tion that gives Eq. (2.101), we can make use of the techniques of quantum information
theory.

By using the Baker-Campbell-Hausdorff formula, Eq. (2.94) can be calculated with U
given in Eq. (2.95) as

A A

Ut (n)éeU(n) = € coshréy, + e 029 sinhrél |, . (2.102)

Identifying Eq. (2.90) and Eq. (2.102), one can translate the differential equations for «
and (8 shown in Eqgs. (2.91)-(2.91) into those of r, ¢ and 6 as

d /

_d:; = z;cos(2g0) (2.103)
d /

d_i =k— Z;COth(QT‘) sin(2y) (2.104)
dé !

_d77 = —k+ Zztanh(r) sin(2¢p) . (2.105)

Eq. (2.102) also satisfies the normalization imposed by Eq. (2.93). Therefore, if r, ¢ and
0 obey the above differential equations, Eq. (2.95) provides the correct time evolution
operator.
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Now that we have identified the time evolution operator U, let us work fully in the
Schrédinger picture from now on. Thanks to the operator ordering theorem, the squeezing
operator Ug given in Eq. (2.96) can be written as (see Appendix C.1 for the derivation)

A~

Us(n) = exp [e_gw tanhréLéT_k] exp [— In(coshr) [éLék + é,kéT_kH

X exp [—62“” tanh r éké_k] . (2.106)
This formula makes it easy to calculate the evolution of the state. Starting from the
vacuum state |0, 0), the bipartite system evolves as

o0

Z e 2™ tanh™ (1) [n, n) = [Waey(n)) (2.107)

n=

1

U(n) 0,0) = cosh(r)

where |n, m) denotes the state with n particles in the k mode and m particles in the —k
mode. The resultant state is called the two-mode squeezed state. It is characterized by
three time-dependent parameters: the squeezing amplitude r, the squeezing angle ¢ and
the rotation angle 6. Note that the expression for a two-mode squeezed state, Eq. (2.107),
does not include the rotation angle # since the vacuum state is invariant under rotations,
R(t)]0,0) = |0,0). This implies that measurements performed at the same time are
insensitive to 6, since # simply adds an overall phase to the wavefunction. However, as
will be made explicit in Chap. 6, when multiple-time measurements are performed, this
is not the case any more and the result becomes sensitive to the change in the overall
phase between the measurement times. This can be interpreted as a consequence of the
fact that, after performing the first measurement, a two-mode squeezed state is projected
onto the eigenstate of a spin operator, which is not a two-mode squeezed state anymore,
and which is therefore not invariant under rotations. This is why, contrary to what is
usually done, 6 is carefully kept in this thesis.

For a pure de Sitter spacetime, where 2'/z = —1/7, there are analytical solutions for
the differential equations given in Eqs. (2.103)-(2.105) as

1
r = —arcsinh ( ) (2.108)

2k
m 1 1
Y = 1 + §arc tan (%) (2.109)
0 = —kn + arctan (2kn) (4 const.). (2.110)

The quantities appearing here evolve from the beginning to the end of inflation as

N —00 — 0

il (” ‘ﬁ) oo (” o8 (‘%) NN). (2.111)

T T 1
()0.1 (Nz—i-m) — O(N—kn)

0 : 400 (~ —kn) — 0(~ kn)

It is remarkable that the squeezing parameter r, which is a measure of the magnitude
of squeezing, grows in proportion to the e-folds after the horizon exit. Hence, r ~ 50 is
achieved. Noting that r appears in the form of " in many quantities, it is a very high
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squeezing e > 1. In the laboratory experiment, r ~ 1.7 is the world record [63]. One
could come up with the following analogy. Regarding the homogeneous mode, the CMB is
the almost ideal black body radiation. Similarly, the anisotropy originates from the best
squeezed states realized in nature. Two-mode squeezed states are entangled states that
arise in a large variety of physical situations, since any quadratic Hamiltonian produces
squeezed states. They are therefore commonly found in quantum optics [60-62]. In
the large-squeezing limit, they also provide a realization of the Einstein-Podolsky-Rosen
(EPR) state [59]. This discussion implies the possibility that the universe works as a
quantum laboratory or that the techniques developed in quantum information theory is
helpful to understand cosmological perturbations. In Chap. 6, we study general squeezed
states keeping r, ¢ and € unknown parameters for two reasons: 1) the evolution of r, ¢
and 6 is not known and left for future work 2) squeezed states are realized in a broad
range of systems as mentioned above.

2.4 Quantum-to-classical transition

In this section, we discuss what is called the quantum-to-classical transition of cosmologi-
cal perturbations. The words “quantum” and “classical” are somewhat vague. There are
several quantities and properties which represent “quantumness” and “classicality”. We
intend to make only robust statements about them. Here, we focus particularly on the
relation between the quantum average and the stochastic average [23,75]. Other ways of
describing this issue are also mentioned at the end of this section.

As can be seen in Egs. (2.85) and (2.86), in quantum field theory, a quantum field
generically mixes the k and —k modes of the creation and annihilation operators. How-
ever, this is not familiar to quantum information theory. In order to make use of tech-
niques developed there, we define the “position” and “momentum” operators for each
mode as

e = \/%_k (ck + éL) (2.112)
frp = —i g (Ak - 6T> . (2.113)

These are Hermitian in contrast with vy and pg. They obey the commutation relation
|4k, Tq] = 10 (k — q). We can also introduce Qy, Py, for convenience as

Qr = Vi (2.114)
- 1
P = —#. (2.115)

Vk

Again, they obey the commutation relation [Qk,pq] = 10 (k — q). The eigenstate of

. with the eignevalue ¢, |¢),, and that of Q. with the eignevalue Q = Vkq, Q) are
related as |q), = k/*|Q),. The creation and annihilation operators are expressed as

be = —— (\/Ecjk + ﬁwo — % (Qk + z‘Pk) (2.116)

(\/E(jk - ﬁwk) - % (Qk . iﬁk) . (2.117)
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These expressions can be compared with Eqs. (2.83) and (2.84). The mass dimensions of
some quantities are summarized below.

. 3 . . S 3
Ck : 5 e : =2, 7 —1, Qk Ty Py 9 (2.118)

Applying the renormalization ¢/ \/V — (g as is described around Eq. (2.101) and redefin-
ing the other operators g, g, Qr, Pr according to the new ¢, these redefined operators
have the commutation relations as

[cz, J} =6y, a7 = |0 P J} —isy;  (j=1,2=k —k).  (2119)

The mass dimensions shown in Eq. (2.118) are changed into
1

0, qk;—§, fei=, Qr:0, Pu:0. (2.120)

Since we are considering a bipartite system of the k and —k modes, the phase-space

variables consist of X = (Qg, Pk, Q_k, P_x). Let us consider a general quantity O(X)

defined as a function of phase-space variables. This can be read as a quantum operator
O(X) as well. The stochastic average is expressed as

(Ohoen = [ 44X O P(X) (2.121)

where P(X) is the classical probability density function. Let us consider when a quantum
average has a stochastic description. o
The Weyl transform of the operator O(X) is defined by

~ . . xT A Xz
O(X) = /dw dy e~ et wy <Qk + 5 Qo+ % ’ 0] ‘ Qk— 5. Q- — %> . (2.122)

This is a map from an operator to a function of phase-space variables. A fundamental
property of the Weyl transform is

Tr (AB) - / AX)B(X)d*X . (2.123)

L
(27)?

Therefore, the quantum average can be computed as

<O>qmt _ (,30) — ﬁ / HX)O(X)dX = / OX)W (X)X (2.124)

where p is the density matrix and W (X) is the Wigner function defined by

W(X) = - p(X) (2.125)

(2r)?
:ﬁ/dxdye P —iP- ’“y<Qk+ Q) k—l—

,Q,k _ g> .(2.126)
The quantum version of the characteristic function is defined by
(k) = Tr [,0 " X} , (2.127)
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where « is a vector with four components. The Wigner function can be calculated as the
Fourier transform of this characteristic function

1

W(X) = 2 /d% e Xy (k). (2.128)

Hence, the Wigner function is the quantum generalization of the classical distribution in
phase space. Note however that the Wigner function is not ensured to be positive.

There are two conditions for the quantum average expressed in Eq. (2.124) to have
a stochastic description: 1) the Wigner function is positive definite, 2) O(X) = O(X).
These two conditions allow one to interpret the last expression of Eq. (2.124) as an average
of a random variable with a classical probability density function just as Eq. (2.121). The
second condition can be restated as “the operator O is proper”, where a proper operator
is defined as an operator O whose Weyl transform O(X ) takes all and only the eigenvalues
of O. An operator that is not proper is called an improper operator. It can be shown
that the Wigner function of a squeezed state is Gaussian and hence positive definite.
Therefore, only whether the second condition is satisfied or not is to be checked.

People are primarily interested in operators that represent correlation functions of
curvature perturbations, namely (7. From Eqs. (2.78), (2.85), (2.86), (2.116) and (2.117),
(x and its time derivative can be expressed in terms of Qk and Pk as

ol = by = ﬁ Qe+ Qv (P Puy)] (2.129)
G = Pr = g [Qk — Qo +i (Pk + P_kﬂ (2.130)

where every operator is represented in the Schrodinger picture. The condition O(X ) =
O(X) is valid for Qz and ]5,’:, namely, @vz = @ and IBZL = P¢. However, the Weyl
transform of their products can produce nontrivial terms e.g. ak\lgk = QrPx +1/2. Nev-
ertheless, one can show that such nontrivial terms cancel and eventually 5’; = (g is

~ ~

true [22]. This means that correlation functions of ¢ such as <C (n,x)C (n,y)> can be

reproduced by a stochastic approach. The discussion so far does not rely on the large
squeezing limit. Therefore, correlation functions of ( always have a stochastic description
despite the common name, the quantum-to-classical “transition”. On the other hand, one
can define improper operators, which implies the possibility that a quantum signature can
be captured in cosmological perturbations. Among the following contents, Chap. 3 and
Chap. 5 focus on a stochastic description while Chap. 4 and Chap. 6 focus on quantum
aspects.

At last, let us briefly mention other arguments regarding the quantum-to-classical
transition. The canonical commutation relation of the Mukhanov-Sasaki variable [0k, pq] =
i6 (k + @) can be recast in terms of the field perturbation as

[&ik, 5@} _ a%d(k: tq). (2.131)

where we used v, = aégz%k and pg = aégz%c at leading order in slow roll. When a scalar
field is quantized on the Minkowski spacetime, the right-hand side should be simply
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i6(k + q). However, the above expression suggests that 5(%,c and §¢q become commutable
like a classical field. Actually, this is ensured from the fact that the decaying mode
of the curvature perturbation becomes negligible compared with the constant mode on
superhorizon scales due to the large squeezing [17]. Indeed, from Egs. (2.85), (2.86),
(2.90), (2.102) and (2.111), we can see

vp(n) = ag + By =~ coshr + sinhr ~ e" (2.132)
pr(n) = o — B; ~ coshr —sinhr ~e™" (2.133)

on superhorizon scales.

On the other hand, there is a fact that seems to suggest the opposite, that is to say,
the enhancement of the entanglement. Quantum discord is defined as a difference that
arises by evaluating two classically equivalent expressions for the mutual information in a
quantum mechanical way. It was found that quantum discord increases due to the large
squeezing [20]. This reminds us that the highly squeezed state is a physical realization
of the EPR state.

The effects of decoherence have also been studied phenomenologically [93-95]. It is
suggested that interaction with the environment reduces a quantum signature but the
precise property of the decoherence in cosmology remains an open question.
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Chapter 3

Stochastic inflation

In this chapter, we review the stochastic formalism of inflation, also called the stochastic
inflation, and how it predicts observable quantities. This chapter is supposed to be
preparation for Chap. 5 but is not minimal for that purpose. A reader who intends to
go ahead to Chap. 5 quickly can jump to Sec. 3.3 after just noting that coarse-grained
inflaton fields obey the Langevin equation (3.21) and their probability density function
evolves according to the Fokker-Planck equation (3.23).

3.1 Stochastic equation of motion

In this section, we show the derivation of the Langevin equation by decomposing inflaton
fields into IR fields and UV fields in their equation of motion. This method was developed
in original works of the stochastic inflation and has been studied further including the ex-
tension to multi-field setups and the phase-space formulation, which is applicable beyond
slow-roll [24,25,49,56,57,96]. On the other hand, this original method nowadays tends to
be called the “heuristic” method because the first-principle derivation which makes use
of the Schwinger-Keldysh formalism has been established recently [33,96]. Nevertheless,
the heuristic approach has the advantage of being intuitive.

Let us consider the following action for multiple scalar fields with a canonical kinetic
term,

/ d*z /=g [ PIR—lg’“’éua ¢'0,¢7 —V(p)| . (3.1)

In more general contexts, the Kronecker delta d;; can be replaced with a field space
metric Gry(¢). The stochastic inflation with a non-canonical kinetic term has also been
studied [34,96,97]. In what follows, we assume a canonical kinetic term for simplicity
but do not assume slow roll.

The Hamilton equations for the background fields read

d¢!
deo’ 0,V ()
v = B - ¢H2 (3:3)

where @’ represents the (rescaled) conjugate momenta. At this stage, ¢! and @’ are
quantum fields. In the standard perturbation theory, which is discussed until the previous
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chapter, a full scalar field is decomposed into the background and the perturbation as
d'(N,x) = ¢'(N) + ¢! (N, x), where the background is treated as a classical field and
the perturbation is treated as a quantum field. On the other hand, in stochastic inflation,
a full scalar field is decomposed into the IR field (also known as the coarse-grained field)
and the UV field as

ol = QBIIR + QB{JV (3.4)
~ A3k k Ay
¢{R = / (271.)3/2)/\) </€U(N)) iezk-m (35)

Sy =/(2(:% {1—w(kng)>} or (3.6)

where k,(N) = caH with o < 1 is a coarse-graining scale and W (k/k,(N)) is a window
function which collects larger scales than k,(N), namely, & such that k& < k,(N) The
same decomposition goes also for the conjugate momentum,

&' = &l + Gy (3.7)

d3k k .
~T ~ I _ik-x
Wig = / (27?)3/2W (kU(N)) Wy, € (3.8)

with @l = dgL /dN.

Then, stochastic inflation makes use of the separate universe approach [39,41-46],
where the homogeneous equations of motion are able to describe the inhomogeneous
fields at leading order in the gradient expansion. By substituting the decompositions
(3.4) and (3.7) into the unperturbed equations motion (3.2) and (3.3), up to linear order
in the UV sector, one obtains the nonlinear equations of motion for the IR sector as

Aoy N

in o+ V) (3.10)
i Oyt V'
Ul (3 - ety - 2O e (3.11)

where the noise terms éé and &L are given by

el Pk dw k T ik
& = / (27)3/2 AN (kAN)) Py € (3.12)

. Bk AW [k |
I — ~ I ik-x ] 1
$o / (27)32 AN (kg(N)> “k (3.13)

Usually, the window function is taken as a Heaviside function W(k/k,(N)) = 0(k,(N)—
k). Then, its derivative gives a Dirac delta function and the correlations of the noise terms
can be calculated as

(ENEND) = CETDL (N k() 5V — N) (314)
(ELMEL W) = déN’“ PLL (N, Ko (N)) 6(N — N') (3.15)

(EMNELNY) = (ELNEWN)) = TP (N b, (N) 5N — N'). (3.0
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Here, the amplitude of the noises is given by power spectra defined as
AT AJ 2m® 1
(ALNIBJ(N) ) = = PER(N. k)3(k + p) (3.17)

where A, B represent ¢ or w. Since dInk,/dN = 1— ¢, this quantity can be replaced by
unity in the slow-roll regime and this approximation is even better for the ultra-slow-roll
regime. Eqs. (3.14)-(3.16) are computed for a single spatial point. When computed for
two different points, the right-hand sides should be multiplied by a cardinal sine function
sin(k,r)/(ksr) where r represents the distance between the two points. However, the
precise form of the spatial correlation depends on the window function. A common
prescription is to replace the cardinal sine function with a Heaviside function, that is to
say, to assume correlation 1 inside the coarse-graining scale and 0 outside.

The last step is to view the quantum operators 5({, and é{z as stochastic Gaussian
noises with zero mean and (co-)variances given by Eqs. (3.14)-(3.16). This requires the
real part of Eq. (3.16) to be much larger than its imaginary part, which is indeed true on
superhorizon scales as is implied from Eqgs. (2.132) and (2.133). Then, Egs. (3.10) and
(3.11) can be interpreted as the stochastic Langevin equations for the IR fields ¢ and
WIR,

doir

Win _ ot + (V) (3.18)
deof, 01V
(- e - e () (3.19)

where we have removed the hats to stress that we now work with stochastic quantities
rather than quantum operators. Since the coarse-graining scale depends on time, new
modes come from the UV modes to the IR modes as time passes, which is a physical
interpretation of the origin of the noise terms. Hereafter, we will remove the subscript
‘IR’ for the conciseness of the display.

Let us comment on the validity of the separate universe approach. In the first place,
Egs. (3.2) and (3.3) hold for the background fields which do not have spatial dependence.
In the computation leading to Egs. (3.10) and (3.11), we assumed that the fields including
perturbations also obey Eqgs. (3.2) and (3.3) on superhorizon scales. In contrast, it has
been pointed out that, when slow roll is violated, the perturbed background equation of
motion with ¢ — ¢ 4+ d¢ does not reproduce the correct perturbation equation obtained
from the standard perturbations theory [98]. However, this happens just because one
neglects metric perturbations. In fact, if one perturbs the time variable as well as the field,
the resultant perturbed background equation coincides with the perturbation equation.
This means that the separate universe approach is valid beyond slow roll [57]. Note
also that when deriving the Langevin equations, the time coordinate (here the number
of e-folds N) has not been perturbed, so the power spectra must be evaluated in the
uniform-N gauge. On the other hand, the power spectra of the field perturbations are
usually computed in the spatially-flat gauge. Since these two gauge choices are equivalent
on superhorizon scales as discussed in Sec. 1.2, we can conclude that the e-folds N is the
appropriate time variable in stochastic inflation [29,57]. Otherwise, one would have to
evaluate gauge corrections that arise in the noise terms.

Let us also mention the Markovian property of the stochastic process, where a Marko-
vian process is such a process whose future behavior does not depend on its past history.
The Langevin equations we obtained here do not strictly represent Markovian processes
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since their diffusion terms are evaluated by the UV modes which evolve on the IR stochas-
tic background. Nevertheless, the Markovian approximation is often adopted by assuming
that the noise amplitude depends only on the IR fields themselves, which makes it possi-
ble to make use of the Fokker-Planck equation. This is safely justified for slowly-rolling
light scalar fields [96]. We also obey this prescription in this thesis.

In slow-roll setups, the conjugate momenta are inferred from the fields as @w =~
—dsV/(3H?). Tt has also been shown that the quantum kick occurs in the direction of the
slow-roll attractor [56]. Hence, we can discard the momenta from the dynamical variables
in this case, and the Langevin equations for the coarse-grained fields become [52,53]

do! o,V H
i—_L+_

dN 3H?2 2W§I<N) (3.20)

with (¢/(N)&7(N')) = 6"76(N — N'), where the power spectra of the fields were deduced
for light fields from Eq. (2.64).

The main point in this section is summarised in a general form as follows. At leading
order in the gradient expansion, the quantum fields & can be described by classical
random variables ®. Here, ® is a vector containing the values of all coarse-grained fields,
and possibly of their conjugate momenta in the case where deviations from the slow-roll
attractor are considered. They obey stochastic Langevin equations of the form

d®

where F; (®) encodes the classical equations of motion, and E is a white Gaussian noise

with vanishing mean, and variance given by

— _ dlInk,
(Ei(, N) 5 (2, V) =

Po,a; (N, ks(N))6(N — N'), (3.22)

which describes the continuous inflow of modes into the coarse-grained sector.

3.2 Fokker-Planck equation and Ito-Stratonovich dilemma

The Langevin equation (3.21) gives rise to a Fokker-Planck equation that drives the
probability to find the field at position ® in field space at time N, given that it was at
position ®;, at a previous time Nj,,

%P ((P’ N|q)ina Nin) = £FP (‘I)> P ((I)’ N|q)inu Nin) . (323)
In this expression, Lgp (@) is a differential operator of second order in phase space (i.e. it
contains first and second derivatives with respect to the field coordinates ®;), called
the Fokker-Planck operator. In order to write down the precise form of the Fokker-
Planck operator, we need to address the so-called Ito-Stratonovich dilemma. As will
be mentioned at the end of this section, this problem has less importance in our work
presented in Chap. 5, so the following is dedicated to a comprehensive review. See
e.g. Refs. [99,100] for the details of the mathematics explained below.
In fact, the Langevin equation (3.21) does not a priori determine the physics uniquely
because of the non-uniqueness of the definition of the stochastic integral. To illustrate
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this simply, let us consider a one-dimensional autonomous SDE for a stochastic process

X (@),

dX(¢)
dt
with (£(t)E(t)) = 0(t — t')." Tt can be written in integral form as

= h(X(t) +g(X(1) &) (3.24)

X(T) - X(0) = /O B (X (1)) dt + /0 g (X (1)) dW () (3.25)

where W (t) is the Wiener process, which is a continuous stochastic process with W (0) = 0
that satisfies the following property: for a partition of time, 0 = t;5 < t; < .-+ <
tn = T, the increments {W(t;11) — W(t;)}, are independent and each of them obeys a
Gaussian distribution with mean 0 and variance ¢;; —t;. Mathematically, this process is
indifferentiable while physicists often write £(t) = dW (t)/dt. The first term of Eq. (3.25)
is the Riemann integral, whose definition

[ nxa = gim SO0 -1 (3.26)

does not depend on the precise position of the representative points t.; € [t;,t;41]. On
the other hand, the second term is a stochastic integral, whose definition

| a0 aw) = in 370 (X(05) W (50) = Wt5) (3.27)

does depend on how to take t,;. It is often parametrized by a with t,; = (1— a)tj +atji.
There are two common choices; ov = 0 defines the Ito integral [101] while v = 1/2 defines
the Stratonovich integral [102]. Let us explain some properties of them. For a function
f(z), the standard chain rule for derivatives holds only for the Stratonovich integral,

df (X(1)) = f/(X(1)) dX(t) (3.28)
= f1(X@)h(X(t)dt+ f1(X(t) g (X(t)) o dW () (Stratonovich) (3.29)

where we followed the convention to write o dW (¢) for the Stratonovich integral. For the
Ito integral, it becomes

aF (X(0) = | £ (X@) A (X(0) + 37" (X(0) g (X(1))| i
+1(X () g (X(t))dW(t) (Ito).  (3.30)
This relation is called the Ito lemma, which is summarized symbolically as
AW@AW () = dt, dW()dt=0, dtdt=0  (Ito). (3.31)

In addition, it can be shown that the expectation value of the Ito integral is always
zero. For example, by taking h = 0, ¢ = 1 and f(z) = z?/2, one can show that

'If the diffusion term depends only on time, which is the case for spectator fields, there is not subtlety
described below. However, the diffusion terms in the Langevin equations for inflaton fields do depend
on the fields.
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fOT W (t)dW (t) = W?(T)/2 — T/2 for the Tto integral and fOT W (t) o dW (t) = W*(T)/2
for the Stratonovich integral. Provided that a stochastic process X (t) obeys an Ito SDE
written as Eq. (3.24), the same process can also be described by a Stratonovich SDE

d)cil't(t) = h(X(t) - %g (X (1) g (X(1) + g (X(t) 0 &(1). (3.32)

Now let us discuss what the non-uniqueness of the stochastic integral explained
above implies to the stochastic inflation. In the stochastic inflation, the Langevin equa-
tion (3.21) does not come with any scheme of the stochastic integral. Depending on which
type of SDE we interpret it as, it gives different physical predictions, that is to say,

Theory 1
SDE — { SO (3.33)
Theory 2

On the other hand, the actual physical theory should be determined uniquely and it can
be described by either Ito or Stratonovich SDE as illustrated in Eq. (3.32), namely,

Ito SDE

. (3.34)
Stratonovich SDE .

Theory — {

Then, the question is which type of SDE the Langevin equation of the form of Eq. (3.21)
should represent, which has been under dispute [29, 33, 50, 96, 97, 103]. The recent
works [96,97] showed, by considering a general curved field space, that only the Stratonovich
scheme respects the field-space covariance because it validates the standard chain rule.
They also stressed that the original Langevin equations with the Stratonovich interpre-
tation is equivalent to an Ito-type Langevin equation with the same form where the
derivatives are replaced with what they call the Ito-covariant derivatives.

In the case of a flat field space, the Langevin equation Eq. (3.21) can be recast as the
Fokker-Planck equation, which is expressed for each scheme as

S NS I e (Tto) (3.35)
ONT ~ ad, = T 959,09, e © '
B ) 1.0 1
_aNP = __a(I)Z |:<FC1’7; + iGja_a(I)j Gia) P:| + 5—8@28@j [GmGjaP] (336)
__0 [FuiP] + Lo G; 9 (G;oP) (Stratonovich) (3.37)
0%, "M T 200, | o, v '

with P = P (®, N|®,, Nin). When writing down these expressions, we assumed that the
diffusion term is written as =; = Gia&, with (£,(N)&(N')) = 0,40(N — N'). Note that
the covariance matrix of E does not uniquely determine the “square root” G;,. Hence,
although the Ito Fokker-Planck equation depends only on the covariance matrix G;,Gjq,
for other schemes, the choice of G;, (i.e. the choice of vielbeins) would induce the field-
space frame dependence in general. However, in stochastic inflation, there is a natural
frame preferred by independent creation and annihilation operators [96].

The generic formalism we construct in Sec. 5.1 does not specify the details of the
Fokker-Planck operator and is therefore independent of the choice of discretization scheme.
Since the differences amongst the discretization schemes arise from the derivative of the
diffusion term with respect to the fields, those differences are invisible in the single-field
slow-roll case, where the diffusion term is given by the almost constant Hubble parameter.
Therefore, for the specific model we later consider in Sec. 5.2, all discretization schemes
give the same result.
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3.3 Stochastic-0N formalism and first-passage-time
analysis

We have seen that the inflaton fields coarse-grained over superhorizon scales obey the
Langevin equation (3.21) and its probability density function evolves according to the
Fokker-Planck equation (3.23). In this section, we show how this picture can predict
observable quantities. A similar review is also shown in our previous paper [80].

3.3.1 Stochastic-0 N formalism

Recall that, as we showed in Sec. 1.4, curvature perturbations on superhorizon scales are
related to the amount of expansion N = Ina from an initial flat space-time slice to a final
space-time slice of uniform energy density p,

((t,x) = N(t,x) — N(t) = 6N, (3.38)

where N (t) is the unperturbed number of e-folds. In the separate universe approach (the
validity of which has recently been shown to extend beyond slow roll in Ref. [57]), on
superhorizon scales, gradients can be neglected, so N(¢,x) is the amount of expansion
in unperturbed, homogeneous universes. The curvature perturbations ( can thus be
extracted from the knowledge of the durations of inflation in such universes. These
durations vary under quantum fluctuations in the fields that drive inflation, which can
be described in the stochastic inflation formalism.

The duration of inflation under the process (3.21), starting from the location ®;, in
field space, is a random variable that we denote /. The probability density function N,
Pepr (N, @y,), can be shown to obey the adjoint Fokker-Planck equation [29, 54]

dPFPT(N7 (I))
dN

where ﬁTFP(q)) is the adjoint Fokker-Planck operator, related to the Fokker-Planck oper-
ator via [ d® f1(®)Lpp(®) - fo(®) = [dP fo(®)LLL(®) - f1(®). Since Eq. (3.39) is a
partial differential equation, it needs to be solved with some boundary conditions. The
first condition is given by the end-of-inflation surface Copng = {®, p(®) = pena},” where
the number of inflationary e-folds necessarily vanishes, hence Pip (N, ®) = §(N) for
® € Cepq. In hilltop models, Cqnq makes the inflating domain of field space compact and
is enough to fully specify the problem. Otherwise, another boundary condition has to
be added, which in practice we take to be a reflective boundary condition high enough
in the potential [52, 53], along some surface Cyy, such that [u(®) - V]Ps (N) = 0 when
® € C,,, where u is a field-space vector orthogonal to C,,. The details of this second
boundary condition are anyway irrelevant as long as inflation proceeds at sub-Planckian
energies [52,53].

From Eq. (3.39), the statistics of N, hence of SN = N — (N) (where (-) denotes
statistical average), and in turn, the one of ¢ through Eq. (3.38), can be inferred. This is

= LI (®) - Popr (N, ®), (3.39)

2In single-field inflation, assuming that the slow-roll attractor has been reached before the end of
inflation, the field and its conjugated momentum are directly related, so inflation ends through a single
point in field phase space, and penq can be taken as the energy density at that point. The situation is
more involved in multiple-field systems, but assuming that quantum diffusion becomes negligible when
inflation terminates, the choice of the precise value for penq becomes irrelevant.
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the stochastic-6 N program. Since the power spectrum corresponds to the two-point
function of curvature perturbations, in practice, one needs to compute the two first
moments of NV, given that (SAN?) = (N?) — (N)?. By applying the adjoint Fokker-Planck
operator to the definition of the n™® moment of N, (N")(®) = [ Pepr (N, ®)N"dN, after
integration by part, one obtains the iterative set of differential equations [29]

Lip (@) - (N")(@) = —n(N")(®). (3.40)

Starting from (A?) = 1, one can then solve iteratively for (N') and (N?).

Let us stress that Pppr (N, @) corresponds to the distribution of N associated with a
given initial point ® in field space. However, as explained in Introduction, in order to
make contact with observations, one should determine the distribution of N associated
with a given scale k. The link between ® and k thus remains to be specified, and this is
the goal of our work presented in Chap. 5.

3.3.2 Power spectrum in the low-diffusion limit

In the regime where the stochastic noise plays a negligible role in the Langevin equa-
tion (3.21), at first order in the noise, all realisations follow the classical, deterministic
equation of motion. The value of the fields ® at the time when the scale k crosses out the
Hubble radius, i.e. when k = aH, is therefore the same for all realizations, which defines
the function ®(k), which can be inverted into the function ke (®).

At this order, the fluctuations in the duration of inflation starting from ®;,, will receive
a contribution from all modes that cross out the Hubble radius between the time when
® = &, and the end of inflation, i.e. from all modes k such that kq(Pi,) < k < Kena,
where keng corresponds to the Hubble scale at the end of inflation. One thus has [49]

(ON?(®)) :/ Pe(k)dIn k. (3.41)

kcl (‘I>)<k<kend

A detailed derivation of this (otherwise intuitive) formula will be provided in Sec. 5.1,
but for now, let us note that by differentiating both hands with respect to the field-space
coordinate along the background, classical trajectory, one obtains

ON?) [®ai(K)]
d1In(k) '

Peh) = — L (3.42)

3.3.3 Case of a slowly-rolling single field

For illustrative purpose, let us apply the above calculational program to the case of
a single field in the slow-roll regime, and see how the standard formula for the power
spectrum can be recovered. For a single scalar field ¢ with a canonical kinetic term and
potential function V(¢), in the slow-roll regime, the Fokker-Planck and adjoint Fokker-
Planck operators are respectively given by [24,25] (see Egs. (3.20) and (3.35))*

! o D [Y@) L

2z P L= 55 [W) 4 <¢>] + 5 O 0) (3.43)
Lo V@0 P

3z ) S = =) ag O F Vgl 19) (340

3 Although these are expressed for the Ito scheme, the difference from other schemes is suppressed as
~ V/M}, in this case.
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where f is a dummy function on which the differential operators act, a prime denotes the
derivative with respect to the field value ¢, and we have introduced the reduced potential

v(¢) = % (3.45)

for convenience. This allows one to integrate Eq. (3.40) exactly, and one obtains [29, 52]

2 dgy [ dy N (8) L(l _ } (3.46)

M, 1 M, v (¢2) ¢2) v (¢1)

where ¢enq is the value of ¢ at the end of inflation, such that (N™)(¢enq) = 0, and the
upper bound of the second integral is set to ¢, in order to satisfy the second boundary
condition, namely (N")(¢y) = 0. This formula allows one to compute all moments
iteratively, for any potential function v(¢).

Let us now consider the low-diffusion limit. Since v measures the potential energy in
Planckian units, 1/v > 1 in the regime of interest, which allows one to perform a saddle-
point expansion of the integrals appearing in Eq. (3.46), owing to the large exponential
terms. Under the condition |v”| v* < v (which imposes that the slope of the potential is
large enough so that the classical drift dominates over quantum diffusion), one obtains [29]

mwmwzné

end

0 dg v (9)

W= | 3 (5) (3.47)
2 N v dg v (QB)

(ON?) (¢) ~ 2 /(b () (3.48)

At leading order in slow roll where H is almost constant, k/kena = aa(k)He(k)/(GendaHena) =
eNa(F)=Nena hence the derivative with respect to In(k) in Eq. (3.42) is the derivative with
respect t0 Ne(k) — Nena =~ —(N)[pa(k)], which gives rise to

-~ <5N2>/ [Pa (k)] -~ 2 v [pa(k)]
Pelb) > Y Toalt)] ~ MEV” [aR)]

In the last equality, we have made use of Eqgs. (3.47) and (3.48). In this way, one recovers
the standard formula for the power spectrum of curvature perturbations in single-field
slow-roll inflation [88,104]. An important remark is that the validity of this formula relies
on assuming quantum diffusion to be low not only at the time when the observed scales
are produced, but also at any later time during inflation. While the former condition
is known to be satisfied for the scales observed in the CMB, the latter condition is not
guaranteed, and is even explicitly violated in models giving rise to large cosmological
perturbations on small scales, in particular those leading to primordial black holes. The
goal of Chap. 5 is therefore to go beyond those approximations.

(3.49)
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Chapter 4

Bell experiments in cosmology

In this chapter, we describe preceding studies on Bell experiments in the context of
cosmology. Based on this chapter, we will show our original work in Chap. 6.

4.1 Clauser-Horne-Shimony-Holt (CHSH) scenario

In quantum theories, strong correlations that are impossible classically can be realized.
Bell inequalities [64] are used to characterize such a quantum nature. They hold under
some classical assumptions and their violations indicate the existence of quantum effects.
The most famous class of such inequalities comes from the Clauser-Horne-Shimony-Holt
(CHSH) scenario [65], which we briefly review in this section.

What the CHSH scenario tries to test is two assumptions: “realism” and “locality”.
In this context, “realism” is the assumption that, at each instant in time, the system
definitely lies in one of several distinct configurations. The state of the system determines
all measurement outcomes exactly, such that all observables possess pre-existing definite
values. The principle of locality states that a system cannot be influenced by a spacelike-
separated event, and rules out the concept of instantaneous “action at a distance”.

In the CHSH scenario, two observers, commonly dubbed Alice and Bob, perform
measurements of dichotomic variables 5@ (for instance, spin variables, where “a” labels
the direction of the polarizer) for two subsystems ‘1’ and ‘2’ at separate spatial locations
xr1 and xo, and build the correlator

E(a,b) = <S$5*3> . (4.1)
From a simple arithmetic calculation, one can show that
—1<a,b,d,b'<1 = alb+?V)+dOb-V)<2. (4.2)

Under the assumptions of “realism” and “locality”, the correlator should be calculated
as a stochastic average,

E(a,b) = / dXa(N)b(N)P(N) (4.3)

where ) is a local hidden variable and P(\) is its probability density function. Multiplying
Eq. (4.2) by P()A) and integrating with A, one obtains

B = E(a,b) + E(a,V) + E(a’',b) — E(d',b") < 2. (4.4)
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The violation of this inequality features a quantum signature. In fact, it is known that
the Bell operator B can become as large as B < 2v/2 in quantum theory, which is called
the Cirel’son bound [105]. Particularly, we refer to the above inequality as a spatial Bell
inequality since we will consider a temporal version of it later.

4.2 Continuous variables to dichotomic variables

As is described in the previous section, Bell experiments make use of dichotomic variables
such as spin variables. They do not have to be actual spins that represent angular
momentum, so one can construct dichotomic variables (called pseudo-spin variables in
this context) for a continuous-variable system. Hence, it can be done for adiabatic scalar
perturbations in cosmology. Also, since inflation creates highly entangled states (see
Sec. 2.3), they are expected to show violations of Bell inequalities. Although there would
be theoretical and practical challenges, if violations of Bell inequalities are detected, it
becomes direct evidence that the structure of the universe has a quantum origin, which
is a big goal. That is why Bell inequalities have also been studied in the context of
cosmology [71-75]. In this section, we describe how to construct pseudo-spin operators.

As shown in Eq. (2.98), the Hilbert space for cosmological perturbations is given by a
product of bipartite systems each of which contains k and —k modes as two subsystems.
Therefore, k and —k correspond to the subscripts ‘1’ and ‘2’ in Eq. (4.1), which is written
for a general context. In order to construct dichotomic variables, one can make use of the
“position” and “momentum” variables, Qg and Py, defined in Eqgs. (2.114) and (2.115).
Recall that these operators are defined for each mode and do not mix k and —k. Following
Larsson [106], let us introduce the following pseudo-spin operators,

Seae(l) = Sy p(0) + S_ s (0) (4.5)

Sy(0) = =i [ S (0) = 8_a(0)] (4.6)

R > (n+1)¢

S0 = 31 [ dQu@u (4.7)
with

. 00 (2n+1)0

Six(l) = Z /213 dQr |Qi) (Qk + {| (4.8)

and S_,(() = S’lk(ﬁ) Here, S, (¢), Syx(€) and S, x(¢) obey the standard SU(2) com-
mutation relations. Their definition contains a parameter ¢, which is to be determined
by an observer.

In our work shown in Chap. 6, we need only S, z(f) given in Eq. (4.7). The reason
will be explained in the following section. In practice, measuring Sz,k(g) can be done by
measuring @, identifying in which interval [nf, (n + 1)f) of size ¢ it lies, and returning
(—=1)". The variable S, ;(f) is therefore dichotomic (it can take values 4+1 or —1), as can
also be explicitly checked from Eq. (4.7) by verifying that 5”27,@(6)2 = 1. In the limit where
¢ is infinite, S, ,(¢) reduces to the sign operator,

S.k(l = o0) = sign (Qk> : (4.9)
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Let us also mention that there are other ways to define dichotomic variables for contin-
uous systems [107-109], see Refs. [23,75] for review. Some of those pseudo-spin operators
are defined in terms of the Fock space. Compared with them, it is easy to understand
experimental protocols to measure the Larsson’s spin operator. Its z component particu-
larly has a clear interpretation as described above since it is diagonal with respect to the
position variable.

4.3 Obstruction of Bell experiments in cosmology

Using pseudo-spin operators introduced in the previous section, one can calculate the Bell
operator shown in Eq. (4.4) for a given state. As demonstrated in Sec. 2.3, cosmological
perturbations take two-mode squeezed states. It has been shown that the spatial Bell
inequality can be violated in two-mode squeezed states in the large squeezing limit [72].
However, it has been suggested that such violations should not be observable in the
context of cosmology in principle [75]. The discussion involves something subtle and
complicated since it addresses the measurement problem of quantum mechanics in the
context of cosmology. In this section, we describe the essence of that argument.

First, let us stress that, as discussed in Sec. 2.4, a proper operator has a stochastic
description when the Wigner function is positive definite, which is the case for squeezed
states. Recall that a proper operator is such an operator that its eigenvalues coincide
with the values which its Weyl transform takes, where the Weyl transform is defined in
Eq. (2.122). On the other hand, according to the discussion in Sec. 4.1, a stochastic
description ensures that spatial Bell inequalities are satisfied. Hence, improper operators
are needed for violations of spatial Bell inequalities. The Weyl transforms of the Larsson’s
spin operators given in Eqgs. (4.5)-(4.7) can be calculated as

Sor(Qr, Pr) =2 f cos (Pyl) [9 (Qk —nl — g) —0 <Qk —nl — gzﬂ (4.10)

n=—oo

Syi(Qrs Pe) = 2 io sin (Pef) {9 (Qk —nl — g) —0 (Qk —nl — ge)} (4.11)

n=—oo

—+00

Sek(@Qr Pe) = Y (=1)"[0(Qx —nl) = 0(Qx — nl = 0)], (4.12)

n=—0oo

where 6(-) is the Heaviside function. These expresswns show that Sxk and Syk are
improper while SZ k is proper. Therefore, measuring Sx L Or Sy k is necessary to detect
violations of spatial Bell inequalities.

Next, let us consider if the pseudo-spin operators are observable in cosmology. In
laboratory experiments, for example, one can first measure the z-component of the spin,
and then repeat the experiment and measure the z-component. However, we are “given”
measurements in cosmology. We know (i, through the measurements of the CMB temper-
ature anisotropy. From Egs. (2.129) and (2.130), the “position” operator can be expressed
as

z A A
Q= \/_ <Ck +{ ) NG (Cl/c - C/—k) : (4.13)
Since the decaying mode is negligible, a measurement of CAk is a measurement of Qk
Now the question is whether the pseudo-spin operators can be inferred given a result of
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a measurement of Qk. This can be studied by calculating commutators. One can show
that the z-component commutes with Q.

[S‘Z,k, Qk] —0, (4.14)

which indicates that gzk is observable. In fact, we already described a practical manner
to infer S’Z,k from a measurement of Qj, above Eq. (4.9). On the other hand, one can
show that the z-component and y-component are incompatible with a measurement of
@k because

[Sxk Qk} 40, [éy,k,c}k} £0. (4.15)

From the above two paragraphs, we conclude that violations of spatial Bell inequali-
ties cannot be observed in cosmology. Although we discussed the Larsson’s spin operators
here, a similar argument goes for other sets of pseudo-spin operators as well [75]. There-
fore, we are motivated to investigate Bell inequalities about temporal correlators using a
single direction of a spin.

4.4 Bell inequalities about temporal correlators

The previous section shows that only one component of the pseudo-spin operators is
available in cosmology, so we are motivated to study Bell inequalities which rely on
performing measurements at different times instead of at different locations. In this
section, we review such class of inequalities in the general context since the fact that it
is worth studying such inequalities is not limited to cosmology as described below. A
similar discussion is also shown in the introduction of our paper [81].

There are what are called temporal Bell inequalities in the literature [110-112]. In
temporal Bell inequalities, Alice performs a projective measurement of 5% at time ¢
(so that the state collapses to an eigenstate of Sa upon the measurement), then Bob
measures S?, on the same system, at a later time ¢5. They can then construct the cor-
relators E(a,b) = ({S%(t1), S*(t2)})/2, which satisfy the inequality (4.4). Two main
differences with spatial Bell inequalities should be highlighted. First, in temporal Bell
inequalities, there is no need to have available a bipartite system made of two entangled
sub-systems at two different locations, since repeated measurements are performed on the
same system. Second, temporal Bell inequalities do not rest on the same assumptions. Al-
though realism is still necessary, locality is now replaced with “non-invasiveness”, i.e. the
ability to perform a measurement without disturbing the state of the system. One’s
everyday experience of the macroscopic world is that it is both realist and subject to
non-invasive measurements, while in quantum mechanics, quantum superposition vio-
lates realism and the reduction of the wavefunction (in the Copenhagen interpretation)
violates non-invasiveness. This explains why the inequality (4.4) can be violated by
quantum systems. Note that temporal Bell inequalities still rely on measuring multiple
components of the spin.

Although the assumption of non-invasiveness plays the exact same role for temporally
separated systems as locality does for spatially separated systems (spatial scenarios test
local hidden-variable theories while temporal scenarios test non-invasive hidden-variable
theories), these two types of experiments come with different loopholes. For temporal Bell
experiments, the clumsiness loophole [79] is the fundamental impossibility to prove that
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a physical measurement is actually non-invasive. It is the analog of the communication
loophole [113] in spatial Bell experiments. However, the communication loophole can
be closed by making sure that two measurements are space-like separated, and special
relativity ensures that events at one detector cannot influence measurements performed
by the other detector. Such a solution to the clumsiness loophole does not exist.!

Testing non-invasiveness is still interesting since in alternatives to the Copenhagen
interpretation of quantum mechanics, such as in dynamical collapse theories [115-119], the
dynamics of projective measurements is altered, and investigating temporal correlations is
thus likely to provide ways to distinguish between alternative “interpretations”. Multiple-
time measurements also enlarge the class of systems, and experimental setups, in which
Bell inequality violations can take place.

For instance, if measurements are now performed at three (or more) different times,
it is possible to measure a single observable S (i.e. to fix the label a in the above nota-
tions), and upon defining the two-time correlator E(ty, 1) = ({S(t1), S(t3)})/2, realism
and non-invasiveness imply the inequality —3 < E(tq,t2) + E(to,t3) — E(t1,t3) < 1.
This is the so-called Leggett-Garg inequality [76] (for a review, see Ref. [77]), which
can be generalized to higher-order strings of multiple-time measurements. In contrast
to spatial Bell experiments, the Legget-Garg setup does not require to measure several
non-commuting observables (i.e. spins in different directions for instance) since a single
observable does not commute with itself at different times in general, so this is enough to
ensure a non-commuting algebra to be present in the problem. This is particularly useful
in contexts where only one spin operator can be measured, which is the case in cosmology
as described in the previous section. There, too small decaying mode of adiabatic pertur-
bations prevent one from performing experiments involving several, non-commuting spin
operators.

Finally, the last class of experiments exists, which mixes features of the two previous
classes, and which is in fact what was originally considered by John Bell in 1966 [78]
(see Ref. [23] for a recent and insightful resurrection of this work). There, one performs
measurements separated both in space and time. More precisely, given a bipartite system
made of two subsystems ‘1’ and ‘2’, located at two different locations x; and x5, Alice
measures the same dichotomic variable S; on the first sub-system at times ¢, and t,
while Bob measures gg on the second sub-system at times ¢, and t;. Here, the two sets
of measuring events, {(x1,t,), (x1,t,)} on one hand, and {(z2,%), (x2,t,)} on the other
hand, are causally disconnected, and time plays the exact same role as the measurement
parameter (e.g. the polarizer angle) in the ordinary spatial Bell inequalities. We call
this kind of setup “bipartite temporal Bell inequality”. The inequality (4.4) is satisfied
provided that the assumptions of realism and locality hold (if Alice and/or Bob perform
repeated measurements on the same physical realization of the system, or if the two sets
of measuring events are not causally disconnected, then one must add non-invasiveness,
but this is not compulsory), so the same fundamental properties are tested as in the
usual spatial Bell inequality. However, compared to the spatial Bell inequality, this has
the advantage of relying on measuring a single spin operator. Let us remind a reader
that the subscripts ‘1" and ‘2’ correspond to ‘k” and ‘—k’ in the context of cosmology.

In table 4.1, we summarise the main features of the four classes of Bell inequalities

'Let us note that the freedom of choice loophole, i.e. the ability to ensure that the choice of mea-
surement settings is “free and random”, and independent of any physical process that could affect the
measurement, outcomes, can be closed, or at least pushed back to billions of years ago, by using cosmo-
logical sources, see Ref. [114].
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. : . Requires involves single spin
Type of inequality Assumptions bipartite system | measurement only
. realism and
Spatial Bell locality yes no

Temporal Bell realism and

. . no no
non-invasiveness
realism and
L t-G . )
ceget-ale non-invasiveness 1o S5
Bipartite temporal realism and o o
Bell locality 4 ¥

Table 4.1: Classes of Bell inequality experiments.

discussed above: spatial Bell inequalities, temporal Bell inequalities, Legget-Garg in-
equalities and bipartite temporal Bell inequalities. In our work shown in Chap. 6, we
focus on bipartite temporal Bell inequalities, since they are the only ones that allow us
to test realism and locality, while relying on measurements of a single spin operator. In

practice, we consider continuous-variable systems that are placed in a two-mode squeezed
state.
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Chapter 5

Power spectrum in stochastic
inflation

In Chap. 3, we described an effective theory for the inflaton fields on superhorizon scales,
where the coarse-grained fields obey the Langevin equation. The resultant fluctuations
in the duration of inflation among local patches are nothing but curvature perturbations
(. Hence, in practice, statistics of ( can be studied by working on the first-passage-time
problem of a stochastic process. So far, the first-passage-time problem has been solved for
a fixed initial field value ®. However, in order to make contact with observations, we need
to investigate the first-passage time from an initial condition which rather corresponds to
when a given scale k exits the horizon. This would be the final gap between the stochastic-
0N formalism and observational predictions, which we work on in this work. In Sec. 5.1,
we present our calculation of the power spectrum in a generic inflating setup. In the quasi
de-Sitter limit, we show that it boils down to deriving the probability distribution of the
field value at a given number of e-folds before the end of inflation, and we explain how this
can be computed from the solution of the Fokker-Planck equation and the first-passage-
time problem. In Sec. 5.2, we apply our results to the case where quantum diffusion is
efficient on small scales only, and we show that even then, it affects the power spectrum
on large scales. Some technical aspects are shown in Appendix B.
This chapter is written based on our previous work [80].

5.1 Generic calculation of the power spectrum

5.1.1 Encoding spatial correlations into statistical trees

Since the power spectrum is nothing but the Fourier transform of the two-point correlation
function in real space, one must be able to describe the spatial structure of the correlations
between the durations of inflation at different points in order to compute the power
spectrum. However, since the Langevin equation describes the dynamics of independent
patches of the universe, and a priori carries no information about their relative spatial
positions, one may be concerned that this spatial structure is lost and that only one-
point correlation functions can be computed in stochastic inflation. In fact, as we shall
now see, the distance between two patches is encoded in the time at which they become
statistically independent, such that the two-point function is contained in the one-point
dynamics of the Langevin equation.

More explicitly, the situation we consider is depicted in the space-time diagram of
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Figure 5.1: Space-time diagram (here in one dimension for display convenience) during
inflation. For two comoving points labeled by x; and x; on the end-of-inflation surface,
there exists a time at which their distance equals the Hubble radius. Prior to this time,
they belong to the same Hubble patch and their dynamics is identical. After this time,
their evolution becomes statistically independent, and the time that separates this point
from the end-of-inflation surface is related to the spatial distance between x; and x;.

Fig. 5.1. During inflation, there is a point before which the entire observable universe lies
within a single Hubble patch. We call ®, the value of the inflationary fields inside that
patch (since ® is coarse-grained on super-Hubble scales, it is indeed homogeneous within
a Hubble patch). Each comoving point on that patch, labeled by its position @, crosses
the end surface (displayed in green) at a different time, that we denote N4z(®() (see the
violet point in Fig. 5.1).

Let us consider two points x; and x; on the end-of-inflation surface. They are the
endpoints of two comoving lines displayed in blue. Prior to the end of inflation, there is
a time when the distance between these two lines coincides with the Hubble radius, and
we call ®, the value of the fields at that point (since @ is uniform across a Hubble patch,
it is indeed the same at x; and x; at that time). This defines the function

Before that point, the two blue lines lie within the same Hubble patch, hence they share
the same history, i.e. they are described by the same realization of the Langevin equation.
Past that “splitting” point, owing to the Markovian property of the stochastic process
we consider, they become statistically independent. If N(®,) denotes the mean value of
Nz (®o) over all endpoints, according to Eq. (3.38), one has

C(x;) = M(‘I)o) — N(®), (5.2)

where N is a short-hand notation for A,. One can also introduce the physical distance r
between the two endpoints. On the splitting patch (displayed in orange and labeled with
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H=1(®,) in Fig. 5.1), let y label the comoving position along the geodesic connecting x;
and x;. Each of such points gives rise to one of the grey lines in Fig. 5.1, and undergoes
a number of inflationary e-folds that we denote Ny [®.(x;, x;)]. The physical distance
between x; and x; on the end surface is thus given by

H7® oy (x4,5)]
(e = [ Aot ey, (53)
0

where we have introduced y = x; + y(x; — x;)/|x; — x;|. The two-point function of ¢ at
separation r is then given by the expectation value of the product ((x;)((x;), averaged
over all pairs of comoving lines that share the same distance r. The power spectrum is
then simply defined as the Fourier transform of that function, such that

(@) (). . / Pelk sm k:?") dk (5.4)

A remark is in order regarding the appearance of the cardinal sine function in this expres-
sion. In principle, the two-point function of the noise ¢ in the Langevin equation (3.21)
also depends through a cardinal sine function on the distance (in Hubble units) between
the two points at which it is evaluated [25]. Therefore, the realizations of the noise at
two distant points are still slightly correlated after they split (i.e. after they no longer
belong to the same Hubble patch), and are not exactly independent. By neglecting this
remaining amount of correlation, one is effectively approximating the cardinal sine func-
tion with a Heaviside function (see the remark below Eq. (3.17)). This approximation
is well justified since those correlations quickly decay on super-Hubble scales (and given
that their details anyway depend on the window function that has been used to coarse-
grain the fields), but for consistency, the cardinal sine function in Eq. (5.4) should also be
replaced by a Heaviside function. By differentiating both hands of Eq. (5.4) with respect
to 7, one then obtains

0

Pulh) = = gy SIS aer| - (55)

This formula can be used to extract the power spectrum from a numerical lattice simu-
lation of the Langevin equation.

5.1.2 Using the first-passage-time moments

Let us now try to benefit from the results recalled in Sec. 3.3.1, which provide the sta-
tistical moments of the first-passage time through the end surface from a given point in
field space. In order to make use of these formulas, it is convenient to introduce P,.(®.),
which is the probability density associated with the field value in the splitting patch, for
two comoving lines separated by r on the end surface. The calculation of this function
will be discussed below.

Along the line labeled by @;, let us first write N;(®g) as the sum of the number
of e-folds realized between the original patch and the splitting patch, which we denote
Ni[®y — ®.(x;, z;)] (and which is not necessarily a first-passage time), and the number
of e-folds realized between the splitting patch and the end surface, N;[®.(x;, x;)], such
that Eq. (5.2) gives rise to

() = Ni [®o = @, (x5, ;)] + Ni [P, (2, 25)] — N (Do) . (5.6)
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Obviously, a similar formula holds for {(z;), and given that the two branches x; and «;
share the same common past before the splitting patch, one has N;[®y — ®.(x;, x;)] =
N;[®y — ®.(x;, z;)]. Because of Eq. (5.5), one must cross-correlate Eq. (5.6) with the
same expression when x; is replaced by x;, under the condition that the distance between
x; and x; is fixed. This gives rise to several terms that we now discuss one by one.

Let us first consider the product term N;(®.)N;(®.) (hereafter, for notational conve-
nience, we drop the arguments of the function ®,). Using the chain rule for conditional
probabilities, one has

NG (RN (82)), g 0)s = / 48P (8. ) (N (RN (@), 4, 0. (w5 (57)

An important remark is that if the distance between x; and x; is much larger than
the Hubble radius on the end surface (which needs to be the case since the stochastic
formalism only allows us to describe long-distance correlations), most lines labeled by y
(and displayed in grey in Fig. 5.1) split from the ones ending in «; and x; much before
the end of inflation. As a consequence, the number of e-folds realized along these lines
is almost independent of the one undergone by the lines ending in «; and x;, hence
Eq. (5.3) indicates that the value of 7 is (almost) uncorrelated with N; (®.) or N (®.).
This implies that (NGB AG(B.)), 4, ) -r-0.(srmy)-5. = V(BN (@)
(N)?(®,), and one recovers the first statistical moment of the first-passage time computed
in Sec. 3.3.1.

The chain rule of Eq. (5.7) applies more generally to any function of &; and x;, so the
other terms can also be evaluated as integrals over ®, of correlators at fixed r and ®,. For
the term N;(®y — ®.)N;(®y — P.), since r depends only on the post-splitting-patch
dynamics, the fact that r is fixed is irrelevant and one has

2i,2,)=.

NG (B0 = BN (Bo = )00 s = (A7 (20— 2.)) (5.9

where we have used that N;(®y — ®.) = N,;(®y — P.) as mentioned above. Let us
stress that contrary to the previous term, this quantity is not a statistical moment of a
first passage time, so it cannot be evaluated with the techniques presented in Sec. 3.3.1,
but we will see below that it cancels out with other contributions in the final result.

The Markovian nature of the process also implies that A;(®,) and N;(®g — ®.) =
N;(®¢ — ®,) are independent when ®, is fixed, so

N: (B0 = @) N; (@), = (M@= )Y (N) (8.), (5.9)

mi,mj):ﬁ@*(mi,mj):&n

where the last term is the first moment of the first-passage time.
Those considerations allow one to compute the 9 terms that appear in the expectation
value of ((x;)((x;), and after some rearrangements one obtains

(D), 0y = [ P (22) [(A (20> @)+ (V)? () + T (9
+2 (N (Bo — @.)) (V) (B) = 2N (o) (N (g — B.)) — 2N (o) (N) (®4)] (5.10)
This expression can be further simplified by noting that, if one decomposes N(®q) =
N (®y — ®,) + N(®,) and takes the stochastic average, one has N (®¢) = (N (®y —
®,)) + (N)(®.), so by replacing N(®,) in the above expression, it reduces to
(C(@)C(®1)), (0= = /d(i'*P; (@) (ON? (g — @.)) . (5.11)
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Finally, let us note that, invoking again the Markovian nature of the process, N (®¢ —
®,) and N (®,) are two independent variables (when ®, is fixed). Therefore by squaring
the relation N'(®g) = N (®y — ®,) + N (P.) given above, and after taking its stochastic
average, one obtains (SN? (®y — ®,)) = (ON?)(Po) — (SN?)(P..). Since the first term in
the right-hand side of this expression does not depend on ®,, it provides a contribution
proportional to [ d®,P;(®,) =1 in Eq. (5.11), i.e. a term that does not depend on 7 so
Eq. (5.5) gives rise to

1 0P, (P,
P(k) = E/ch)* %

This expression has the advantage to directly involve the second moment of the first-
passage time, studied in Sec. 3.3.1.

(ON?) (®.) . (5.12)

r=1/k

5.1.3 Field value at the splitting patch

The next step in the calculation is to compute the probability associated with the field
value at the splitting patch, P, (®,), which appears in Eq. (5.12).

An important remark is that if two points are separated by a distance r on the end
surface, this distance should be red-shifted (or rather blue-shifted) to previous times using
the backward e-fold number, Ny, = Neng — N, i.e. the number of e-folds before the end
of inflation. Indeed, as argued in Ref. [120], observable quantities should be stated in
terms of physical scales as seen by local observers, which requires one to label scales with
backward e-folds. Note that since the stochastic noise is turned off at the end of inflation,
physical scales on the end surface are directly mapped to scales measured in observations
today.

As a consequence, if two comoving lines are separated by a distance r on the end
surface, they become independent when

eNowr = H (®,) . (5.13)

Along each realization of the Langevin equation, one can determine when this condition
is satisfied, record the value of ®, at that time, and then reconstruct the probability dis-
tribution associated with ®,. As will be shown below, in the case of a one-dimensional
field phase space (i.e. for single-field systems that have reached the slow-roll attractor'),
the result does not depend on the initial condition ®, because of the Markovian nature
of the process. In multiple field systems, however, the distribution P, (®,) does a pri-
ori depend on the choice of ®( (or more generally, on the distribution function associated
with ®), which is a fundamental difference.

This prescription allows one to evaluate P,(®.) numerically in a straightforward way,
so the above considerations provide an explicit procedure to evaluate the power spectrum
in stochastic inflation, which was one of the main goals of this paper.

In order to gain further analytical insight, let us notice that in the quasi de-Sitter
limit where H is almost a constant, H(®,) can be simply replaced by Heng in Eq. (5.13),
which allows one to define

Now(r) = In (rHung) = —In ( kk d) . (5.14)

1Single-field setups that violate slow roll for a transient period (and typically enter a phase of ultra
slow roll) are usually preceded by a phase of slow roll inflation, in which case the dependence on initial
condition is also erased.
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In this limit, the probability P,(®.) becomes the one associated with the field value at a
fixed backward e-fold number,

PT (‘I)*) ~ wa [@*, NbW(T’)] s (515)
which we further study in the next section. Combined with Eq. (5.12), it gives rise to

P (2., Niy
Pc(k):/dikk 0 bwa(zvb bu)

At this stage, it is worth noting that at leading order in the low-diffusion limit, the
backward probability is simply a Dirac distribution centered on the classical trajectory,
Pow (P, Now) = 0[P —Pu(k)], where the function @ (k) was introduced in Sec. 3.3.2. By
plugging this expression into Eq. (5.16), after integration by parts, one recovers Eq. (3.42),
which is a good consistency check.

(ON?) (®.) . (5.16)

Npw=— 1n(k/kend)

5.1.4 Backward probability

In this section, we explain how the backward probability can be computed from the
solutions of the Fokker-Planck and adjoint Fokker-Planck equations studied in Sec. 3.3.
For notational convenience, we use P(-) to denote the probability (density) associated
with the event written in the argument in general. For instance, we have P[®(N) =
®|B(Ny,) = ®;,] = P(®, N|®i, Niy), which was introduced in Eq. (3.23), and PN (®) =
N] = Pepr(N, ®), which was introduced in Eq. (3.39).

Let us consider the subset of Langevin realizations originating from the original
patch at ®, that realize at least Vy,, inflationary e-folds. The backward probability
Pow (P, Ny ) corresponds to the fraction of those realizations for which the value of the
fields Ny, e-folds before the end of inflation is ®,., so

o0

Pow (R, Now) = / ANt P [@(Niot — Now) = Pus N (R0) = Nigt| N (Ro) > Ni| (5.17)

Npw

where one averages over the value of N'(®). Since the integral is performed over Ny, >
Npw, the condition N (®g) = Ny guarantees that N (@) > Ny, so the integrand of
Eq. (5.17) is of the form P(A, B|C) with B = C. Using the chains rule, it can thus
be written as P(A, B|C) = P(A, B,C)/P(C) = P(A, B)/P(C). Using the chain rule one
more time, it is given by P(A, B|C) = P(A|B)P(B)/P(C), hence

/ ANyt P [q)(Ntot - wa) = (I)JN ((I)O) = Ntot] Pepr (Nt0t> @0)
wa (@*, wa) = Al o0 . (518)
/ dNtotPFPT (Nt0t7 (I)O)

Npw

The first term in the integrand of the numerator is a probability associated with a past
event under a future condition, which makes it difficult to apprehend. Instead, it is
simpler to use Bayes’ theorem and rewrite it in terms of the probability of a future event
under a past condition,

P [(I)(Ntot - wa) = (I)*l-/\[ (¢0) - Ntot] =P [N ((bO) = Nt0t|¢(Ntot - wa) = Q*]

X]P) [¢)<Nt0t - wa) = (I)*]
PFPT (Ntota (I)O)

(5.19)
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Because of the Markovian property of the process we consider, the probability appearing
on the right-hand side in the first line can be written as PN (®g) = Niot|®(Nior — Npw) =
®,] = PN (®.) = Now) = Prpr(Now, ), and the probability appearing in the numerator
in the second line is nothing but P[®(Nyoy — Niy ) = ®.] = P(P., Niot — Npw|Po, 0), where
we set the time on the original patch to zero without loss of generality. Combining the
above results, one obtains

wa ((I)*7wa> = PFPT (wa,@*) g

0 , (5.20)
/ dNtotPFPT (Ntot7 (I)O)

Ny

where in the numerator, we have performed the change of integration variable N =
Niot — Npyw. Several remarks are in order regarding this expression. First, one can see
that as announced at the beginning of this section, it provides a formula to compute the
backward probability from the knowledge of P and Prpr only, i.e. from the solutions of
the Fokker-Planck and adjoint Fokker-Planck equations. Second, one can check that it
is normalized to unity, i.e. f d®, P,y (P, Nyyw) = 1. Third, the term in the denominator
corresponds to the probability that at least Ny, e-folds are realized starting from ®,. In
inflationary models where an arbitrarily large number of e-folds can be realized (as in
large-field or plateau potentials, but not in hilltop potentials), by setting ®, high enough
in the potential, this term can therefore be brought to values arbitrarily close to one,
in which case it can be discarded. Fourth, for one-dimensional setups, the term in the
numerator does not depend on @, because of the Markovian nature of the process.” This
confirms that observable quantities depend on initial conditions for multiple-field systems
only.

5.2 Imprint of small-scale diffusion on the large-scale
power spectrum

In this section, we apply the results derived in Sec. 5.1 to the case where the scales at
which the power spectrum is observed cross out the Hubble radius during inflation at a
time when quantum diffusion plays a negligible role. In other words, we assume that the
backward probability Py [®., Ny (k)] takes most of its support at values of ®, where the
potential gradient is the main driver of the field dynamics. This is the case for the scales
observed in the CMB in most inflationary models. However, if quantum diffusion plays
an important role closer to the end of inflation, which occurs e.g. in models producing
primordial black holes, the backward probability may be widely spread, and as argued
in Sec. 3.3.1, the standard formula does not apply in that case. We, therefore, want to
investigate how quantum diffusion at small scales distort the power spectrum at large
scales in such scenarios.

2To demonstrate this explicitly, let us consider two values for the initial field value, ¢g4 and ¢gp,
with ¢eng < ¢0a < ¢op in a one-dimensional setup. The field distribution initiated from ¢gp,
P(¢,N|dop,0), can be expressed in terms of that from ¢oa, P(d, N|doa,0), as P(¢, N|dos,0) =
J AN P(¢, N — N|poa,0)0(N — N)Pepr(N) for ¢ < ¢oa, where Prpr(N) stands for the first passage
time distribution from ¢gp to ¢pa. This relation relies on the Markovian property and the fact that
the system is one dimensional. By integrating both sides over N, one obtains fooo dN P(¢, N|¢op,0) =

f()oc dNP(¢aN|¢OA7O)
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5.2.1 Averaging the classical power spectrum

Let us first note that Eq. (5.20) can be plugged into Eq. (5.16) to derive a compact
formula for the power spectrum. In the limit where ® is taken sufficiently high in the
potential and the denominator of Eq. (5.20) can be discarded, the derivative with respect
to Ny appearing in Eq. (5.16) only acts on the term Pipr(Nyy, .) of Eq. (5.20), and
according to Eq. (3.39), it gives rise to E%P(CI)*) + Popr(Npw, ®.). By using the definition
of the adjoint Fokker-Planck operator in terms of the Fokker-Planck operator, see below
Eq. (3.39), one obtains

Pe(k) = / 4B, Ponr [N (K), . /0 T ANLep (®.) - [(ON?) (@.) P (®., N|®y,0)] .(5.21)

In this expression, the Fokker-Planck operator, which we recall is a second-order par-
tial differential operator, acts on the product of two terms, namely (GN?)(®,) and
P(®,,N|®y,0). When acting directly on P(®,, N|®,,0), because of Eq. (3.23), it re-
turns (0/ON)P(®., N|®,0), for which the integral over N can be readily performed in
Eq. (5.21) and provides a vanishing contribution.” This allows one to remove some of
the terms appearing in Eq. (5.21). In the regime of low diffusion, the second-order terms
(i.e. those involving second derivatives with respect to the field values) can be neglected as
they account for quantum diffusion, so only the drift term of the Fokker-Planck equation
remains (see Eqgs. (3.35) and (3.37)), and one finds

-0
0®,

Pell) = = [ 48P [, N (0] Fu(®.) - 5 (A7) () (5.99)

where we recall that the drift function Fi, was introduced in Eq. (3.21), and where the
dot stands for a scalar product, namely F - (0/0®,) =Y. F1,:(0/0P;) where one sums
over all the fields contained in the vector ®. Since Fy, is, by definition, 9®/IN along the
classical trajectory, one can rewrite the derivative with respect to @, in Eq. (5.22) as a
derivative with respect to N, leading to

Pe(k) =~ /d‘I’*wa [®.., Now (k)] Pea(Ps). (5.23)

In this expression, the classical power spectrum P, o corresponds to Eq. (3.42), obtained
in the low-diffusion limit. The physical interpretation of Eq. (5.23) is rather clear: it cor-
responds to the standard formula for the power spectrum evaluated at ®,, and averaged
over all possible values of ®, reached Ny (k) e-folds before the end of inflation. Let us
however stress that, although intuitive, this formula only holds when quantum diffusion
is low at the scale one considers: in general, the power spectrum does not result from
an averaging procedure of the type of Eq. (5.23), and one should rather use Eq. (5.21),
which features a more involved structure.
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Figure 5.2: Sketch of a single-field potential studied in Sec. 5.2.2, where quantum diffusion
is only effective inside a “quantum well”, that is surrounded by two regions where the
field is only driven by the potential gradient.

5.2.2 A quantum well between two classical regions

For explicitness, let us restrict the analysis to single-field slow-roll setups, for which the
Langevin equation (3.21) reads

do

v
where ¢ is a white Gaussian noise with vanishing mean and unit variance. The poten-
tial we consider is depicted in Fig. 5.2, where quantum diffusion is only effective inside
the region comprised between ¢. and ¢, that we call the “quantum well”. This quan-
tum well is surrounded by two other regions where we assume that the stochastic noise
plays a negligible role compared to the potential gradient and can therefore be neglected.
This corresponds for instance to models with a flat inflection point close to the end of
inflation [121, 122], where large perturbations (that possibly later collapse into primor-
dial black holes) are produced within the well, while the CMB scales emerge in the first
classical region, at ¢ > ¢y,.

Let us introduce a few notations. For ¢ > ¢y, let Ng1(¢) be the number of e-
folds that is classically realized from ¢ to ¢, and similarly, for ¢ < ¢, let Neo(o)
denote the number of e-folds that is classically realized from ¢ to ¢enq. In practice, they
are given by Eq. (3.47), where, for Ng;(¢), the lower bound of the integral has to be
set to ¢y. These functions are inverted as ¢q1(N) and ¢e2(N), which return the field

- {él% + Mp1vV20E(N) (5.24)

3The lower bound is P(®.,0|®g,0) = (P, — ®y), so the term Prpr[Npw(k), @] has to be evaluated
at ®, = P, where it vanishes for finite Ny, since ®( has been set asymptotically high up in the potential.
The upper bound P(®.,,c0|®p,0) vanishes since all realizations exit the inflating domain after a finite
number of e-folds.
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value N e-folds before reaching ¢, and ¢enq respectively. In addition, for ¢. < ¢ < ¢y,
the distribution associated with the time of first passage through ¢. is noted PY(A, ¢).
Let us note that since the field can only decrease at ¢ < ¢., it can never return into
the well once it has escaped from it, and likewise, since the field can only decrease
at @ > ¢y, it can never exit the well from above. In practice, this can be modeled
by setting an absorbing boundary at ¢. and a reflective boundary at ¢,. Finally, the
probability associated with the field value after it has spent N e-folds inside the well is
noted PV (¢, N) = P(¢, N|éy,,0).

In Sec. 5.2.3, the calculation will be specified to the case where the quantum well is
exactly flat, but the present considerations are still generic, the only assumption is that
the stochastic noise can be neglected outside the well.

Backward probability

Let us first evaluate the backward probability in this model. We assume that ¢q is
set sufficiently high up in the potential such that the denominator of Eq. (5.20) can be
discarded. In practice, this is guaranteed if one considers scales such that Ny, (k) <
Nea2(ée) + Neai(o). Since field space is one dimensional, we therefore expect the result
not to depend on ¢y, see footnote 2.

If Ny < Naa(¢c), the field is necessarily in the second deterministic region Ny,
e-folds before the end of inflation, and the backward probability is simply

wa(¢*7 wa) = 5 [gb* - ¢cl,2(NbW>] for ¢end S ¢* S ¢c . (525)

If Ny > Neo(ée), the field is either in the quantum well or in the first deterministic
region Ny, e-folds before the end of inflation. The solution of the Fokker-Planck equation,
for ¢ > ¢, is given by

Pwell [¢7 N — Ncl,l (¢0)] 0 [N - Ncl,1(¢0)] for ¢c S gb S wa

0[¢ — b1 [Nawi (o) — NJJ O [Nara (o) — N for ¢ = oy, (5.26)

P(¢>N|¢0a0) = {

where 6 is the Heaviside function, and we do not give the solution for ¢ < ¢, since we
will not use it. In order to evaluate the backward probability with Eq. (5.20), on the one
hand, one needs to integrate this probability over N, giving rise to*

fooo dN Pwell(¢*7 N) for gbC S qb* S qu

, 5.27
N (62) for 6. > b (5.27)

/OodNPw*,N\qso,m _ {
0

where the prime represents the derivative with respect to ¢. On the other hand, Eq. (5.20)
involves the probability density function of the first-passage time Prpr (N, ¢.), which is
given by

PFPT(N7 ¢*) =
Py [N = Naa(éc), 6] for ¢e < ¢. < oy
Pg\;ejlﬂl [N - Ncl,l (¢*) — Ncl,2(¢c)7 ¢w} 0 [N - Ncl,1(¢*) - Ncl,2<¢c)] fOI‘ ¢* 2 ¢w .

(5.28)

4Note that the delta function about ¢ in the second branch of Eq. (5.26) can be rewritten as a delta
function about N with a prefactor ~ \d¢c171/dN|71.
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By plugging Eqgs. (5.27) and (5.28) into Eq. (5.20), it can thus be computed for Ny, >
Ne2(¢c), and combining the result with Eq. (5.25), one obtains

P (¢s, Now) =

5 [¢* - ¢cl,2(wa)] 9 [NCLQ(qu) - wa] fOI' Cbend S ¢>«< S ¢c
P [Now = Nap(@e), @] fo - AN P¥(ds, N)O [Niy — Nap(dc)] for  ¢e < ¢ < dw
Nl (64) Pt [Now — Neta42(04), &) 0 [Now — Nep142(¢4)] for ¢, > oy

(5.29)

where we have defined Nej142(¢x) = Ne1(és) + Neao(de)-

Power spectrum

In order to evaluate the power spectrum (5.16), one also needs to compute (JN?)(¢,). As
explained above, the boundaries placed at ¢. and ¢, are one-way boundaries (the field
can cross them once only and only from above), so the number of e-folds realized in each
of the three regions are independent random variables (invoking again the Markovian
nature of the process). As a consequence, one has

(6N3,) () for ¢, < ¢.
(ON?) (6.) = S (6NZ ) () + (ONZap) (1) for ¢ < ¢ < b , (5.30)
<5Nc21,2> (¢c) + <5Nv?lell> (Pw) + <5N(:21,1> (0x) for ¢.> oy

with (N3 ;) and (6Nj,) given by Eq. (3.48), where, in the case of (JN3,), the lower
bound of the integral needs to be replaced with ¢,.

If the scale k is such that Nyw(k) < Naa(¢c), only the first branch (¢, < ¢.)
of Eq. (5.29) contributes to the integral of Eq. (5.16). By acting /0Ny, onto By
given in Eq. (5.29), one obtains —¢'[¢. — ¢ 2(Now)] /N o(¢«). Plugging the result into
Eq. (5.16), and making use of Eq. (5.30), after integration by parts one obtains P¢(k) =
(ONZ2) [¢c1,2(Now)] /N o @et,2(Now)].  Using Eqs. (3.47) and (3.48), this gives rise to
Eq. (3.49), so one recovers the standard formula for the power spectrum in the low-
diffusion limit, which is a good consistency check.

If the scale k is such that Ny (k) > Neaa(de), the second (¢ < ¢ < ¢y) and third
(¢ > ¢y) branches of Eq. (5.29) contribute to the integral of Eq. (5.16). We denote their
contributions by PéQ) and P<(3) respectively. We cannot say much about Pé2) without
specifying the shape of the inflationary potential inside the quantum well (this will be
done in Sec. 5.2.3), so let us focus on Pég). When acting 0/0 Ny, on the third branch of
Eq. (5.29), one obtains two terms, one where 9/9Ny,, acts on P¥! and one where 0/0 Ny,
acts on the Heaviside function. The second term is proportional to 0[Ny — Nep142(¢4)]
so it involves PY(0, ¢, ), which vanishes (the probability to cross the entire well in no
time at all is necessarily zero). Only remains the first term, and by plugging the result
into Eq. (5.16), one obtains

®e1,1 [Now—Nel,2(¢c)] . ap;‘;e%l [wa _ Nc1,1+2(¢*)7 wa]
d(b*Ncl,l((b*) aNb

(ON?) (¢.). (5.31)

Let us then perform a change of integration variable and label the field value ¢, via the
corresponding classical e-fold number, Ny = Ng142(¢s). This allows us to rewrite the
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above expression as

Now anell NW_NC7 W
PO = [ vt e = 2. 00) (5A2) (g [N = Nta(60) . (532

An important remark is that since P¥! depends on Ny, only through the combination
Npyw — Ng, acting 0/0Ny,, on it is equivalent to acting —d/0N.. This allows one to
integrate by parts, leading to

PO (k) = PAY [Npw — Naiz(6c), dul (SN ()

wa
+/ deP}X;eql} (wa - Ncla ¢W) ¢i¢171 [Ncl - Ncl,2(¢c)] <(5N2>/ ((bcl,l [Ncl - Ncl,2(¢c)])
Ney,2(¢c)

(5.33)

where we have used again that PY1(0,¢,) = 0. In this expression, making use of
Eq. (5.30), one has (0N?)" = (0N3,)’, and performing the inverse change of integration
Ncl — QS* - ¢cl,1[Ncl - Ncl,2<¢c)]7 one obtains

PO (k) = PA [Npw — Naz(dc), dul (SN?) (é)

bel,1 [Now—Nel,2(¢e)] 1 9 \/
+/ d(b*PX:eT [wa - Nc1,1+2<¢*)7 (bw] <6Ncl,1> (¢*) . (534)

Let us note that, looking at the third branch of Eq. (5.29), the second term in the
above expression can be written as [ d¢. Py (s, Now)Pe.a(¢s) where the classical power
spectrum P = (IN3)' /N is given in Eq. (3.49). One therefore recovers the standard
power spectrum averaged with the backward probability, see Eq. (5.23), but let us stress
that this is not the only contribution: there is also the first integrated term of Eq. (5.34),
and PC(Z), which we have not computed yet and to which we now turn our attention.
These additional contributions correspond to realizations where, Ny, (k) e-folds before
the end of inflation, the field is found inside the quantum well.

5.2.3 Case of a flat quantum well

In this section, in order to derive explicit results, we assume for simplicity that the quan-
tum well is exactly flat. One may be concerned that, if the potential is exactly flat,
inflation proceeds in the ultra-slow-roll regime and the slow-roll approximation may not
be valid. This, however, is not the case if the approach to the flat region is sufficiently
smooth, and in practice, as shown in Refs. [54,55], a flat well provides a good approxi-
mation to several potentials featuring flat or quasi-flat points, for which the width of the
equivalent flat well has to be set by the criterion [v”| v2 ~ v'* mentioned above. This toy
model is therefore of practical interest.

By rescaling the field variable as © = (¢ — ¢.)/(dw — ¢¢) inside the well, where x varies
between 0 and 1, the Langevin equation (5.24) takes the simple form

dx V2 (ow — ¢C)2
— = —¢&(N wh AR L )
dN 0 SN, e A M2 vgen (5:35)

is the ratio between the squared width of the potential well and its height, in Planckian
units. In Appendix B, we show that the solution to the Fokker-Planck and adjoint
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Figure 5.3: Backward probability in a flat potential with an absorbing wall at x = 0 and
a reflective wall at x = 1, computed by means of Eq. (5.40), with = 1 and for a few
values of Ny, assuming that Ngo(é.) = 0 (otherwise the value of Ny, is simply shifted

by Ncl,2(¢<:)) .

Fokker-Planck equations are given by

us

_ 2N 1 T _N
(x —xm),e » )+ 5192 ) (x 4+ xim), e #* )(5.36)

1
Pwell(x’N‘win’O) — 5192 (—g

s T _xN
PYU(z N) = —2—M219’2 <§£C,€ w2 ) (5.37)
where 15 is the second elliptic theta function defined in Eq. (A.2), and ¥, denotes its
derivative with respect to its first argument. Note that the expression for PYl v
already obtained in Ref. [54], see Eq. (4.11) of that reference, but in Appendix B 1t is
derived with different techniques (namely the “method of images”, while in Ref. [54]
the result is obtained by solving for the characteristic function). In a flat potential, the
integrals appearing in Eq. (3.46) can also be performed exactly, and for the two first
moments, one obtains

[\

(Nen) (z) =
<5 Well>

These expressions allow one to further spemfy the second and third branches of the
backward probability in Eq. (5.29). The second branch requires one to integrate Eq. (5.36)
over N when z;, = 1. This is done in details at the end of Appendix B, where it is first
noted that by setting z;, = 1 in Eq. (5.36), one obtains P!z, N) = o (wx/2, e~ ™ N/,
which then gives rise to [ P*(z, N)dN = p?z. When Npy, > Nez(dc), the backward
probability (5.29) thus reads

wa (¢*wa> -
=Lt (Qx*,e = [Now— Cl,zwc)]) for  ¢e < ¢ < by

_x2

_Néu (- ) oAl (% w [wa_Nd’Hz(m)]) 0 [Now — Net142(04)] for ¢, > ¢y

[1-(1—-2), (5.38)

Iiwlt

[ (1—=)] . (5.39)
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(5.40)

and is displayed in Fig. 5.3 when ¢, lies within the well (outside the well, the distribution
depends on the inflationary potential at ¢ > ¢, which we have not specified yet) and for
a few values of Ny,,. When Ny, is small, the distribution is peaked close to the absorbing
boundary, and is in fact similar to the one obtained in Appendix B.1 without setting
a reflective boundary at = = 1, see Fig. B.1. This is because, for small values of Ny,
the probability to bounce against the reflective wall during the last Ny, e-folds spent
in the well is low. Formally, one can indeed show that by expanding Eq. (5.40) in the
limit z, < 1, one recovers Eq. (B.12). When N, increases, the backward distribution
becomes more widely spread, and centered over larger field values. Let us also note that
by integrating Eq. (5.40) over ¢,, one can check explicitly that it is properly normalized,
and that the probability to find the field inside the well Ny, e-folds before the end of
inflation is given by

Pwell (Npw) = éz
n=0

TL

,) %[wa c1,2(¢c)] ) (541)

:1

When Ny, = Naa(¢c), this probability equals one as expected, and then it decreases
when N, increases.

Let us now compute the (power spectrum. The contribution coming from the branch
P < ¢« < ¢y, denoted P;” in Sec. 5.2.2, can be obtained by plugging Eqgs. (5.40)
and (5.39) into Eq. (5.16). It is however more convenient to use Eq. (5.21) directly,
where the Fokker-Planck operator can be read off from the right-hand side of Eq. (B.2),
namely Lrp = 0%/0x?. This gives rise to

2 1 2
Pk = % dz (1 - z)* (52 — 2) ¥ (gx e—uszw(k))
0

2 b
N (g 22 [N >_Nd,2<¢c>]) | (5.42)

The integral in the first line can be performed by expanding the second elliptic function
according to its definition (A.2), and by integrating each term individually. Making use
of Egs. (5.37) and(5.39), one can also show that the term in the second line exactly
cancels out with the first term in Eq. (5.34). Furthermore, the integral term of Pc(g) can
be evaluated by plugging Eqgs. (5.37) and (5.39) into Eq. (5.34), and after performing the
change of variable ¢. — Ny — Nep2(¢c) — Na1(¢s) in the integral, the sum of PC(Q) and
734(3) reads

e’} —(n+1 2% Nyw (kE)—Nep 2 (e n
s o (m5) 23 [N ()Nt 2 (60)] c
+ 7T3Z 12 T T
n=0 (n—|— 5) (n—l— 2)
1 1 dg
S or e-%[wa(M—Nd,zwc)] — ( ,q) Pea - (5.43)

This expression applies for scales k such that Nuy(k) > Na2(¢c), and when Ny (k) <
Na2(¢c), we recall that Eq. (3.49) applies, see the discussion below Eq. (5.30). In the
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last term, Pro = (GN3)' /N corresponds to the standard formula for the power spec-
trum, see Eq. (3.49). It needs to be evaluated at the value ¢, related to ¢ through the
change of variables we just mentioned. Note that this last term can also be written as
f;j dg. Pow (¢4, Now) Pe (@), so it corresponds to the standard power spectrum averaged
over the first classical part of the inflationary potential with the backward probability, see
Eq. (5.23). This, however, is not the only contribution, and the power spectrum receives
correction from the quantum well directly, in the form of the terms displayed in the first
two lines. One notices that if, Ny (k) e-folds before the end of inflation, the probability
to find the field inside the well is low, i.e. if pyen(Npw) < 1, where pyen(Npy) is given
in Eq. (5.41), then the correction coming from those terms is small too. This happens
when the number of e-folds elapsed before the second classical part is much larger than
the mean number of e-folds spent in the well, given in Eq. (5.38). In the limit where this
is the case, i.e. when Ny — Ne2(¢c) > 12, the terms with n = 0 and n = 1 dominate in
the infinite sums appearing in those corrective terms, which thus provide a contribution
approximated by

AP () ~ 960 — 3847 + 873 Mze_ﬁ[wa(k)—Nd,zwc)] .

33

N J/
-~

~0.02

(5.44)

In practice, the amplitude of the correction coming from the direct contribution of the

well can thus be assessed by comparing this value to the amplitude of the power spectrum
observed in the CMB, P ~ 2.1 x 107°.

Quadratic potential

In order to illustrate our analytical result (5.43) with numerical computations, one needs
to specify the potential outside the well (so one can evaluate P, appearing in the last
term). For simplicity, let us consider the case of a quadratic potential interrupted by a
flat quantum well,

_m2 \QN fOI‘ ¢end S Qb S ¢w

1
ro= {w for ¢ > oy

We also assume that there is no second classical phase, S0 ¢. = Peng (otherwise In(k) is
simply shifted by a constant). From Eq. (3.47), in the classical branch, one has N 1(¢.) =
(02 — ¢2)/(4M2), and from Eq. (3.49), Peal(p.) = m?¢s /(9672 MY).

The model contains three parameters, namely m, p and ¢. Let us fix two of them
such that we only have one parameter to vary. In order to allow for a direct comparison
with the standard case, where no quantum well is considered, we take for m the standard
value

(5.45)

2x50+1

~ 6. 10°Mp) ——
m ~ 6.98 x 10 " O Now (k) + 1

(5.46)
which leads to the correct normalization of the amplitude of the power spectrum at
CMB scales if the pivot scale of the CMB, k, = 0.05 Mpc™, exits the Hubble radius
Niyw (k) e-folds before the end of inflation [123]. Furthermore, since the mean number of
e-folds elapsed from ¢, > ¢, to the end of inflation is given by

_ -4

N(62)) = Naa(90) + N (o)) = 5 + 5 (5.47)
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Figure 5.4: Backward probability outside the flat well in the quadratic potential (5.45),
where m and ¢, are set according to the discussion around Eq. (5.48). In the left panel,
we take p = 1 (which corresponds to ¢, = 2Mp,) and the result is shown for several
values of Ny, (the backward probability inside the well for that same value of u is shown
in Fig. 5.3). When N, = 1, the probability to lie in the quantum well is pyen =~ 0.11,
see Eq. (5.41), and this probability is negligible for the other values of Ny, = 1. In the
right panel, we set Ny, = 50 and let p vary. The magenta dashed line shows such a field
value ¢so from which the mean number of e-folds is 50, i.e. such that (N)(¢50) = 50.

let us choose ¢, such that this also matches the standard formula N(¢,) = (¢? —
2 )/ (4M2) where ¢ong = V2My, [123], which leads to

end
Ow =2 (? +1)Mp, . (5.48)

This fixes m and ¢y, and we can keep p as the only free parameter. When py = 0,
Ow = Qe = Pena and one recovers standard quadratic inflation, while p > 0 should yield
finite stochastic corrections to the power spectrum at all scales. Note that quadratic
inflation is known to yield a tensor-to-scalar ratio that is in strong tension with the latest
observations [12], but here it is used only as a toy example to illustrate the impact of
quantum diffusion at small scales on scalar fluctuations (more precisely on the amplitude
and spectral tilt of the scalar power spectrum) at large scales.

In Fig. 5.4, we first display the backward probability outside the well, in the first
classical region. In the left panel, we set u = 1 [so ¢, = 2My, because of Eq. (5.48)],
and we recall that the backward probability inside the well for that value of p was shown
in Fig. 5.3. When N, increases, the distribution becomes more peaked and centered
around larger values of ¢,. This is because the velocity of the inflaton measured in terms
of e-folds, |d¢/dN| ox 1/¢, is larger for smaller ¢. In the right panel, we set Ny, = 50
and let p vary. Because of the choice made in Eq. (5.48), the value of ¢, from which
the mean number e-folds equals 50 is the same for all curves, and one can see that as u
decreases, the backward probability becomes more and more peaked around this value.
It is also interesting to note that the backward distribution is rather skewed, and has a
heavier tail at small values of ¢, (i.e. towards the location of the flat well) than at large
values of ¢,.

The amplitude of the power spectrum at the CMB pivot scale is then displayed as
a function of p in Fig. 5.5, for Ny (k,) = 50 and Ny (kp) = 60. In the left panel, the
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Figure 5.5: Power spectrum of curvature perturbations at the CMB pivot scale kp, in
a quadratic potential with a flat quantum well near the end of inflation, see Eq. (5.45),
where m and ¢, are set according to the discussion around Eq. (5.48). The result is
shown as a function of p, for Ny (k,) = 50 and Ny (k,) = 60. In the left panel, the
absolute value of the power spectrum is displayed, while the right panel shows the relative
correction to the value P = 2.1x107%, to which the power spectrum is normalized in the
limit ;+ — 0. The solid lines represent the full expression while the dotted lines stand for
the classical power spectrum averaged with the backward probability, i.e. they correspond
to the last line in Eq. (5.43). The green dashed line indicates the 68% observational
precision [124] on the power spectrum amplitude.

absolute value of the power spectrum is shown. One can check that when p — 0, the
power spectrum approaches the observed value P = 2.1 x 107, which is guaranteed
by our choice for m. When p? > 6, a substantial enhancement of the power spectrum
at CMB scales is observed compared to the standard case. The correction is larger
for smaller values of Nyy(k,) (the actual value of Ny (k,) depends on the reheating
dynamics [125,126]), given that, when Ny (k) decreases, the pivot scale crosses out the
Hubble radius closer to the quantum well.

In order to compare the amplitude of the stochastic corrections with observational
precision, in the right panel, we show the relative difference between the full power spec-
trum and its classical counterpart, and we superimpose the 68% observational precision
from the Planck satellite measurement [124]. This confirms that, for u* > 6, the effect
is within the reach of current experiments. Interestingly, u? ~ 6 also corresponds to the
point where the classical power spectrum averaged with the backward probability, i.e. the
term in the last line of Eq. (5.43) (see also Eq. (5.23)), stops providing an accurate ap-
proximation to the full result. This means that, when p? > 6, the quantum well does not
only “blur” the relationship between k and ¢, at large scales, it also directly contributes
to the power spectrum amplitude at the pivot scale.

Let us also note that the averaged classical power spectrum, i.e. the last term in
Eq. (5.43), can be approximated as follows. In the regime where it provides a good
description of the full result, pyen has to be small, hence, from Eq. (5.41), the lower
bound in the integral of the averaged power spectrum is small too. We thus assume that
it can be taken to 0, which amounts to neglecting corrections suppressed by e~ Now/ “2,
which are of the same order as the first terms of Eq. (5.43) that we also neglect (the fact
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Figure 5.6: Power spectrum of curvature perturbations in the same situation as in Fig. 5.5,
as a function of the wavenumber k, for Ny (k,) = 50. In the left panel, the black dashed
line stands for the classical result, see Eq. (3.49). The right panel zooms in on the region
close t0 keng. The dotted lines stand for the sum of Eqs. (5.49) and (5.44), which provides
a good approximation to the full result when Ny, (k) > p?/72.

that the function ¥,(7/2,q) approaches 0 when ¢ — 0 makes the approximation even
better). Making use of the expressions given above for P¢c(¢.) and for Ne(¢.), the
classical power spectrum as a function of ¢ is given by Pra = m?/ (67> MZ2)[Now (k) +
(u%+1)/2+p*In(q)/72]%. The integral over ¢ can thus be performed exactly, by expanding
the elliptic theta function according to its definition (A.2) and by integrating each term
individually, before resumming them. One obtains

Pe(k) ~ 67:2”—M}21 { [wa(k?) + %] + %} : (5.49)

This provides an excellent approximation to the dotted lines in Fig. 5.5 (where we do not
display Eq. (5.49) since the difference would not be seen by eye). This formula confirms
that, when ;1 — 0, one recovers the standard result P¢(k) >~ P¢ (k). The standard result
is also recovered at large values of Ny (k), i.e. at large scales.

A shift in the overall amplitude of the power spectrum can however be easily absorbed
by a change in the normalization of m, hence it is not clear how the presence of those
corrections would be detected experimentally. Nonetheless, we also have at our disposal
high-accuracy measurements of the scale dependence of the power spectrum, in particular
via its spectral index

dinPe 4 _ % (5.50)
bw

" Ak
where in the second expression, we have made use of Eq. (5.14), which is valid at leading
order in slow roll only. This is why, in Fig. 5.6, we show the power spectrum as a
function of k for several values of p2. The right panel zooms in on the region close to
kena- One can see that the power spectrum is roughly divided into three regions. At
small values of k, the probability to find the field inside the well Ny, (k) e-folds before
the end of inflation is low, so the power spectrum is well approximated by the average of
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the classical power spectrum with the backward probability. In this regime, Eq. (5.49)
provides a good approximation to the full result, and from Eq. (5.50), the spectral index
receives a perturbatively small correction,

2 ut
- 1 1 - 2
Now + 5 it + 6 (Npy + 3)

ng — 1 ~

(5.51)

where the first term corresponds to the standard result. At intermediate scales, this
formula breaks down (as we have seen in Fig. 5.5), but one can still approximate the
full result by keeping the leading-order term when expanding Eq. (5.43) in powers of
e ™ Now®)/1® which leads to Eq. (5.44). The sum of the contributions (5.49) and (5.44)
is displayed with the dotted lines in the right panel of Fig. 5.6, where one can check that
it indeed provides an excellent approximation to the full result when Ny (k) > p? /72
In this intermediate regime, the spectral index is given by

ng — 1o — (5.52)

In particular, one can see that the power spectrum is blue, i.e. its amplitude increases
with £, which is ruled out by current measurements. This means that the scales observed
in the CMB cannot be in the intermediate region, and this places strong constraints on .
In the present toy model, this gives rise to u? < 6 as explained above, but this time, the
effect cannot be simply re-absorbed by a change in the normalization of the parameters
of the model, since the problem comes from the color of the spectrum. Finally, when
Nuw(k) S p?/72, even this approximation breaks down, and one has to make use of the
full result (5.43).

Let us stress that at both intermediate and small scales, the power spectrum is found
to be very blue (and even bluer at small scales than at intermediate scales). The fact
that quantum diffusion breaks the quasi scale invariance of near de Sitter expansion is
related to the presence of the end-of-inflation surface, which acts as an absorbing wall
in field space and strongly breaks field-translation invariance. This is a nontrivial result,
and indicates that a large enhancement of the power spectrum can arise at small scales
without violating slow roll, which is otherwise often presented as a necessary condition
to produce primordial black holes.

One may be concerned that as k approaches ke,q, the power spectrum seems to diverge
in Fig. 5.6. This is however an artifact of the simple toy model we have considered in this
discussion, where the slope of the potential is discontinuous as one approaches ¢. = Pend,
where inflation is ended abruptly. One may expect that, if the transition at the end of
inflation was rather described by a smooth potential, the power spectrum would approach
a finite value, the details of which depend on how inflation ends. Moreover, as pointed
out in Sec. 5.1.1, the present calculation of the power spectrum in the stochastic-0 N
formalism neglects the presence of correlations between nearby patches. While this is a
valid approximation at large scales, it becomes inaccurate for scales immediately above
the Hubble radius, which indicates that the result may not be trusted for wavenumbers
k near kepq.

Before concluding this section, let us stress that the intermediate regime, where the
averaged classical power spectrum fails to reproduce the full result and Eq. (5.44) provides
a reliable approximation, lies in the domain of parameter space where Ny (k) > p? /7%,
i.e. is such that the probability to find the field in the well NV, e-folds before the end
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of inflation is exponentially suppressed, see Eq. (5.41). If pyen(Npw) is small, one may
be surprised that the averaged classical formula breaks down, but the reason is that the
power spectrum inside the quantum well can be much larger than the one at large-field
values, as can be seen when comparing Eqs. (5.49) and (5.44). This means that, although
there are very few Hubble patches on the end-of-inflation surface for which ¢, lies inside
the quantum well, those patches feature a very large power spectrum at the scale of
interest, so large that it compensates for their sparse statistics. In such a case, one might
expect a signal to arise in the statistics of very hot or very cold spots, that we may not
be able to describe with the power spectrum only. This also allows us to stress that, even
if pwen(NVpyw) is small, the corrections induced by quantum diffusion at small scales on the
large-scale power spectrum can be more involved than a simple re-averaging of the power
spectrum, which shows the usefulness of the formalism we have developed in this work.

5.3 Discussion

Let us summarise our main results and draw a few conclusions of this chapter. In this
work, we have derived the formalism required to compute the power spectrum of curvature
perturbations in stochastic inflation. This relies on deriving the distribution of the first-
passage time from a given position in field space, which had already been studied in
previous works [29, 54, 55], but here, we have also accounted for the fact that the value
of the fields driving inflation at the time when a given scale exits the Hubble radius is
different for each realization of the stochastic process.

The most generic formulae are given by Eqgs. (5.5) and (5.12), which can be used in
numerical lattice simulations. In the quasi de-Sitter limit, a given scale emerges from
the Hubble radius at a fixed number of e-folds before the end of inflation, and this
reduces to Eq. (5.16). This formula features the backward probability distribution, i.e. the
distribution of the field value at a given number of e-folds before the end of inflation.
This is because we have computed the power spectrum in physical scales, as seen by a
local observer. We have explained how to compute the backward probability in Sec. 5.1.4
in terms of the solutions of the Fokker-Planck and adjoint Fokker-Planck equations, see
Eq. (5.20).

We have then studied in more detail the possible corrections arising at CMB scales
from quantum diffusion occurring at small scales (i.e. at scales that cross out the Hubble
radius close to the end of inflation). We have found that, in some regimes, the full power
spectrum is well approximated by the standard result if averaged with the backward
distribution. We have however stressed that this is not always the case, and that this
approximation can break down even in regimes where the probability to find the fields
inside the stochastically dominated region 50 e-folds before the end of inflation is small.
This shows that, in general, quantum diffusion at small scales does not only blur the
classical relationship between wavenumbers and field values, and that it can go beyond a
simple re-averaging of the standard formulas (which otherwise yield small corrections for
quasi scale-invariant power spectra, i.e. corrections that are proportional to the spectral
running).

Finally, for illustration, we have considered the case of a single-field quadratic potential
containing a flat potential well near the end of inflation. The amplitude of the stochastic
corrections in that case is controlled by the parameter denoted u?, see Eq. (5.35), which
corresponds to the squared width of the well divided by its potential height, in Planckian
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units. We have found that when p? > 6, the corrections coming from the quantum well
are so large that they make the power spectrum blue (i.e. the spectral index is larger than
one), which is excluded by CMB measurements. Let us stress that for u? = 6, the scale
that crosses out the Hubble radius 50 e-folds before the end of inflation has probability
Pwell =~ 1.5 x 107 to do so when the field is inside the quantum well. The CMB therefore
scans regions of the inflationary potential that are very far from the quantum well, but
yet, the contribution from the well to the observed power spectrum is substantial.

This shows that, for models featuring large quantum diffusion at small scales, it is
important to employ the formalism developed in this work to compute the power spectrum
at large scales, even if CMB scales seem a priori (and, we argue, wrongly) immune to
physics at much smaller scales. This is typically the case in models leading to primordial
black holes. This also indicates that CMB measurements have the ability to constrain
the shape of the inflationary potential in the entire range from the point where CMB
scales are generated down to the end of inflation.

We also found that, at small scales where quantum diffusion dominates, the power
spectrum becomes very blue tilted. Contrary to the standard lore, slow-roll violations are

therefore not necessary to enhance perturbations at small scales and produce primordial
black holes.

Let us also mention that the constraint p? < 6 may not seem very competitive since
it was shown in Ref. [54] that u? > 1 leads to an overproduction of primordial black holes
anyway. However, primordial black holes arising from scales that emerge close to the end
of inflation are often very light, and can Hawking evaporate before big-bang nucleosynthe-
sis, in which case they cannot be constrained without making further assumptions (with
the exception of via the stochastic gravitational wave background that is emitted in the
transient phase during which they dominate the universe content [127]). More precisely,
if inflation proceeds at an energy density of 101°GeV (which is the largest value that is
compatible with current upper bounds on the tensor-to-scalar ratio in single-field slow-
roll models), the Hubble mass at the end of inflation is of the order of 10 g, and the mass
that would evaporate at big-bang nucleosynthesis, 10° g, crosses out the Hubble radius
around 10 e-folds before the end of inflation if black holes form during a radiation era,
and around 6 e-folds if they form in a matter era. From Eq. (5.38), the mean number of
e-folds spent in the quantum well is y?/2, so it means that the (potentially overproduced)
black holes evaporate before big-bang nucleosynthesis and can therefore not be excluded
as soon as pu? < 20 (if black holes form in a radiation era) or u* < 12 (if black holes form
in a matter era). The constraint y? < 6 is therefore competitive. Furthermore, we have
found that inside the quantum well, the power spectrum is blue-tilted. In such cases, it
has recently been shown [128] that the mass distribution of primordial black holes peaks
at the smallest masses, which are the ones that Hawking-evaporate first. In this case,
the overproduction problem may be even easier to evade, and our constraint becomes
even more important. Let us also mention the possibility of having multiple quantum
wells, each compatible with primordial black holes constraints, but collectively leading
to a large p2. Such models have recently been proposed in the context of the swampland
conjectures [129-132], and primordial black holes arising from multi-staged inflation have
been studied in Ref. [133].

The formalism we have developed also opens up quite a few prospects. First, while
the concrete example we have considered in Secs. 5.2.2 and 5.2.3 is the one of a single-
field, slow-roll toy model, the formalism we have developed in Sec. 5.1 applies to any
inflationary setup. In particular, we have shown that the dependence on the (probability
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distribution of the) initial condition ® drops only in single-field models in the presence
of a dynamical attractor such as slow roll, but remains otherwise. It would be interesting
to study the role played by initial conditions in multiple-field models.

Second, most analytical expressions we have derived are valid in the quasi de-Sitter
limit, since they assume that a given scale crosses out the Hubble radius at a fixed number
of e-folds before the end of inflation (hence that H is almost constant). Otherwise,
analytical calculations seem difficult to carry out. However, fully numerical approaches
can still be designed, making use of the exact formula (5.5) or with Eq. (5.12). This may
be required to compute slow-roll corrections at next-to-leading order. Lattice simulations
could also include the finite spatial correlation between the noise realizations in two
separate Hubble patches.

Third, the power spectrum we have computed in this work is the statistical expectation
value of the power spectrum inside a given observable universe, but it should be possible
to extend our formalism to compute higher moments, such as the stochastic variance
of the power spectrum for instance. This would lead to a calculation of cosmic variance
that includes quantum diffusion effects. One may also want to resolve the full distribution
function associated with the power spectrum. In the toy-model example mentioned above,
indeed, a very small fraction of the Hubble patches on the end-of-inflation surface receive
a direct contribution from the quantum well, but this contribution is so large that it leads
to a substantial enhancement of the mean power spectrum. Instead of the mean power
spectrum, a more relevant calculation may therefore be the probability that such a patch
lies inside our observable universe, or the density of the hot (or cold) spots associated
with such rare patches.

More generally, note that, in this work, as a first step, we have only performed the
calculation of the power spectrum of curvature perturbations ( at a given scale k, leaving
the investigation of the full statistics of (;, and possibly, of joint distributions between the
curvature perturbations at several scales, for future works. The reason is that the main
application we have considered is the imprint left by quantum diffusion at small scales
on large-scales observables such as the CMB. Since, at large scales, non-Gaussianities
have not been detected yet, the power spectrum is the only observable we have at our
disposal, which explains why we focused on the power spectrum. We however think that
the tools we have developed here laid the ground for such extensions to be carried out in
the future.
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Chapter 6

Bipartite temporal Bell inequalities
for two-mode squeezed states

In this chapter, we test for violations of bipartite temporal Bell inequalities for two-mode
squeezed states. Although the motivations and basics of this work are described in Part |
in detail, let us state what we compute briefly and explicitly here.

Suppose that, given a bipartite system composed of two subsystems ‘1’ and ‘2, Alice
measures a dichotomic variable 31 on the first subsystem at times ¢, and ¢, while Bob
measures Sy on the second subsystem at ¢, and ¢;. For a two-time correlator F (¢,,1),
whose explicit form is shown in Eq. (6.11), an inequality with the same form as (4.4),

B = E(ty,ty) + E(ta, ty,) + E(t.,b) — E(t,t,) <2, (6.1)

is satisfied under the assumptions of realism and locality. We call this setup “bipartite
temporal Bell inequality” (see Sec. 4.4 for an overview of various classes of Bell inequali-
ties). We intend to test this inequality for two-mode squeezed states, whose time evolution
is described by a unitary operator U(t) = Us(t) R(t) composed of the squeezing operator

Us(t) = exp (re_%‘péié; — Te%‘pélég) : (6.2)

and the rotation operator

~

R(t) = exp (i0e]er +icle, ) = e (6.3)

(see also Eqs. (2.95)-(2.97)). Here, ¢ and ¢ denote the annihilation operator and the

creation operator in the subsystem ¢ = 1,2. They satisfy the commutation relations
o At T

2] |

il = 0y, and n; = ¢;¢; is the number of particles operator. Two-mode squeezed
states describe bipartite continuous systems, and the investigation of Bell inequalities first
requires to build dichotomic observables for such systems. We thus use the z-component

of the Larsson’s spin operator [106],

o (n+1)¢

S0=> [ Qe @ (6.4)

nt

n=—oo

as the dichotomic variables (see also Eq. (4.7)), where |@Q)), is an eigenstate of the position
operator for the subsystem 1,

Q; = % (a+df). (6.5)
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Several comments are in order. First, two-mode squeezed states arise commonly from
a quadratic Hamiltonian including quantum optical setups and are characterized by three
parameters: the squeezing amplitude 7, the squeezing angle ¢ and the rotation angle 6.
As mentioned in Sec. 2.3, 0 is often discarded in the literature since it is irrelevant for
a state at a fixed time. However, it appears in two-time correlators, so we take it into
account properly. In fact, we will see that it plays an important role in violations of
bipartite temporal Bell inequalities. Second, bipartite temporal Bell inequalities have
the advantage that realism and locality can be tested by using only one direction of a
spin. This means that they are applicable to continuous-variable systems where only the
position variable can be measured. Third, although this study is carried out in a general
context, it is particularly relevant for cosmology as discussed in Part [. Cosmological
perturbations take two-mode squeezed states where the ‘1’ and ‘2’ subsystems are realized
as ‘k’ and ‘—k’ modes. Due to the negligible decaying mode, only the position variable
can be measured. Therefore, in contrast with spatial Bell inequalities, bipartite temporal
Bell inequalities could be tested in cosmology in principle. This has the potential to
provide direct evidence that the structure of the universe has a quantum origin.

This chapter is written based on our previous work [81].

6.1 Two-time correlators

In this section, we discuss two-time correlators, E(t,,t,), which are pieces included in
bipartite temporal Bell inequalities. In Sec. 6.1.1, we show that two-time correlators are
expressed using an anti-commutator in terms of projective measurements. In Sec. 6.1.2,
we derive a formula to calculate the correlators. Some technical parts are shown in
Appendix C.

6.1.1 Projective measurements

The investigation of temporal Bell inequalities requires one to define quantum expectation
values of projective measurements. Indeed, in spatial Bell inequalities, the two operators
gf and S’é’ commute (since they act on two separate subsystems), hence 5’1’5’3 is Hermitian
and the correlator is simply given by E(a,b) = (5%5%). However, in temporal Bell
inequalities, one has to work in the Heisenberg picture and consider the time-evolved
operators

~ A~ ~ A

Si(te) =U(t)SiU(t)  and  Sa(ty) = Ul (t)SU () (6.6)

where U (t) is the unitary time evolution operator. Although S, and S commute, it
is not the case in general for S, (t,) and S'Q(tb), hence S, (ta)gg(tb) is not Hermitian,
and taking its expectation value would not give a real result. One must instead define
quantum expectation values of projective measurements, which is done here following the
prescription of Ref. [112]. For explicitness, let us assume that ¢, < ¢, although we will see
that our final result also applies to the opposite situation. For the dichotomic variable
S, (ta), with possible outcomes +1, the projection operators onto the +1-eigenspace and
the —1-eigenspace are respectively given by

PO = % [1 18 (ta)} and P = % [1 ) (ta)} : (6.7)
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and similar expressions for Pl(Q) and ]5£21), the projection operators onto the +1-eigenspace

and the —1-eigenspace of S (tp). Let us denote by r and s the outcomes of the first and
second measurements respectively. We denote by P(r,s) the joint probability for Alice
to get the outcome r and for Bob to get the outcome s, which can be expressed as the
probability that Alice observes the outcome r, multiplied by the probability that Bob gets
the outcome s upon measuring the state of the system after it has collapsed due to Alice’s
measurement. According to the projection postulate, after performing the measurement
of S (t,) on the state [¢), if the outcome of the measurement is # = +1, the state becomes

2 1), while if the outcome of the measurement is r = —1, the state becomes P |2/1>

After the first measurement, |¢)) thus becomes pY |1}, so according to the Born rule,
the joint probability is given by

P(r,s):<¢‘P(lP(2 ‘¢> (6.8)
-5l OIS e S0}

+2 (%] 81 (ta) S (1) 51 (t)

). (6.9)

where we have used that, since S (f,) is a spin operator, S2 (t,) = 1, and that 72 = 1,
and where {-,-} denotes the anti-commutator. We now introduce the correlator

E(te,ty) = Y _rsP(r,s) = P(+1,+1) — P(+1,—1) = P(=1,+1) + P(~1,-1) (6.10)

s

Plugging Eq. (6.9) into that formula, one obtains

E (o, 1y) = <w ) {Sl ), 5 (tb)} ‘¢> , (6.11)

One can check that, by construction, this correlator is real since taking the anticom-
mutator guarantees that the operator {5’1 (ta) , S, (tb)} is Hermitian. Let us also note

that although we assumed ¢, < t;, the result is perfectly symmetric in ¢, and ¢, so the
correlator does not depend on who between Alice and Bob measures first.

6.1.2 Correlator
Plugging Eq. (6.4) into Eq. (6.11), one obtains for the two-time correlator
1 R .
Blta ) = 5 <0,o‘ {Sl(ta), Sz(tb)} ‘ 0,0> (6.12)
= Re <o,o ‘ O (£2)S10 (80 (8).8007 (1) ‘ o,o> (6.13)

d@-

(m+1)¢
0

Ut
(n+1)¢
-3 e[

20 (@|T

By introducing the closure relation 1 = ffooo d@g ‘Q2> <C~22’ between the first and the

re [(0,0] U'(t.)

U(ta)UT () |Q2) (Q2| U(ts) ‘0 0>} . (6.14)

second correlators in the argument of the real part, and 1 = ffooo dQ, ‘Q1> <Q1| between
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the second and the third correlators, one obtains

(n+1)¢ (m+1)¢ 0 o
Bty = 3 3 (caye [ [ e e[ aa
mil —00 —00

n=—0o0 m=—oQ

Re [\I’;sq(Qh Q23 ) Wasq(Q1, Qa3 ) <C~217 Qs

0(t)0" (1) | Q1 Qs )](6.15)

In this expression, the wavefunction in position space is given by Eq. (C.28), as de-
rived from Eq. (2.107) in Appendix C.1. It has a Gaussian structure. The correlator

<Q1,Q2 ‘ U(tQ)UT(tb) ) Ql,Q2> is calculated in Appendix C.2, where it is shown to be

also of the Gaussian form, see Eq. (C.64). Combining these two results, one obtains

25q(Q17Q27 a)Waq (Q1, Q2; 1) <Q17Q2 U(ta) Ut (t) ‘ Q1, Q2> = Aexp <%XTAX>(5-16)

where X1 = [Ql; Q2, Q1 Q2}

1
A= <7r2 cosh? r, cosh? rb\/l — e%i¢a tanh?r, \/1 — e~4%s tanh? ry, vV det M) ,(6.17)

with det M given in Eq. (C.52), and

D, Dy D3 D,
D, Dy Dy D

A= | 27088 (6.18)
Ds Dy Dy D;

Dy D3 Dy Dy
In this last expression, we have introduced
Dy = S+ Alr@) = D, Di= o+ A'(ro0) — D (619
Dy = B(rb, ¢p) — Do, Dy = B* (T4, a) — D, (6.20)

where A and B are given in Eq. (C.29), and Dy, Dy, Dy and D, by Egs. (C.60) and (C.61).
The Gaussian integral over Q; and @, in Eq. (6.15) can then be performed, and one
obtains

. (n+1)¢ (m+1)¢ 1 .
E(t,,t,) = Re )" m/ dY/ dYs exp <—Y EY)
( b) DlDl Dz nmzoo nt ' ml ’ 2
(6.21)
where
P, T2 2 _
=y = Dy — 2D T P1Ds = 2D, Ds Dy (6.22)
DD, — D?
_ D,D2 + D, D? — 2D, D3 D,
Zoo =Dy — — 6.23
22 1 DD, — D? ) ( )
—_ — ﬁlpng + D1@2D3 — D2ﬁ2D4 — D§D4
T = S0 = Dy — _ . 6.24
12 21 4 DD, — D? ( )
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A few comments are in order regarding this formula. First, in Appendix D.1, we study
the conditions under which the Gaussian integrals in Eq. (6.21) are convergent, and we
find that it is the case if

—_ —_

=22 =11

=2 =2
§Re (EH) < O, §Re (522) < 0, §R€ (EH — LH) < 0, §R€ (522 — “_12) < 0,(625)

see Eq. (D.17). In practice, we have checked that these conditions are always satisfied
in all physical configurations we have studied, but let us stress that all formulas derived
below assume that Eq. (6.25) holds. Second, as explained in footnote 2 in Appendix C.2,
in order to solve the sign ambiguity in the term v/det M that appears in Eq. (6.17) for
A, one needs to solve an eigenvalue problem for M, which is a 12 x 12 matrix. However,
one can show that the following identity holds for any r,, 1y, @, s, 0, and 6y,

A /E11500 — 2
= Vo= = (6.26)

DD, — D? 4m? ’

which simplifies the prefactor in Eq. (6.21) and allows us to avoid dealing with the
eigenvalue problem.! Finally, let us point out that although E(t,,t;) a priori depends on
6 parameters, 1, 7, ©a, ©p, 0, and 6y, only the difference between the rotation angles
is involved, namely Af = 6, — 6,, see the formulas obtained in Appendix C.2. This is
because, as mentioned above, the rotation angle only appears in the time evolution from
t, and t,. As a consequence, F(t,,t,) depends on 5 parameters only.

6.2 Analytical limits

Before evaluating Eq. (6.21) numerically, and exploring whether or not there are config-
urations where the Bell inequality (4.4) can be violated, let us first study some limiting
cases analytically. This will be useful to design a strategy for the numerical exploration
of Sec. 6.3, which is otherwise tedious given the large dimensionality of parameter space.
Indeed, at each time t,, t/, t, t;, one must specify a squeezing amplitude, a squeezing
angle and a rotation angle. Because of the above remark on the rotation angles, only
the combinations Af,, Al , Al and Af,y are involved, which are related through

LContrary to v/det M, vdetZ does not require solving an eigenvalue problem. Indeed, since Z is
a 2 X 2 matrix, it has two eigenvalues with a negative real sign (see below), which can be written as
ds = —pie®* with py > 0 and —7/2 < a4 < 7/2. This means that det Z = d,d_ = p,p_e@+ta-),
Since —m < ay +a_ < m, the phase of det = never crosses the branch cut of the square root function and
thus it leaves no sign ambiguity. Notice that, strictly speaking, in order to ensure that the eigenvalues
of E have a negative real part, one needs to impose a stronger condition than Eq. (6.25), where the last
two inequalities are replaced with Re (Z;1) Re (Z22) — Re (E12)° > 0. This is the analog of Eq. (D.18),
while Eq. (6.25) is the analog of Eq. (D.17). Furthermore, in order to ensure that = can be diagonalized
by an orthogonal matrix, one has to verify that Z is normal i.e. 2= = ZZ, see also footnote 2. From
Eq. (6.30), one can check that this is the case when r, = 1, in the large-squeezing limit. Otherwise,
one can nevertheless find an invertible matrix that transforms = into a diagonal matrix in the following
way. If one writes =2 = —A + (B, as long as = —Re (E) is positive definite, VA is well-defined. Since

-1 -1
VA "BVA s real and symmetric, it can be diagonalized by an orthogonal matrix O. Then, one can

construct an invertible matrix V = \/2_10, so that VTZV is diagonal. Although its diagonal elements
are not the eigenvalues of = anymore, this “diagonalization” makes it possible to perform the Gaussian
integral analytically. In any case, the procedure is straightforward since one only needs to compute the
eigenvalues of a 2 x 2 matrix.
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the Chasles relation Ay, — Ably, + Ay — Ay = 0. This still leaves us with 11 pa-
rameters to explore, and at each point in parameter space, each correlator appearing in
Eq. (4.4) is given by a double infinite sum of double integrals. Even though one of the
two integrals can be performed analytically, see Eq. (6.35) in Sec. 6.3 below, this remains
computationally heavy, which justifies the need for further analytical insight.

6.2.1 Large-/ limit

In the limit where £ is large, as mentioned above the spin operator (6.4) becomes the sign
operator, see Eq. (4.9). In this regime, only four terms in the sum (6.21) remain, namely
those for (n,m) = (0,0), (—=1,0), (0,—1) and (—1,—1). By performing the change of
integration variable Y7 — —Y; and Y5 — —Y5, one can see that the integrals for (n,m) =
(0,0) and (n,m) = (—1,—1) are the same, and that the integrals for (n,m) = (—1,0)
and (n,m) = (0, —1) are the same. This gives rise to

4 o] 00 0 [e'e) 1
E(tq,ty) = Re ?—A (/ le/ dY, —/ le/ dyg) exp (—YTEY)
\/ DIDI — Dz 0 0 —00 0 2

(6.27)

In Appendix D.1, it is shown how the two integrals appearing in Eq. (6.27) can be
expressed in terms of the arctan function, see Eqs. (D.14) and (D.16). Making use of
Eq. (6.26), this leads to

E(ta, ty) — gﬂ‘ﬁe [arctan( 12 — )] . (6.28)

== =2
t—oo T Z11292 — Si9

This formula (6.28) is compared with a full numerical computation of Eq. (6.21) in
Fig. 6.1, where one can check that it correctly reproduces the asymptotic value of E(t,, t;)
when ¢ — oo.

6.2.2 Small-/ limit

In the small-¢ limit, conversely, an infinitely large number of terms in the sum over n and
m in Eq. (6.21) substantially contribute to the result. However, the range of the integrals
appearing in Eq. (6.21) becomes very small in that limit, so one can Taylor expand
the integrand in each range and perform the integral analytically. This procedure is
nonetheless delicate and in Appendix D.2 it is performed in detail, making use of elliptic
theta functions to carefully resum and expand the different contributions. Plugging
Egs. (D.36) and (6.26) into Eq. (6.21), one obtains

(1]

8 7T2( 11+ Zo2 £ 2519)
E(t,,t,) — —Re (eP* —eP) | h =
( b) t<er 2 ¢ (e € ) WHELE b+ 2 (511522 — 5%2) 2

(6.29)

Notice that the expansion performed in Appendix D.2 requires that e (21, — Z2,/Z9) <
0, see Eq. (A.27), which here is guaranteed by Eq. (6.25). Note also that “/ < €™ is a
shorthand notation for ¢ < min(e”, e"). The formula (6.29) is again compared with the
full numerical computation of Eq. (6.21) in Fig. 6.1, where one can check that it gives a
very good fit to the full result, up to values of ¢ of order e".
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E(ta, tb)
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Figure 6.1: The correlation function E(t,,t,) for r, =1, = 5,0, = —0.2,, = 0.2, A0 =
0.5, as a function of ¢. The blue line corresponds to the numerical computation of
Eq. (6.21), the dashed orange line to the small-¢ approximation (6.29), and the dotted
green line to the large-¢ approximation (6.28). One can check that these two approxima-
tions give good fits to the full result in their respective domains of validity, ¢ < " and
0> e".

6.2.3 Large-squeezing limit

Another limit of interest is when the squeezing amplitude of the state is large. A large
amount of squeezing is associated with a large entanglement entropy and a large quan-
tum discord between the two subsystems [20], i.e. to the presence of genuine quantum
correlations. In Ref. [72], it was shown that the usual Bell inequalities can be violated
by two-mode squeezed states provided the squeezing amplitude is large enough (namely
r 2 1.2), so one might expect that bipartite temporal Bell inequalities also require a
minimum amount of squeezing.

Note that since the squeezing amplitude r always appears in the form of e”, the large-
squeezing regime corresponds to e” > 1 (hence the value r = 5, which is used in most
numerical applications below, falls in that regime). For convenience, we thus introduce
the notation u = e™", so the large-squeezing limit stands for u,, u, < 1. In this regime,
from Egs. (6.22)-(6.24), one obtains

Ell ~ 90 522 ~ _ny 512 ~ e’LA@ (6229011 + 6—21%017) GTI)? (630)

[4 R (g efzigob)Q] _ (6.31)

One can easily check that $e (X) > 0, so Re(Z1;) < 0 and Re(Z2) < 0, and the
two first conditions of Eq. (6.25) are satisfied. Moreover, since =11 — =35 /590 = —4u?,
Ego—=2,/=11 = —4u?, they are real and negative, which shows that the two last conditions
of Eq. (6.25) are satisfied too.

6.2.4 Large-/, large-squeezing limit

Let us now combine the two limits studied in Secs. 6.2.1 and 6.2.3, and investigate the
large-¢, large-squeezing limit. By plugging Egs. (6.30) and (6.31) into Eq. (6.28), one
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Figure 6.2: The correlation function E(t,,t,) in the large-¢, large-squeezing limits,
ie l,r,, 1, — 00, as a function of ¢, and ¢y, computed with Eq. (6.32). The black
dashed lines are contour lines for E(t,,t,) = 0.5,0 and —0.5 and are guides for the eye.
In the left panel, A8 = 0, while Af = 1 in the right panel. These two figures are simply
related by a translation: when going from the left to the right panel, ¢, is shifted by
—Af/2 and ¢, by Af/2.

obtains

2 eiAH e2i<pa + e—Qinb
E(tq, ty) — —Re < arctan ( )
4,rq,rp—>00 T \/4 o eQiAg (e2ilpa + e_Qi@b)2

(6.32)

This formula is displayed in Fig. 6.2, as a function of ¢, and ¢, for A0 = 0 (left panel)
and Af = 1 (right panel). The black dashed lines are contour lines for E(t,,t,) = 0.5,0
and —0.5, and are guide for the eye. As can be seen from Eq. (6.32), when A# varies the
map is simply modified by a translation, where , is shifted by —A#/2 and ¢, by Af/2.

The correlation is maximal, i.e. E(t,,t,) = +1, when the denominator of the argument
of the arctan function in Eq. (6.32) vanishes. This happens when ¢, = (nm — Af)/2 and
wp = (mm + AB)/2, where n and m are two integers of the same parity. More precisely,
E(t,,t,) =1 when n and m are even, and E(t,,t,) = —1 when n and m are odd.

In Fig. 6.3 we show three slices from the maps displayed in Fig. 6.2, where E(t,,t)
is plotted as a function of ¢, for different choices of ¢, and A = 0. The blue line
corresponds to ¢, = ¢,, and one can see that E(t,,t,) is a piecewise affine function of
¢q. Indeed, more generally, the lines ¢, = ¢, + A0 + n7 (n € Z) connect all the points
where E(t,,t,) = +1, and along these lines one has

—2(patpp—2nm)+1 for 2nm <, + oy < (2n+ 1)7r(6 33)
2(pat+p—2nm)+1  for (2n—1)m <@+ pp < 2n7m

E(ta,tb) = (_1)m X {

The orange line corresponds to ¢, = —¢,, where one notices the existence of cusps at
the points where E(t,,t,) = +1. Around the cusps, E(t,,t,) indeed behaves as

2 2 a — YWa,cus
E(ta,ty) ~ +1 + V2 (%0~ Gucup) (6.34)

7
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Figure 6.3: The correlation function E(t,,t,) in the large-¢, large-squeezing limits,
ie. U, ry, 1y, — 00, as computed in Eq. (6.32), as a function of ¢, for A0 = 0 and
©p = g (blue line), ¢, = —p, (orange line), and ¢, = 0 (green line). These are slices
from the left panel of Fig. 6.2. For ¢, = ¢,, E(t,,ty) is a piecewise affine function of
©a, see Eq. (6.33). For ¢, = —p,, the derivative of E(t,,t,) diverges at the points where
E(ta,ty) = £1, see Eq. (6.34).

where ¢, cusp indicates the location of a cusp point. Finally, the green line stands for a
fixed value of ¢, namely ¢, = 0.

6.3 Numerical exploration

Beyond the limits studied in the previous section, one has to compute Eq. (6.21) numer-
ically. It is useful to notice that one of the two integrals appearing in Eq. (6.21) can be
performed in terms of the complementary error function erfc(z) = 1 — erf(z), where the
error function erf(z) is defined below Eq. (D.2). For =gy # 0, one has

_ (n+1)¢
Bt ty) = Re{ — Zuf2 — 5 1)t / dv;
e X Y

erfc =2 [(m + 1)l + H—qu} —erfe |1/ — = < (+ —YI)
2 =99 2 222
1 - . '_'%2 2
exXp =11 Y (635)
2 Eoo

where Eq. (6.26) has been used to simplify the prefactor.

This expression can be further simplified (for the sake of numerical computation) by
noticing that Eq. (6.21) is of the form > > >*__ a,, where, by performing the
change of integration variable Y} — —Y; and Y5 — —Y5, one has a_,,_1, 1 = @y m. One
can use this relation to restrict the sum over positive values of m only, and replace > >~
with 23> . The sum over m can then be re-ordered since the complementary error

functions are absolutely convergent as long as Re(Z92) < 0, which is required according
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Figure 6.4: Left panel: E(t,,t,) for ¢ = 100, r, = r, = 5 and Af = 0.5, as a function of
v, and ¢p. The black dashed lines are contours for E(t,,t,) = 0.5, 0 and —0.5. Right
panel: E(t,,t,) as a function of ¢ for r, = r, =5, ¢, = —0.2, Af = 0.5. Different colours
label different values of .

to Eq. (6.25). This gives rise to

= = =2 0 (n+1)¢
E(tg,ty) = Red Y122 12 (=1)" / dy
{ V2my/—E2 n;m nt

{2 Z(—l)merfc [ _;22 (mﬁ + ?Y)
m=0

1 =
ofi (e )]}

This expression is helpful to compute E(t,,t,) numerically, and in practice, we truncate
the sums over n and m at an order above which we check that the dependence of the
result on the truncation order becomes negligible.

In the left panel of Fig. 6.4, the correlation function is displayed for r, = r, = 5,
Af = 0.5 and ¢ = 100, as a function of ¢, and ¢,. From Fig. 6.1, one can check that
¢ =100 is too large for the small-¢ approximation developed in Sec. 6.2.2 to apply, since
it requires ¢ < e, and too small for the large-¢ approximation developed in Sec. 6.2.1 to
apply, since it requires £ > e". This value of ¢ is therefore “intermediate” in that sense.
This is further confirmed by noting the difference between the left panel of Fig. 6.4 and
Fig. 6.2, which displays the large-¢ (and large squeezing, which here applies since r = 5)
limit. For intermediate ¢, one notices in the left panel of Fig. 6.4 the presence of local
maximums and local minimums, which do not exist in the limit where ¢ is infinite. As
we will see below, those local extremums are crucial to obtain violations of bipartite
temporal Bell inequalities.

In order to better depict the role played by the parameter ¢, which in principle is left
to the free choice of the observer, in the right panel of Fig. 6.4 we show the correlation
function E(t,,t,) as a function of ¢, for r, = r, = 5, v, = —0.2 and Af = 0.5, for a
few values of ¢,. This confirms the tendency observed in Fig. 6.1: when ¢ < €", i.e. in
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Figure 6.5: Expectation value of the Bell operator B(t,,ty, t),t,) as a function of ¢, where
the parameters specifying the state of the systems at times t,, tp, ¢, and ¢, have been fixed
to the values given in the figure. The black dotted line stands for B = 2, above which a
violation occurs. On can see that the maximal violation is obtained around intermediate
values of ¢ (namely, according to the above discussion, around ¢ ~ e").

the small-¢ regime, there are oscillations, the amplitude and frequency of which strongly
depend on the squeezing and rotation angles, while when ¢ > €", one asymptotes the
infinite-¢ result. One should note that the case ¢, = ¢, + Af is an exception since no
oscillation appears at small values of £ in that configuration (this corresponds to the violet
curve, ¢, = 0.3, in the right panel of Fig. 6.4). This is because, in the large-squeezing
limit, all components of = are real, as can be seen from Egs. (6.30)-(6.31), while the
oscillations come from evaluating exponential functions with complex arguments.

Now that we have made clear how to compute the correlation function E(t,,t;), the
result can be plugged into Eq. (4.4) and one can test for violations of bipartite temporal
Bell inequalities. As explained at the beginning of Sec. 6.2, 11 parameters are required to
specify the state of the systems at times t,, t;, ¢/, and ¢}, given that only the changes in
the rotation angles matter, and not their individual values. One should also add the spin
operator parameter ¢, which the observer can in principle set in a free way. This leaves us
with 12 parameters. We have not performed a comprehensive analysis of this whole, high-
dimensional parameter space but have instead considered some two-dimensional slices,
which is enough to prove that indeed, bipartite temporal Bell inequalities can be violated
by two-mode squeezed states.

Our strategy is that since we are searching for violations of the Bell inequality, B > 2,
it seems reasonable to focus on parameters that make the first correlator appearing in B,
E(t,,tp), close to unity. We already know that E(t,,t;) is close to one when (¢4, @) =
(—A0/2,A0/2), for a given Af, in the large squeezing regime (see Sec. 6.2.4). This is
why in the following, we set 6, — 6, = 0 and ¢, = ¢, = 0. In Fig. 6.5, we display the
expectation value of the Bell operator as a function of £, where the other parameters have
been fixed according to that strategy. One can see that a violation is obtained when ¢ is
“Intermediate” in the sense discussed above, i.e. when ¢ ~ e".? We will therefore focus

20ne might be concerned that the plot shown in Fig. 6.5 does not look smooth in the intermediate
region of £. However, we tuned internal parameters in the numerical computation very carefully. Other
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Figure 6.6: Expectation value of the Bell operator B(t,,,t,,1,), for £ =100, r, =1, =
r =1, =05, s =p =y = py =0 and 0, — 6, = 0, as a function of 0, — 0, and &/, — 6,.
The black dashed lines are contours for B = 2, so violation occurs inside the contours. In
the left panel, the full 27 x 27 parameter space is displayed while the right panel zooms
in the region (0, —0;,6, — 6,) = (0,0) where violation islands exist. The maximum value
of B across the entire map is ~ 2.18.

on such intermediate values of ¢ below.

In Fig. 6.6, the expectation value of the Bell operator is shown in the case that all
squeezing parameters are frozen (r, =1, =1, =1, =5 and ¢, = ©p = Yo = @y = 0)
and only the rotation angles vary. This is because, in experiments where measurements
are performed at a single time, the rotation angle only determines an overall, irrelevant
phase of the wavefunction. This is why most analyses of the two-mode squeezed states
discard it. As argued above, for multiple-time measurements this is not the case anymore,
and we would like to determine how important the rotation angle becomes. The black
lines in Fig. 6.6 are contours of B = 2, above which the bipartite temporal Bell inequality
is violated. As one can see, there are islands in parameters space, inside the contours,
where the inequality is indeed violated, and the rotation angles play a crucial role in
determining whether or not this is the case. These islands are located around the three
points (0, — ;.6 —6,) = (0,0), (m,0) and (7, 7), and the right panel of Fig. 6.6 zooms in
one of these points (the detailed structure of the map is similar at each of these points).
At those points exactly, one can check that each correlator £ involved in Eq. (4.4) is
close to =1, but they cancel each other out in such a way that no violation occurs. One
therefore has to move slightly away from those points, and in the right panel of Fig. 6.6
one can see that smaller, secondary islands actually exist. The structure of the violation
map is therefore rather involved.

We have checked that no violation occurs in the infinite-¢ limit. At finite ¢, as ex-
plained above (see the discussion around the right panel of Fig. 6.4), oscillatory features
appear in each correlation function E, around points where E ~ +1 and this leads to the
violations. Bipartite temporal Bell inequality violations seem therefore to require ¢ < e’.

than that, let us give a comment to support the validity of this result. The smaller ¢ we take, the more
expensive the computation of Eq. (6.36) becomes. This is because we need to take terms with large n
and m, and assess a lot of error functions for small £. Nevertheless, as can be seen Fig. 6.1, our numerical
calculation matches the analytical expression for small-£ limit. It is easier to implement correct numerical
calculation for intermediate /.
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Figure 6.7: Expectation value of the Bell operator B(t,, t,t,,t,) as a function of 6/, — 6,
and ¢/, — 0,. Left panel: £ =100, r, =r, =7, =71, =5, o, = @b = po = @y = 0 and
0,—0, = 0. The maximum value of B across the entire map is ~ 2.22. Right panel: ¢ = 3.2
(optimised to get maximal violation), r, = r, =7, =1, = 1.5, 0, = @b = o = py = 0,
and 0, — 0, = 0. The maximum value of B across the entire map is ~ 2.00 up to numerical
precision. In both panels, the black dashed lines are contours for B = 2.

In order to better see the role played by ¢, in the left panel of Fig. 6.7, the same map
as in the right panel of Fig. 6.6 is displayed but with ¢ = 80. The violation islands still
exist. While they are smaller, they are also higher (the maximal value of B in Fig. 6.6
is found to be B ~ 2.18 while in the left panel of Fig. 6.7, it is Byax =~ 2.22, and we
recall that the Cirel’son bound [105] is given by B < 2v/2 ~ 2.83). We have also tried
to decrease the squeezing amplitude starting from the configuration displayed in these
figures, allowing us to choose the value of ¢ that leads to the maximal violation. In the
right panel of Fig. 6.7, we show the result for » = 1.5, where the violation is maximal for
¢ ~ 3.2. There, the islands have almost disappeared, and the maximal value one obtains
is Bpax =~ 2.00 up to numerical precision. In these slices, Bell inequality violations seem
therefore to require r 2 1.5.

Finally, in order to study how the temporal Bell inequality violation depends on the
squeezing amplitudes and angles, in Fig. 6.8, we make the parameters 7/, and 7, (left
panel), and ¢/ and ¢ (right panel), vary, starting from close to the maximal violation
point of Fig. 6.6. One can see that some amount of fine tuning in these parameters is
also necessary to achieve violation.

6.4 Discussion

In this chapter, we have studied bipartite temporal Bell inequalities with two-mode
squeezed states. Such inequalities have the ability to test for realism and locality while
requiring position measurements only. This is particularly useful for experimental setups
in which momentum observables cannot be directly accessed, as for instance in the cos-
mological context. Two-mode squeezed states are continuous, entangled Gaussian states,
so we had to introduce a dichotomic, spin-like observable for continuous systems, which
we did via Eq. (6.4). This operator turns the position into +1 or —1, depending on which
interval of size ¢ it falls. We have shown how to compute the bipartite two-point function
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Figure 6.8: Expectation value of the Bell operator B(t,,t, t,,1}) as a function of r/, and
ry (left panel), and ¢/, and ¢} (right panel), around the violations islands of Fig. 6.6.

of that operator, and have studied various analytical limits that were useful to guide our
numerical exploration, which is otherwise tedious due to the high dimensionality of the
problem. We have then exhibited configurations where the Bell inequality is violated,
confirming that two-mode squeezed states have the ability to violate bipartite temporal
Bell inequalities. This is clearly the main result of this work. Bell inequality violations
found here could be detected in cosmology in principle, which would provide a direct
evidence that the structure of the universe comes from quantum fluctuations.

When / is infinite, the pseudo-spin operator becomes the sign operator, which returns
—+1 is the position is positive and —1 otherwise, and we could not find configurations lead-
ing to successful violations in that case. Optimizing the value of ¢, which is in principle left
to the observer to freely chose, seems therefore to be crucial. We have also highlighted the
role played by the rotation angle. Two-mode squeezed states are characterized by three
parameters: the squeezing amplitude, the squeezing angle and the rotation angle; but in
single-time measurements, the rotation angle simply sets an overall phase in the wave-
function of the two-mode squeezed state, and is thus irrelevant. It is therefore discarded
in most analyses of two-mode squeezed states. However, we have shown that it plays a
crucial role in the present context, where measurements are performed at different times,
between which the rotation angle is liable to evolve, and the phase difference between the
various measurements becomes an important parameter to determine whether or not Bell
inequalities are violated. Let us also stress that the dynamics of the rotation angle is set
by the Hamiltonian of the system, so probing the part of the Hamiltonian that drives the
rotation angle is only possible if multiple-time measurements are performed. This work
therefore lays the ground for more thorough investigations of physical systems leading to
squeezed states. In fact, in one-mode squeezed states as well, the rotation angle becomes
relevant for multiple-time measurements. Such effects will be able to be investigated in
the context of Leggett-Garg inequalities for one-mode squeezed states. The study on how
quantum decoherence reduces Bell inequality violations in these contexts is also left for
future work.

Finally, let us comment on how to observe Bell inequality violations in cosmology.
Bipartite temporal Bell inequalities are free from a fundamental problem of Bell experi-
ments in cosmology as discussed in Chap. 4, but it will be still chanllenging to perform
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such Bell experiments in practice. At least, one needs to measure two-time correlators of
scalar perturbations. A combination of the CMB anisotropy and the LSS is a candidate
of two-time measurements. Another possibility is that we might be able to extract infor-
mation involving finite duration of time from CMB observations since the last scattering
surface should have a finite thickness. The Canadian Intensity Hydrogen Mapping Ex-
periment (CHIME, see e.g. Ref. [134]) might also be helpful since it probes the history
of the spatial distribution of neutral hydrogen.
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Conclusion

In this thesis, we have discussed cosmological inflation and adiabatic scalar perturba-
tions generated during inflation. In Part I, we have reviewed the basics of inflationary
cosmology, the stochastic inflation and Bell experiments in cosmology. In Part II, we
have presented our original works where we studied cosmological perturbations from two
perspectives: stochastic picture (Chap. 5) and quantum aspects (Chap. 6). The detailed
consequences and implications of each work are shown in the last section of each chapter
i.e. Sec. 5.3 and Sec. 6.4.

In Chap. 5, we have computed the amplitude of curvature perturbations for a given
length scale in the stochastic-0 N formalism. This consists of two steps: computing the
statistics of the first-passage time from a given field value, which has already been done
in the literature, and deriving the distribution of the field value at the time when a
given scale exits the horizon. In the quasi de-Sitter limit, a given physical scale exits
the horizon at a fixed number of e-folds before the end of inflation. It leads us to the
use of the backward probability distribution, which is the probability density function of
the field value at a fixed number of e-folds before inflation ends. We have then found
that the power spectrum is expressed by using the backward distribution as Eq. (5.16)
and the backward distribution can be evaluated by solving the Fokker-Planck and the
adjoint Fokker-Planck equations through Eq. (5.20). This is one of the main results
of this thesis. Then, we have applied our formalism to study the effects of quantum
diffusion near the end of inflation, which arises in models leading to primordial black
hole formation, on large-scale perturbations. The correction occurs because the classical
relation between a scale and a field value is distorted. Particularly, we have found that
the direct contribution from patches that stay in a flat region of a potential for a long time
can ruin the agreement with the CMB observations, making the scalar spectral index blue
(see Fig. 5.6). This indicates that the CMB measurements are capable of constraining
the entire inflationary potential.

Since the stochastic-0 NV formalism has been studied in the literature, let us stress what
is new in our work again. In the preceding works, the first-passage time from a given field
value is investigated. To compare it with observations, we need to extract information
about a given scale. In the low-diffusion limit, there is a one-to-one correspondence
between a scale and a field value. However, the background trajectory does not make
sense in the presence of a significant amount of diffusion. We have then solved the
first-passage-time problem associated with a given scale taking into account the spatial
structure involved in the stochastic inflation. Therefore, we have filled the final gap
between the stochastic-0 N formalism and observational predictions for the first time. In
fact, it has been done for one object: power spectrum. The tools we have developed will
provide the ground for extensions to other objects. Our study has also implied that very
hot or cold spots can arise in the CMB due to quantum diffusion. This situation would
be characterized more appropriately by higher-order correlations or the probability that

89



such a patch lies in the observable universe, rather than the power spectrum. This means
that our study has opened up a lot of prospects to study.

In Chap. 6, we have studied bipartite temporal Bell inequalities for two-mode squeezed
states. This class of inequalities can be used to test for realism and locality relying on
position measurements only, and their violations indicate a quantum signature. Since
two-mode squeezed states are continuous-variable systems, we had to introduce a di-
chotomic variable, which we took the z-component of the Larsson’s spin operator. First,
we have derived a formula to compute two-time correlators (Eq. (6.21)), which are pieces
appearing in bipartite temporal Bell inequalities, from quantum mechanical calculations.
Next, we have obtained some analytical expressions for their asymptotic behaviors, which
are helpful to search for Bell inequality violations considering the huge parameter space
at hand. Finally, we have performed numerical calculations and showed configurations
where bipartite temporal Bell inequalities are violated (see e.g. Fig. 6.6). This is another
main result of this thesis. This study has been carried out keeping on highlighting the
rotation angle of squeezed states. It is often discarded since it merely determines the
overall phase of the wavefunction, but in multiple-time measurements, it becomes rele-
vant and plays a crucial role in Bell inequality violations. Two-mode squeezed states are
realized in cosmological perturbations as well as in quantum optical systems. Since bipar-
tite temporal Bell inequalities can be tested relying on the position measurements only,
this study overcomes a fundamental obstacle of Bell experiments in cosmology where the
decaying mode is too tiny to observe. It implies that Bell inequality violations could be
found in cosmology in principle, which would provide direct evidence that the structure
of the universe is of quantum origin.
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Appendix A

Elliptic theta functions

In this appendix, we summarize definitions and properties of the elliptic theta func-
tions [135], which are used in this thesis extensively. They are defined as

Yi(z,q) = —igt/te” i (—1)”q”(”+1)e2i"z =2 i(—l)”q(”+l/2)2 sin((2n+1)z) (A.1)
n=—o0 n=0
Da(2,q) = /4 i g g2z =2 Z g’ cos ((2n 4 1)z) (A.2)
S n=0
Z g e?in =142 i ¢ cos (2nz) (A.3)
— n=1
Ua(z,q) = i (—1)"q" ¥ =1+ 22 )"q"" cos (2nz) (A.4)

with z,¢q € C and |g| < 1. Here, ¢ = ¢ is called the nome and it is also written in terms
of such 7 that 7 € C, Sm (7) > 0. The above definitions include ¢'/*, which has branch
cuts. It actually means ¢*/* = €'™™/*, so T resolves issues of branch cuts.

The elliptic theta functions have the following periodic properties,

(2 +7,0) =~V (2 0) O (24 5.0) = a(z0) (A5)
9a(z +7,q) = —Da(2, q) s (z + g q) = —91(2,q) (A.6)
da(z +7,0) = V(2. q) Us (24 5.4) = Va(z.0) (A7)
Wz +7,q) = 94(2,q) on (Z + g, Q> =3(z,q), (A.8)
and for g =€
h(z+7T,q) q e ?9,(2,q) W <z + %7‘, q) —iqg Ve 94(2, q) (A.9)
Vo2 4+ 77, q) = ¢ Le " 5(2, q) 9 <z + gT, q) = ¢ Ve 95(2, q) (A.10)
VI3(z 4+ 77, q) = ¢ te " 5(2, q) 3 (z + gr, q) = ¢ Ve 09y(2, q) (A.11)
Va(z+77,q) = —q te 2 *V4(2, q) on (z + gT, q) = ig Ve "9 (2,q) . (A.12)



Also, they have the following parity

Vi(=2,9) = =V1(z,9) (A.13)
Vj(—z,q) = V(z,q) for j=234. (A.14)

By applying the Poisson summation formula

Z f(n) = Z f(2mm) (E Z /OO dacf(:c)ez’”mm> (A.15)

n=—00 m=—o0 m=—oo "

to the elliptic theta functions, we obtain the following identities called the Jacobi identi-
ties,

. ) 2

V1 (2,€™7) = —i (—it) M exp <—%) h (—;, e_”r/T> (A.16)
. ) 2 .

Us (2,7 = (—it) " exp (—%) Uy (—;, e_”/T> (A.17)
. ) 2 .

U3 (z,€™) = (—it) " exp (—%) U3 (—;, e_”/T) (A.18)

2
Oy (2,77 = (—it) " exp (—%) Vs (—;, e_”/7> . (A.19)

From the definition, it is straightforward to derive the following approximate expres-
sions for |¢| < 1,

V1(z,q) ~ 2¢"*sin(z) (A.20)
V92, q) ~ 2¢* cos(2) (A.21)
U3(z,q) ~ 1+ 2qcos(2z2) (A.22)
V4(z,q) =~ 1 —2qcos(2z). (A.23)

The approximation formulae for small 7 are obtained by applying Egs. (A.20)-(A.23)
to the right-hand side of Eqgs. (A.16)-(A.19). However, in the right-hand side of Egs. (A.16)-
(A.19), the first argument of the elliptic theta functions diverge for 7 — 0 except for z = 0.
Therefore, the following approximate expressions for Re (o) > 0 and |a| < 1 are valid

around z ~ 0,
s 72 + 422 Tz
M (z,e7%) = 24/ — ———— | sinh (—) A.24
1 (z,e7) \/;exp< ia )sm - ( )

U (2,67 = \/gexp (—Zg) (A.25)
U3 (z,e7%) ~ \/gexp (—%2) (A.206)
Oy (2,679 ~ 2\/§6Xp (—”21—&422) cosh (=) (A.27)

These expressions should be understood together with the periodicity shown in Egs. (A.5)-
(A.8).
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Appendix B

Solutions to the Fokker-Planck and
adjoint Fokker-Planck equations in a
flat potential well

In this appendix, we derive the solution of the Fokker-Planck equation for the distribu-
tion function of the field, P¥(¢, N), and of the adjoint Fokker-Planck equation for the
distribution function of first passage times, Prpr (N, @), in a flat potential well. Following
the discussion presented in Sec. 5.2.3, we label the field with the variable x introduced
in Eq. (5.35), in terms of which the Langevin equation reads

dz V2

— = —¢&(N). B.1

Ty = e (B.1)
Inside the well, the variable x varies between 0, where an absorbing boundary is located,
and 1, where a reflective boundary is placed. The Fokker-Planck equation associated
with Eq. (B.1) is given by [99]

0 1 0?

—PY(z Nz, 0) = —— Pz, N|zi,,0) . B.2
(.Cﬂ, ‘I ) ) uang (:C7 |.I' ’ ) ( )

ON
This result does not depend on the discretization scheme the Langevin equation is inter-
preted with, see Sec. 3.2.

B.1 Flat well with one absorbing wall

As a warm-up, let us first consider the case where only the absorbing boundary at z = 0
is considered. This boundary condition imposes that P¥°!(z, N|z;,,0) = 0 when z = 0,
and we set the initial condition at xy, when N = 0, i.e. PY!(z, 0|1y, 0) = §(2 — z5). A
first remark is that Eq. (B.2) describes free Brownian motion with diffusivity 2/u%, hence
it accepts Gaussian solutions of the form

2

for(z,N) = a e TN (B.3)

2 W(N—N)

where Z and N are two integration constants. Since the Fokker-Planck operator is linear
and second order, those functions form a basis on which all solutions can be expanded.
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In practice, the coefficients in these expansions are set in order to satisfy the boundary
conditions. Let us note that in the absence of any boundary condition, the solution
would be simply given by P¥!(z, N|x,,0) = f.. 0(z, N). However, this solution does
not satisfy the boundary condition at « = 0. This can be fixed by subtracting the same
solution, but centered at the symmetric point —xy,, which gives rise to PY!!(z, Nz, 0) =
fowo(z, N) — f_s, o(x, N), or more explicitly,

J _ 2 (=) _ ?
e 4 N — e 4 N 0(x). B.A4
2V TN (@) (B.4)

By construction, this function satisfies the Fokker-Planck equation, it vanishes at x = 0,
and it is such that P¥!(z, 0|2y, 0) = [§(x — 25n) — §(2 +24)]0(7) = 6(z — x1,). It has been
obtained by subtracting the mirrored image of the solution obtained without boundary
conditions (where the “mirror” is thought of as sitting at the location of the absorbing
boundary), and for that reason, this technique is often referred to as the “method of
images”.

The distribution associated with the first-passage-time through the absorbing bound-
ary can then be obtained as follows. On the one hand, from the solution of the Fokker-
Planck equation, one can compute the survival probability S(N), which corresponds to
the probability that the field is still within the well at time N,

Pweu(x, N|ziy, 0) =

sxpv)::jg Pz, N, )z (B.5)

On the other hand, the probability to have already escaped from the well at time N is
given by

N
/gﬂmmw:uam. (B.6)
0
By differentiating both expressions with respect to N, one obtains
9 OO well
Popr(N, Tin) = — == PY(z, N|ziy, 0)dx . (B.7)
ON Jo

One can then use the fact that P¥! satisfies the Fokker-Planck equation (B.2), which
leads to

1 0
Pepr(N, 23) = i %PW?/“(:U, N|in, 0) » (B.8)
Making use of Eq. (B.4), one finally obtains a Levy distribution,
O i
PFPT(N7 «rin) a 4 (Bg)

= 2N

In passing, let us compute the backward probability distribution in this semi-infinite
well. This can be done by plugging Eqs. (B.4) and (B.9) into Eq. (5.20). The integral of
Prpr(N, ¢g) over N can be performed by means of the error function,

00 Topl
dN Prpr (N, zg) = erf . B.10
/wa FP ( 0) (2 /—Nb ) ( )
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Figure B.1: Backward probability distribution for a flat potential with an absorbing
boundary at x = 0 and in the zy — oo limit, computed with Eq. (B.12), for p = 1 and
with four different values of Ny

This approaches one when zy — 00, in agreement with the discussion below Eq. (5.20).
The integral of P¥!'(x, N |z, 0) over N also takes a simple form, and combining the above
results, one obtains

4222

32, min(z,, z e Now
wa (.Z’*, wa) = a 9 ]\([3/2 0) o .
ﬁ bw erf <2m>

(B.11)

One can check explicitly that this distribution is properly normalized, and that it vanishes
when x, = 0. In the limit where x( is sent to infinity, it reduces to

2.2
/1’3:63 ™

T i (B.12)
27N/

wa (ZL‘,wa) ==

This distribution is displayed in Fig. B.1 for 4 = 1 and for a few values of Np,. One can
check that, for small values of Ny, the distribution is peaked close to x = 0, while it is
more widely spread and centered around larger values of x for larger values of Ny,,.

B.2 Flat well with one absorbing wall and one reflec-
tive wall

Let us now study the setup of interest for Sec. 5.2.3, where, on top of the absorbing
boundary at x = 0, one places a reflective boundary at x = 1. Compared to the situa-
tion studied in Sec. B.1, the equations are slightly more involved, but the calculational
techniques are the same, which is why it was useful to first study the simple case where
only the absorbing boundary is accounted for.

The method of images can be employed by introducing the image sources at locations

a‘:n:n—i—%—i—(—l)” (min—%) : (B.13)
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When n = 0, one has Z, = xj,, so one initiates this set of image sources at the initial
location of the field. Then, when mirrored through the absorbing wall, one has z, —
—Zp = T_p_1, and when mirrored through the reflective wall, one has z,, —» 2 — z,, =
Z_pt1- Therefore, the values z, indeed correspond to all possible image sources of xj,
after an arbitrary number of reflections against the absorbing and reflective walls. The
solution to the Fokker-Planck equation should be constructed as a sum of free solutions
centered on each of these images, with a sign that remains the same when going through
the reflective wall and that flips when going through the absorbing wall. Starting from
Zin, schematically, one has

R _ A _ R _ A _ R _
Tin — T4 — Tg —> Ty —> Ty — Ty — -+ (B.14)
~~ ~~ ~~~ ~ ~~ ~
+ + - - + +
A R _ A _ R _ A _
Tin —> L1 —> To —> T3 —> T4 —> T_g5 —> " (B15)
+ - - + + -

where A and R mean reflection against the absorbing and reflective walls respectively,
and the sign associated with each image source is displayed below it. One can see that it
is given by (—1)"/2) where |-| denotes the floor integer part. One thus has

PY!(z, N|z3n,0) = 0(2)0(1 —z) > (1)) f; o (2, N) . (B.16)

n=—oo

Hereafter, we will drop the Heaviside functions and remember that the above expression
applies within the well only. It can be decomposed into two sums, one where n = 2m is
even and one where n = 2m + 1 is odd. In both cases, |n/2| = m, and making use of
Eq. (B.3), this gives rise to

o

,u2 T—Toy 2 e L2(x_552m+1)2
P (. Nz, 0) = —b 1)y e | (BT
(@ N 0) = 2 | 37 (-1 > - (B17)

If one replaces the locations of the image sources by their expression (B.13), one obtains

m=—oo m=—0oQ

PY(z, Nz, 0) = s —1 7”(5*%(”“9““*2"”‘)2 —AZTi — —Tin . B.18
(Ve 0) = 37 37 (- { b By

By expanding the square in the argument of the exponential function, one notices that
the result can be written in terms of the fourth elliptic theta function vy,

T iu? _u?
pyell z,Nl|x;,,0) = s e~ v (@=zn)’y {— T — Tin), € N} —dzym = —xin +(B.19
(@ Ve 0) = | e (@ =) { }(B.19)
where 9, is defined in Eq. (A.4). The next step is to notice that this expression can be
further simplified by making use of the Jacobi identity (A.19), where ¥ is defined in
Eq. (A.2). This allows one to rewrite Eq. (B.19) as

_=N

1 _x2 1
Pz, N2y, 0) = 5192 {—E (x — am) , e HQN} — —U {—E (x4 i), 2 } (B.20)

2 2 2

This expression also allows one to compute the distribution of first passage times, making
use of Eq. (B.8). The result is given in terms of the ¢, function, which denotes the
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derivative of ¥y with respect to its first argument. Since 1), is an even function of its
first argument, ¥ is an odd function, so the two terms in Eq. (B.20) provide the same
contribution and one obtains

2N

Prel(z, N) = —2%219’2 (gx e‘w> . (B.21)

This matches Eq. (4.11) of Ref. [54], although here it is derived using different techniques.
Finally, let us note that in order to evaluate the backward probability with Eq. (5.20),
one needs to integrate Eq. (B.20) over N when setting x;, = 1. A first remark is that,
from Eq. (A.6), one can easily show that ¥o(z +7/2,q) = +91(—2,q). As a consequence,
one has
2N

PYell(z, N|1,0) = 9, (gxe) . (B.22)

After performing the change of integration variable e ™ N/ = q, and denoting z = 7x /2,
one thus has to compute

/ Pz, N)AN = = / %191 (2,q) . (B.23)

By expanding the ¥J; function according to its definition given in Eq. (A.1), each term
can be integrated exactly, and this gives rise to

/0 dqﬁ1 (Wx q) _ 82 Lsin[(2n + 1) 2] — P2, (B.24)

(2n+1)2

which defines the function F(z). By differentiating this function, one obtains

[e.e]

B Z Lcos[(2n+1) 2] (B.25)
- (2n+ 1) '
0o (_1 n ) 0 ( n
—4 S ) p(2nl)i —(@n+1)iz B.26
Z mr1e t Z o2n + 1° ’ ( )
arct;nr(eiz) arCta;?@ﬂ.z)

where we one recognizes the Taylor expansion of the arctan function. The next step is to
make use of the identity arctan(Z)+arctan(1/Z) = m/2, which is valid when the argument
of Z is comprised between 0 and /2, which is the case here since Z = ¢'* = €™/2 and
0 < x < 1. This gives rise to F'(z) = 27. Furthermore, when z = 0, 6;(z,¢q) = 0 so
F(0) = 0 and one obtains F(z) = 27z. Combining the above results, one is led to

/ Pz, N)AN = p*z, (B.27)
0

which we use in the main text below Eq. (5.39).

98



Appendix C

Quantum mechanical calculations

C.1 Wavefunction of the two-mode squeezed state

In this appendix, we provide a derivation of the expression (2.107) for the two-mode
squeezed state. From the expression of the rotation operator in terms of the num-
ber of particles operators, Eq. (6.3), it is clear that the vacuum state is invariant un-
der rotations, ie. R(t)]0,0) = |0,0). The two-mode squeezed state is thus given by
|Wae (1)) = Us(t)R(t)]0,0) = Us(t)]0,0), where the squeezing operator is given by
Eq. (6.2). We rewrite this expression as

Ug(t) = e AT—0d (C.1)

with o = re?% and A = ¢,¢,. The idea is to make use of operator ordering theorems to
rewrite Eq. (C.1) as a product of exponentials that can be easily applied onto the vacuum
state, following similar lines as those presented in section 3.3 of Ref. [136].

Our first step is to study the algebra generated by the operators appearing in Eq. (C.1),
A and A'. Introducing the Hermitian operator B = cch{ + C;CQ B, one can first check
that A, A" and B form a closed algebra, with

~

[A,AT} _ B, [A, B} — 924, [AT,B} — 94T (C.2)

All commutators within this algebra can be computed with these formulas using iterative
methods. In particular, one finds

[An,éi — A" (C.3)
:(ATY,E’: — o (AT)n (C.4)
[An, AT: = nA" 1B — n(n — 1) A (C.5)
(A1) 4] = —nB (4" +ni—n (4)" (C.6)
(A7) =AlB"— (B-2)"| =[(B+2) - B]4 (C.7)
A1 B = At B - (Bm)”} - [(B_z)" — B] Af (C.8)

for any integer number n. From here, commutators involving exponentials can be readily
derived. Making use of Egs. (C.4), (C.7) and (C.6), one respectively finds three formulas
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that will turn out to be useful below, namely

eZAf,B_ = —2z AT (C.9)
[eZB,fl_ = (e -1) Ae?B (C.10)
-e“ﬁ, Al = <Z2AT - zé) Al (C.11)

for any complex number z.
Our second step is to introduce the function
F(x) = e"(o"A1=ed) (C.12)

such that Us = F(1), and to study that function. The goal is to rewrite F(z) as a
product of exponentials. These exponentials must involve elements of the algebra only,
which allow us to introduce the ansatz

F(z) = ol (@AT jg(2)B jh(z)A (C.13)

where f, g and h are three functions to determine. This can be done by differentiating
F with respect to x. Making use of Eq. (C.12), one has

F'(z) = (a*fﬂ - aA) F(z), (C.14)
while Eq. (C.13) gives rise to three terms, namely

F,(.I') _ f/(x)ATef(x)Afeg(x)B’eh(x)A + gl(x)ef(x)ATBeg(x)Beh(x)A + h’(x)ef(x)‘zﬁ eg(:):)BAeh(:v)A .

(C.15)
In this expression, the first term is simply given by f’ (ac)flTF (x). For the second term,
making use of Eq. (C.9) to rewrite e/ @OAT B — Bef@AT _ 9 f(2)ATe/@AT one finds that
it is given by ¢'(x)[B — 2f(x)AT|F(z). The third term can be computed similarly by first
making use of Eq. (C.10) and then of Eq. (C.11), and one obtains A'(x)e 29[ f?(z) AT 4
A — f(x)B]F(z). Combining these results together, one obtains

Fl(z) = {h'(iv)e_Qg(’”)fl + [f'(2) = 2f(2)g (x) + I (x)e > £ ()] AT
+ [g/(2) = W (@) f (@) ] B} F(z). (C.16)

By identifying Eqgs. (C.14) and (C.16), one obtains three coupled differential equations
for the functions f, g and h, namely

f—=2fg + W fPe ™ =a*, (C.17)
he ™ = —qa, (C.18)
g — fh'e ™ =0. (C.19)

This system must be solved with the boundary conditions f(0) = g(0) = h(0) = 0 that
simply follow from identifying Eqs. (C.12) and (C.13) when 2 = 0. This can be done as
follows. Plugging Eq. (C.19) into Eq. (C.18), one obtains ¢’ = —af, and plugging that
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relation together with Eq. (C.19) into Eq. (C.17) gives rise to f’ + af? = «*. This can
be readily integrated, and imposing that f(0) = 0, one obtains

flz) = \/%tanh(]a\x) : (C.20)

From here, the relation ¢ = —af can also be integrated, and imposing that g(0) = 0
leads to

g(x) = —In[cosh (|ax)] . (C.21)

Finally, Eq. (C.19) gives rise to i/ = —ae??, which can be integrated as

h(z) = —\/gtanh(]ap:) (C.22)

where we have used that h(0) = 0. Evaluating the three functions f, g and h when = = 1,
and expressing « in terms of r and ¢, one obtains for the squeezing operator

Us = exp |e 2% tanh(r)AT] exp [— In (coshr) B] exp [—ezw tanh(r)fl] . (C.23)

which is the operator ordered expression we were seeking.

We can now apply the squeezing operator onto the vacuum state. Recalling that
A = C1Co and B = 0101 + cgcg, one can see that A annihilates the vacuum state, while
B leaves it invariant, B |0,0) = |0,0). When applied to the vacuum state, the last
exponential term in Eq. (C.23) has therefore no effect, while the second term adds a
prefactor 1/ cosh(r). Taylor expanding the first exponential term, one then obtains

_ 1 - —2inp n
Vo) = o nzzoe tanh”(r) [n, n) , (C.24)

which coincides with Eq. (2.107) given in the main text.
This two-mode squeezed state can finally be expressed in position space, and the
wavefunction is given by

Wisq (Q1, Q2) = (Q1, Q2] Vasq) = Ze 22 tanh" (1) (Q1] n) (Q2] n) . (C.25)

cosh

The scalar products (@] n) can be expressed in terms of the Hermite potentials H,(Q),
ie.

T—1/4

e~ % H,(Q). (C.26)

The sum over n appearing in Eq. (C.25) can then be performed by means of Eq. (18.18.28)
of Ref. [135], namely"

i B2 Hnly) o _ (1—22)"exp Zoyz (@ ty)E (C.27)

‘ 2nn)| 1—22 ’
n—=

1Hereafte_r, unless speciﬁed otherwise, the square root of a complex number Z ¢ R~ is given by
VZ = \/ﬁeW/ 2, for Z = pe" with —m < v < 7. Notice that, for the square roots appearing in
Egs. (C.27) and (C.28), v actually lies within [—7/2, 7/2].
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with |z] < 1. This gives rise to

exp [3A(r, ¢) (QF + Q3) + B(r,¢)@1Q2]
Wsq(Qr, Q2) = C.28
2(Q1, @2) coshr /71 — e=%% tanh? r ( )

where the functions A(r, ) and B(r, ¢) are given by

1+ e 4 tanh?r B(r. ) 2¢ 2% tanh r
— - s r, = - .
1 — e—%i¢ tanh?r v 1 — e—%¢ tanh?r

A(r, @) = (C.29)

C.2 Correlation function of the evolution operator

In this appendix, we compute the two-point function of the evolution operator appearing
in Eq. (6.15), namely <Q1, Q- U(ta)fﬁ(tb) ‘ Ql,Q2>. We first introduce the two-mode

coherent states |u) = |uy, ug), which are eigenstates of the annihilation operators

Ci[u) = u; |u) (C.30)
where ¢ = 1 or 2. Decomposing the eigenvalues into real and imaginary parts,

UR + iuﬂ
U; = )
V2

and introducing the integration element du = du;rduirdusgdusy, they satisfy the closure
relation

(C.31)

/(;:;2 ) () = 1. (C.32)

One can plug this closure relation on each side of the evolution operators in the two-point
correlator we aim at computing, leading to
w1> <Q2 w2>

(00| ) = [ I8, [ e [ dw g
<w ’ Ult,) u> <u ’ Ut () ‘ v> (vy } Q1) (va | Q(C.33)

In this expression, <Q1 ‘ w1> is the wave function of the coherent state, and is given by

(o

1 [ i ~ 1 -
w1> = m exp —§w1Rw11 + w1 Q1 — 5(@1 - wlR)2] ) (0‘34)

with a similar expression for <Q2 w2>, <v1 | Q1> and <1)2 } Q2> Let us then consider

<w Ult,) u> = <w

Jug P ugl? e
wy=e"T YD

n1=0n2=0

Us(ta)R(ts) u>. By using the decomposition

Ug?

Uyt
N

|1, na) , (C.35)
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Eq. (6.3) gives rise to

R N o lugPug? tlua)” mi Us® L my
- %5 £ ) (36
m1=0mo=0 n1=0no= 0
\uﬂ +\u2\ Z Z z9n1 U;L2 z@nz | > (C 37)
= e — — ni, ng :
np= 0n2 0
ni 10\ "2
lug (2 +lug|? +\u2\ Ule 2€ )
ST DD IR S N o
np= 0712 0
= ‘ew“ul, GZH‘ZUQ> = |€i ’LL> . (039)

One thus has <w ‘ Ult, 'u,> = <w Us(t,)

0(to). The next step is to use the operator ordered expression (C.23) for Us. Recalling that
A = ¢169 and B = &6 +65¢y = 147,419, Eq. (C.30) gives rise to A |u) = uyus [w), hence

ei9“u>, where 0, is a short-hand notation for

e*d ju) = e712 |u) for any complex number z. Similarly, one has (w|e*A" = e=iv3 ().
Making use of Eq. (C.35), one also has

; _lug Plug 2 +vg 2 +vg 2 2Pk (wiug)" (wiug)™
(w|e*™ |u) =e 2 X 1n! 2m! (C.40)
n,m,k
lug [2+lug [ +loy [2-+lvg |2 fure?)” (wiug)™
S e (w”j;'e) (wizf) (C.41)

2 2 2 2
_lug [Pt ugl ‘2H”1‘ +lval +wi‘ulez+w§u2

(C.42)

= €

for any complex number z, and a similar expression for (w|e*™ |u). Similarly, one finds

(] B [u) = ¢ MU e et (C.43)

Combining the previous results, one obtains

(w

0(ta) | u) = L (), (C.44)

coshr,

where

F = e % tanh rowiw) — 2% e*® tanh r,u;us
1 et
_§ (‘w1’2 + ‘u1’2 + ‘w2’2 + ‘1@’2) + m (’U}I’U,l + wZuz) (045)
a

. 1 —2ipa t h y y
=3¢ anh r, (WirWoRr — WigWar — IWIRW — 1W1W2IR )

1. . .
—562“’3“6219“ tanh 7, (u1RUsR — Uirtlor + GUIRUsT + TUITUIR)

1
2 2 2 2 2 2 2 2
1 (wlR + Wiy + WoR + Wy + UR + Uy + Usg + U2I)
1 etfa
to (wirUIR + Wik + AWIRULT — TWITUIR
2 coshr,

+WarUR + Warller + 1WaR U — iwzlum)- (C-46)
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Here in the second expression, we have expanded wu, us, w; and wy into their real
and imaginary parts, see Eq. (C.31). The form F is quadratic in these variables, and
since the argument of the exponential in Eq. (C.34) is also quadratic, our result for
(Q1, Q2| U0 (1)

12-dimensional vector,

Ql,Q2> can be written in matricial form if one introduces the

aTE[

UIR, U1l, U2R, U2l, V1R, V1I; V2R, V2I, W1R, W1l, W2R, w21]7 (C-47)

in terms of which

1 o (Q1+Q3+03+0Q3)/2

01, Qo | Ut U (¢ ’ 21,0 >: /d12 —get Ma—Ja (48
<Q1 Q2 |Ulta)UT (8] | G, Q2 6477  coshr, coshry ac” ( )
where
JT = |:07 Oa 07 07 _thQl) _Q%iQ?a _Qla _iéla _Q27 _ZQ2i| (049)
and
C 1 0 0,+06; i0,—i0; —-C; —iC; 0 0 -C, iC, 0 0 ]
0 1 i0,-i0; -6,-06; iC; -C; 0 0 —iC,-C, 0 0
O, + 6; 0, —i6; 1 0 0 0 -Cy—-iC; 0 0 =C, iC,
0, —10; -0, —0; 0 1 0 0 ¢ —-C;y 0 0 —iC,—-C,
—Cy iCy 0 0 $ L -7, =i, 0 0 0 O
—iCy —-Cy 0 0 - 1 =T, I, 0 0 0 0
0 0 —-Cy iy T, =i, 2 -+ 0 0 0 O
0 0 —iCy -C; —iL, T, - + 0 0 0 0
—C, —iC, 0 0 o o0 o0 o0 % i _Tr il
iCq —C, 0 0 o o o o0 i i aTr T
0 0 —C, -iCc, 0 0 0 0 -Tr Iy 3 1
i 0 iCly —C, o o o0 o0 i TX L 1
(C.50)

Here we have introduced C, = €% /(2coshr,), T, = (1/2)e?%s tanhr, and ©, = € T,.
If det M # 0, the Gaussian integral can be performed, and one obtains?

~ ~ A A — — 1 1 1 1(/H2 A2 2 2 17T —1
<Q1 Q2| Ulta)U' (1) | Q1. Q2 7 cosh r, cosh ry v/det ]\46

(C.51)

2The precise meaning of v/det M is a priori not obvious since det M is a complex number, and the
branch cut of the complex square root function leaves the sign of vdet M ambiguous. However, from
Eq. (C.50), one can show that M is a symmetric normal matrix, i.e. MMT = MTM. This implies that
the real part and the imaginary part of M commute, so they can be simultaneously diagonalized by an
orthogonal matrix. The square root of det M thus stands for the product of the square roots of each
eigenvalue of M. Since the square root of each eigenvalue is well-defined because all eigenvalues have a
positive real part (otherwise the Gaussian integral could not be performed), this removes the ambiguity.
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The determinant of M can be computed explicitly from Eq. (C.50), and is given by
det M = 4e*2% [—sin? (Af) + sin’ (2, + Af) tanh® r, + sin® (2, — A) tanh® r,
—25in (2¢,) sin (2¢,) tanh 7, tanh r, — sin? (2, — 2, + A#) tanh? r, tanh? rb]
= ful(a,b), (C.52)

where A0 = 6, — 6,. This expression defines the function fy(a,b), which satisfies
Fu(b,a) = fif(a,b).

Since the four first entries of J vanish, see Eq. (C.49), the 8 x 8 lower right block of
M1 is sufficient to compute J*M~1J. We therefore focus on that 8 x 8 block, i.e. on
the matrix M defined as M;; = (M), 44 440 With 4,5 = 1---8. Tt can be computed
explicitly from Eq. (C.50), and its expression involves the four functions d;, ds, ds, d4,

defined as
di(a,b) = e { f (2, + AB) tanh®r, + f (2, — AB) tanh®r, — f (A0)
—2[f (pa + ¢6) — [ (¢ — @a)] tanhr, tanhry
—f (205 — 2¢, — AB) tanh®r, tanh®r, } , (C.53)
da(a,b) = 4ie*2% [sin (2, ) tanh r, — sin (2¢, — 2A6) tanh 7,
— sin (49, — 205 + 2A0) tanh® r, tanh ry, + sin (2¢,) tanh r, tanh? rb] (C.54)
—44e%89 [sin Af + sin (2, — 2, + AB) tanh 7, tanh 1]

d b) = C.55
3(a,) cosh r, coshry, ’ ( )
dy(a,b) = 49 [sin (2, + Af) tanhr, — sin (2¢, — Af) tanh ) | (C.56)
cosh r, cosh 1y
where f(#) = 1 — cos 26 + 2isin 20.> The matrix M can be expressed as
[Li00 0 0 0 0]
1Di0Dy, 0 D3 0 Dy
003%2 00 0 0
- 0Dy 2Dy, 0 Dy 0 D
= Za ° (C.59)
0000 5 —5 0 0
0Ds; 0Dy —% Dy 0 Dy
0000 0 0 L& -
_0D40D3 0 DQ —% Dl_
where
di(a, b) i
i = ——= for 1=1,2,3,4 C.60
fM(av b) ( )
= dz(b7 CL) :| " d*(b7 CL) :
D; = =———= for i=1,2. C.61
|:fM(b’a’) fM(CL?b) ( )
3In practice, the following relations satisfied by the function f turn out to be useful:
f(6) =2sin0 (sind + 2icosf) = % (62i0 — 36—219) +1=2 [1 —f <Z - Z)} sin 6, (C.57)
and
f(=0)=f7(0), f(O@=xm)=[f(0) (C.58)

105



One can see that the bars denote the operation of taking the complex conjugate and
flipping “a” and “b”.

The calculation of JTM~1J can then be performed as follows. From Eq. (C.49), J
can be written as JT = [0,0,0,0, (G - X)], with

10 0 0
i 0 0 0
0 -10 0 Q1
G| 000 v |9 (C.62)
0 0 —10 0,
0 0 —i 0 Q-
00 0 —1
000 0 —i

Then J*M-1J = XTGTMGX = XT"MX, where M = GTMG. M can be calculated
from Egs. (C.59) and (C.62), and one obtains

% — My —Moy Mo Mos % — Dy =Dy Ds D,
~My 3 -My M M -D, 2-D, D D
M — Mz 5 — Ma . 46 48 _ 2 5 1 ; 4 '3 (C.63)
Mes Mey 5 — Mg —Mgs Dy Dy 5—D1 —Ds
MSQ M84 —MSG % - Mss D, Ds —D; 2 D,

Combining the above results together, one obtains

exp (%XT/\;IX)

(@1, Q2 | Ut (1) | Q1,Q2) = e (C.64)
where
1-Dy =D, D3 Dy
Mo | TP %_DllD‘*_ Da| (C.65)

D3y Dy 5—-Di =D

D, Dy -Dy, }-D,

This is the result we use in the main text to derive Eq. (6.16).
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Appendix D

Formulae regarding Gaussian-type
integrals

D.1 Gaussian integral over the quadrants

In this appendix, we consider the following integral

[E/ d:v/ dy e—o%" ~2bry—cy® (D.1)
0 0

where a,b,c € C. Our goal is to derive a closed-form expression for I, and to carefully

study the conditions under which that expression is valid. The result is used to derive

Eq. (6.28), a formula for the temporal correlation function in the limit of infinite /.
First, let us introduce the integral

J(,B) = /000 dz e ¢ erf (Bz) | (D.2)

where £, 8 € C, and where the error function is defined as erf(z) = \% foz et*dt. Here,
the integration variable t follows a straight line between 0 and z in the complex plane.
The error function is an odd function, i.e. erf(—z) = —erf(z). By replacing the error
function by its definition, and upon changing the order of integration (the conditions for
absolute integrability, which ensure the validity of Fubini’s theorem, are discussed at the
end of this appendix), J can be expressed as

J(€,P) = i/mdxe—5x2 /Bxdte_t2
7 VT Jo 0
2 /OO 2 1 2,.2,2
= — dze " 533/ dye P
VT Jo 0

o 2/8 1 e _ g BQUQ IQ
= ﬁ/o du/O drxe (6+ )
28 1d o (erp2e?)a? 1%
Vi 2T e

where in the second line, we have performed the change of integration variable t = Szu.
In order for this integral to converge, one must assume Re(§) > 0 and Re(¢ + 52) > 0.

(D.3)
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Then, one can proceed as

e f/ €+62u2

BIVE Qo
N ﬁﬁ/o 1+ 02

where we have performed the change of integration variable v = fu/+/€. In this last
expression, let us note that the result of the complex integral depends on the path followed
in the complex plane, since the integrand has poles at v = 4. In the present case,
however, as mentioned above, the path is a straight line, which leaves no ambiguity. This
integral can then be expressed in terms of the arctangent function,

(D.4)

J (& B) = (D.5)

%)
arctan | — | .
e
Here, the range of the real part of the arctangent is restricted to [—7/2,7/2] as usual.

Let us now introduce a second integral, J., defined similarly to J but where the error
function is replaced with the complementary error function

J.(&,8) = /OOO dz e~ erfe (Bz) . (D.6)

The complementary error function is related to the error function by erfc(z) = 1 —erf(z2).
By making use of Eq. (D.5) and of the relation [see Eq. (4.24.17) of Ref. [1 5“

{7T/2 for Re(z) >0

1
tan(z) + arctan | - | = ’
arc tan(z) + arc tan (z) —m/2 for Re(z) <0

one has

J.(6.8) = / T dr e 1 et ()] (D.7)

_ VT VT

= — ! arc tan ﬁ
=5 en =5l e () .

) \\;__1\/_ arcltan (ﬁ) (%) >0 | Do)
L () v w3

We now apply these results to the calculation of the integral I. By noticing that

1.
9 9 bx
—ax® —2bxy —cy* = —cly+ — ——a (D.10)
c

I = /00 dx e_(a_é)xz /OO dy e_c(erbTI)2
0 0

oo B (a— b2 > ) Vc(oot+bz/c) ,
= / dze ¢ dze™*, (D.11)
0 \/E bx/\/c
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one obtains



where in the last expression, we have performed the change of integration variable z =
Ve (y -+ b?x) Assuming that Re(c) > 0, one can write the integral over z in terms of the
complementary error function,’

] 2 2
I = ﬁ/ dz 67<a7b7)x2erfc ix = ﬁJC a— b—, b . (D.12)
2v/c Jo Ve 2¢/c ¢ Ve
According to the conditions given below Eq. (D.3), this expression is well defined if
Re(a) > 0 and Re (a — b*/c) > 0. Making use of Eq. (D.8), one obtains

1 b
[=—— T actan | ———||. (D.13)

2,/c a—— 2 Ve a——

Note that \/c\/a — b?/c = Vac — b? without ambiguity on the sign (in general, the branch

cut of the complex square root function leaves the sign of /2 ambiguous) under the
assumptions Re (¢) > 0,Re (a — b?/c) > 0.
In summary, we have showed that

& & 2 2 1 N b
dx dye @@ —2bwy—cy” — ___— [— — arctan (—)] D.14
/0 /0 4 2Vac —b% |2 Vac — b2 ( )

under the conditions

C

Re(a) >0, Re(c) >0, Re (a - ﬁ) > 0. (D.15)

Let us note that the integral over other quadrants can be derived following the same lines.
For instance, one has

0 o)
/ dl’/ dy efax272b:pyfcy2 — / dQJ/ dy e 2 2bxy—cy?
—o0 0

QW{ + arctan (\/%)] (D.16)

under the same conditions (D.15). These expressions could be further simplified, as in
Eq. (D.9), but one would then have to consider two branches, and we do not display the
resulting formulas since they are not particularly insightful. The integrals over the two
remaining quadrants can be readily derived from Egs. (D.14) and (D.16) by exchanging
the integration variables x and y, i.e. by swapping a and b in the formulas. In summary;,
for the integrals over the four quadrants to be well defined, the condition (D.15) must be
satisfied per se and also after exchanging a and ¢, which leads to

b? b?
Re(a) >0, Re(c) >0, Re (a - —) >0, Re (c —— ] >0. (D.17)
C a
Note that in the limit r — oo, one has [see Eq. (7.12.1) of Ref. [135]]
exf (re'?) — 1. for f.7r/4<t9<7r/4.
r—oo | divergent otherwise
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Let us finally discuss the convergence conditions for the integrals studied in this appendix.
According to Fubini’s theorem, a double integral can be evaluated by means of an iterated
integral if the integrand is absolutely integrable. If one were to evaluate the Gaussian

integral over the full two-dimensional plane, the condition for absolute convergence would
be

Re(a) >0, Re(c)>0, Re (a)Re(c)—[Re (b)) >0. (D.18)

One should note that Eq. (D.17) is always true if Eq. (D.18) is satisfied, for the following
reason. The conditions on Re (a) and Re (¢) being the same, one needs to focus on the
third and fourth conditions in Eqgs. (D.17), and on the third condition in Eq. (D.18). By
expanding b and ¢ into their real and imaginary parts, one has

e (& B b_z) ~ e (a) - Re2(b)Re (¢) — Sm2(b)Re (¢) — 2Re (b)Sm (b)Im (c) (D.19)

Re?(c) + Sm?2(c)

Let us view this expression as a function of Sm (b). Its derivative vanishes when Sm (b) =
—Re (b)Sm (c)/Re (c), and at that point, the second derivative reads 2Re (c)/[Re?(c) +
Sm?(c)]. Under the condition Re(c) > 0, which is contained in both Egs. (D.15)
and (D.18), the second derivative is thus positive, hence Sm (b) = —%e (b)Sm (c)/Re (¢)
is a global minimum. Evaluating Eq. (D.19) at that point, one thus obtains

Re <a - %) > Re (a) — f;z ((Cb)) if  Re(c)>0. (D.20)

Since Re (¢) > 0 in Eq. (D.18), the third condition in Eq. (D.18) is equivalent to the
requirement that the right-hand side of Eq. (D.20) is positive, and this implies the validity
of the third condition in Eq. (D.17). Since the third condition in Eq. (D.18) is symmetric
in a and b, this also implies the validity of the fourth condition in Eq. (D.17), which
finishes proving that Eq. (D.18) implies Eq. (D.17).

The cases where Eq. (D.17) is valid while Eq. (D.18) is not are beyond the scope
of Fubini’s theorem and there, the correctness of the calculation performed in this ap-
pendix is a priori nontrivial. However, when this happens, we have checked with a direct
numerical integration that our formulae are still valid. While Eq. (D.18) is a sufficient
condition for making use of Fubini’s theorem, it is not always necessary, and our results
thus suggest that Eq. (D.17) is a necessary, and possibly sufficient, condition. In every
physical situation we have looked at, we have checked that the conditions (D.17) are
satisfied, which ensures that finite results are obtained.

D.2 Derivation of the small-/ expansion formula

In this appendix, we consider the small-¢ limit of integrals of the form

_ n—+m (e (1)t —ax?—2bzy—cy?
I= Z Z (—1) dz dye : (D.21)

l me
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where a, b, c € C. Let us first perform the change of integration variables 2’ = (x —nf) /¢
and y' = (y — nf) /¢, which allows us to rewrite [ as

o0 oo

1 1
I = /2 Z Z (_1)n+m/ d$/ dy e*(l(m+n)2z272b(z+n)(y+m)[2—c(y+m)2[2 (D22)
0 0

n=—oo0 MmM=—0o0

1 1
_ EQ/ dZE/ dy 6—(a$2+2ba:y+cy2)€2
0 0

Z (_l)ne—Z(az+by)n£2_an2g2 Z (_1)m€_2(5w+bn+cy)m£2_cm2£2 (DQ?))
- 1 1 -
_ 62 / dLC/ dy 67(a12+2bxy+cy2)€2
0 0
i (_1>n672(a:p+by)n£27an2f279 . 2 —cl?
4 |1(bx +bn + cy)l®,e . (D.24)

Here, in Eq. (D.23), we have exchanged the order by which we integrate over x and y and
sum over n and m, which is possible since all integrals and sums are absolutely convergent
under the conditions detailed in Appendix D.1, and in Eq. (D.24), we have recast the
sum over m in terms of the elliptic theta function defined in Eq. (A.4). Using the Jacobi
identity (A.19), one can write

Oy |i(bz + bn + cy)0?, e~

= ﬁ e(bx+bn+cy)2§ Us {_W(bx ot ey) 3 67:722 -(D.25)
ING ¢

This allows us to obtain an expression in which the first argument of the elliptic theta
function is independent of ¢, and the second argument tends to 0 when ¢ tends to 0.
Hence, in that limit, we can make use of an approximate expression (A.21). Combining
these results, one obtains

o0

I~ 2\/7?66_4:52 /1 dxe_(“_%yﬂ2 Z (—1)n6_<a_%)("2+2m)32
0

Ve

! b
/ dy cos [Wy%—@} (D.26)
0
—4 x? ! - a7—2 x2¢? - - af—Z n2+2zn)0?
= ﬁjze_4d2/o dze (a=)s2 n;m(—l)ne (0= ) *r2am)e sin [M} (D.27)
20 a2 [N (a-2)a2e2
= o d c Jy—J). D.28
Vv / ve (Jy =) (D.28)

Here, in Eq. (D.27), we have performed the integral over y, and in Eq. (D.28), we have
expanded the sine function in terms of exponentials, and introduced

[e.e]

Jy = j : (_1>n€—(a—%)(n2+2mn)f2:ti7rb$+7" <D29)
, b? b _(a—22
[ (o) 2] oo
C C

where Eq. (A.4) has been used to express the sum over n as the elliptic theta function.

111



If one further assumes that a — b*/c has a positive real part, one can make use of the
expansion formula (A.27) and rewrite Jy as

~ (H ) i 22| C D.31
, —F——eXp —w‘f‘ a—z z + (D.31)
where
2b
= h lime £ ———— | . D.32
C1 = cos {zm: 2(ac—b2)€21 (D.32)

Combining the above results, one obtains

(““) } /1 dz (Cy —C.) (D.33)

=T
\/‘ )
where the integral over x can be performed analytically and gives rise to
! 2i m2b
deCy =+—sinh | ——+— | . D.34
/0 v e {Z(ac — b2)€2} ( )
Here again, as we mentioned below Eq. (D.13), v/ey/a — b?/c = vac — b2 holds under

the assumptions Re (¢) > 0,Re (a — b*/c) > 0, which we need for the integral to be
convergent. One finally has

—16 m(a+c) ] . 72b

T2 oxp |—— 079 g | — T2 D.

mvac — b? P [ 4(ac — 62)@] S [2(@0 — b2)¢? (D-35)
8
YA (D30
where
m2(a + ¢ £ 2b)

_ D.

b= 4(ac — b2)0? (D-37)

These expressions are used to derive Eq. (6.29).
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