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Abstract

In this thesis, we study the minimal models’ representation theory for a particular class

of W-algebras proposed by Gaiotto and Rapcak. They constructed these W-algebras

from supersymmetric gauge theories associated with type IIB string theory. One of

their interesting features is that we can construct various W-algebras based on the

most fundamental ones, which are called Y-algebras. We first study the Y-algebras’

representation theory when their parameters agree with those of WN minimal models.

We use the plane partition representation of the affine Yangian of gl1, which provides

a uniform description for all Y-algebras. We find that a certain constraint on the

plane partition matches the Hilbert space of the WN minimal models. Using this

result, we propose a way to describe the Hilbert space for the minimal models of more

general W-algebras. As an example, we study the N = 2 unitary minimal models

in detail and reproduce the correct primary fields and characters. We also discuss

Bershadsky-Polyakov algebra and check the consistency with the literature.
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1 Introduction

Two-dimensional conformal field theories (CFTs) belong to a special class of quantum field

theories (QFTs). Unlike the other QFTs, they possess infinite dimensional symmetry, which

allows us to extract much information on the physical quantities without knowing the sys-

tem’s detail. The infinite dimensional algebra which describes this symmetry is known as

Virasoro algebra, and we can study the 2d CFTs through its representation theory. In

most cases, the symmetry does not determine the physical quantity completely, but we can

sometimes solve the model exactly. The typical example is a minimal model that describes

the system with only a finite number of fields.

Historically, the study of exactly solvable 2d CFTs was initiated by Belavin-Polyakov-

Zamolodchikov (BPZ) in the pioneering work [1]. Because the conformal symmetry is a

generalization of the scaling symmetry, the minimal models played a crucial role in the study

of a phase transition. Two-dimensional CFTs also play a fundamental role in the string

theory because they describe the theory on a world sheet. Since the BPZ’s seminal work,

2d CFTs have been intensively studied, and it has become clear that some models possess

larger symmetries than Virasoro symmetry. The algebras which describe such symmetries

are usually referred to as W-algebras1. The W-algebra discovered for the first time is W3

algebra [2]. While Virasoro algebra is generated by the current T (z), W3 algebra contains

an extra current W (3)(z). One can also generalize it to WN algebra which consists of the

currents with spin 2, 3, 4, · · · , N [3]. Unlike Virasoro algebra, W-algebras’ commutation

relation contains nonlinear terms and it is hard to write down the explicit commutation

relation. Several techniques to deal with W-algebras have been developed so far, but there

are still many points that have not been understood well.

The application of W-algebras is not limited to 2d CFTs. It has recently become clear

that W-algebras play a crucial role in higher dimensional field theories. Especially, signif-

icant progress has been made in AdS3/CFT2 and 4d supersymmetric gauge theories. In

these areas, various W-algebras appear and it has been gradually recognized that they can

be described uniformly by a much larger W-algebra. For example, it was proposed that

WN minimal models in a large N limit are dual to the higher spin theories on AdS3 and

the underlying symmetry was identified with W∞[µ] [4, 5], which consists of the currents

W (s)(z) with s = 2, 3, 4, · · ·∞. One can obtain WN algebra as its truncation for arbitrary

N ≥ 2.

Another important example is 4d N = 2 supersymmetric gauge theories. In [6], a

remarkable duality between N = 2 SU(2) gauge theory and Liouville field theory was dis-

covered. It was immediately generalized in [7] to the duality between SU(N) gauge theories

and Toda theories with WN symmetry. These dualities were proved by mathematicians in

1In this thesis, W-algebras denote the algebras generated by the energy-momentum tensor and other

currents whose OPEs are local (i.e. the conformal dimension of the currents is integer or half-integer).
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[8, 9] and are now called Alday-Gaiotto-Tachikawa (AGT) correspondence. In the proof

process, it has become clear that the underlying symmetry can be understood well by a

certain quantum group rather than W-algebras themselves. This quantum group has been

studied in several contexts and has several names. In this thesis, we focus on the affine

Yangian of gl1 [10, 11]. One of the main advantages of using this algebra is that it has an

explicit representation theory. This feature shed new light on the representation theory of

W-algebras. The affine Yangian enables us to explicitly describe the Hilbert space of WN

algebras as opposed to the conventional approaches.

Interestingly, the affine Yangian of gl1 is equivalent to W∞[µ] except that the former

contains an extra U(1) free boson. This difference has a significant meaning. Adding the

”U(1) factor” to W∞ makes it easier to deal with the algebra. We refer to it as W1+∞
2. The

main advantage of using W1+∞ instead of W∞ is that there is a one-to-one correspondence

between its vacuum representation and a plane partition. Here, a plane partition is a two-

dimensional array of non-negative integers πi,j satisfying πi,j ≥ πi+1,j and πi,j ≥ πi,j+1. One

can interpret a plane partition as a 3d Young diagram as follows:

i

j
5 4 3 2 1 1

4 4 3 2 0

3 2 2 0

2 1 0

1 0

0
...

...

...

...

...

...

· · ·

2

1

3

Figure 1: Left: An example of πi,j. Right: The corresponding plane partition.

One may wonder why a plane partition appears in the study of W-algebras. The best way

to see the relation between them is to consider the vacuum character of W1+∞. Here, the

character is the quantity that counts the number of the states. It is defined by

χ(q) = Tr qL0− c
24 , (1.1)

where L0 is the zero mode of Virasoro algebra and c is the central charge. It enables us

to express the complicated structure of the Hilbert space simply by a power series. It also

plays a crucial role as a physical quantity because we can interpret it as the torus partition

2It may be precise to express W1+∞[µ], but we denote it by W1+∞ just for simplicity.

5



function. In the construction of consistent theories, the study of its modular property is

indispensable. Let us see how the character provides us crucial information. The vacuum

character of W1+∞ serves as a good example. We can generate all the states by the creation

operators W
(s)
−ns (s ≥ 1, ns ≥ s) and the (normalized) character is given by

1∏∞
n=1(1− qn)n

= 1 + q + 3q2 + 6q3 + · · · . (1.2)

It is precisely the MacMahon function, which counts the number of the boxes in a plane

partition [12]. The following figure demonstrates the configurations at low levels:

1 q 3q2

6q3

+ +

+

Figure 2: The configurations of a plane partition at low levels.

One can also describe the Hilbert space of WN algebra (and an extra U(1) factor) by

restricting the height of the plane partition to N . In this way, we can interpret the Hilbert

space of the WN -algebra simply and graphically. Furthermore, the affine Yangian enables

us to understand explicitly how the algebra acts on the plane partition. That is quite

different from the conventional technique to deal with W-algebras. This difference comes

from the fact that the affine Yangian is described by the generators whose algebraic relations

are explicitly defined. In other words, the affine Yangian realizes W-algebras in a totally

different way from the conventional approaches. As a result, we can study the representation

theory of WN -algebra through manipulation (adding a box or removing a box) to a plane

partition [11].

So far, we have seen that the affine Yangian provides a useful way to study the rep-

resentation theory of W1+∞ or its truncation, WN algebra. While WN algebras are the

most important and fundamental W-algebras, we often need to deal with other W-algebras.
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In AdS3/CFT2 and AGT correspondence, many generalizations have been proposed and

a variety of W-algebras appeared up until now. For AdS3/CFT2, the correspondence was

generalized to supersymmetric cases [13, 14, 15], matrix-valued higher spin fields [16], and

so on. For AGT correspondence, it has been generalized to various cases, for example,

the asymptotically locally Euclidean (ALE) spaces [17, 18], insertion of surface operators

[19, 20] and the other gauge groups [21]. A variety of W-algebras other than WN algebras

showed up in these works. We also note that W-algebras play an important role in other

fields such as topological string [22] and 4d/2d duality proposed in [23].

Recently, Gaiotto and Rapcak brought a new development in [24]. They constructed a

new family of W-algebras called Y-algebras YL,M,N [Ψ] from the 4d supersymmetric gauge

theories associated with type IIB string theory. These W-algebras are labeled by three non-

negative integers L,M,N and reduce to WN algebra (and a U(1) factor) when L = M = 0.

It turned out that they were truncations of the affine Yangian3. The key observation which

leads to this statement is that there is a one-to-one correspondence between the Hilbert

space of YL,M,N [Ψ] and the plane partition with a ”pit” at (L + 1,M + 1, N + 1)4. Here, a

pit means a place where we cannot put a box [25]. For example, the following figure shows

a plane partition with a pit at (3,2,1):

2

1

3

It is worth mentioning that a plane partition not only provides a technically useful tool but

also captures the important property of the Y-algebra; YL,M,N [Ψ] has a nontrivial symmetry

which permutes L,M,N . This property is called triality and sometimes plays an important

role in the study of W-algebras5. One can see that a plane partition manifestly respects the

triality. In that sense, we can say that a plane partition provides a natural framework to

describe the Hilbert space of the Y-algebra or W1+∞.

3We note that the same W-algebras were also proposed in a different context [25, 26].
4We set the coordinate of the origin to (1, 1, 1).
5We note that the triality plays an important role also in AdS3/CFT2 [5].
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One of the remarkable and desirable features in Gaiotto-Rapcak’s construction is that

one can obtain various W-algebras by considering more general 4d supersymmetric gauge

theories. Prochazka and Rapcak studied this construction in detail in [27, 28]. Because

various 4d theories can be easily constructed from the brane construction in string theory,

we can obtain a vast class of W-algebras. Indeed, many familiar algebras such as the affine

Kac-Moody algebras Û(N) andN = 2 super W-algebras belong to this class. The important

point in this construction is that these W-algebras are constructed from the combination of

several Y-algebras. In other words, the W-algebra contains several Y-algebras as subalge-

bras. Therefore, we can describe the Hilbert space by using several plane partitions. In the

following, we refer to the W-algebras constructed in this way as generalized Y-algebras.

In this thesis, we study the minimal models’ representation theory for the generalized

Y-algebras. We first study WN minimal models in terms of a single plane partition. There

are several related works [29, 30, 31, 32], where N -tuple Young diagrams are used as a basis

of the Hilbert space. The authors of these works obtained the N -Burge condition, which

imposes restrictions on Young diagrams’ shape. In [11], Prochazka used a plane partition

to study the WN minimal models and checked that the result is compatible with the Young

diagram approach when the central charge takes the particular value. We further study the

plane partition description of WN minimal models and find that the result is consistent with

the N -Burge condition in all cases. We also find that all primary fields in the minimal model

can be reproduced from a plane partition. As the next step, we study the Hilbert space

of the minimal models for the generalized Y-algebras. We mainly focus on N = 2 unitary

minimal models. Fortunately, many physicists have intensively studied them, motivated by

their applications to string compactification. Especially, the character formula has already

been derived [33, 34, 35], and we can examine whether our approach is correct. We found

that the correct character is obtained by counting the number of boxes in a plane partition.

This thesis is organized as follows. In Section 2, we review the W-algebras and minimal

models. This section provides the background knowledge for this thesis. We first recall the

basics of two-dimensional conformal field theories. Next, we explain several techniques to

deal with W-algebras. We also review the minimal models for WN algebra and N = 2 super

Virasoro algebra. These minimal models are the main subjects of this thesis. In Section 3,

we review the Y-algebra and its generalization. The Y-algebra is the W-algebra constructed

from a supersymmetric gauge theory associated with type IIB string theory. We review

its construction and several algebraic properties. We also explain the generalization of the

Y-algebras which provides various W-algebras. In Section 4, we review the affine Yangian

of gl1. We explain several properties, the plane partition representation and the relation to

the Y-algebra. In Section 5, we study the plane partition representation for the particular

value of the parameter. That is necessary to study minimal models. Next, we study the

representation theory for WN minimal model in terms of a plane partition. We find that the

plane partition with a certain constraint provides the correct Hilbert space of WN minimal
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models. In Section 6, we propose the way to describe the Hilbert space of minimal models for

generalized Y-algebras by using the result obtained in Section 5. We focus on N = 2 unitary

minimal models and check that we can reproduce the known character and primary fields

from the plane partition approach. In Section 7, we discuss Bershadsky-Polyakov algebra,

which is a simplest non-principal W-algebra. We find that our approach reproduces the

correct modules.

The original part of this thesis is provided in Section 5, Section 6 and Section 7 (more

precisely, Section 7.2). This thesis is based on the paper [36], [37].

Section

2.1

Section

2.2

Section

2.3

Section

3.1

Section

3.2

Section

4

Section

5.1

Section

5.2

Section

6.1∼6.3

Section

6.4

Section

7

(Review part) (Original part)

2d CFT W-algebra

Minimal model

Y-algebra Generalized
Y-algebra

Affine Yangian of gl1

Double
truncation

WN minimal model

N = 2 sVir from
plane partitions

N = 2 unitary
minimal model

BP algebra

Figure 3: The flowchart of this thesis.
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2 Review of W-algebras and minimal models

In this section, we review W-algebras and minimal models. We first recall the basics of two-

dimensional conformal field theories in Section 2.1. In Section 2.2, we review some techniques

to deal with W-algebras. Concretely, we explain the quantum Drinfeld-Sokolov reduction

and coset construction. We use these techniques in the definition of the Y-algebra, which we

will discuss in Section 3. In section 2.3, we review the minimal models for WN algebra and

N = 2 super Virasoro algebra. For WN minimal models, we discuss the construction from

free field realization. For N = 2 unitary minimal models, we use the coset construction.

2.1 Basics of two-dimensional conformal field theories

Before reviewing W-algebras, we recall the basics of 2d CFTs. They are governed by the

infinite dimensional symmetry generated by Virasoro algebra:

[Ln, Lm] = (n−m)Ln+m +
c

12
(n+ 1)n(n− 1) (n,m ∈ Z), (2.1)

where c is called the central charge which commutes with all the other generators. These

generators are obtained from the mode expansion of the holomorphic field called an energy-

momentum tensor:

T (z) =
∑
n∈Z

Lnz
−n−2. (2.2)

There is also an anti-holomorphic field T (z) =
∑

n∈Z Lnz
−n−2 and it commutes with the

holomorphic part. In the following, we focus on the holomorphic part.

In 2d CFTs, it is often convenient to use the holomorphic field instead of individual

modes to describe the algebraic relation. Let us consider the two fields X(z), Y (z). In

general, we cannot place them at the same point because their product diverges. In 2d

CFTs, we express such behavior as follows:

X(z)Y (w) ∼
N∑
n=1

(XY )n(w)

(z − w)n
. (2.3)

Here, the symbol ”∼” indicates that this relation focuses on the singular behavior when we

take the limit of z → w. The order N of the pole depends on X(z) and Y (w). The field

(XY )n in each term can be sometimes written by X(w), Y (w) or their derivatives, but in

general, gives a new field. This kind of relation is called operator product expansion (OPE)

and provides us enough information. To see that, we consider the case for Virasoro algebra.

The OPE relation between two energy-momentum tensors is given as follows:

T (z)T (w) ∼ c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
, (2.4)
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where ∂ denotes a partial derivative. Let us check that this relation reproduces the com-

mutation relation of Virasoro algebra. We can do that as follows:

[Ln, Lm] =

∮
0

dw

2πi

∮
w

dz

2πi
zn+1wm+1T (z)T (w)

=

∮
0

dw

2πi

∮
w

dz

2πi
zn+1wm+1

(
c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w

)
= (n−m)Ln+m +

c

12
(n+ 1)n(n− 1).

(2.5)

It indeed agrees with (2.1).

In 2d CFTs, we usually deal with the fields Φ(z) which transform covariantly under the

action of Virasoro algebra as

T (z)Φ(w) ∼ · · ·+ hΦ(w)

(z − w)2
+
∂Φ(w)

z − w
. (2.6)

This field is called a quasi-primary field and especially called a primary field when the

singular terms 1
(z−w)n

with n ≥ 3 vanish. By setting Φ(z) =
∑

n∈Z Φnz
−n−h, we see that

this relation leads to [L0,Φn] = −nΦn. The parameter h is called conformal dimension

and corresponds to scaling dimension. One can see that the conformal dimension of T (z)

is h = 2. In Section 2.2, we also consider the additional current with conformal dimension

greater than 2. The OPE between such currents involves singular terms at the higher order

and becomes more complicated.

Let us consider the representation theory of Virasoro algebra. The highest weight rep-

resentation is defined as follows:

L0 |h〉 = h |h〉 , Ln |h〉 = 0 (n > 0). (2.7)

When h = 0, the corresponding state |0〉 is called vacuum state. By considering the

action of the raising operator Ln (n < 0) on |h〉, we can obtain the descendant states∏
n1≥n2≥···>0 L−n1L−n2 · · · |h〉. The conformal dimension for this state is given by h+

∑
i ni.

The number
∑

i ni is often called level. The highest weight state |h〉 can be realized by

inserting the primary field Φ(z) with conformal dimension h at the origin,

|h〉 = lim
w→0

Φ(w) |0〉 . (2.8)

We can see it by considering the action of T (z) on the right hand side, which can be read off

from (2.6) as T (z) |h〉 = ( h
z2 + · · · ) |h〉. Thus, there is a one-to-one correspondence between

the state and the field in CFTs.

For generic values of the central charge and the conformal dimension, the highest weight

representation is irreducible, but sometimes becomes reducible. That happens when there

appears a state |ξ〉 satisfying

Ln |ξ〉 = 0 (n > 0) (2.9)
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other than the highest state |h〉. Such a state is called singular or null. Because the state

|ξ〉 and its descendant states form subrepresentation, we have to remove them to obtain the

irreducible representation. Such representation is called degenerate representation. For a

generic value of the central charge, there is at most one null state and it is easy to remove it.

However, there appear two null states |ξ1〉 , |ξ2〉 simultaneously for the particular value of the

central charge. In such cases, the degree of freedom is extremely reduced, which allows us to

construct the exactly solvable models called minimal models. On the other hand, the Hilbert

space structure becomes complicated; it is not adequate to remove two subrepresentation

spaces independently because some states belong to both of them. Therefore, we need to

study the representation theory carefully in such cases.

To express the conformal dimension of the degenerate fields, it is convenient to parametrize

the central charge as

c = 1 + 6Q2, Q = b+ b−1. (2.10)

Then the highest weight state with the conformal dimension

hr,s =
Q2

4
−
(
br + b−1s

2

)2

(r, s ∈ Z≥1) (2.11)

has a null vector at level N = rs. The important property is that a set of degenerate fields

are closed under the OPE (or fusion rule). However, there are still infinitely many fields.

Meanwhile, when the central charge is parametrized by coprime integers p, q ≥ 2 as

b2 = −p
q
, c = 1− 6

(p− q)2

pq
, (2.12)

a set of the degenerate fields labeled by

1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1. (2.13)

is closed under the OPE. Because of hr,s = hq−r,p−s, there are null vectors at level rs and

(q − r)(p − s). Then we can construct the model which contains only a finite number of

fields. It is the simplest example of minimal models. In general, we can also consider the

algebra larger than Virasoro algebra and it is also possible to construct minimal models for

such algebras. We will discuss them in more detail in Section 2.3.

In the representation theory, the character is one of the most important quantities be-

cause it captures the structure of the Hilbert space. It is defined as

χ(τ) = Tr qL0− c
24 , (2.14)

where q is the expansion parameter and the trace is taken over all the states. It counts

the number of the states in the Hilbert space and provides crucial information for the null

states. Furthermore, one can also interpret it as a torus partition function. To see that, let

12



us consider the 2d CFT on the torus with the periodic coordinate w ' w + 2π ' w + 2πτ ,

where τ = τ1 + iτ2 ∈ C. While the cylinder w ' w + 2π describes the time evolution from

t = −∞ to t = ∞, the torus describes the system with the periodicity t ' t + τ2 imposed

on the time direction. Therefore, the partition function Z(τ, τ) is given by

Z(τ, τ) =Tr e−2πτ2H+2πiτ1P

= Tr e−2πτ2(L0+L0− c
24

)+2πiτ1(L0−L0)

= Tr qL0− c
24 qL0− c

24 ,

(2.15)

where q = e2πiτ . Here, we use the fact that the Hamiltonian H and the momentum P

are given by H = L0 + L0 − c
24

and P = L0 − L0. Thus, we can compute the partition

function purely from the representation theory. For generic parameters, the character can

be computed as

χ(τ) =
qh−

c
24∏∞

n=1(1− qn)
, (2.16)

where each factor in the denominator comes from the contribution from L−n. When there

is a null state at level N , we need to subtract all of its descendant states, and the character

changes as

χ(τ) =
qh−

c
24∏∞

n=1(1− qn)
− qh+N− c

24∏∞
n=1(1− qn)

=
qh−

c
24 (1− qN)∏∞

n=1(1− qn)
. (2.17)

For the case that there are two null states, the character becomes much more complicated.

The character for minimal models is one of the most important objects in our study.

Finally, we explain the affine Kac-Moody algebra (also called current algebra), which

plays an important role in the next section. It is realized from the currents J i(z) with

conformal dimension h = 1. The possible form of the OPE is given as

J i(z)J j(w) ∼ κij

(z − w)2
+
f ijk J

k(w)

z − w
. (2.18)

This OPE must satisfy associativity (Jacobi-identity). That requires f ijk to be a structure

constant of some Lie algebra g. Namely, the current J i(z) is associated with the element J i

of g satisfying

[J i, J j] = f ijk J
k (i, j, k = 1, 2, · · · , dim g), (2.19)

where dim g denotes the number of the elements in g. For κij, it must be proportional to a

symmetric invariant bilinear form of g. Therefore, we can set

κij = k(J i|J j). (2.20)

Here, (·|·) is an invariant norm of g and we usually set (J i|J j) ∝ Tr J iJ j. For later

convenience, we introduce the dual element Ji by (J i|Jj) = δij. The element k commutes
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with all of the other elements and its value is called level6. The algebra formed by J i(z)

is usually denoted by ĝ or Ĝ, where G is the corresponding Lie group. When we want to

express the level explicitly, we also denote them by ĝk or Ĝk.

We note that (2.18) is simplified when g = u(1) because the second term disappears.

Therefore, the level k can be absorbed into the normalization of the current and does not

have an essential meaning. We often refer to u(1) current as U(1) boson because it appears

in the free boson theory.

One can construct the energy-momentum tensor T (z) from the current algebra. Because

the conformal dimension of T (z) is two, it is expected that we can obtain it as the product

of two currents J i(z), Ji(z). Here, we need to note that we have to remove the divergence

from the product. That is possible by defining the normal ordered product as

: X(w)Y (w) :≡
∮
w

dz

z − w
X(z)Y (w). (2.21)

One can see that the divergent part in (2.3) is indeed removed. After some computation,

one can see that the current

T (z) =
1

2(k + h∨g )
(J iJi)(z) (2.22)

satisfies the OPE (2.4) with the central charge

c =
k dim g

k + h∨g
. (2.23)

Here, we use the dual Coxeter number h∨g defined by

Tr(ad J i)(ad J j) = 2h∨g (J i|J j), (2.24)

where ad J i means the adjoint representation of J i. The above way to obtain the energy-

momentum tensor is called Sugawara construction.

One can also generalize the above construction to super Lie algebras. The super Lie

algebra consists of bosonic elements and fermionic elements. They are graded by Z2 and

decomposed by its charge as g = g0 ⊕ g1. The representation space V is also decomposed

as V = V0 ⊕ V1. The Z2 grading is preserved under the product. The different point from

Lie algebras is that the commutator is given by

[x, y] = xy − (−1)p(z)p(y)yx, (2.25)

where we use the notation

p(x) =

 0 (x ∈ g0)

1 (x ∈ g1).
(2.26)

6We note that this terminology was already used in a different meaning. We need to be careful not to

get confused.
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We also need to replace dim g with sdim g ≡ dim g0− dim g1 and the trace with the super

trace STrV x ≡ TrV Γx, where Γ acts as (−1)i on Vi. In this thesis, we consider only

g = u(N |M), which is defined by (N +M)× (N +M) as follows:

A B

C D

N

M

N M

In this case, we have g0 = A⊕D, g1 = B ⊕ C.

2.2 W-algebras

Two-dimensional CFTs always possess the Virasoro symmetry, but there are sometimes

larger symmetries. To describe them, we have to introduce new currents in addition to the

energy-momentum tensor so that they will satisfy the Jacobi-identity and form a closed

algebra. Such an algebra is usually called W-algebra. The typical example is WN algebra,

which consists of the currents with the conformal dimension 2, 3, 4, · · · , N . One can see

Virasoro algebra as W2 algebra. Apart from Virasoro algebra, the simplest example is W3

algebra, which was constructed in [2]. It is generated by the energy-momentum tensor T (z)

and an additional current W (3)(z). The OPE between two W (3)(z) currents is given as

follows:

W (3)(z)W (3)(w) ∼ c/3

(z − w)6
+

2T (w)

(z − w)4
+

∂T (w)

(z − w)3
+

1

(z − w)2

[
32

22 + 5c
Λ(w) +

3

10
∂2T (w)

]
+

1

z − w

[
16

22 + 5c
∂Λ(w) +

1

15
∂3T (w)

]
,

(2.27)

where

Λ(w) =: T (w)T (w) : − 3

10
∂2T (w). (2.28)

The relation is complicated compared with Virasoro algebra. For general W-algebras, the

OPE relations become much more complicated and it is impossible to write down the explicit

OPE relations among currents. Then we have to find an alternative way to deal with W-

algebras. In the following, we review some systematic ways to construct and study W-

algebras. We refer to the comprehensive reviews [38, 39] for a more detailed explanation of

W-algebras.
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2.2.1 Classical case 7

One of the most powerful ways to construct W-algebras is the quantum Drinfeld-Sokolov

reduction. As is clear from the name, it has a classical counterpart. The motivation of

the construction comes from the classical integrable system known as KdV system. Before

considering the quantum case, let us get an overview of the classical story, based on [40].

The KdV equation is a nonlinear differential equation for the function u(x, t) given by

u̇− 6uu′ − u′′′ = 0. (2.29)

Here, we set u̇ = ∂tu and u′ = ∂xu. It is known that the KdV system is an integrable system

and possesses infinitely many conserved charges. That is guaranteed by the fact that the

equation (2.29) can be rewritten into the Lax form as follows:

∂tL = [P,L], (2.30)

L = ∂2
x + u, P = 4∂3

x + 6u∂x + 3ux. (2.31)

The Lax form allows us to construct infinitely many flow equations which are compatible

with each other in a systematic way.8

The KdV equation can also be described as a Hamiltonian system. The Poisson bracket

is given by

{u(x), u(y)} = δ′′′(y − x) + 2u′(x)δ(y − x) + 4uδ′(y − x) (2.32)

and the equation (2.29) can be rewritten as follows:

u̇ = {H, u}, (2.33)

where H =
∫

u2

2
dx. Let us define the component of u(x) as follows:

hk =
1

2πi

∫
xk+1u(x)dx. (2.34)

Then the Poisson bracket (2.32) implies

{hk, hl} = (k − l)hk+l +
1

2
δk+l,0(k2 − 1)k. (2.35)

This is precisely the classical Virasoro algebra. Here, we mean by ”classical” that the

algebraic relation is defined by not a commutator but a Poisson bracket.

7The reader can skip this section, but it helps us to understand the motivation of the method explained

in the next section.
8Concretely, the flow equations are given by ∂tiL = [Pi, L] (i = 1, 2, 3, · · · ), where Pi = (L

2i+1
2 )+. Here,

the fractional power of a differential operator contains negative power of derivative ∂−n and the subscript

”+” means the projection to the part without nonnegative derivative. These equations are compatible,

namely, ∂tl∂tm = ∂tm∂tl , which leads to the existence of infinitely many conserved charges.
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One can generalize the KdV system by replacing the Lax operator L defined in (2.31)

with the higher differential operator,

L = ∂n + un−2∂
n−2 + un−3∂

n−3 + · · ·+ u0. (2.36)

The generalized KdV system can also be expressed in a Lax formalism similar to (2.30) and

written as a Hamiltonian system. The classical Wn algebra is defined as the algebra formed

by ui(x) (i = 0, 1, · · · , n− 2) whose algebraic structure is given by the Poisson bracket.

The crucial observation is that one can reduce a higher order differential equation to a

first order differential equation. To see that, we introduce n functions p0 = p, p1 = p′, p2 =

p′1, · · · , pn−1 = p′n−2. Then the equation Lp = 0 is rewritten as

(∂ − J + U)~p = ~0, (2.37)

where J and U are n×n matrices whose nonzero components are Ji,i+1 = 1 and Un−1,i = ui
(i = 0, 1, · · · , n− 2), namely,

J =



0 1 0 · · · 0

0
. . . 1

. . .
...

...
. . .

. . .
. . . 0

...
. . .

. . .
. . . 1

0 · · · · · · · · · 0


, U =



0 · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...

0 · · · · · · · · · 0

u0 u1 · · · un−2 0


, ~p =



p0

p1

...

pn−2

pn−1


. (2.38)

More generally, any n-th order differential equation can be written in the form of

lq~p = ~0, lq ≡ ∂ − J + q, (2.39)

where q is an n × n lower triangular matrix. Here, we need to note that the different

matrices q1 and q2 may give the same L. That happens iff they are related by the similarity

transformation lq1 = g−1lq2g for g ∈ N . Here, N denotes a set of the matrices in the form

of I + ν where I is the unit matrix and ν is a strictly lower triangular matrix. Then we

need to fix this redundancy. We have already seen one possible choice in (2.38), which is

sometimes called U-gauge. On the other hand, we can also fix the gauge without setting a

matrix to a particular form. One can consider the whole of n × n matrices by identifying

the elements related by the gauge transformation. Namely, one can obtain the classical Wn

algebra as the reduction of sln. One can also apply this method to the other simple Lie

algebras [41]. In the next section, we discuss the quantum counterpart of the above story

by using Becchi-Rouet-Stora-Tyutin (BRST) formalism which is known as the gauge fixing

procedure.

2.2.2 Quantum Drinfeld-Sokolov reduction

The quantum Drinfeld-Sokolov reduction is the systematic method to construct W-algebras

from affine Kac-Moody algebras [42, 43, 44]. The idea is the same as the classical case.
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Namely, the W-algebra is defined through the gauge fixing procedure. In this construction,

the data which characterizes the W-algebra are given by a simple Lie superalgebra g, the level

k of affine Kac-Moody algebra ĝ and sl2 subalgebra {e, x, f} in g9. The last one determines

the type of reduction, as we will see below; in the previous discussion, we focused on the

matrix in the form of (2.38), but the other reductions are also possible. We give the detailed

prescription below:

1. g is decomposed by the eigenvalues of x as follows:

g = ⊕i∈ 1
2
Z gi (2.40)

We note that the eigenvalues are half-integer due to the representation theory of sl2.

We set

g+ = ⊕i>0 gi, g− = ⊕i<0 gi. (2.41)

For later convenience, we introduce index sets S, S ′ such that

g+ = ⊕i∈S gi, g 1
2

= ⊕i∈S′ gi. (2.42)

2. We introduce a pair of the ghost fields (ϕi(z), ϕ∗i (z)) called charged ghosts for i ∈ S10.

Their statistics (i.e. fermionic or bosonic) are opposite to those of gi. Their OPEs are

given by

ϕi(z)ϕ∗j(w) ∼
δij

z − w
. (2.43)

We assign the charge 1 (resp. -1) to ϕ∗(z) (resp. ϕ(z)). For the other fields, we set

the charge to zero.

3. We introduce another ghost field Φi(z) called neutral ghost for i ∈ S ′ whose statistics

are the same as gi. The OPE is given by

Φi(z)Φj(w) ∼ (f |[J i, J j])
z − w

, (2.44)

where (·|·) is the non-degenerate invariant norm of g.

4. We define the operator d as follows:

d =

∮
dz d(z), (2.45)

9Precisely speaking, we can construct W-algebras from a nilpotent element f and a diagonizable element

x satisfying some conditions. The elements f, x do not need to be a part of sl2-triplet [44].
10They are often called bc ghosts for the fermionic fields and βγ ghosts for the bosonic fields.
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d(z) =
∑
i∈S

(
(−1)p(J

i)J i(z) + (f |J i)
)
ϕ∗i (z)−

1

2

∑
i,j,l∈S

(−1)p(J
i)p(J l)f ijl : ϕl(z)ϕ∗i (z)ϕ

∗
j (z) :

+
∑
i∈S′

ϕ∗i (z)Φ
i(z).

(2.46)

It is obvious that this operator is fermionic and its charge is 1. Because d(z)d(w) ∼
O((z − w)0), we find d2 = 0. Then we can see d as a BRST operator and define the

BRST complex (C•k , d) graded by the charge introduced above. Here, the subscript k

denotes the level of affine Kac-Moody algebra. The W-algebra is defined as the zeroth

cohomology.

We note that the first two terms in (2.46) give the standard BRST operator which classically

sets J i(z) to the constant −(−1)p(J
i)(f |J i) for i ∈ S. The last term may be unfamiliar, but

it is necessary in order to impose e(z) = −1 consistently; if we set all the elements of g 1
2

to

zero, e(z) is also set to zero because the commutator of the elements in g 1
2

becomes zero.

Let us first check that the W-algebra defined above always contains Virasoro algebra.

The total Virasoro algebra should consist of three factors: the affine Lie algebra, the charged

ghosts and the neutral ghosts. Let us introduce the following energy-momentum tensor to

each sector:

T g(z) =
1

2(k + h∨g )

∑
i∈all

: J i(z)Ji(z) : +∂x(z), (2.47)

T ch(z) = −
∑
i∈S

mi : ϕ∗i (z)∂ϕi(z) : +
∑
i∈S

(1−mi) : (∂ϕ∗i (z))ϕi(z) :, (2.48)

T ne(z) =
1

2

∑
i∈S′

: (∂Φi(z))Φi(z) :, (2.49)

where the parameters mi are defined by

[x, J i] = miJ
i. (2.50)

These currents are defined so that the conformal dimension of d(z) will be equal to 1; each

field behaves as a primary field whose conformal dimension is given as follows11:

J i(z) : 1−mi, ϕi(z) : 1−mi, ϕ∗i (z) : mi, Φi(z) :
1

2
. (2.51)

The central charges of these energy-momentum tensors are given by

cg =
k sdimg

k + h∨g
− 12k(x|x), (2.52)

cch = −
∑
i∈S

(−1)p(ϕ
i)(12m2

i − 12mi + 2), (2.53)

cne = −1

2
sdimg. (2.54)

11Precisely, the Cartan element J i(z) satisfying (x|J i) 6= 0 behaves as a quasi-primary field.
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The total energy-momentum tensor and its central charge are given by

T (z) = T g(z) + T ch(z) + T ne(z), (2.55)

c = cg + cch + cne = sdimg0 −
1

2
sdimg 1

2
− 12| ρ

(k + h∨g )1/2
− x(k + h∨g )1/2|2, (2.56)

where ρ is the Weyl vector which satisfies (ρ, α) = 1 for all the simple roots α. Because the

conformal dimension of d(z) is one, it satisfies [d, T (z)] = 0, which implies that T (z) is the

energy-momentum tensor for Wk(g, x, f).

As an example, let us consider the case of g = slN
12 and f = J−θ, where θ is the longest

root. We note that this case corresponds to (2.38). This sl2 embedding is often called

principal. In this case, we can identify S with the positive root system ∆+. The BRST

charge is given by

d = d(0) + d(1),

d(0) =

∫
dz

(∑
α∈∆+

Jα(z)ϕ∗α(z)− 1

2

∑
α,β,γ∈∆+

fαβγ : ϕγ(z)ϕ∗α(z)ϕ∗β(z) :

)
,

d(1) =

∫
dz χ(Jα)ϕ∗α(z)

(2.57)

where we set

χ(Jα) =

 1 if α is simple.

0 otherwise.
(2.58)

We note that the neutral ghost does not appear in this case. For the computation of the

cohomology, we introduce the current,

Ĵ i(z) = J i(z) +
∑

β,γ∈∆+

f iβγ : ϕγ(z)ϕ∗β(z) : . (2.59)

We split the complex C•k into the two parts, C•k = C•k,1 ⊗ C•k,2. Here, C•k,1 is spanned by

Ĵα(z) and ϕα(z) while C•k,2 is spanned by Ĵa(z) (a ∈ ∆− ∪ n) and ϕ∗α(z). We note that this

decomposition holds not only at the level of the vector space but also at the level of the

complex. The cohomology of C•k,1 can be easily computed. From the relation

[d, Ĵα] = 0, {d, ϕα(z)} = Ĵα(z) + χ(Jα), (2.60)

we see that the identification Ĵα(z) ∼ −χ(Jα) holds in the cohomology, which implies that

we can identify the zeroth cohomology of C•k,1 as constant C. This result corresponds to the

gauge fixing in (2.38) where the strictly upper triangular part of the matrix is fixed. We

note that the cohomological degree (ghost charge) can now take non-negative values.

12In this thesis, we do not distinguish slN and su(N).
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The remaining task is to compute the cohomology of C•k,2. The important observation

is that we can associate the structure of a double complex to C•k,2 because of the relation

d(0) · d(0) = d(1) · d(1) = {d(0), d(1)} = 0. Then we can use the technique of the spectral

sequence where the zeroth differential and the first differential are given by d(1) and d(0),

respectively. Let us consider the cohomology for d(1). From the relation

[d(1), Ĵa(z)] =
∑
β∈∆+

([f, Ja]|Jβ)ϕ∗β(z), (2.61)

we see that Ĵa(z) commutes with d(1) if and only if [f, Ja] = 0 holds, or in other words, Ja

is the lowest weight vector of sl2 multiplet. Because slN is decomposed into the irreducible

representations of sl2 as slN = 3 ⊕ 5 ⊕ 7 ⊕ · · · ⊕ 2N − 1 13, we have N − 1 lowest vector.

We denote by P (i)(z) (i = 1, 2, · · · , N − 1) the linear combination of the corresponding

Ĵa(z)s. We note that these currents correspond to u0, u1, · · · , un−2 in (2.38). One may also

see that the fields ϕ∗α(z) also commute with d(1), but they are exact elements, which can be

seen from (2.61). That implies the identification ϕ∗α(z) ∼ 0. Thus one can show that the

cohomology for d(1) is generated by P (i)(z) if the cohomological degree (i.e. ghost charge)

is 0. For the other degree, it vanishes. Next, we need to take the cohomology for d(0). That

can be implemented by adding to P (i)(z) the correction terms so that it will commute with

the differential d = d(0) +d(1). They can be determined recursively by solving d(1)Xj+1(z) =

−d(0)Xj(z), X0 = P (i)(z). Then the generator is given by W (i)(z) = P (i)(z) +
∑n

j=1Xj(z),

where n is an integer such that d(0)Xn(z) = 0 holds. One can see from (2.51) that the

conformal dimension of these generators are 2, 3, 4, · · · , N . Thus this W-algebra is WN

algebra.

For generic g and sl2 embedding, it is difficult to compute the cohomology, but it is

expected that the corresponding W-algebra is generated by the currents in the form of

P (i)(z)+· · · , where P (i) is again the current associated with the lowest vector of sl2 multiplet.

When g is decomposed by sl2 into g = n1 ⊕ n2 ⊕ · · · ⊕ nM , the W-algebra is generated by

the currents W (i)(z) (i = 1, 2, · · · ,M) with the conformal dimension n1+1
2
, n2+1

2
, · · · , nM+1

2
.

One can easily check that this claim is true at least for a singlet of sl2. Indeed, one can

immediately check that the following current Ĵ i(z) satisfies [d, Ĵ i(z)] = 0 if gi is a sl2 singlet:

Ĵ i(z) = J i(z) + J ich(z) + J ine(z), (2.62)

where

J ich(z) = −
∑
j,k∈S

(−1)p(ϕα)f ikj : ϕj(z)ϕ∗k(z) :, (2.63)

J ine(z) = −1

2

∑
j,k∈S′

(−1)p(Φi)f ikj : Φj(z)Φk(z) : . (2.64)

13We denote by n the n-dimensional sl2 irreducible representation.
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We note that the sl2 embedding of slN is labeled by the partition of N as follows:

Figure 4: This figure corresponds to sl2 embedding for the partition N = n1 + n2 + · · ·nM
(n1, n2, · · · , nM ≥ 1. )

For later convenience, we denote by DSn(ŝlN) the DS reduction for the partition N =

n+ 1 + 1 + 1 + · · ·+ 1.

Finally, we mention to the case of g = sl2|1. We first fix the notation. We denote the

elements of sl2|1 by 
2h1+h2

3
e12 e1

f12
−h1−2h2

3
f2

f1 e2
h1−h2

3

 . (2.65)

In this case, the sl2 embedding is uniquely determined; it is given by (e12, h1 +h2, f12). Then

sl2|1 is decomposed into 1 + 2 + 2 + 3, which corresponds to (h1 − h2), (e1, f2), (e2, f1) and

(e12, h1 + h2, f12), respectively. According to the previous discussion, it is expected that we

have BRST-closed currents G+(z), G−(z), T (z) with conformal dimension 3
2
, 3

2
, 2 in addition

to J(z) = Ĵ (h1−h2)(z). This is indeed true and it is not difficult to find an explicit form of

these currents by hand 14. The OPE between these currents are given as follows:

T (z)T (w) ∼
c
2

(z − w)4
+

2T (w)

(z − w)2
+
∂T (w)

z − w
, T (z)G±(w) ∼

3
2
G±(w)

(z − w)2
+
∂G±(w)

z − w
,

T (z)J(w) ∼ J(w)

(z − w)2
+
∂J(w)

z − w
, G±(z)G±(w) ∼ 0, J(z)G±(w) ∼ G±(w)

z − w
,

G+(z)G−(w) ∼
2c
3

(z − w)3
+

2J(w)

(z − w)2
+

2T (w) + ∂J(w)

z − w
,

(2.66)

where the central charge is c = −3(2k+ 1). This algebra is known as N = 2 super Virasoro

algebra. We note that the currents T (z), J(z) are bosonic while G±(z) are fermionic.

14The explicit form can be found in [44].
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2.2.3 Coset construction

There is another way to define W-algebras from affine Kac-Moody algebras. It is called

coset construction [45]. Let Ĝ be an affine Kac-Moody algebra and Ĥ be its subalgebra.

One can construct a W-algebra from them as the set of the elements of Ĝ commuting with

Ĥ. We denote it by Ĝ/Ĥ. The energy-momentum tensor which commutes with the Ĥ

currents is given by

T (z) = TG(z)− TH(z), (2.67)

where TG(z) and TH(z) are the Sugawara energy-momentum tensors for Ĝ and Ĥ, respec-

tively. The central charge is given by

c = cG − cH . (2.68)

One of the examples which is important in this thesis is

ŜU(2)k

Û(1)
, (2.69)

which is known as SU(2) parafermion [46]. Let us consider the Hilbert space when k is a

positive integer. Here, we fix the normalization of ŜU(2)k as

J3(z)J3(w) ∼ k/2

(z − w)2
, J3(z)J±(w) ∼ ±J

±(w)

z − w
, J+(z)J−(w) ∼ k

(z − w)2
+

2J3(w)

z − w
. (2.70)

By definition, the integrable representation Ll of ŜU(2)k is decomposed into the represen-

tation of the parafermion and that of Û(1):

Ll = ⊕ m∈Z
l−m∈2Z

MPF
l,m ⊗MÛ(1)

m , (2.71)

where MÛ(1)
m is the Û(1) module whose eigenvalue of J0

3 is m
2

. We note that not all of

MPF
l,m give different modules. To see that, let us consider the affine Weyl group. It includes

the transformation subgroup labeled by the coroot. In the case of ŜU(2), it changes J3
0

to J3
0 + nk (n ∈ Z). Because the representation space of the integrable representation is

invariant under the affine Weyl group, the RHS of (2.71) should be also invariant. Therefore,

we find the identification

MPF
l,m ∼MPF

l,m+2jk (j ∈ Z) (2.72)

and we can rewrite (2.71) as

Ll = ⊕ m∈Z2k
l−m∈2Z

MPF
l,m ⊗ V Û(1)

m , V Û(1)
m ≡ ⊕j∈ZMÛ(1)

m+2jk. (2.73)

There is still a redundant symmetry which transforms Ll into Lk−l and J3
0 into J3

0 + k
2
. It

corresponds to the permutation of the two simple roots for ŜU(2). Therefore, the following

identification also holds:

MPF
l,m ∼MPF

k−l,m+k. (2.74)
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From this, one can see that the independent module lies in the region

−l ≤ m ≤ l. (2.75)

The conformal dimension hPF
l,m of MPF

l,m can be computed from (2.67) as

hPF
l,m =

l(l + 2)

4(k + 2)
− m2

4k
. (2.76)

The character χPF
l,m(τ) of the parafermion can be read off from the relation

χ
ŜU(2)
l,k (τ, z) =

∑
m∈Z2k
l−m∈2Z

χPF
l,m(τ)

Θm,k(τ, z)

η(τ)
, (2.77)

where χ(τ, z) = Tr qL0− c
24yJ

3
0 (q = e2πiτ , y = e2πiz) measures both L0 and J3

0 and we set

η(τ) = q
1
24

∞∏
i=1

(1− qi), Θm,n(τ, z) =
∞∑

j=−∞

qn(j+ m
2n

)2

yn(j+ m
2n

). (2.78)

The character of ŜU(2)k is obtained as χ
ŜU(2)
l,k (τ, z) =

Θl+1,k+2(τ,z)−Θ−(l+1),k+2(τ,z)

Θ1,2(τ,z)−Θ−1,2(τ,z)
from Weyl-

Kac formula. The function c
(k)
l,m(τ) = χPF

l,m(τ)/η(τ) is called string function and we will use

this function later. Because of (2.72) and (2.74), it satisfies

c
(k)
l,m+2k(τ) = c

(k)
k−l,m+k(τ) = c

(k)
l,m(τ). (2.79)

We note that the string function becomes 1/η(τ) when k = 1.

Finally, we briefly mention the relation between the coset construction and the BRST

approach, based on [47]. In a Lagrangian description, the coset CFT Ĝ/Ĥ is realized from

a gauged Wess-Zumino-Witten (WZW) model, which is obtained by gauging H-symmetry

of the G WZW mode with level k. One can implement the gauge fixing procedure by

the standard Fadeev-Popov procedure. As a result, the physical observables are given by

BRST-closed operators within

Ĝk ⊗ Ĥ−k−2h∨H
⊗ ghost fields, (2.80)

where the ghost fields are introduced for every element of H. The total central charge is

c =
k dim G

k + h∨G
+

(−k − 2h∨H)dim H

(−k − 2h∨H) + h∨H
− 2 dim H

=
k dim G

k + h∨G
− k dim H

k + h∨H
,

(2.81)

which indeed matches the coset construction. We will use this relation in the next section.
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2.3 WN minimal models and N = 2 unitary minimal models

In this section, we review the minimal models for WN algebra and N = 2 super Virasoro

algebra. As we mentioned, a minimal model describes the system which consists of a finite

number of degenerate primary fields. There are several ways to obtain such fields. In Section

2.3.1, we consider the WN minimal models by using free boson representation. In Section

2.3.2, we consider the unitary N = 2 minimal models by using the coset construction.

2.3.1 WN minimal models from free boson realization

In Section 2.2.1, we have seen a close connection between the classical WN algebra and the

N -th order differential operator L given in (2.36). We discussed the particular gauge (2.38),

but there is another simple gauge as follows:

L = (∂ + v1)(∂ + v2) · · · (∂ + vN). (2.82)

Motivated by this observation, Fateev and Lukyanov constructed WN algebra using N − 1

free bosons [48]. They introduced the differential operator

R(N)(z) =: (Q∂ + ~ξN · ∂~φ(z))(Q∂ + ~ξN−1 · ∂~φ(z)) · · · (Q∂ + ~ξ1 · ∂~φ(z)) : . (2.83)

Here, ~φ is the (N − 1)-component free bosons

~φ = (φ(1)(z), φ(2)(z), · · · , φ(N−1)(z)), φ(i)(z) = q(i) + a
(i)
0 log z −

∑
n6=0

a
(i)
n

n
z−n (2.84)

with the OPEs

φ(i)(z)φ(j)(w) ∼ −δi,j log(z − w) (i, j = 1, 2, · · ·N − 1). (2.85)

~ξi is an (N − 1)-dimensional vector15 satisfying

N∑
i=1

~ξi = 0, ~ξi · ~ξj = δi,j −
1

N
(i, j = 1, 2, · · ·N). (2.86)

The parameter Q is related to the central charge, as we will see below.

The current W (s)(z) with conformal dimension s is obtained by expanding (2.83) as

follows:

R(N)(z) =
N∑
s=0

W (s)(z)(Q∂)n−s. (2.87)

15These vectors are the bases of the hyperplane in RN . Letting ~ei (i = 1, 2, · · · , N) be the unit vector

along the i-th axis, one can see that the vector ~ξi can be expressed as ~ξi = ~ei − 1
N

∑N
j=1 ~ej .
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For example, the explicit form of W (1)(z) and W (2)(z) is given by

W (1)(z) =
N∑
i=1

~ξi · ∂~φ(z) = 0, (2.88)

W (2)(z) =
∑

1≤l<m≤N

: (~ξl · ∂~φ(z))(~ξm · ∂~φ(z)) : +Q
N−1∑
k=1

(N − k)~ξk · ∂2~φ(z)

= −1

2
: (∂~φ(z))2 : +Q~ρ · ∂2~φ, (2.89)

where ~ρ = 1
2

∑N
k=1(N + 1 − 2k)~ξk corresponds to the Weyl vector of su(N). The current

W (2)(z) is the energy-momentum tensor with the central charge

c = N − 1 +Q2(N2 − 1)N. (2.90)

The explicit form of the higher spin currents is more complicated. Instead, one can charac-

terize them as the operators commuting with a set of the vertex operators as follows:

S±i =

∮
dz : eb

±1~αi·~φ(z) : (i = 1, 2, · · · , N − 1), (2.91)

[W (s)(z), S±i ] = 0 (s = 2, 3, · · · , N). (2.92)

Here, b and ~αi are defined by

Q = b+ b−1, ~αi = ~ξi − ~ξi+1 (2.93)

and the vectors ~αi correspond to the simple roots of su(N). The vertex operators S±i are

called screening charges. We note that WN algebra is invariant under the transformation

b↔ b−1. (2.94)

This duality is called Feigin-Frenkel duality.

One can construct the highest weight state of WN algebra by using the Fock spaces given

by

a(i)
n |~u〉 = 0 (n > 0), a

(i)
0 |~u〉 = −ui |~u〉 (i = 1, 2, · · · , N − 1). (2.95)

The conformal dimension h for this state can be computed from (2.89) as

h = −1

2
~u 2 +Q~ρ · ~u (2.96)

The screening charges play an important role in the construction of the null vectors. For

simplicity, let us consider the N = 2 case. In this case, we have only one boson and can

simply express (2.91) and (2.96) as

S± =

∮
dz : e

√
2b±1φ(z) :, h = −u

2

2
+
Qu√

2
. (2.97)
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Let us consider the following state16:

(S+)r |u−
√

2rb〉

≡
∫
dz1

∫
dz2 · · ·

∫
dzr S

+(z1) · · ·S+(zr) |u−
√

2rb〉

=

∫
dz1

∫
dz2 · · ·

∫
dzr

∏
1≤i<j≤r

(zi − zj)−2b2 : S+(z1) · · ·S+(zr) : |u−
√

2rb〉

=

∫
dz1

∫
dz2 · · ·

∫
dzr

∏
1≤i<j≤r

(zi − zj)−2b2
r∏

k=1

z
−
√

2b(u−
√

2rb)
k

r∏
l=1

exp

(
b
∑
n>0

a−n
n
znl

)
|u〉 .

(2.98)

Because of (2.92), one can see that this state also satisfies the condition for the highest weight

state. However, there is a possibility that it becomes zero. To obtain a non-vanishing state,

we have to discuss the integration contour carefully, but we take a shortcut here. The

integrand in (2.98) consists of infinitely many descendant states, but the non-vanishing

terms must be invariant under the transformation zi → λzi. That requires

r − r(r − 1)b2 −
√

2rb(u−
√

2rb) +N = 0 (2.99)

for some N ∈ N. If we set N = rs, it can be rewritten as
√

2u = (1 + r)b+ (1 + s)b−1. (2.100)

Using (2.97), one can check that the conformal dimension of |u〉 is equal to hr,s given in

(2.11). Here, we note that (2.100) is a necessary condition and does not require s to be a

positive integer. One can obtain the sufficient condition by considering the order of Kac

determinant. We explain that along the line of [49]. One can read off the information of

the null vectors from the determinant of the matrix

〈u|a{mi}L{ni}|u〉 , (2.101)

where we set L{ni} |u〉 =
∏∞

i=1(L−i)
ni |u〉 and 〈u| a{mi} = 〈u|

∏∞
i=1(ai)

mi . Because the null

state appears in the zero-locus of the determinant, we can find the number of the null states

from its order. Let us denote by dN the order of the determinant at level N . Then we have

∞∑
N=1

dNx
N =

∞∑
N=1

∑
{ni}∑
knk=N

nkx
N

=
∞∑
r=1

xr

1− xr
1∏∞

j=1(1− xj)

=
∞∑
r=1

∞∑
s=1

xrs
∞∑
n=0

p(n)xn

=
∞∑
N=1

xN
∑
r,s≥1

1≤rs≤N

p(N − rs),

(2.102)

16One can also construct a similar state by using S−.
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where p(n) denotes the number of the partition of an integer n. This implies that there is

a null vector at level rs for each r, s ≥ 1. Thus, we see that we should set s to a positive

integer.

As we mentioned in Section 2.1, the degenerate primary fields labeled by r, s are not

independent for the particular central charges. When b2 = −p
q

for coprime integers p, q, the

relation hr,s = hr+q,s+p holds. Furthermore, the null state which we should set to zero can

be expressed as hr,s+rs = hr+q,p−s = hq−r,p+s. Therefore, we can construct the model which

contains only a finite number of the degenerate primary fields with

1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1. (2.103)

This is the Virasoro minimal model.

In the same way, we can construct theWN minimal model. We can express the degenerate

module as

Smii |~u〉 (i = 1, 2, · · ·N − 1). (2.104)

Here, we note that there can be at most N − 1 null vectors in the case of WN algebra.

Such modules are called maximally degenerate modules. In this case, the condition (2.100)

becomes

~αi · ~u = (1 +mi)b+ (1 + ni)b
−1 (2.105)

for mi, ni ∈ N. In this module, there are null states at level mini for i = 1, 2, · · · , N − 1.

By introducing the fundamental weight ~ωj which satisfies ~αi · ~ωj = δi,j, we can express

~u =
N−1∑
i=1

(
(1 +mi)b+ (1 + ni)b

−1

)
~ωi. (2.106)

Similarly to the previous case, we can construct the minimal models when b2 = −p
q
. The

degenerate primary fields contained in this model are restricted to the following region:

N−1∑
i=1

mi < q,

N−1∑
i=1

ni < p. (2.107)

We note that we need p, q ≥ N . These modules contain additional null states at level

(q −
∑N−1

i=1 mi)(p−
∑N−1

i=1 ni). We can compute the conformal dimension h from (2.96) as

h = −1

2
(~u−Q~ρ)2 +

Q2

2
~ρ 2

=
12(
∑N−1

i=1 (pmi − qni)~ωi)2 −N(N2 − 1)(p− q)2

24pq
,

(2.108)

where we use ~ρ 2 = N(N2−1)
12

and ~ρ =
∑N−1

i=1 ~ωi.
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2.3.2 N = 2 unitary minimal models

In Section 2.2.2, we discuss N = 2 super Virasoro algebra (2.66) in terms of the quantum

Drinfeld-Sokolov reduction. On the other hand, it is also possible to realize it by the coset

construction as follows [50]:

ŜU(2)k ⊗ Ff

Û(1)
. (2.109)

Here, Ff denotes the free fermions ψ±(z) with the OPE

ψ+(z)ψ−(w) ∼ 1

z − w
, ψ±(z)ψ±(w) ∼ 0. (2.110)

They form a U(1) current Jf (z) =: ψ+(z)ψ−(z) :. The U(1) current in the denominator

of (2.109) is given by the sum of J3(z) in ŜU(2)k and Jf (z). One can explicitly construct

the currents of N = 2 super Virasoro algebra as the elements commuting with this U(1)

current. For example, the U(1) current J(z) in N = 2 super Virasoro algebra is given by

J(z) =
k

k + 2
Jf (z)− 2

k + 2
J3(z). (2.111)

One can construct the representation space from that of ŜU(2)k and the free fermion.

For the free fermion, we only have to determine the eigenvalue of Jf0 for the highest weight

state. The Neveu-Schwarz (NS) sector corresponds to Jf0 = 0 while the Ramond (R) sector

corresponds to Jf0 = ±1
2
. For ŜU(2)k, we may need to remove null states to obtain the

irreducible representation. Especially, one can obtain the unitary representation called

integrable representation when k ∈ Z≥1. These modules realize the unitary minimal model.

The central charge is given by

c =
3k

k + 2
(k ∈ Z≥1). (2.112)

In the following, we focus on the NS sector.

As in the case of the parafermion discussed in (2.73), we have the following branching

relation:

Ll ⊗ V Ff = ⊕m∈Z2(k+2)

l−m∈2Z
MsVir

l,m ⊗ V Û(1)
m , V Û(1)

m ≡ ⊕j∈ZMÛ(1)
−m+2j(k+2). (2.113)

Here, V Ff is the Hilbert space of the free fermion. Because the energy-momentum tensor

and the U(1) current are defined as (2.67) and (2.111), the conformal dimension hl,s and

the U(1) charge Jl,m of the primary fields are given as

hl,m =
l(l + 2)−m2

4(k + 2)
, Jl,m =

m

k + 2
, (2.114)

where 0 ≤ l ≤ k, −l ≤ m ≤ l and l−m ∈ 2Z. The character was derived in [35] as follows17:

χl,m(τ, z) := Tr qL0− c
24yJ0 =

∑
r∈Z2n

c
(n)
l,m+2r(τ)Θ2m+2r(n+2),2n(n+2)(τ,

z

n+ 2
). (2.115)

17Precisely speaking, the character was first derived in [33, 34] by studying the embedding relation of

the null states. We note that one can also construct the null states by using the screening charge [49].
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3 Y-algebra and its generalization

In this section, we review the Y-algebra, a new family of W-algebras proposed by Gaiotto

and Rapcak [24]. In Section 3.1, we review the construction from the gauge theory. We

also explain the triality symmetry, the modules and the relation to W1+∞. These properties

play an important role in Section 4. In Section 3.2, we discuss the generalization of the

Y-algebra studied by Prochazka and Rapcak [27]. We will see that we can construct various

W-algebras in this framework.

3.1 Y-algebras

The Y-algebra is constructed from the 4d supersymmetric gauge theory with the 3d Y-

shaped domain wall (see Figure 6). It is the W-algebra which appears at the 2d corner

of this domain wall. We can find its explicit expression by a step-by-step analysis; the 2d

theory at the corner can be specified by first reducing the 4d theory to the 3d theory and

then studying its boundary. The final result is given in (3.6).

3.1.1 Construction from the gauge theory

Gaiotto and Rapcak constructed a family of W-algebras from the gauge theory setup which

naturally arises from type IIB string theory. In type IIB string theory, there are (1 + 5)-

dimensional objects labeled by two charges (p, q), where p, q are coprime integers. It is

believed that type IIB string theory possesses SL(2,Z) symmetry, under which the charges

(p, q) transform as a doublet. In our notation, the (1,0) brane and (0,1) brane correspond

to D5-brane and NS5-brane, respectively. As discussed in [51, 52], one can consider a web

of 5-branes which preserves 1/4 supersymmetry. The following figures show some examples:

D5

NS5

(−1,−1)

x2

x3

Figure 5: These figures show some examples for (p, q)-webs. The most fundamental one is

the trivalent vertex formed by D5-brane, NS5-brane and (-1,-1) brane.

Let us explain how to interpret these figures. We denote by x0, x1, · · · , x9 the coordinate

of ten-dimensional spacetime. Let us consider the situation that all of the 5-branes share

(1+4)-dimension, for example, x0, x1, x4, x5, x6 direction. Then each brane should fill one
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more dimension. We can encode the information about the configuration in a web-diagram

in a two-dimensional plane, for example, (x2, x3)-plane. The web-diagram must satisfy two

properties. First, the charge conservation must be satisfied at every junction. That means

that each trivalent vertex consists of three (pi, qi)-branes (i = 1, 2, 3) satisfying
∑3

i=1 pi = 0

and
∑3

i=1 qi = 0. Second, each brane must have an appropriate slope to keep a part of

supersymmetry. For simplicity, we draw the (p, q)-fivebrane by the line with slope q/p. The

diagrams drawn in this way are called (p, q)-web. The most fundamental diagram is the left

one in Figure 5. We can obtain any other trivalent vertex via SL(2,Z) transformation and

any other (p, q)-web by gluing trivalent vertices.

One can also add (1+3)-dimensional objects called D3-branes to (p, q)-web, keeping a

part of supersymmetry. In [24], Gaiotto and Rapcak considered the system consisting of

the trivalent vertex and several numbers of D3-branes as follows:

D5

NS5

L

M

N

x2

x3

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9

D5

NS5

D3

Figure 6: The trivalent vertex consisting of D5-brane, NS5-brane and (-1,-1)-fivebrane di-

vides (x2, x3)-plane into the three regions, where L,M,N D3-branes are inserted, respec-

tively. In the right table, the directions along which the branes extend are denoted by bars.

Here, D3-branes are inserted in each region separated by the 5-branes. They extend to both

x2 direction and x3 direction. The spacetime in which the branes live is summarized in the

above table. As is well known, the effective theory on the D3-brane is described by N = 4

super Yang-Mills theory (SYM). In the low-energy limit, the above system is described

by the four-dimensional N = 4 SYMs whose gauge groups are U(L), U(M) and U(N),

respectively. These three gauge theories are separated by three-dimensional interfaces. Our

concern is the two-dimensional theory living at the corner in the (x2, x3)-plane.

In principle, the two-dimensional theory at the corner can be determined by carefully

analyzing the boundary condition, but it is much simpler to consider the topologically

twisted N = 4 SYM [53]. The advantage of considering the topologically twisted N = 4

SYM is that we can use the result of [54]. It was discussed that the path integral of Chern-

Simons (CS) theory on the three-dimensional manifold M3 can be interpreted as that of the

topologically twisted N = 4 SYM on M3×R+ with a certain boundary condition. One can

also think of it as the result of the fact that the degree of freedom in the topological field

theory localizes to its boundary. In [24], this result was applied to Figure 6, and M3 was
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identified with the intersection between D3-brane and (q, 1)-brane. The relation between

the coupling constant Ψ of SYM and the level k of the CS theory is given as

Ψ + q = k + h∨, (3.1)

where h∨ is the dual Coxeter number of the gauge group.

From the above discussion, the system reduces to the CS theories, which meet at the

two-dimensional corner. As is well known, a two-dimensional CFT lives on the boundary of

the CS theory. The W-algebra realized at the corner depends on the boundary condition.

If we fix the form of the gauge field as in Figure 4 at the boundary, the W-algebra is given

by the corresponding DS reduction. Let us first consider the simple case, L = M = 0. In

this case, we have the CS theory on M3 = R2 ×R+, where R2 corresponds to (x0, x1)-plane

while R+ to x3 ≥ 0. This CS theory is mapped to the topologically twisted N = 4 SYM on

M3 × R+, where R+ corresponds to x2 ≥ 0 (see the following figure):

D5

NS5

0

0

N

⇒ •

U(N) CS theory on R2 × R+

← 2d CFT

Figure 7: Left: topologically twisted N = 4 U(N) SYM on R2 × R+ × R+. Right: U(N)

CS theory on R2 × R+.

The boundary condition at R+(x2 ≥ 0) is in principle determined by that of the CS theory,

and we want to set it so that it will correspond to the D5-boundary. We can guess it from S-

duality of string theory. Because NS5-brane and D5-brane are related by S =

(
0 1

−1 0

)
∈

SL(2,Z), the 2d CFT living at the corner should be invariant under this transformation

and the flip of the diagram. Because it changes Ψ to Ψ−1, the W-algebra realized at the

corner should possess duality which exchanges Ψ and Ψ−1. That is satisfied if we chose the

principal embedding because the corresponding W-algebra DSN [Û(N)Ψ] = WN × Û(1)18

possesses such a duality (2.94).

Next, let us consider the case of L = 0. It is enough to consider the case of N ≥M . In

this case, there are two CS theories as follows:

18We fix the normalization for the level of Û(N) so that the level of its subalgebra ŜU(N) will become

Ψ−N .
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D5

NS5

0

M

N

⇒ •

U(N) CS theory on R2 × R+

U(M) CS theory on R2 × R+

← 2d CFT on R2

It is known that the U(N) × U(M) gauge symmetry in the bulk is broken to the diagonal

part of U(M) × U(M) by the D5-brane. Then the gauge field of the U(N) CS theory is

decomposed at the corner into (N − M) × (N − M) block and M × M block. Namely,

the (N −M) × (N −M) part of the gauge symmetry is broken at the corner. Thus, it

gives DSN−M [Û(N)Ψ] current19 at the corner. On the other hand, U(M) CS theory gives

Û(M)1−Ψ at the corner. The W-algebra realized at the corner is obtained after fixing the

redundancy of the remaining U(M) gauge symmetry by the BRST procedure. We note that

the level of the total current Û(M) must be zero because otherwise it would be anomalous. If

the level of Û(M) in DSN−M [Û(N)Ψ]⊗Û(M)1−Ψ⊗bcU(M) is not zero, that must be canceled

out by some matter fields living at the corner. Recalling that the level of ŜU(M) in Û(M)Ψ

is Ψ−M in our normalization, we see that we need to add Û(1)⊗ ŜU(N)−1 if and only if

N = M . The matter field which realizes this current is given by U(N) symplectic bosons

SbU(N) which consist of N pairs of a symplectic boson Xa(z), Yb(z) (a, b = 1, 2, · · · , N) with

the following OPEs:

Xa(z)Yb(w) ∼ δab
z − w

, Xa(z)Xb(w) ∼ 0, Ya(z)Yb(w) ∼ 0. (3.2)

The Û(N) current is given by Jab = Xa(z)Yb(z). Summarizing, the W-algebra at the corner

is given by the BRST reduction of
Û(N)Ψ ⊗ Û(N)1−Ψ ⊗ SbU(N) ⊗ bcU(N) (N = M)

DSN−M [Û(N)Ψ]⊗ Û(M)1−Ψ ⊗ bcU(M) (N > M)

DSM−N [Û(M)1−Ψ]⊗ Û(N)Ψ ⊗ bcU(N) (N < M).

(3.3)

We can do a similar analysis in the case of L 6= 0. The difference from the previous case

is that D3-branes are inserted in both sides of (q, 1)-brane. Then we only have to replace the

gauge group U(N), U(M) with the super Lie group U(N |L), U(M |L), respectively [55]. For

the matter fields, we need to add U(L) symplectic fermion SfU(L) as well as SbU(N), where

SfU(L) consists of L pairs of a symplectic fermion ψa(z), χb(z) (a, b = 1, 2, · · · , L) with the

following OPEs:

ψa(z)χb(w) ∼ δab
z − w

. (3.4)

19See the comment below Figure 4 for the notation.
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We denote by SbU(N |L) the combination of SbU(N) and SfU(L). Then we can generalize (3.3)

to generic cases as
Û(N |L)Ψ ⊗ Û(N |L)1−Ψ ⊗ SbU(N |L) ⊗ bcU(N |L) (N = M)

DSN−M [Û(N |L)Ψ]⊗ Û(M |L)1−Ψ ⊗ bcU(M |L) (N > M)

DSM−N [Û(M |L)1−Ψ]⊗ Û(N |L)Ψ ⊗ bcU(N |L) (N < M),

(3.5)

where the off-diagonal part of the ghost fields bcU(N |L) should be interpreted as βγ ghost.

We note that the relation between the parameters is given by (3.1), where h∨ = N − L for

U(N |L). By using (2.80), we can rewrite (3.5) into a simpler form as

YL,M,N [Ψ] =



Û(N |L)Ψ ⊗ SbU(N |L)

Û(N |L)Ψ−1

(N = M)

DSN−M [Û(N |L)Ψ]

Û(M |L)Ψ−1

(N > M)

DSM−N [Û(M |L)−Ψ+1]

Û(N |L)−Ψ

(N < M).

(3.6)

This is the final result for the W-algebra realized at the corner.

Let us see some examples. According to the above definition, we have Y0,0,N [Ψ] =

DSN [Û(N)Ψ]. As we explained in Section 2.2.2, it gives WN algebra with an extra U(1)

boson. The next example is Y0,1,2[Ψ] = Û(2)Ψ

Û(1)
. As we have seen in 2.2.3, it gives SU(2)

parafermion with an extra U(1) boson. In this way, one can obtain various W-algebras by

changing the value of L,M,N .

3.1.2 Triality

The Y-algebra possesses a nontrivial automorphism inherited from SL(2,Z) symmetry of

type IIB string theory. While the D3-branes are invariant under SL(2,Z), 5-branes and the

coupling constant Ψ are transformed nontrivially. We will give the detail in Section 3.2.

Here, we describe the main point. For some SL(2,Z), 5-branes are exchanged with each

other and the corner configuration is kept invariant. That implies that the Y-algebra has

S3 automorphism under which L,M,N are permuted. This automorphism is called triality.

Let us consider Y0,0,N [Ψ] as an example. The triality implies the following relation:

Y0,0,N [Ψ] = Y0,N,0[1−Ψ−1] = YN,0,0[
1

1−Ψ
]. (3.7)

According to (3.6), this relation can be rewritten as

DSN [Û(N)Ψ] = DSN [Û(N)Ψ−1 ] =
Û(N)−Ψ ⊗ SfU(N)

Û(N)1−Ψ

. (3.8)
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The first equation is exactly Feigin-Frenkel duality. The second equation is more interesting.

The last one is indeed known as the coset realization ofWN algebra20. In this way, the triality

provides us nontrivial relations among different realizations of W-algebras.

3.1.3 Modules of the Y-algebra

Let us discuss the module of the Y-algebra. It is realized by the local operators at the

corner. The characteristic ones are those induced from the line operators in the 3d interfaces.

Concretely, we consider the line operator such that one of its endpoints attaches to the corner

while the other one extends to the infinity as follows:

Figure 8: Line operators are inserted in the three-dimensional interfaces.

It is characterized by the weight of the gauge group. As an example, let us consider

Y0,0,N [Ψ] = WN × Û(1). In this case, we have two 3d interfaces and the module is la-

beled by two U(N) weights. We have already seen such modules in Section 2.3.1. They

are expected to give the maximally degenerate modules. For general cases, we can insert

three line operators and they are expected to give the maximally degenerate modules for

YL,M,N [Ψ]. We will give a more detailed explanation in Section 4.

3.1.4 The relation to W1+∞ and a plane partition

As we have seen, the Y-algebra realizes various W-algebras. Then it is natural to expect

that there is a unified description of these algebras. The vacuum character gives crucial

information for that21. In [24], it was conjectured that the vacuum character of YL,M,N

matches the generating function of the plane partition with a pit at (L+ 1,M + 1, N + 1)22.

Here, we mean by a ”pit” the place in which we cannot place a box. This claim was

checked for several cases. The observation suggests that the Y-algebra can be seen as a

truncation of W1+∞; recall that W1+∞ consists of the currents whose conformal dimensions

are 1, 2, 3, 4, · · · ,∞ and its vacuum character coincides with the MacMahon function (=

20This relation was proved in [56]. Further, the triality has been proved in [57] when one of L,M,N is

zero.
21In this section, we do not include the factor q−

c
24 in the character.

22A plane partition is a 3d version of Young diagram. See the left of Figure 9 or Introduction.

35



generating function of a plane partition)

χ(q) =
1∏∞

n=1(1− qn)n
= 1 + q + 3q2 + 6q3 + 13q4 + · · · . (3.9)

For the explanation of a plane partition, see Figure 1. One of the simplest examples is

Y0,0,N . It is well known that the generating function of the plane partition with height at

most N matches with the vacuum character of WN × Û(1). In the following, we consider

Y0,N,N as a nontrivial example23. The algebra is given by the BRST reduction of

Û(N)Ψ × Û(N)1−Ψ ⊗ SbU(N) × bcU(N). (3.10)

Its character is obtained by taking the U(N)-invariant part of (3.10). Because Û(N)×Û(N)

cancels out bcU(N) except the zero modes of c, the character is given by

χ0,N,N(q) =

∮ N∏
i=1

dxi
xi

∏
i 6=j(1−

xj
xi

)∏∞
n=0

∏N
i=1(1− xiqn+ 1

2 )
. (3.11)

Here, the denominator comes from the symplectic boson while the numerator comes from

c0. We note that a Vandermonde determinant gives a measure of U(N). Because the

orthogonal basis under this measure are given by the character of U(N) representation (=

Schur polynomial), it is convenient to expand the integrand as

1∏N
i=1

∏∞
n=0(1− xiqn+ 1

2 )
=
∑
λ

dλ(q)χλ(xi), (3.12)

where χλ(xi) is the character of the U(N) representation labeled by the Young diagram

λ = (λ1, λ2, · · · , λN). Then (3.11) becomes χ0,N,N(q) =
∑

λ dλ(q)dλ(q).

One can give a combinatorial interpretation to dλ(q) by using the Pieri rule

χλ(xi)
1∏N

i=1(1− xit)
=
∑
µ�λ

χµ(xi)t
|µ|−|λ|, (3.13)

where µ � λ means

µ1 ≥ λ1 ≥ µ2 ≥ λ2 ≥ · · · ≥ µN ≥ λN . (3.14)

By applying (3.13) repeatedly to the LHS of (3.12), we see

dλ0(q) =
∑

λ0�λ1�λ2�λ3�···

q
1
2

(
|λ0|−|λ1|

)
+ 3

2

(
|λ1|−|λ2|

)
+ 5

2

(
|λ2|−|λ3|

)
+···

=
∑

λ0�λ1�λ2�λ3�···

q
1
2
|λ0|+|λ1|+|λ2|+|λ3|+···.

(3.15)

One can interpret it in terms of a plane partition as in Figure 9,:

23We consider the plane partition with a pit at (N + 1, N + 1, 1), not (1, N + 1, N + 1). This is merely

because that is convenient to draw a figure.
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1

2

3

1

3

2

λ0
λ−1

λ−2

λ1
λ2

Figure 9: Left: An example of a plane partition. Right: Diagonal slicing of a plane partition.

It satisfies λ0 � λ1 � λ2 � · · · and λ0 � λ−1 � λ−2 � · · · .

From the right of Figure 9, we can interpret
∑

λ dλ(q)dλ(q) as the generating function of the

plane partition with a pit at (N + 1, N + 1, 1). Thus, we see that the Hilbert space of Y0,N,N

is indeed described by a plane partition with a pit at (N + 1, N + 1, 1). The relation to

W1+∞ plays an important role in Section 4. We note that the triality is manifestly realized

in a plane partition because it can be interpreted just as the permutation of three axes.

3.2 Generalization of the Y-algebra

One of the important features in Gaiotto-Rapcak’s construction is that one can obtain

infinitely many W-algebras from (p, q)-webs [27]. In Figure 5, the internal lines with finite

length shrink in the low-energy limit and the web-diagram reduces to a single junction.

The W-algebra associated with a (p, q)-web is formed by the local operators living there.

Because any (p, q)-webs can be constructed by gluing trivalent vertices, one can obtain the

associated W-algebras as the extension of the tensor product of several Y-algebras. In other

words, we can obtain various W-algebras by using the Y-algebra as a building block.

We have considered the trivalent vertex which consists of D5-brane, NS5-brane and

(−1,−1)-brane so far, but it is necessary to consider the other trivalent vertices to discuss

(p, q)-webs. We can obtain them by applying SL(2,Z) transformation to the original vertex.

Under the transformation, the charge (a, b) of the fivebrane transforms as(
a

b

)
→ X

(
a

b

)
, (3.16)

where X is SL(2,Z) matrix,

X =

(
p q

r s

)
, ps− qr = 1. (3.17)

At the same time, the coupling constant Ψ transforms as

Ψ→ pΨ + q

rΨ + s
. (3.18)
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The D3-branes are invariant under the transformation. Let Y A1,A2,A3

L,M,N [Ψ] be the Y-algebra

associated with the junction formed by Ai = (pi, qi)-fivebranes (i = 1, 2, 3). From the above

discussion, we have

Y A1,A2,A3

L,M,N [Ψ] = YL,M,N

[
q2Ψ− p2

−q1Ψ + p1

]
. (3.19)

Now we are ready to consider the W-algebras associated with various (p, q)-webs. In the

following, we refer to them as generalized Y-algebras. Let us see some examples. We first

consider the following diagram:

0
M

N

0

•

•

U(N)

U(M)

U(0)

Figure 10: We focus on the case of N > M . The right figure shows the reduction to the

Chern-Simons theories. The gauge group of the top CS theory is U(N), which is broken to

U(M) in the middle line and completely broken at the bottom.

In the low-energy limit, the diagram reduces to a single junction, and our interest is in the

W-algebra formed by the local operators there. It is obvious that the Y-algebra at each

corner is the component of the W-algebra. There are also additional elements. Because we

consider the low-energy limit where the internal line shrinks, it is natural to expect that

the line operators connecting the two corners also behave as the local operators. Thus, it is

considered that the W-algebra associated with Figure 10 consists of the two Y-algebras and

the line operators. One can read off the parameters of the Y-algebras from (3.19) as Y0,1,2[Ψ]

and Y0,0,1[Ψ − 1]. The line operators are interpreted as the modules for both Y0,1,2[Ψ] and

Y0,0,1[Ψ− 1], as we have seen in 3.1.3. They are characterized by the weight of gauge group

U(M) and we need to sum up all representations. The process that several W-algebras and

their modules lift to a larger W-algebra is called conformal extension or module extension.

In general, it is a highly nontrivial process. Therefore, the above brane construction provides

us a powerful tool to construct various W-algebras.

One can also define the above W-algebra by the BRST reduction as in the case of the

Y-algebra. Because there are two corners, the reduction is implemented twice. The gauge

group is broken from U(N) to U(M) at the upper corner and completely broken at the

lower corner. Therefore, the W-algebra under consideration is given by

DSM [DSN−M [Û(N)Ψ]]. (3.20)
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Here, DSN−M means the DS reduction with SU(2) embedding in (N −M)× (N −M) block

while DSM means the DS reduction with SU(2) embedding in M ×M block. The simplest

example is when N = 2,M = 1. In this case, we have affine Kac-Moody algebra Û(2).

It is nontrivial that the above two descriptions give the same W-algebra. In [27], several

consistency checks were provided. For example, it was checked that the conformal dimen-

sion of the module realized by the line operator is always integer or half-integer. This fact

supports the claim that the two Y-algebras and their modules form a new W-algebra con-

sistently. As an example, let us consider Û(2). In this case, the conformal dimension of

the module with fundamental weight or anti-fundamental weight is 1. They can be inter-

preted as the current J±(z) of Û(2). In Section 4, we explain how to compute the conformal

dimension of these modules in detail.

Next, let us consider the following diagram:

0

1

2

0

•

•

U(2)

U(1)

U(1)

SfU(1)

Figure 11: The left figure shows the web-diagram associated with N = 2 super Virasoro ⊗
U(1) boson. The right figure shows the reduction to the Chern-Simons theories. The U(1)

symplectic fermion SfU(1) lives at the lower junction.

The corresponding W-algebra is given by

Û(2)Ψ × Ff

Û(1)Ψ

, (3.21)

which realizes N = 2 super Virasoro algebra and an extra Û(1) as we have seen in Section

2.3.2. In terms of the Y-algebras, it is realized as the conformal extension of

Y0,1,2[Ψ]⊗ Y0,0,1[1− 1

Ψ
]. (3.22)

Here, we mention why it is convenient to express the algebra (3.21) in terms of the Y-

algebras. As we have seen in Section 3.1.4, we can describe the Hilbert space of the Y-algebra

by a plane partition. Therefore, we can describe the Hilbert space of (3.22) by two plane

partitions. We also need to take into account the elements coming from the line operators.

As we will explain in Section 4.5, they can also be interpreted in terms of plane partitions.

Thus, we can describe the total Hilbert space by using two plane partitions. The same

discussion can be applied to any (p, q)-webs. Therefore, we can describe the representation

39



theory of any generalized Y-algebras by using plane partitions. We will discuss the plane

partition representation in detail in the next section.

Finally, let us consider the following diagram.

...

N1

N2

N3

Nn−1

Nn

0

When N1 > N2 > N3 · · · > Nn−1 > Nn, this diagram realizes

DsNn−1−Nn [DSNn−2−Nn−1 [· · ·DSN1−N2 [Û(N1)Ψ]]]

Û(Nn)Ψ−n+1

. (3.23)

Especially, when Nn = 0, it provides all the W-algebras obtained from the DS reduction of

Û(N)Ψ. On the other hand, we can also see it as the conformal extension of

Y0,N2,N1 [Ψ]⊗ Y0,N3,N2 [Ψ− 1]⊗ · · · ⊗ Y0,Nn,Nn−1 [Ψ− n+ 2]. (3.24)

In this way, the generalized Y-algebra realizes various W-algebras. Before ending this sec-

tion, we make a technical comment. The W-algebra (3.23) is constructed from not only

(3.24) but the line operators connecting two neighboring corners. They are characterized by

the weight of gauge group U(N2), U(N3), · · ·U(Nn−1), respectively. Let us recall that the

weight of U(N) is labeled by the Young diagram µ = (µ1, µ2, · · · , µN). As was claimed in

[27], we have to sum up all the Young diagrams µ1 ≥ µ2 ≥ µ3 ≥ · · · ≥ µN . In the following,

we refer to them as intermediate Young diagrams. Here, we note that the length of the row

is not necessarily nonnegative. In other words, we have to sum up negative Young diagrams.

It may seem unimportant, but it causes a subtle problem when we try to interpret the above

construction in terms of a plane partition. We will discuss this point in Section 6.1.
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4 Affine Yangian of gl1

In this section, we review the affine Yangian of gl1, mainly based on [11]. We start from a

description of its definition in Section 4.1. It is generated by three currents e(u), f(u), ψ(u)

and centers. Because these currents are completely different from those of 2d CFTs, the

affine Yangian is seemingly unrelated to W-algebras at first sight. However, it is actually

isomorphic to W1+∞, as we will see in Section 4.2. In Section 4.3, we show the explicit

relation between the generators of the affine Yangian and U(1) and Virasoro subalgebras of

W1+∞. In Section 4.4, we discuss the representation theory. One of the advantages of the

affine Yangian is that the defining relation between the generating currents can be explicitly

written. That allows us to construct an explicit representation theory as opposed to the

conventional technique to deal with W-algebras. The representation which is of particular

interest in this thesis is a plane partition representation. It provides us a new way to study

the representation theory of W-algebras. In Section 4.5, we consider the truncation of the

affine Yangian and its connection to the Y-algebra. As we mentioned in Section 3.1.4, the

Hilbert space of the Y-algebra is described by a plane partition with a pit. We discuss such

a plane partition in terms of the affine Yangian and show the relation between the affine

Yangian and the Y-algebra.

4.1 Definition

The affine Yangian of gl1 is generated by the following elements,

ei, fi, ψi (i ≥ 0). (4.1)

The algebra has two parameters, but it is convenient to introduce three parameters h1, h2, h3 ∈
C with a constraint,

h1 + h2 + h3 = 0. (4.2)

We also introduce the parameters

σ2 = h1h2 + h2h3 + h3h1, σ3 = h1h2h3. (4.3)
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The defining relations are given as follows:

[ψi, ψj] = 0, (4.4)

[ei+3, ej]− 3[ei+2, ej+1] + 3[ei+1, ej+2]− [ei, ej+3]

+σ2[ei+1, ej]− σ2[ei, ej+1]− σ3{ei, ej} = 0, (4.5)

[fi+3, fj]− 3[fi+2, fj+1] + 3[fi+1, fj+2]− [fi, fj+3]

+σ2[fi+1, fj]− σ2[fi, fj+1] + σ3{fi, fj} = 0, (4.6)

[ψi+3, ej]− 3[ψi+2, ej+1] + 3[ψi+1, ej+2]− [ψi, ej+3]

+σ2[ψi+1, ej]− σ2[ψi, ej+1]− σ3{ψi, ej} = 0, (4.7)

[ψi+3, fj]− 3[ψi+2, fj+1] + 3[ψi+1, fj+2]− [ψi, fj+3]

+σ2[ψi+1, fj]− σ2[ψi, fj+1] + σ3{ψi, fj} = 0, (4.8)

[ei, fj] = ψi+j, (4.9)

[ψ0, ej] = [ψ1, ej] = [ψ0, fj] = [ψ1, fj] = 0, [ψ2, ej] = 2ej, [ψ2, fj] = −2fj. (4.10)

where i, j ≥ 0 and {x, y} ≡ xy + yx. The Serre relations are also imposed, but we omit it

because we do not use it. By introducing the Drinfeld currents

e(u) =
∞∑
j=0

ej
uj+1

, f(u) =
∞∑
j=0

fj
uj+1

, ψ(u) = 1 + σ3

∞∑
j=0

ψj
uj+1

, (4.11)

the above relations except (4.10) can be rewritten as follows:

[ψ(u), ψ(v)] = 0, (4.12)

φ(u− v)e(u)e(v) + φ(v − u)e(v)e(u) ∼ 0, (4.13)

φ(v − u)f(u)f(v) + φ(u− v)f(v)f(u) ∼ 0, (4.14)

φ(u− v)ψ(u)e(v) + φ(v − u)e(v)ψ(u) ∼ 0, (4.15)

φ(v − u)ψ(u)f(v) + φ(u− v)f(v)ψ(u) ∼ 0, (4.16)

[e(u), f(v)] = − 1

σ3

ψ(u)− ψ(v)

u− v
, (4.17)

where

φ(u) =
3∏
i=1

(u− hi). (4.18)

Here, the notation ”∼” implies that the both hand sides are equal up to the regular terms

at u = 0 or v = 0. One can see from the above relations that ψ0 commutes with all of the

other elements. Such an element is called center.

The affine Yangian of gl1 possesses several automorphisms. One can see that the above

defining relations are invariant under the following transformation,

hi → αhi, u→ αu, e(u)→ α−2e(u), f(u)→ α−2f(u), ψ(u)→ ψ(u), (4.19)
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where α is an arbitrary parameter. In terms of the modes, it is rewritten as

ej → αj−1ej, fj → αj−1fj, ψj → αj−2ψj (j ≥ 0). (4.20)

Due to this automorphism, the parameters hi and the center ψ0 do not have meanings by

themselves. It is convenient to introduce the parameters λi (i = 1, 2, 3) which are invariant

under the automorphism as follows:

λi = −ψ0σ3

hi
. (4.21)

Because of the constraint (4.2), they are not independent but constrained by the condition,

3∑
i=1

λ−1
i = 0. (4.22)

The second automorphism is called spectral shift and given by

e(u)→ e(u− q), f(u)→ f(u− q), ψ(u)→ ψ(u− q), (4.23)

where q is an arbitrary parameter. In terms of the modes, it can be rewritten as

ej →
j∑

k=0

j!

k!(j − k)!
qj−kek, fj →

j∑
k=0

j!

k!(j − k)!
qj−kfk, ψj →

j∑
k=0

j!

k!(j − k)!
qj−kψk.(4.24)

Finally, we mention that the algebra is obviously symmetric under the permutation of

h1, h2, h3. We will see that it is related to the triality of Y-algebra.

4.2 The relation to W1+∞

The relation between affine Yangian and W1+∞ can be presented in the following figure:

Figure 12: A rough sketch of the relation between the affine Yangian and W1+∞. The

elements of the algebra are depicted in the two dimensional lattice. The concrete relation

for U(1) boson and Virasoro algebra is given in the next section.
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Before explaining the relation, we mention the linear W1+∞ [58]. Let us recall that the

Virasoro algebra is obtained as the central extension of the differential operator ln = −znDz,

where we set Dz = z∂z. As its generalization, we can consider the extended algebra formed

by all differential operators znDm (n ∈ Z,m ∈ Z≥0). One can see that these differential

operators are closed under the commutator as follows:

[znf(Dz), z
mg(Dz)] = zn+mf(Dz +m)g(Dz)− zn+mf(Dz)g(Dz + n), (4.25)

where f and g are arbitrary polynomials. The linear W1+∞ algebra is obtained as the central

extension of (4.25). Let us denote by W (znf(Dz)) the corresponding element. Then the

commutation relation after the central extension is given by

[W (znf(Dz)),W (zmg(Dz))]

= W
(
zn+mf(Dz +m)g(Dz)

)
−W

(
zn+mf(Dz)g(Dz + n)

)
+ CΨ(znf(Dz), z

mg(Dz)),

(4.26)

where the extension term Ψ is fixed by Jacobi-identity as follows:

Ψ(znf(Dz), z
mg(Dz))

= δn+m,0

(
θ(n > 0)

n∑
j=1

f(−j)g(n− j)− θ(m > 0)
m∑
j=1

f(m− j)g(−j)

)
.

(4.27)

The representation theory of W1+∞ depends on the value of C. It was found that it realizes

WN algebra (and an extra U(1) boson) when C = N . However, it has become clear that it

cannot realize WN algebra for generic central charges. Therefore, we need to add one more

parameter to W1+∞ in order to realize WN algebra with generic central charges. The affine

Yangian gives such an algebra.

To see that the affine Yangian is one-parameter deformation of the linear W1+∞, let us

consider the case of h3 = 0. For the other two parameters, we can fix them as h1 = −h2 = 1

by using (4.2) and (4.19). In this case, the elements of Y (ĝl1) can be realized by the

differential operators as follows [11]:

ei → (−1)iW (z−1Di
z), fi → (−1)i+1W (Di

zz), ψi → (−1)i+1W
(
(Dz + 1)i −Di

z

)
.(4.28)

Thus, the affine Yangian of gl1 degenerates to the linear W1+∞ if we set h3 = 0. We note that

the currents e(u), f(u), ψ(u) are totally different from the currents in CFT. For example,

the current ψ(u) involves only the zero modes of the CFT currents. On the other hand, it

contains all the zero-modes of the currents with conformal dimension 1, 2, 3, · · · ,∞. The

parameter u is called spectral parameter in the context of integrable models and plays a

different role from z.
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4.3 U(1) and Virasoro subalgebra

Although the relation between the elements of the affine Yangian and those of W1+∞ is

highly nontrivial, we can find it for the U(1) current and Virasoro algebra [11]. If we set

J0 = ψ1, J−1 = e0, J1 = −f0, L−1 = e1, L1 = −f1, L0 =
1

2
ψ2,

L−2 =
1

2
[e2, e0]− ψ0σ3

2
[e1, e0], L2 = −1

2
[f2, f0] +

ψ0σ3

2
[f1, f0],

(4.29)

they satisfy the commutation relations of U(1) current and Virasoro algebra,

[Jn, Jm] = ψ0nδn+m,0, (4.30)

[Ln, Lm] = (n−m)Ln+m +
c

12
(n+ 1)n(n− 1)δn+m,0, (4.31)

[Ln, Jm] = −mJn+m, (4.32)

where the central charge is given by

c = −σ2ψ0 − σ2
3ψ

3
0 = 1 + (λ1 − 1)(λ2 − 1)(λ3 − 1). (4.33)

As is expected, the central charge is expressed by the parameters λi which is invariant under

the automorphism. We note that the normalization of the U(1) current is not the standard

one due to the factor ψ0. We also note that the first term in the last expression of (4.33)

comes from the U(1) current. We can remove its contribution from Virasoro algebra by

subtracting the Sugawara current as follows:

Ldecouple
n = Ln −

1

2ψ0

∑
m∈Z

: JmJn−m : . (4.34)

For the zero-mode, we can express

Ldecouple
0 =

1

2
ψ2 −

ψ2
1

2ψ0

+ · · · , (4.35)

where the terms other than the first two terms vanish when they act on the highest weight

state. The other modes of Virasoro algebra can be obtained from the commutator of the

elements in (4.29). For example, we have L−3 = [L−1, L−2] = 1
2
[e1, [e2, e0]]− ψ0σ3

2
[e1, [e1, e0]].

4.4 Plane partition representation of the affine Yangian

In this section, we discuss the representation theory of the affine Yangian. As we mentioned,

the vacuum representation of W1+∞ can be described by a plane partition and the level of

the state corresponds to the number of boxes. In the following, we see how we can determine

the action of e(u), f(u), ψ(u) on the plane partition [11].

Because of [ψi, ψj] = 0, we can diagonalize ψis. Let us denote by Λ configuration of the

plane partition, by |Λ〉 the corresponding state and by ψΛ(u) = 1 + σ3

∑∞
j=0 ψΛ,iu

−j−1 the
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eigenvalue of ψ(u) for the state |Λ〉. We also denote by |∅〉 the highest weight state, which

satisfies

fj |∅〉 = 0. (4.36)

Here, we think of fj (resp. ej) as the lowering (resp. raising) operators. We also introduce

the dual state 〈Λ| and the highest weight state 〈∅| which satisfies

〈∅| ej = 0. (4.37)

Because the affine Yangian has infinitely many elements, there are generically infinitely

many states even at level 1. To obtain the representation with a finite number of states

at level 1, we have to impose some conditions on ψ∅(u). We can obtain this condition by

computing the Shapovalov form,

〈∅|fjei|∅〉 = 〈∅|[fj, ei]|∅〉 = −〈∅|ψ∅,i+j|∅〉 . (4.38)

If the rank of this Shapovalov form is finite, the number of the independent states becomes

finite. In particular, we are interested in the rank 1 case because there is one configuration

at level 1 in the plane partition. This condition leads to

ψ∅,j = qjψ0 (4.39)

for some q ∈ C24. It can be rewritten into

ψ∅(u) =
u− q + ψ0σ3

u− q
. (4.40)

Because of the spectral shift (4.23), we can fix q to an arbitrary value without loss of

generality. In the following, we set q = 0.

Next, let us consider the action of e(u) and f(u). Because e(u) (resp. f(u)) increases

(resp. decreases) the level by one, it plays a role of adding to (resp. removing from) the

plane partition a box. Let us put the following ansatz:

ej |Λ〉 =
∑
∈Λ+

hj E(Λ→ Λ + ) |Λ + 〉 , (4.41)

fj |Λ〉 =
∑
∈Λ−

hj F (Λ→ Λ− ) |Λ− 〉 , (4.42)

which can be checked at the lower level25. Here, we assign the value

h = h1x+ h2y + h3z (4.43)

24We note that ψ0 is center and takes the same value in the representation space.
25For more detail, see Appendix A.
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to each box at (x, y, z) and we denote by Λ± the places where we can add or remove a box.

By considering the action of (4.7) on |Λ〉, we have

ψΛ+ (u)

ψΛ(u)
= ϕ(u− h ), (4.44)

where we set

ϕ(u) =
(u+ h1)(u+ h2)(u+ h3)

(u− h1)(u− h2)(u− h3)
. (4.45)

Then we have

ψΛ(u) =
u+ ψ0σ3

u

∏
∈Λ

ϕ(u− h ). (4.46)

The remaining task is to determine E(Λ→ Λ + ) and F (Λ→ Λ− ). From (4.9), we see

ψΛ(u)

= 1 + σ3

∑
∈Λ−

E(Λ− → Λ)F (Λ→ Λ− )

u− h
− σ3

∑
∈Λ+

E(Λ→ Λ + )F (Λ + → Λ)

u− h
.

(4.47)

We note that this expression makes sense because ψΛ(u) has a pole of order one only at

u = h ( ∈ Λ±) as was checked in [11]. Because e(u) and f(u) are conjugate to each other,

it is natural to set

E(Λ→ Λ + ) = F (Λ + → Λ). (4.48)

Combining it with (4.47), we have

E(Λ→ Λ + ) =

√
− 1

σ3

resu→h ψΛ(u). (4.49)

Summarizing the above, the action of the currents on the state |Λ〉 is given by

ψ(u) |Λ〉 = ψΛ(u) |Λ〉 , (4.50)

e(u) |Λ〉 =
∑
∈Λ+

1

u− h

√
− 1

σ3

resu→h ψΛ(u) |Λ + 〉 , (4.51)

f(u) |Λ〉 =
∑
∈Λ−

1

u− h

√
− 1

σ3

resu→h ψΛ− (u) |Λ− 〉 , (4.52)

where ”resu→h ” means the residue at u = h . This is the final result for the plane partition

representation of the affine Yangian. Strictly speaking, we have to check that this formula

is compatible with the other defining relations such as (4.5), but we omit it for simplicity.

For a more complete derivation of the plane partition representation, see Appendix A.

In the plane partition representation, we can introduce an asymptotic Young diagram

to each axis as in the following figure:
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2

1

3

λ

µ

ν

Figure 13: The asymptotic Young diagrams λ, µ, ν extend to infinity. They are expressed

as λ = (2, 2, 2, 1), µ = (4, 3) and ν = (3, 1) if we choose the direction of the row and the

column appropriately.

The asymptotic Young diagrams provide the module other than the vacuum module. In

other words, it plays a role of the primary fields. According to (4.46), the eigenvalue of

ψ(u) should be obtained by multiplying the vacuum eigenvalue ψ∅(u) by the contribution

ϕ(u − h ) from each box. Naively, it seems to diverge because there are infinitely many

boxes. However, it actually converges because a lot of cancellations occur. As an example,

let us consider the asymptotic Young diagram µ = inserted along the second axis. The

eigenvalue ψµ= (u) of ψ(u) can be computed as follows:

ψµ= (u) = ψ∅(u)
∞∏
i=0

ϕ(u− ih2)

= ψ∅(u)
∞∏
i=0

(
u+ h1 − ih2

)(
u− (i− 1)h2

)(
u+ h3 − ih2

)(
u− h1 − ih2

)(
u− (i+ 1)h2

)(
u− h3 − ih2

)
= ψ∅(u)

∞∏
i=0

(
u− h1 − (i+ 1)h2

)(
u− (i− 1)h2

)(
u− h3 − (i+ 1)h2

)(
u− h1 − ih2

)(
u− (i+ 1)h2

)(
u− h3 − ih2

)
=

(u+ ψ0σ3)(u+ h2)

(u− h1)(u− h3)
,

(4.53)

where we use (4.2) in the third line. We note that a lot of cancellations occur in the third

line, which leads to the last line. Then we have

ψµ= (u) = 1 + σ3

(
ψ0

u
− 1

h2u2
+

1 + λ2

u3
+ · · ·

)
. (4.54)

Comparing it with (4.29),we can read off the conformal dimension h and the U(1) charge j′
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as

h =
1 + λ2

2
, j′ = − 1

h2

. (4.55)

In a similar way, we can obtain the conformal dimension and U(1) charge for generic asymp-

totic Young diagrams and the formula is given in [27]. For example, when we insert the

asymptotic Young diagram µ = (µ1, µ2, µ3, · · · ) in the second axis26, the U(1) charge j′(M2
µ)

and the conformal dimension h(M2
µ) are given as

j′(M2
µ) = − 1

h2

∑
j

µj,

h(M2
µ) = − λ2

2λ3

∑
j

µ2
j −

λ2

2λ1

∑
j

(2j − 1)µj +
λ2

2

∑
j

µj

= − λ2

2λ3

∑
j

µ2
j −

λ2

2λ1

∑
j

(µT )2
j +

λ2

2

∑
j

µj.

(4.56)

where µT is a transposition of µ. The formula for the asymptotic Young diagram inserted

in another axis is obtained just by replacing h2, λ2 with hi, λi (i = 1, 3). When we insert

asymptotic Young diagrams in more than one axis, we have to be careful not to count some

boxes twice. In the case that we insert the asymptotic Young diagrams λ and µ in the first

axis and the second axis, respectively, the conformal dimension h and U(1) charge j′ are

given as follows:

j′ = j′(M1
λ) + j′(M2

µ),

h = h(M1
λ) + h(M2

µ)−#(λ ∩ µ),
(4.57)

where #(λ∩ µ) denotes the number of the overlapping boxes. For example, there are three

overlapping boxes at (x1, x2, x3) = (1, 1, 1), (1, 2, 1), (1, 1, 2) in the following plane partition:

2

1

3

λ = (3, 1)

µ = (2)

4.5 Constrained plane partition and the Y-algebra

In the previous section, we have discussed the plane partition representation for generic

parameters. In this section, we discuss the special cases where null states appear. In

26In this notation, each row µi of the Young diagram extends to the direction of the third axis.
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such cases, some configuration of the plane partition is prohibited if it contains a box

at a particular position. As we mentioned in Section 3.1.4, we refer to such a position

as a ”pit”, following [25]. We have already seen that the Hilbert space of the Y-algebra

is described by a plane partition with a pit and they are expected to be truncations of

W1+∞ algebra. Therefore, it is expected that the plane partition representation of the

affine Yangian describes the Hilbert space of the Y-algebra when the parameters satisfy a

particular condition.

As we mentioned, ψΛ(u) has a non-vanishing residue at u = h for generic parameters

iff ∈ Λ±. However, when the condition

ψ0σ3 = −(Lh1 +Mh2 +Nh3) (L,M,N ≥ 0) (4.58)

is satisfied, the pole of ψΛ(u) at u = Lh1+Mh2+Nh3 is canceled out (see 4.46). Then (4.51)

and (4.52) imply that we cannot place a box at (x, y, z) = (L + 1,M + 1, N + 1) because

the corresponding coefficients become zero. As a result, the Hilbert space is described by

the plane partition with a pit at (L + 1,M + 1, N + 1). For later convenience, we rewrite

the condition (4.58) by using (4.21) into a simpler form,

L

λ1

+
M

λ2

+
N

λ3

= 1. (4.59)

Summarizing the above, the affine Yangian truncates to YL,M,N [Ψ] when the condition (4.59)

is satisfied27.

In the remaining part, we explain the relation between the affine Yangian and the Y-

algebra in more detail. Let us identify the relation between the parameter of the affine

Yangian and that of the Y-algebra. By comparing the central charges, we find

Ψ = −h2

h1

= −λ1

λ2

. (4.60)

Combining (4.22), (4.59) and (4.60), we have

λ1 = L−ΨM − (1−Ψ)N,

λ2 = −L−ΨM − (1−Ψ)N

Ψ
,

λ3 =
L−ΨM − (1−Ψ)N

Ψ− 1
.

(4.61)

Next, let us consider the module of the Y-algebra which we discussed in Section 3.1.3 in

terms of the affine Yangian. We have seen that the line operators in the three-dimensional

edges give the modules of the Y-algebra. As shown in Figure 14, we can introduce three

line operators and they are labeled by the weight of the gauge group U(L|M), U(M |N),

U(N |L), respectively:

27We note that one of L,M,N can be set to zero by using (4.2). In this thesis, we focus on the case that

one of L,M,N is equal to zero.
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L

M

N

U(L|M)

U(M |N)

U(N |L)

λ

µ

ν

Figure 14: There are three edges where we can insert line operators. λ, µ, ν denote the

weight of U(L,M), U(M |N), U(N |L), respectively.

On the other hand, the affine Yangian has the module labeled by three asymptotic Young di-

agrams. Then it is natural to identify each line operator with the asymptotic Young diagram

inserted in each axis of the plane partition. One can see the validity of this identification

by considering the possible shape of the asymptotic Young diagram. As an example, let us

consider Y0,0,N . In this case, there is a pit at (1, 1, N + 1) and we can insert two asymp-

totic Young diagrams with height at most N. Such Young diagrams indeed correspond to

the weight of U(N) representation. For generic YL,M,N , we can insert hook-shaped Young

diagrams, which describe the weight of super Lie algebra (see Figure 15).

1

2

3

(L + 1,M + 1, N + 1)×

λ

µ

ν

2

3

×
(M + 1, N + 1)

Figure 15: Left: The asymptotic Young diagrams λ, µ, ν. Right: The asymptotic Young

diagram λ is restricted due to the pit. It is known that such Young diagram corresponds to

the weight of U(M |N).
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5 Doubly constrained plane partition and WN minimal

models

In this section, we study the WN minimal model in terms of the plane partition. In the

previous section, we discussed the case that only one truncation condition (4.59) is satisfied.

In Section 5.1, we consider the case that two truncation conditions are satisfied at the same

time. In such cases, a further constraint is imposed on the plane partition. That describes

the null state condition and plays an important role in the subsequent discussion. In Section

5.2, we study the WN minimal model by using the result obtained in Section 5.1. The WN

minimal models have been studied in terms of N -tuple Young diagrams. We show the

compatibility with our result. We will see that the plane partition provides much simpler

description for the WN minimal model’s Hilbert space.

5.1 Doubly constrained plane partition

As we have seen, the affine Yangian of gl1 provides a uniform description of a certain

class of W-algebras. Especially, it includes all WN algebras. Their representation theory

is also described uniformly by a constrained plane partition. So far, we have discussed the

cases for generic parameters. In this section, we consider the cases such that additional

null states appear. In terms of a plane partition, the additional null states imply that some

configuration is prohibited. Then we need to understand what happens when two truncation

conditions (4.59) are satisfied at the same time as follows:

L1

λ1

+
M1

λ2

+
N1

λ3

= 1,
L2

λ1

+
M2

λ2

+
N2

λ3

= 1, (5.1)

where (L2 − L1,M2 −M1, N2 − N1) is not proportional to (1, 1, 1) 28. In the following, we

focus on the case that one of the above conditions corresponds to the truncation to WN

algebra. Let us set (L2,M2, N2) = (0, 0, N). For the other condition, we can set N1 = 0

without loss of generality. Let us explain this point in more detail. As we mentioned, we

can set one of L1,M1, N1 to zero by using (4.22). When N1 is the smallest, we can set

N1 = 0. The nontrivial case is when L1 or M1 is smaller than N1. Let us consider the

case that L1 is the smallest. In this case, we can redefine (L1,M1, N1) = (0,m, n). When

n ≥ N , the pit at (1,m + 1, n + 1) does not play any role because the pit at (1, 1, N + 1)

already restricts the height of the plane partition to N (see the left of Figure 16). We are not

interested in such a case. Let us consider n < N . In this case, there is a pit on the (x1, x2)

plane. To see that, we recall that the truncation condition (4.59) is satisfied by (−N,−N, 0)

and (−n,m− n, 0). That is also true for every integral point on the line connecting them.

Thanks to n < N , such a point exists on the first quadrant of the (x1, x2) plane. Thus, we

can set (L1,M1, N1) = (L,M, 0) without loss of generality.

28If this condition is not satisfied, one of the two truncation conditions becomes trivial due to (4.22).
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1

2

3

×
(1, 1, N + 1)

× (1,m+ 1, n+ 1)

1

2

3

×
(1, 1, N + 1)

×
(1,m+ 1, n+ 1)

× (l + 1,m′ + 1, 1)

Figure 16: Left: The case for n ≥ N . One can see that the pit at (1,m+ 1, n+ 1) does not

play any role. Right: The case that there are three pits.

In the following, we do not consider the case that there are more than two pits, as shown

in the right of Figure 16. This assumption is necessary in the discussion below and we will

see in Section 5.2 that all the WN minimal models satisfy it. For the assumption to be

satisfied, there should not be a pit in the (x2, x3) plane and (x1, x3) plane. To understand

the condition for that, we recall that the truncation condition is satisfied by (−N,−N, 0)

and (L,M, 0). The same is also true for the integral points on the line segment between

them. One can see that the condition is satisfied when there is no pit on the line segment. To

understand that, let us consider the case that there is an integral point on the line segment.

If it is in the first quadrant of the (x1, x2) plane, that means we have to replace the value

of L,M with the new ones. If it is not in the first quadrant of the (x1, x2) plane, we have

a new pit in either of the (x2, x3) plane or (x1, x3) plane because we can shift the point in

the direction of (1, 1, 1). From the above, L+N and M +N must be coprime, namely,

gcd(L+N,M +N) = 1, (5.2)

where gcd means the greatest common divisor.

In the following, we consider what kind of constraint is imposed on the plane partition.

For simplicity, we denote by 1 (resp. 2 ) the box at (L+ 1,M + 1, 1) (resp. (1, 1, N + 1)).

Because of (5.1), one can see that the values of (4.43) for these two boxes are the same. We

note that the truncation condition was originally given in (4.58). We set h = h
1

= h
2

29.

Before the analysis, let us recall why a single truncation condition produces a pit. When we

have only one truncation condition P
λ1

+ Q
λ2

+ R
λ3

= 1, we have ψ0σ3 = −(Ph1 +Qh2 +Rh3).

Then ψΛ(u) cannot have a pole at u = Ph1 + Qh2 + Rh3 because the factor u + ψ0σ3 in

(4.46) cancels out the pole. According to (4.51), that implies we cannot place a box at

(P + 1, Q+ 1, R + 1).

However, the situation is different when two truncation conditions are satisfied. When

both 1 and 2 belong to Λ+, ψΛ(u) has a pole at u = h because both boxes contribute to

29We note that the symbol ”h” does not mean a conformal dimension in this section.
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the pole;

ψΛ(u) ∝ u+ ψ0σ3

(u− h
1

)(u− h
2

)
=

1

u− h
. (5.3)

Then we can add the boxes 1 , 2 to the plane partition Λ. However, the two states, |Λ + 1 〉
and |Λ + 2 〉, are no longer independent. To see that, let us consider the action of e(u) in

more detail. From (4.51), we see that |Λ + 1 〉 and |Λ + 2 〉 are generated as follows:

e(u) |Λ〉 ∝ 1

u− h
(
|Λ + 1 〉+ |Λ + 2 〉

)
+ · · · . (5.4)

It implies that any modes ei of e(u) generate only |Λ + 1 〉 + |Λ + 2 〉 and cannot create

the state |Λ + 1 〉− |Λ + 2 〉. Then this state becomes null and we should identify |Λ + 1 〉
with |Λ + 2 〉. The same is also true for their descendant states. These observation suggests

that we should identify the box at (x+ L1, y +M1, z) with the box at (x, y, z +N)30.

Due to the identification, there are two perspectives for the representation space; we can

describe it by either a plane partition with a pit at (L + 1,M + 1, 1) or a plane partition

with a pit at (1, 1, N + 1). One may think that the additional pit does not cause any

effects, but the representation space is actually further constrained. That is because some

configurations may not make sense as a plane partition in one of the two descriptions. Such

states correspond to null states.

We demonstrate what we have explained above by using an example. We consider the

case for (L1,M1, N1) = (1, 2, 0) and (L2,M2, N2) = (0, 0, 1). In this case, two boxes are

identified if their coordinates are equal modulo (1, 2,−1). The following figure shows how

the two plane partitions are identified:

1

2

3

1

2

3

⇔

Figure 17: The left figure describes the plane partition with a pit at (1, 1, 2) while the right

figure describes the plane partition with a pit at (2, 3, 1). This figure shows how they are

identified.

30We note that the identification rule was also suggested in [11] when one of L and M is zero.
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The left figure describes the plane partition with a pit at (1, 1, 2), which is just a Young

diagram. According to the identification rule, we can also interpret this state in terms of the

plane partition with a pit at (2, 3, 1). In order to switch to the latter description, we need

to move the boxes along the direction of (−1,−2, 1). For that, we split the Young diagram

into the hook-shaped regions with the corners located at (k + 1, 2k + 1, 1) (k = 0, 1, 2, · · · ).
Then we shift the k-th region by (−k,−2k, k). In other words, we pile the (k + 1)-th piece

on the k-th piece. After this procedure, we obtain the plane partition with a pit at (2, 3, 1),

as shown in the right figure. Because both figures make sense as a plane partition, this state

is not null. One may see that any Young diagrams are transformed into consistent plane

partitions with a pit at (2, 3, 1). That implies that no restrictions are imposed on the Young

diagram. This is not surprising because the left figure corresponds to Y0,0,1 = Û(1) and null

states cannot arise in the free field. On the other hand, the second plane partition is indeed

restricted. As an example, let us consider the following configuration:

1

2

3

1

2

3

⇔

Figure 18: The left figure describes the plane partition with a pit at (2, 3, 1) while the right

figure shows the plane partition with a pit at (1, 1, 2). While the left figure makes sense as

a plane partition, the right figure does not. Therefore, this state is null.

While there is no problem with the left figure, it is clear that the right figure does not make

sense. That means this state is null.

In the next section, we consider general N . We will see that both plane partitions are

restricted in such cases and that describes the Hilbert space for the minimal model of WN

algebras correctly.

5.2 WN minimal models from plane partitions

In this section, we discuss WN minimal models in terms of doubly constrained plane parti-

tions. The product of the WN algebra and an extra U(1) boson are realized by the affine

Yangian of gl1 when λ3 = N . The remaining parameters are λ1 and λ2, but they are subject
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to the relation (4.22). Then we can parametrize them as λ1 = N(β−1−1) and λ2 = N(β−1).

We see from (4.33) that the central charge is given as follows:

c = (N − 1)(1−Q2N(N + 1)) + 1, Q =
√
β − 1/

√
β. (5.5)

We note that the second term comes from the extra U(1) boson. The minimal models

are realized when β = p/q, where p, q ≥ N are coprime integers. For this parameter, the

additional truncation condition is satisfied as follows:

p−N
λ1

+
q −N
λ2

+
0

λ3

= 1. (5.6)

This is precisely the situation that we considered in the previous subsection. We note that

the condition for p, q matches the assumption (5.2). As we explained in the previous section,

the two positions (x, y, z + N) and (x + p − N, y + q − N, z) are identified and the plane

partition must satisfy the identification rule as in Figure 17. The aim of this section is to

confirm that the doubly constrained plane partition indeed provides the correct Hilbert space

for the WN minimal model. For that, it is convenient to decompose the plane partition into

N -tuple Young diagrams because they are the standard basis of WN algebra (and an extra

U(1) boson)31. This decomposition is illustrated in Figure 19. One can see that the plane

partition with a pit at (1, 1, N + 1) consists of N -tuple Young diagrams Y (1), Y (2), · · · , Y (N)

satisfying Y (1) ⊃ Y (2) ⊃ · · · ⊃ Y (N).

Y (1)

Y (2)

Y (3)

Y (4)

1

2

3

×

Figure 19: There is a Young diagram in each layer of the plane partition.

According to the identification rule, the plane partition is split into the hook-shaped regions

and they are piled up one after another as in Figure 17. In this process, only the shape

of Y (1) and Y (N) is relevant to whether the new plane partition is in a consistent shape.

Summarizing, there are constraints not only between the neighboring Young diagrams but

also between the first one and the last one.

Let us express the constraint more explicitly. In the following, we also consider the

asymptotic Young diagrams. In the present case, we can insert them in the first axis and

31Recall that WN algebra is constructed from N − 1 free bosons as we discussed in Section 2.3.1.
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the second axis. We denote by µ = (µ1, µ2, · · · , µN) (resp. ν = (ν1, ν2, · · · , νN)) the first

one (resp. the second one).

1

2

3

···
·

· · ·

µ

ν

×(1, 1, N + 1)

×
(p−N + 1, q −N + 1, 1)

One can see that the Young diagram (n, n, · · · , n) does not play an essential role because

it just shifts the origin of the plane partition. One may interpret it as the module for an

extra U(1) boson. Therefore, we can set µN = νN = 0 without loss of generality. We also

note that we have to impose

µ1 ≤ q −N, ν1 ≤ p−N (5.7)

because of the second pit at (p−N + 1, q −N + 1, 1).

Now we can compare these asymptotic Young diagrams with the primary fields in the

WN minimal models. Let us define the parameters,

m̃i = µi − µi+1, ñi = νi − νi+1,

mi = m̃i + 1, ni = ñi + 1
(5.8)

for i = 1, 2, · · · , N−1. The constraints µ1 ≤ q−N, ν1 ≤ p−N are rewritten as
∑N−1

i=1 mi < q

and
∑N−1

i=1 ni < p. Such sets of positive integers are exactly the same as that of WN

minimal models. Indeed, one can compute the conformal dimension for the asymptotic

Young diagrams by using the affine Yangian’s formula (4.56) and see that it reproduces the

correct conformal dimension

∆(~m,~n) =
12(
∑N−1

i=1 (pmi − qni)~ωi)2 −N(N2 − 1)(p− q)2

24pq
, (5.9)

which is given in (2.108). The detail for the computation can be found in Appendix B.

Next, let us consider the constraint imposed on the Hilbert space. Due to the asymptotic

Young diagrams µ, ν, the location of the N -tuple Young diagrams Y (1), Y (2), · · · , Y (N) are

shifted as follows:
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. . .

1

2

Y (N)

Y (N−1)

Y (N−2)

Y (2)

Y (1)

m̃N−1

m̃N−2

m̃1

. . .

ñN−1

ñN−2

ñ1

. . .

Y (i+1)

Y (i)

Y
(i+1)
k+ñi

Y
(i)
k

ñi

k

...

.

.

.

.

.

.

· · · · · · · · ·

· · · · · ·

m̃i

Figure 20: This figure is viewed from the top. The N -tuple Young diagrams must be in

the shape such that they form a plane partition and satisfy the identification rule. This

requirement correctly reproduces the Hilbert space of the WN minimal model.

As we mentioned, we cannot determine the shape of the N -tuple Young diagrams inde-

pendently because they must make sense as a plane partition. They must also satisfy the

identification rule. These conditions can be written as follows:

Y
(i)
k − Y

(i+1)
k+ni−1 ≥ −(mi − 1) (i = 1, 2, · · · , N, k ≥ 1), (5.10)

where Y
(i)
k denotes the length of k-th row of Y (i). Here, we identify Y (N+1) = Y (1) and set

mN = q −
∑N−1

i=1 mi and nN = p −
∑N−1

i=1 ni. We note that the condition for i = N comes

from the identification rule. See the right of Figure 20. The above condition agrees with the

N -Burge condition [59, 29, 30, 31, 32], which is known to give the Hilbert space of the WN

minimal model32. Thus, the doubly constrained plane partition provides the correct Hilbert

space of WN minimal models.

Finally, we mention the level-rank duality, which is an equivalence between two different

minimal models. So far, we have discussed the Hilbert space in terms of the plane partition

with a pit at (1, 1, N+1), but it is also possible to interpret it in terms of the plane partition

with a pit at (p−N+1, q−N+1, 1). In this perspective, the W-algebra realized in this space

is Yp−N,q−N,0[Ψ]. Thus we have two different descriptions for the same Hilbert space. In the

case of p = N or q = N , the other W-algebra is also WM algebra (M = q−N or M = p−N).

32It was proved in [29] that N -Burge condition matches with the character of the WN minimal model

found in [60]. The N -Burge condition is derived not only from the representation theory but also from the

study of conformal blocks in the context of AGT [30].
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The equivalence between two WN minimal model is called level-rank duality [61, 62] and

has been studied in terms of N -tuple Young diagrams in [32]. When p 6= N and q 6= N ,

Yp−N,q−N,0[Ψ] is not a familiar W-algebra and the corresponding level-rank duality has not

been discussed without a few exceptions; in the case of p = N + 1, q = N +M (M ≥ 2), the

corresponding W-algebra was studied in [63] and the level-rank duality was also mentioned.

We emphasize that the level-rank duality is manifestly realized in our construction.
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6 N = 2 unitary minimal models from connected plane

partitions

In the previous section, we studied the WN minimal models by using the plane partition rep-

resentation of the affine Yangian. In terms of Gaiotto-Rapcak’s construction, a single plane

partition corresponds to the W-algebra associated with a single trivalent vertex. Meanwhile,

Gaiotto-Rapcak’s construction can be generalized to various (p, q)-webs. Because an affine

Yangian lives at each corner, the total Hilbert space is described by several plane parti-

tions. We also need to take into account the modules associated with the line operators

connecting the two corners. As we discussed in Section 4.5, we can interpret them as the

asymptotic Young diagrams. Therefore, the Hilbert space consists of the plane partitions

which share the common asymptotic Young diagrams. As we mentioned, we refer to them

as intermediate Young diagrams.

One of the simplest but nontrivial example for the generalized Y-algebra is N = 2 super

Virasoro algebra (with an extra U(1) boson). As we explained in Section 3.2, it is realized

from the following diagram:

0

1

2

0

Figure 21: The diagram which realizes N = 2 super Virasoro algebra and U(1) boson.

In this section, we study the N = 2 unitary minimal models using plane partitions. We

first clarify how the Hilbert space of N = 2 super Virasoro algebra for a generic central

charge is described by plane partitions. In Section 6.1, we discuss the prescription for

negative intermediate Young diagrams. In Section 6.2, we provide several necessary data

such as conformal dimension and U(1) charge, which are used in the subsequent sections.

In Section 6.3, we discuss the spectral flow, the automorphism of N = 2 super Virasoro

algebra. It is obtained from the spectral shift of the affine Yangian. Because the spectral

flow relates the R sector to the NS sector, it allows us to focus on the NS sector. Section

6.4 is the main part of this section. We study N = 2 unitary minimal models in terms of

plane partitions. We find that the correct primary fields and characters are reproduced.
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6.1 Interpretation of negative weights in terms of a plane parti-

tion

Before starting the analysis, we have to resolve a subtle problem. As we mentioned in

the last part of Section 3.2, we need to consider the line operators with negative weights.

However, it is not obvious how we should interpret the negative weight in terms of a plane

partition. In the following, we focus on the situation that there is a pit at (L+ 1,M + 1, 1)

and the asymptotic Young diagram µ = (µ1, µ2, · · · , µM) (resp. ν = (ν1, ν2, · · · , νL)) is

inserted in the first (resp. second) axis (see Figure 22):

2

1

3

×

µ

ν

Figure 22: This figure shows the plane partition with a pit at (3, 5.1). The asymptotic

Young diagrams are inserted in the first and the second axis. In our notation, the first one

is expressed as µ = (6, 4, 3, 1) while the other one is expressed as ν = (5, 2).

Let us consider the case of µ = (1, 1, · · · , 1) and ν = (1, 1, · · · , 1). Obviously, they

just shift the origin of the plane partition by 1 in the third axis direction. It affects the

representation theory through the factor h defined in (4.43). Compared with the case

without the asymptotic Young diagrams, the value of h is shifted by h3. We can take this

effect into account by changing the spectral parameter u to u−h3. Similarly, the asymptotic

Young diagrams, (µ1 +n, µ2 +n, · · · , µM +n) and (ν1 +n, ν2 +n, · · · , νL+n), can be reduced

to (µ1, µ2, · · · , µM) and (ν1, ν2, · · · , νL) by changing u to u− nh3.

By applying this argument, we can deal with the negative weight. Let us consider

the case for µM < 0 and µM < νL. We can replace µ and ν with µ̃ = (µ1 − µM , µ2 −
µM , · · · , µM−1−µM , 0) and ν̃ = (ν1−µM , ν2−µM , · · · , νL−µM) by changing u to u−µLh3.
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Due to this shift, the mode of the current ψ(u) changes as follows:

ψ(u)→ ψ(u− µMh3) = 1 +
ψ0σ3

u
+

(ψ1 + ψ0µMh3)σ3

u2
+

(ψ2 + 2ψ1µMh3 −
µ2
Mλ1λ2

λ3
)σ3

u3
+ · · · .(6.1)

Combining it with (4.29), we see that the U(1) charge j′ and the conformal dimension h are

modified as follows:

j′ → j′ + ψ0µMh3,

h→ h+ j′µMh3 −
µ2
Mλ1λ2

2λ3

.
(6.2)

Then the formula (4.57) for negative asymptotic Young diagrams is given as follows:

j′ = j′(M1
µ̃) + j′(M2

ν̃ ) + ψ0µMh3

= j′(M1
µ) + j′(M2

ν ),

h = h(M1
µ̃) + h(M2

ν̃ ) + (j′(M1
µ̃) + j′(M2

ν̃ ))µMh3 −
µ2
Mλ1λ2

2λ3

−#(µ̃ ∩ ν̃)

= h(M1
µ) + h(M2

ν )−#(µ̃ ∩ ν̃)− LMµM .

(6.3)

One can see that the formula for h becomes a bit complicated.

6.2 N = 2 super Virasoro algebra from plane partitions

Let us interpret the Hilbert space of N = 2 super Virasoro algebra in terms of plane

partitions. We note that a similar discussion was made in [27], but we need to rewrite all of

the results in terms of the affine Yangian for later analysis. Especially, we need to deal with

the negative weight carefully, based on the prescription discussed in the previous section.

As we have seen in Section 3.2, there are two Y-algebras, Y0,1,2[Ψ] and Y0,0,1[1 − 1
Ψ

], in

Figure 21. By using (4.61), we can identify them with the affine Yangians, whose parameters

are given as follows;

λ
(1)
1 = − n

n+ 2
, λ

(1)
2 =

n

n+ 1
, λ

(1)
3 = n, (6.4)

λ
(2)
1 = − 1

n+ 2
, λ

(2)
2 =

1

n+ 1
, λ

(2)
3 = 1, (6.5)

where n = Ψ−2. Here, we put the subscripts (1) and (2) to distinguish two affine Yangians.

In the following, we use a similar notation. We note that we have changed λ1, λ2, λ3 to

λ3, λ1, λ2 in (6.4) just because that is convenient to draw figures. We can read off the

central charge c from (4.33) as

c = csVir + 1, csVir =
3n

n+ 2
, (6.6)

where the second term in c comes from an extra U(1) boson.
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The line operators connecting the two corners are labeled by the U(1) weight µ ∈ Z.

In terms of the plane partitions, we can interpret them as the asymptotic Young diagrams

inserted in the second axis. For the negative weight µ < 0, we use the prescription discussed

in the previous section. Then we can describe the total Hilbert space as follows:

2

3

1

×
(2, 3, 1)

µ

2

3

1

µ
×

(1, 1, 2)

⊗

Figure 23: This figure shows the µ > 0 sector where the asymptotic Young diagram is

simply given by (µ).

2

3

1

×

|µ|

o

2

3

1

×

|µ|
o

⊗

Figure 24: This figure shows the µ < 0 sector. We shift the origin according to the prescrip-

tion which we discussed in Section 6.1. The dashed axis means the axis before the shift. In

the left plane partition, the Young diagram (|µ|, |µ|) is inserted in the first axis instead of

the second axis. In the right plane partition, we do not insert an asymptotic Young diagram.

Actually, the asymptotic Young diagram in Y0,0,1 can be always interpreted as the shift of

the origin.

We can compute the conformal dimension h of these asymptotic Young diagrams by
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using (4.56). For µ > 0, we have

h =
(
− λ

(1)
2

2λ
(1)
3

µ2 − λ
(1)
2

2λ
(1)
1

µ+
λ

(1)
2

2
µ
)

+
(
− λ

(2)
2

2λ
(2)
3

µ− λ
(2)
2

2λ
(2)
1

µ2 +
λ

(2)
2

2
µ
)

=
µ(µ+ 2)

2

(6.7)

For µ < 0, we need to use (6.3) and we have

h =
µ(µ+ 2)

2
− 2µ =

µ(µ− 2)

2
(6.8)

We can summarize these results as

h =
|µ|(|µ|+ 2)

2
. (6.9)

For the U(1) charge, we need to note that there are two U(1) currents. One of their

linear combinations should correspond to the decoupled U(1) factor while the other one

corresponds to the U(1) current in N = 2 super Virasoro algebra. We denote by j(z) (resp.

J(z)) the former (resp. latter) current. We also set their zero modes to j and J , respectively.

Because j(z) should give no charge to the asymptotic Young diagram µ, its zero mode j

can be determined as

j = ψ
(1)
1 h

(1)
2 − ψ

(2)
1 h

(2)
2 . (6.10)

We can determine the other zero mode J from the requirement that J(z) commutes with

j(z). We fix the normalization so that the charge of the asymptotic Young diagram µ will

become µ. Then we have

J = −csVir

3

(
ψ

(1)
1

ψ
(1)
0 h

(1)
2

+
ψ

(2)
1

ψ
(2)
0 h

(2)
2

)

=
n

n+ 2

(
ψ

(1)
1 h

(1)
2 ·

λ
(1)
2

λ
(1)
1 λ

(1)
3

+ ψ
(2)
1 h

(2)
2 ·

λ
(2)
2

λ
(2)
1 λ

(2)
3

)

= −ψ
(1)
1 h

(1)
2 + nψ

(2)
1 h

(2)
2

n+ 1
,

(6.11)

where we use (4.21), (6.4) and (6.5). One can check that this normalization agrees with the

standard normalization of N = 2 super Virasoro algebra in (2.66). Namely, it is compatible

with both of the following two relations:

[Jl, Jm] =
csVir

3
lδl+m,0, [Jm, G

±
r ] = ±G±m+r. (6.12)

Finally, we note that the state with the conformal dimension (6.9) and the U(1) charge

µ is uniquely determined to be
∏µ

i=1G
+
−i−1/2 |0〉 (for µ > 0)∏−µ

i=1G
−
−i−1/2 |0〉 (for µ < 0),

(6.13)

where |0〉 denotes the vacuum state.
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6.3 Spectral flow of N = 2 super Virasoro algebra

It is known that N = 2 super Virasoro algebra has an automorphism called spectral flow.

It is given as follows [64]:

Ln → Ln − ηJn +
csVir

6
η2δn,0,

Jn → Jn −
csVir

3
ηδn,0,

G±r → G±r∓η,

(6.14)

where η is an arbitrary parameter. One can see that the mode of the supercurrents changes

under the automorphism. In particular, the integer mode and half-integer mode are ex-

changed if we set η = 1
2
. The former one is known as the NS-sector while the latter one is

known as the R-sector. Because of this correspondence, it is enough to consider the NS-

sector as we have done. In this section, we check that we can reproduce the spectral flow of

N = 2 super Virasoro algebra from the automorphism (4.24) of the affine Yangian.

Because we have two affine Yangians, we have two parameters α, β for the automorphisms

as follows:1
2
ψ

(1)
2 → 1

2
ψ

(1)
2 + αψ

(1)
1 + α2ψ

(1)
0

ψ
(1)
1 → ψ

(1)
1 + αψ

(1)
0

1
2
ψ

(2)
2 → 1

2
ψ

(2)
2 + βψ

(2)
1 + β2ψ

(2)
0

ψ
(2)
1 → ψ

(2)
1 + βψ

(2)
0 .

(6.15)

By requiring the invariance of the decoupled U(1) boson (6.10), we have

αψ
(1)
0 h

(1)
2 = βψ

(2)
0 h

(2)
2 . (6.16)

The other U(1) current (6.11) changes as follows:

J → J − csVir

3

(
α

h
(1)
2

+
β

h
(2)
2

)
= J − csVir

3

(
αψ

(1)
0 h

(1)
2

ψ
(1)
0 (h

(1)
2 )2

+
βψ

(2)
0 h

(2)
2

ψ
(2)
0 (h

(2)
2 )2

)
= J − αψ(1)

0 h
(1)
2 ,

(6.17)

where we use

ψ
(i)
0 (h

(i)
2 )2 = −λ

(i)
1 λ

(i)
3

λ
(i)
2

=


n(n+1)
n+2

(i = 1)

n+1
n+2

(i = 2).
(6.18)

Comparing it with (6.14), we see that we should set

αψ
(1)
0 h

(1)
2 =

csVir

3
η. (6.19)
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The element h = 1
2
(ψ

(1)
2 + ψ

(2)
2 ) which corresponds to L0 transforms as follows:

h→ h+ (αψ
(1)
1 + βψ

(2)
1 ) + (

α2

2
ψ

(1)
0 +

β2

2
ψ

(2)
0 )

= h+
csVir

3
η

(
ψ

(1)
1

ψ
(1)
0 h

(1)
2

+
ψ

(2)
1

ψ
(2)
0 h

(2)
2

)
+
c2

sVir

9
η2

(
1

2ψ
(1)
0 (h

(1)
2 )2

+
1

2ψ
(2)
0 (h

(2)
2 )2

)
= h− ηJ +

csVir

6
η2,

(6.20)

which is consistent with (6.14). In a similar way, one can easily check that the transformation

of the other modes is also consistent with (6.14).

6.4 N = 2 unitary minimal models

In this section, we study the N = 2 unitary minimal models. As can be seen from (2.112)

and (6.6), they are realized when we set the parameter n to a positive integer. As we

explained in (2.114), there are primary fields with the following conformal dimension and

U(1) charge:

hl,m =
l(l + 2)−m2

4(n+ 2)
, Jl,m =

m

n+ 2
, (6.21)

where the integers l,m are in the range of

0 ≤ l ≤ n, −l ≤ m ≤ l, l −m ≡ 0 (mod 2). (6.22)

For convenience, we write down the character (2.115) again:

χl,m(τ, z) =
∑
r∈Z2n

c
(n)
l,m+2r(τ)Θ2m+2r(n+2),2n(n+2)(τ,

z

n+ 2
). (6.23)

We also note c
(1)
l,m(τ) = 1

η(τ)
.

The aim of this section is to reproduce these results by using plane partitions. We have

already studied the Hilbert space for generic parameters in the previous sections. We have

seen that it consists of two plane partitions, one of which has a pit at (2, 3, 1) while the

other has a pit at (1, 1, 2). In the following, we refer to them as the first plane partition and

the second plane partition, respectively. We also use terminologies such as the first affine

Yangian and the second affine Yangian. In the case of n ∈ Z≥1, the first affine Yangian

satisfies an additional truncation condition,

0

λ1

+
0

λ2

+
n

λ3

= 1, (6.24)

which is clear from (6.4). Then the further constraint is imposed on the first plane partition.

Concretely, it must satisfy the identification rule which we discussed in section 5.1. For the

second plane partition, there is no additional condition as we mentioned in the last part of

Section 5.1.

In the following, we study the Hilbert space in detail. We first discuss the case of n = 1,

and then move to the case for the other n.
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6.4.1 n = 1 case

Let us start from the simplest case n = 1, which corresponds to c = 1. In this case, there

are three states as follows:

1. l = m = 0 (h = J = 0)

2. l = m = 1 (h = 1
6
, J = 1

3
)

3. l = −m = 1 (h = 1
6
, J = −1

3
).

The first state corresponds to the vacuum state. The other two states correspond to de-

generate primary fields. In terms of plane partitions, they should be realized from the

asymptotic Young diagrams. For the first plane partition, we can insert them only in the

first axis. We note that we cannot insert them in the other two axes due to the pits. For

the second plane partition, we do not need to consider asymptotic Young diagrams because

we are not interested in Û(1) modules. In the following, we consider the three cases one by

one.

l = m = 0 This case corresponds to the vacuum state, which should be realized

when we insert no asymptotic Young diagram. Because there are pits both at (2, 3, 1) and

at (1, 1, 2), we have two descriptions for the first plane partition. We note that this is

precisely the situation we considered in Figure 17. Because any Young diagrams satisfy the

identification rule, it is better to see the Hilbert space in terms of the plane partition with

a pit at (1, 1, 2).

When the intermediate Young diagram µ is positive, the first plane partition is identified

with the Young diagram as follows:

2

3

1

×
(2, 3, 1)

µ

2

1

...

µ

2

⇔

Figure 25: According to the identification rule, we can switch the two perspectives by

translating boxes in the direction of (1, 2,−1). It is obvious that the right figure does not

make sense as a Young diagram. That means it is a null state.
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This figure shows that the state is null because we cannot see the right figure as a Young

diagram. That leads to the claim that the states (6.13) are null for µ > 1 because the

intermediate Young diagrams correspond to the primary states given in (6.13). One can

check that this statement is indeed true by using the defining relation of N = 2 super

Virasoro algebra. For the detail of the calculation, see Appendix C.

To obtain the non-null states, we have to add at least 2 + 4 + · · · + 2(µ − 1) boxes as

follows:

2

3

1

×

2

1

⇔

Figure 26: To obtain the non-null states, we need to fill in the red region with boxes. The

left figure shows the corresponding configuration in terms of the first plane partition.

In a similar way, we have the following identification for the µ < 0 sector:

2

3

1

×

|µ|

o

⇔

2

1

. . .

2|µ|

2

1

Figure 27: As in the case of µ > 0, the right figure does not make sense as a Young diagram.

To obtain non-null states, we need to add boxes.

We can obtain non-null states after we add 2 + 4 + · · ·+ 2(|µ| − 1) boxes as follows:
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2

3

1

×

o

⇔

2

1

Figure 28: We need to fill the red region with boxes. The left figure shows the corresponding

configuration in terms of the first plane partition.

Due to the above process, the conformal dimension increases by the number of the added

boxes. After we add the boxes, the conformal dimension of the state changes from (6.9) to

h =
|µ|(|µ|+ 2)

2
+

|µ|−1∑
i=1

2i =
3µ2

2
. (6.25)

Once we add the boxes, the Hilbert space is described by the tensor product of the two

Young diagrams. Thus, we have the character as follows:

χ(τ, z) =

∑∞
µ=−∞ q

3µ2

2 yµ

η(τ)
· 1

η(τ)

=
(Θ0,6(τ, z

3
) + Θ6,6(τ, z

3
))

η(τ)
· 1

η(τ)
.

(6.26)

Up to the factor 1
η(τ)

coming from the extra U(1) factor, it is exactly the vacuum character

of c = 1 N = 2 unitary minimal models [35].

l = 1, m = −1 Next, let us consider the primary field for l = 1,m = −1. To realize

a non-vacuum state, we need to introduce an asymptotic Young diagram in the first axis

of the first plane partition. Because of the pits, the possible shape is limited to or .

Here, we consider the first one. Because of the asymptotic Young diagram, the configuration

changes as follows:
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2

1

...

µ

(i) µ > 0

2

1

. . .

2|µ| 1

2

1

(ii) µ < 0

Figure 29: The asymptotic Young diagram is inserted in the first axis.

As in the case of the vacuum state, we have to add boxes. The number of the necessary

boxes is

µ−1∑
i=1

(2i− 1) = (µ− 1)2 (6.27)

for µ > 0 and

|µ|−1∑
i=1

2i+ |µ| = µ2 (6.28)

for µ < 0.

Let us compute the U(1) charge and the conformal dimension. We can compute the

U(1) charge (6.11) from (4.56), (4.57). For the asymptotic Young diagram in the first axis,

its contribution is evaluated as

h
(1)
2

2h
(1)
1

=
λ

(1)
1

2λ
(1)
2

= −1

3
, (6.29)

where we use (6.4). Combining it with the contribution from the intermediate Young dia-

gram µ, we have

J = µ− 1

3
. (6.30)

For the conformal dimension h, the computation is a bit more complicated. We first discuss

the case of µ > 0. There are three factors contributing to the conformal dimension: the

intermediate Young diagram, the asymptotic Young diagram and the added boxes. The

first one gives (6.7). The second one can be evaluated from (4.56) and (6.4) as

h(M1 ) = − λ
(1)
1

2λ
(1)
3

− λ
(1)
1

2λ
(1)
2

+
λ

(1)
1

2
=

1

3
. (6.31)
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The third one gives (6.27). Because we count the box at the origin twice, we need to subtract

1 from the sum of these contributions. Then we have

h =
µ(µ+ 2)

2
+

1

3
+ (µ− 1)2 − 1

=
3

2

(
µ− 1

3

)2
+

1

6
.

(6.32)

For the µ < 0 case, there is no overlapping box and we just have to sum up the three factors.

By using (6.8), (6.31) and (6.28), one can immediately check that the expression (6.32) is

also true for µ < 0.

We note that this is the conformal dimension for the total Virasoro algebra. Namely,

it contains not only N = 2 super Virasoro algebra but also an extra U(1) current j(z).

We have to remove the latter contribution. The energy-momentum tensor is given by the

Sugawara construction and its zero-mode L
U(1)
0 is determined from (6.10) as

L
U(1)
0 =

(
ψ

(1)
1 h

(1)
2 − ψ

(2)
1 h

(2)
2

)2

2
(
ψ

(1)
0 (h

(1)
2 )2 + ψ

(2)
0 (h

(2)
2 )2

) + · · · . (6.33)

We note that the denominator is not standard due to the normalization of U(1) current

(4.30). We also note that we can ignore the terms other than the first term because they

vanish when they act on the highest weight state. In order to compare (6.32) with the known

result (6.21), we have to eliminate the contribution from (6.33). Because the intermediate

Young diagram has no charge for j, we only have to consider the contribution from the

asymptotic Young diagram in the first axis, which is evaluated as(
ψ

(1)
1 h

(1)
2 − ψ

(2)
1 h

(2)
2

)2

2
(
ψ

(1)
0 (h

(1)
2 )2 + ψ

(2)
0 (h

(2)
2 )2

) =
(h

(1)
2 /h

(1)
1 )2

−2

(
λ

(1)
1 λ

(1)
3

λ
(1)
2

+
λ

(2)
1 λ

(2)
3

λ
(2)
2

) =
1

6
. (6.34)

Let us redefine h as the conformal dimension after subtracting this factor. Then we have

h =
3

2

(
µ− 1

3

)2
. (6.35)

From this, we see that the highest weight state (= the state with the smallest conformal

dimension) exists in the µ = 0 sector. The conformal dimension and the U(1) charge is

h =
1

6
, J = −1

3
, (6.36)

which agrees with the literature.

We can compute the character in the same way as the vacuum case as follows:

χ(τ, z) =

∑∞
µ=−∞ q

3
2

(µ− 1
3

)2
yµ−

1
3

η(τ)
· q

1
6

η(τ)

=
(Θ−2,6(τ, z

3
) + Θ4,6(τ, z

3
))

η(τ)
· q

1
6

η(τ)
.

(6.37)
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Again, it agrees with the literature [35].

l = m = 1 Finally, we consider the case with the asymptotic Young diagram .

2

1

...

µ

(i) µ > 0

2

1

. . .

2|µ| 1

2

1

(ii) µ < 0

By a similar calculation as in the previous case, we have

J = µ− 2

3
, h =

3

2

(
µ− 2

3

)2
+

2

3
. (6.38)

The contribution from L
U(1)
0 is evaluated as 2

3
. We see that the highest weight state exists

in the µ = 1 sector. Its conformal dimension and the U(1) charge is

h =
1

6
, J =

1

3
, (6.39)

which agrees with the literature. The character is

χ(τ, z) =

∑∞
µ=−∞ q

3
2

(µ− 2
3

)2
yµ−

2
3

η(τ)
· q

2
3

η(τ)

=
(Θ2,6(τ, z

3
) + Θ−4,6(τ, z

3
))

η(τ)
· q

2
3

η(τ)
,

(6.40)

which agrees with the literature [35].

6.4.2 General n

We have seen that we can reproduce the c = 1 N = 2 unitary minimal model from plane

partitions. In this section, we discuss the case for the other integer n. In this case, the

first plane partition has a pit at (1, 1, n + 1) as well as at (2, 3, 1). The asymptotic Young

diagram ν = (ν1, ν2) in the first axis is constrained as 0 ≤ ν2 ≤ ν1 ≤ n. Let us first compute

the conformal dimension and the U(1) charge. When the intermediate Young diagram is

empty, we can immediately obtain them from (4.56) as

h =
−2ν1ν2 + ν1 + (2n+ 3)ν2

2(n+ 2)
, J = −ν1 + ν2

n+ 2
. (6.41)
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We note that we have already removed the contribution from the U(1) factor (6.33). In the

following, we ignore the U(1) factor.

The highest weight state exists in the µ = 1 sector if ν2 ≥ 1 and in the µ = 0 sector if

ν2 = 0. This is because the intermediate Young diagram not only increases the conformal

dimension by (6.9) but also decreases it by the number of the overlapping boxes. Then the

conformal dimension and the U(1) charge for the highest weight state are summarized as

follows:  h = −2ν1ν2+ν1+(2n+3)ν2

2(n+2)
− 1

2
, J = 1− ν1+ν2

n+2
(ν2 ≥ 1),

h = ν1

2(n+2)
, J = − ν1

n+2
(ν2 = 0).

(6.42)

It should match with (6.21). Indeed, there is a one-to-one correspondence between (6.21)

and (6.42) as follows: ν1 = n+ 1− l+m
2
, ν2 = l−m

2
+ 1 (ν2 ≥ 1),

ν1 = l = −m (ν2 = 0).
(6.43)

Thus, the asymptotic Young diagrams correctly provide all the primary fields in the N = 2

unitary minimal model.

In the remaining part, we check that we can reproduce the correct character from plane

partitions. As in the case of n = 1, we study the Hilbert space in terms of the plane partition

with a pit at (1, 1, n + 1). When the intermediate Young diagram is given by µ = kn + r

(k ∈ Z, 0 ≤ r < n), the configuration is identified as follows:

2

1

...
k

n

n

n

r
ν1 ν2

k ≥ 0

Figure 30: This is the figure for the case of k ≥ 0. It is viewed from the top. The numbers

written in the rectangles denote the heights to the direction of the third axis.
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2

1

. . .

2(−k − 1)

2

1

n
n

n

n
+
ν
1
−
r

n
+
ν
2
−
r

(i) ν2 ≤ ν1 ≤ r

2

1

. . .

2(−k − 1)

2

1

n
n

n n ν
1
−
r

n
+
ν
2
−
r

(ii) ν2 ≤ r < ν1

2

1

. . .

2(−k − 1)

2

1

n
n

n
n

ν
1
−
r

ν
2
−
r

(iii) r < ν2 ≤ ν1

k < 0

Figure 31: For the case of k < 0, the configuration changes depending on the value of r.

As in the case of n = 1, we have to add boxes to obtain non-null states. Let us first consider

the case of k ≥ 1. In Figure 30, the number of the boxes we have to add to i-th row is as

follows:  2n(i− 1)− (ν1 + ν2) (2 ≤ i ≤ k)

(2k − 2)r + θ (i = k + 1),
(6.44)

where we set

θ =


0 (r ≤ ν2)

r − ν2 (ν2 < r ≤ ν1)

(r − ν1) + (r − ν2) (r > ν1).

(6.45)

We also need to remove the overlapping boxes at x1 = 1, x2 = 1, 2 so that we will not count

them twice. For convenience, we subtract the number of these boxes from (6.44) in advance.

Then we can evaluate their contribution to the conformal dimension as

(the number of the added boxes)− (the number of overlapping boxes)

= (k − 1)kn− k(ν1 + ν2) + (2k − 2)r + θ.
(6.46)

We note that this expression is also true for k = 0; we do not need to add boxes and

the number of the overlapping boxes is indeed given by 2r − θ. After adding the boxes,

the conformal dimension becomes the sum of (6.7), (6.41) and (6.46). Then the conformal

dimension and the U(1) charge are given as

h =
−2ν1ν2 + ν1 + (2n+ 3)ν2

2(n+ 2)
+
n(n+ 2)

2
k2 +

(
(n+ 2)r − (ν1 + ν2)

)
k +

r2

2
− r + θ, (6.47)

J = kn+ r − ν1 + ν2

n+ 2
(6.48)

for k ≥ 0. Actually, this expression is also true for k < 0. Let us check it in the case

of r < ν2 (the third case in Figure 31). The number of the boxes we have to add is
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k(k + 1)n − k(ν1 + ν2 − 2r) and there are no overlapping boxes. Combining it with (6.8)

and (6.41), we have (6.47). One can check the other two cases in a similar way. For the

comparison with the literature, it is convenient to rewrite (6.47) and (6.48) in terms of the

parameters l,m. From (6.43), we have
h = n(n+2)

2

(
k + m+(r−1)(n+2)

n(n+2)

)2

+ hPF
l,m+2(r−1) + θ

(l 6= −m),

J = m
n+2

+ kn+ r − 1

(6.49)


h = n(n+2)

2

(
k + m+r(n+2)

n(n+2)

)2

+ hPF
l,m+2r + θ

( l = −m),

J = m
n+2

+ kn+ r

(6.50)

where hPF
l,m is the conformal dimension of the SU(2) parafermion given in (2.76).

Once we have filled the blank with boxes, the shape of the plane partition makes sense

and the corresponding state becomes non-null. We can obtain the descendant states by

adding boxes to this plane partition so that the identification rule will be satisfied. We have

already studied this Hilbert space in terms of Y0,0,n = Wn× Û(1) in Section 5. On the other

hand, we can also see it as the Hilbert space of Y1,2,0, namely the SU(2) parafermion (and an

extra U(1) boson). Both descriptions are equivalent33, but the latter one is more convenient

for the comparison with (6.23) because the character of the parafermion can be expressed

by the string function.

The remaining thing we have to do is to clarify the correspondence between the asymp-

totic Young diagram and the primary field for the parafermion system. Let us consider

the k ≥ 0 case. In this case, the asymptotic Young diagram in the first (resp. second)

axis is (ν1, ν2) (resp. (r)). As we discussed in Section 6.1, one can shift ν1, ν2, r by the

same value. That can also be seen from the cyclic symmetry of N -tuple Young diagrams

in Figure 20. Namely, we can change their order cyclicly because of the identification rule.

By using this property, we can set r = 0. The asymptotic Young diagram (ν1, ν2) changes

into (ν1 − r, ν2 − r) if r < ν2, (n+ ν2 − r, ν1 − r) if ν2 ≤ r ≤ ν1 or (n+ ν1 − r, n+ ν2 − r) if

r ≥ ν1. This is exactly the same as k < 0 case, as we can see from Figure 31.

We can compute the conformal dimension from (4.56) and we have

h =


hPF
l,m+2(r−1) (r ≤ ν2)

hPF
n−l,m+2(r−1)−n (ν2 < r ≤ ν1)

hPF
l,m+2(r−1)−2n (r > ν1)

(6.51)

33This equivalence has been known for a long time (for example, [65]) and was recently proved in [66].

75



for l 6= −m and

h =


hPF
l,m+2r (r = 0)

hPF
n−l,m+2r−n (0 < r ≤ ν1)

hPF
l,m+2r−2n (r > ν1)

(6.52)

for l = −m. One can rewrite this into a simpler form:

h =

 hPF
l,m+2(r−1) + θ (l 6= −m)

hPF
l,m+2r + θ (l = −m),

(6.53)

which coincides with the factor in (6.49) and (6.50). Actually, these modules are the same

because of the identification (2.72) and (2.74). Therefore, we can express the generating

function of the plane partition by the string function cl,m+2(r−1)(τ) for l 6= −m and cl,m+2r(τ)

for l = −m.

From the above, we can compute the character as follows:

χ(τ, z)

=
∑
r∈Zn

c
(n)
l,m+2r(τ)

∞∑
k=−∞

q
n(n+2)

2

(
k+

m+r(n+2)
n(n+2)

)2

ykn+r+ m
n+2

=
∑
r∈Zn

c
(n)
l,m+2r(τ)

(
Θ2m+2r(n+2),2n(n+2)(τ,

z

n+ 2
) + Θ2m+2(r+n)(n+2),2n(n+2)(τ,

z

n+ 2
)

)
=
∑
r∈Z2n

c
(n)
l,m+2r(τ)Θ2m+2r(n+2),2n(n+2)(τ,

z

n+ 2
),

(6.54)

which agrees with the known result (6.23).
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7 Bershadsky-Polyakov algebra

As we discussed in Section 2.2.2, the W-algebra obtained from Drinfeld-Sokolov reduction

varies depending on SU(2) embedding. The best understood W-algebras are those associated

with principal embedding. Both algebras we studied in the previous sections correspond to

such cases. On the other hand, not much is known for non-principal W-algebras. The

simplest non-principal W-algebra is DS2[ŜU(3)k], which is known as Bershadsky-Polyakov

(BP) algebra [67, 68]. Because SU(3) is decomposed as 8 = 1 + 2 + 2 + 3, it is expected

that BP algebra is generated by the currents with conformal dimension 1, 3
2
, 3

2
, 2. That is

indeed true. Unlike the other W-algebras, one can write down the OPE relation explicitly

as follows:

J(z)J(w) ∼ 2k + 3

3(z − w)2
, G±(z)G±(w) ∼ 0, J(z)G±(w) ∼ ± 1

z − w
G±(w),

T (z)T (w) ∼ − (2k + 3)(3k + 1)

2(k + 3)(z − w)4
+

2

(z − w)2
+
∂T (w)

z − w
,

T (z)G±(w) ∼ 3

2(z − w)2
G± (w) +

∂G±(w)

z − w
, T (z)J(w) ∼ J(w)

(z − w)2
+
∂J(w)

z − w
,

G+(z)G−(w) ∼ (k + 1)(2k + 3)

(z − w)3
+

3(k + 1)

(z − w)2
J(w)

+
1

z − w

(
3 : J(w)2 : +

3(k + 1)

2
∂J(w)− (k + 3)T (w)

)
,

G±(z)G±(w) ∼ 0.

(7.1)

Here, J(z), G±(z), T (z) are the currents with conformal dimension 1, 3
2
, 3

2
, 2, respectively.

It may look similar to N = 2 super Virasoro algebra, but G±(z) are bosonic. For later

convenience, we redefine the energy-momentum tensor as

T̃ (z) = T (z) +
1

2
∂J(z), (7.2)

which changes the conformal dimension of G+(z) and G−(z) to 1 and 2, respectively. We

denote the mode expansion as follows:

T̃ (z) =
∑
n∈Z

Lnz
−n−2, J(z) =

∑
n∈Z

Jnz
−n−1,

G+(z) =
∑
n∈Z

G+
n z
−n−1, G−(z) =

∑
n∈Z

G−n z
−n−2.

(7.3)

For later use, we rewrite the OPE relation between G+(z) and G−(w) into the commutator

as

[G+
m, G

−
n ] = 3

∑
l∈Z

: JlJm+n−l : +
(
3(k + 1)m− (2k + 3)(m+ n+ 1)

)
Jm+n

− (k + 3)Lm+n +
(k + 1)(2k + 3)m(m+ 1)

2
δm+n,0.

(7.4)
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In this section, we study the rationality of BP algebra discussed in [69]. Here, a W-

algebra is called rational when it has a finite number of irreducible representations and the

other properties such as modularity are satisfied. The typical example is a minimal model34.

In the following, we check that we can reproduce the correct modules by plane partitions.

We first summarize the result of [69] in Section 7.1. In Section 7.2, we discuss it in terms

of plane partitions. The analysis is almost the same as that in Section 6.

7.1 Modules

The highest weight representation of BP algebra is defined as follows:

L0 |h, J〉 = h |h, J〉 , J0 |h, J〉 = J |h, J〉 ,
Ln |h, J〉 = 0, Jn |h, J〉 = 0, G+

n |h, J〉 = 0 (n > 0),

G−n |h, J〉 = 0 (n ≥ 0).

(7.5)

Because the action of G+
0 does not change the conformal dimension, the highest weight state

is degenerate. It may look similar to Ramond sector of N = 2 super Virasoro algebra, but

there is a significant difference. Because G+(z) is bosonic, the multiplicity of the highest

weight state can be more than 2. In the following, we focus on the modules such that the

multiplicity is finite. We denote by i ∈ N the multiplicity, namely

(G+
0 )i−1 |h, J〉 = 0. (7.6)

BP algebra has an automorphism similar to the spectral flow of N = 2 super Virasoro

algebra. The elements transform as follows:

Jn → Jn −
2k + 3

3
δn,0, Ln → Ln − Jn +

2k + 3

3
δn,0, G+

n → G+
n−1, G−n → G−n+1. (7.7)

The conformal dimension and U(1) charge (h, J) for the highest weight state transform as

(h, J)→ (h′, J ′) ≡ (h− (J − i+ 1) +
2k + 3

3
, J + i− 1− 2k + 3

3
). (7.8)

We set the multiplicity of this state to j ∈ N, namely

(G+
0 )j−1 |h′, J ′〉 = 0. (7.9)

We note that the multiplicity is not finite in general, so the module satisfying (7.9) corre-

sponds to the degenerate module. One may also think of it as an analogue of the integrable

representation of affine Kac-Moody algebras. The condition (7.6) requires the norm to

vanish as

〈h, J | (G−0 )i−1(G+
0 )i−1 |h, J〉 = 0. (7.10)

34One may not need to distinguish rational CFTs and minimal models in this thesis.
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The same is true for (7.9). Using (7.4), we have

J = Ji,j ≡
1

3
(−2i− j + 2k + 6),

h = hi,j ≡
i2 + ji− ki− 3i+ j2 − 6j − 2jk + 3k + 6

3(k + 3)
.

(7.11)

It was shown in [69] that one can construct the rational CFT when

k + 3 =
p

2
(p = 3, 5, 7, 9, · · · ). (7.12)

In this case, we can see

(G+
−1)p−2 |0〉 = 0 (7.13)

by computing the norm. Here, we denote by |0〉 the vacuum state. This condition implies

: G+(z)p−2 := 0 by state-operator correspondence. Therefore, we have 1 ≤ i, j ≤ p − 2.

Furthermore, the conformal dimension and U(1) charge should be in the form of (7.11) after

the transformation (7.8). That requires Ji,j + i − 1 − 2k+3
3
≤ 1

3
(−2j − 1 + 2k + 6), which

leads to j ≤ p− i− 1. Thus, the parameters i, j lie in the range

1 ≤ i ≤ p− 2, 1 ≤ j ≤ p− i− 1. (7.14)

Summarizing, there are degenerate modules labeled by (7.14) and their conformal di-

mension and U(1) charge are given by (7.11).

7.2 Realization by plane partitions

Bershadsky-Polyakov algebra and an extra U(1) boson are realized by the following diagram:

0

1

3

0

Figure 32: This diagram realizes DS2[Û(3)Ψ], which is the product of Bershadsky-Polyakov

algebra and U(1) boson.

We have Y0,1,3[Ψ] at the upper corner and Y0,0,1[Ψ−1] at the lower corner. We can interpret

them in terms of the affine Yangians with the following parameters [27]:

λ
(1)
1 = 3Ψ−1 − 2, λ

(1)
2 =

2Ψ− 3

Ψ− 1
, λ

(1)
3 = 2Ψ− 3,

λ
(2)
1 = 1, λ

(2)
2 = −Ψ− 2

Ψ− 1
, λ

(2)
3 = Ψ− 2.

(7.15)
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The central charge is given by

c = −(2Ψ− 3)(3Ψ− 8)

Ψ
+ 1, (7.16)

where the second term comes from the decoupled U(1) boson. The relation between Ψ and

k is given by

Ψ = k + 3. (7.17)

For ease of understanding, we give a figure for the µ > 0 sector:

2

3

1

×
(2, 4, 1)

µ

2

3

1

×
(2, 1, 1)

µ

⊗

Figure 33: This figure shows the µ > 0 sector. We omit the µ < 0 case.

One can check that the conformal dimension of the intermediate Young diagram is 3
2
|µ|. In

terms of the modified energy-momentum tensor in (7.2), the conformal dimension is given

by µ for µ > 0 and 2|µ| for µ < 0. The configuration is identified with the state (G+
−1)µ |0〉

for µ > 0 and (G−−2)|µ| |0〉 for µ < 0.

As in the case of N = 2 super Virasoro algebra, we denote by j the zero mode of the

decoupled U(1) current. We also set J = J0. Then we have

j = ψ
(1)
1 h

(1)
2 − ψ

(2)
1 h

(2)
2 , (7.18)

J = −2Ψ− 3

3

(
ψ

(1)
1

ψ
(1)
0 h

(1)
2

+
ψ

(2)
1

ψ
(2)
0 h

(2)
2

)
. (7.19)

Now we are ready to check whether we can reproduce the modules (7.11) from the affine

Yangian. The condition (7.12) means 2Ψ = p (p = 3, 5, 7, · · · ). In this case, the additional

pit appears at (1, 1, p − 2). This is exactly the situation we discussed in Section 5.1. We

note that the condition (5.2) is satisfied: (p− 3) + 1 and (p− 3) + 3 are coprime because p

is an odd number. Then we can do the calculation in a similar way as in the case of N = 2

super Virasoro algebra.
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We can insert the asymptotic Young diagram ν = (ν1, ν2, ν3) in the first axis of the first

plane partition35. Due to the pit at (1, 1, p− 2), the height of the Young diagram is at most

p− 3, namely 0 ≤ ν3 ≤ ν2 ≤ ν1 ≤ p− 3. Let us consider which configuration corresponds to

the highest weight state. It is clear that the intermediate Young diagram µ < 0 increases the

conformal dimension. Let us focus on µ > 0 sector. If we change µ to µ+ 1, the conformal

dimension seems to increase by 1, but we need to take into account that we have to subtract

the number of the overlapping boxes. As a result, the conformal dimension decreases when

µ < ν2, does not change when ν2 ≤ µ < ν1 and increases when µ ≥ ν1. Therefore, the

highest weight state exists in the sector of µ = ν2. Because the conformal dimension takes

the same value in the region ν2 ≤ µ ≤ ν1, the multiplicity of the highest weight state is

ν1 − ν2 + 1. We will see soon that it is consistent with (7.6).

We can compute the conformal dimension h and the U(1) charge J by using (4.56). For

the U(1) charge, we immediately have

J = −ν1 + ν2 + ν3

3
+ ν2

=
(ν2 − ν1) + (ν2 − ν3)

3
,

(7.20)

where the first term in the first line comes from the asymptotic Young diagram ν while the

second one comes from the intermediate Young diagram. For the conformal dimension, we

have

h =
(ν1 − ν2)2 + (ν2 − ν3)2 + (ν3 − ν1)2 + 6(1−Ψ)(ν1 − ν3) + 2Ψ

(
(ν1 − ν2) + (ν1 − ν3)

)
6Ψ

.

(7.21)

See Appendix D for the detail of the computation. One can see that both (7.20) and (7.21)

are invariant under the shift (ν1, ν2, ν3) → (ν1 + n, ν2 + n, ν3 + n). Comparing them with

(7.11), we find the following one-to-one correspondence:

ν1 − ν2 = i− 1, ν2 − ν3 = p− i− j − 1. (7.22)

One can see that the condition 0 ≤ ν3 ≤ ν2 ≤ ν1 ≤ p− 3 leads to (7.14). We note that the

multiplicity of the highest weight state is also compatible with (7.6).

35As mentioned earlier, we do not need to consider the second plane partition because there is an extra

U(1) boson.
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8 Conclusion

In this thesis, we studied the minimal models’ representation theory by using plane parti-

tions. We have first seen that the doubly constrained plane partition provides the correct

Hilbert space of the WN minimal model. By combining this result with Gaiotto-Rapcak’s

and Prochazka-Rapcak’s construction, we proposed the prescription to describe the Hilbert

space of the generalized Y-algebra. We mainly considered N = 2 unitary minimal model

and demonstrated that we can reproduce all the ingredients in the minimal models by plane

partitions. More concretely, we saw that we can reproduce all the primary fields from the

asymptotic Young diagrams and the character from the box-counting. We also showed that

our construction reproduces the rational CFT for Bershadsky-Polyakov algebra.

The main advantage of using plane partitions is that we can compute the character for

various W-algebras simply by counting the number of boxes. There are several applications

of this technique to particle physics. First, it helps us understand higher spin theories

on AdS3 through the study of the 2d CFTs living at the boundary. In Ads3/CFT2, it

is important to confirm that the partition function of the bulk theory matches that of

the boundary theory. In particular, when the boundary is given by a torus, the partition

function of the boundary 2d CFT must be expressed as the modular invariant combination

of the characters. This constraint provides us nontrivial information for the consistency

of the bulk theory. For example, the authors of [70] discussed the pure gravity in detail

by using Virasoro minimal models. The similar analysis should be possible for higher spin

theories as was studied for simple cases in [70]. The boundary theory of the higher spin

theory is considered to be the minimal model for W-algebra, and our technique can be used

to determine its partition function.

Another application is related to 4d superconformal field theories (SCFTs). According

to the duality between 4d SCFT and 2d CFT [23], the character is mapped to the index in

the 4d side, which counts the number of the particles keeping a part of the superconformal

symmetry. This correspondence provides us a useful tool to understand the spectrum of 4d

SCFTs. In particular, it enables us to study the strongly coupled SCFTs such as Argyres-

Douglas theories. The counterparts of these theories are described by minimal models, and

we expect that our technique helps calculate their characters.

Finally, we discuss several directions for the future work.

1. In Section 5, we considered the case that two truncation conditions are satisfied at

the same time. To focus on the minimal model, we also imposed the condition (5.2).

If it is not satisfied, there are more than two pits and the Hilbert space is expected to

become more complicated. It may be interesting to explore its representation theory.

One of the examples for such cases is Û(2) with a particular fractional level. These

modules are called admissible and possess a good modular property. It is known

that they appear in the logarithmic conformal field theory [71]. They also play an

82



important role in the context of 4d/2d duality [23]. We hope that we can classify the

representation theory of the (generalized) Y-algebra from the affine Yangian.

2. In this thesis, we considered the W-algebras associated with Lie algebra of type A. It is

natural to consider the generalization to B,C,D-type. In Gaiotto-Rapcak’s construc-

tion, one can do that by introducing an orientifold [24]. The corresponding W-algebra

is referred to as ortho-symplectic Y -algebras. If we can interpret them in terms of the

affine Yangian, it may be possible to describe the Hilbert space explicitly using plane

partitions. The related work has recently appeared [72]. By introducing a comodule

algebra into the quantum toroidal algebra of gl1, the authors of [72] reproduced the

q-deformed W-algebras of type B,C,D [73] and obtained their supersymmetric gen-

eralization. In this construction, the connection to W-algebras can be seen through

the screening charges. Meanwhile, the plane partition representation has not been

understood. If we achieve that, we can do the same analysis as we have done in this

thesis. It is interesting to explore whether we can reproduce the correct Hilbert space

of the minimal models for the W-algebras of type B,C,D, N = 1 super Virasoro

algebra and so on.

3. W1+∞ appears also in the context of AdS3/CFT2 as the underlying symmetry [5].

The generalization to supersymmetric cases were also discussed. In particular, N = 2

supersymmetric generalization of W1+∞ was proposed in [13] and its realization by

supersymmetric affine Yangian has been recently discussed in [74, 75]. We expect the

relation to our results.

4. The affine Yangian of gl1 originally attracted the attention of physicists and math-

ematicians in the context of AGT correspondence. In terms of 4d N = 2 super-

symmetric gauge theories, the Young diagram basis describes the fixed points of the

instanton moduli space under the torus action. Gaiotto-Rapcak’s construction is ex-

pected to provide a more general framework of AGT. For example, it was shown in

[76] that the Y-algebra is the underlying symmetry of spiked instantons [77, 78, 79].

Interestingly, closely related works have recently appeared [80, 81]. In these papers,

the authors proposed new affine Yangians associated with counting of Bogomol’nyi-

Prasad-Sommerfield (BPS) states in type IIA string theory compactified on a toric

Calabi-Yau threefold. It was discussed that the BPS spectrum can be identified with

the configuration of plane partitions and the affine Yangian serves as the underlying

symmetry. It is interesting to explore the relation to our work. In particular, it is

interesting to study the meaning of a doubly constrained plane partition we discussed

in this thesis in the context of string theory or gauge theory.

We hope that these problems will be solved in the future.
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A Plane partition representation from the quantum

toroidal algebra36

In this section, we briefly discuss the plane partition representation of the quantum toroidal

algebra of gl1 (also called Ding-Iohara-Miki algebra [82, 83]), which is the q-deformation of

the affine Yangian of gl1. It has two properties the affine Yangian does not have. First,

we can construct the plane partition representation systematically. Second, it has free field

representation, which makes the relation to W-algebra clear. In the following, we give a

sketch for these points.

The quantum toroidal algebra E1(q1, q2, q3) of gl1 is generated by the currents E(z),F (z),

K±(z) and the centers C,C⊥. It has three parameters q1, q2, q3 with the constraint q1q2q3 =

1. As we will see later, it degenerates to the affine Yangian in the limit of q1, q2, q3 → 1. As

opposed to the affine Yangian, the currents have both positive modes and negative modes

as follows:

E(z) =
∑
n∈Z

Enz
−n, F (z) =

∑
n∈Z

Fnz
−n, K±(z) = (C⊥)∓1 exp

(∑
r>0

∓κr
r
H±rz

∓r

)
,(A.1)

where

κr =
3∏
i=1

(q
r/2
i − q

−r/2
i ). (A.2)

The defining relations are given as follows:

g(z, w)E(z)E(w) + g(w, z)E(w)E(z) = 0, g(w, z)F (z)F (w) + g(z, w)F (w)F (z) = 0,

K±(z)K±(w) = K±(w)K±(z),
g(Cz,w)

g(z, Cw)
K+(z)K−(w),=

g(w,Cz)

g(Cw, z)
K−(w)K+(z)

g(z, w)K±(C(−1∓1)/2z)E(w) + g(w, z)E(w)K±(C(−1∓1)/2z) = 0,

g(w, z)K±(C(−1±1)/2z)F (w) + g(z, w)F (w)K±(C(−1±1)/2z) = 0 ,

[E(z), F (w)] =
−1

κ1

(
δ
(Cw
z

)
K+(w)− δ

(Cz
w

)
K−(z)

)
,

(A.3)

where

g(z, w) =
3∏
i=1

(z − qiw), δ(z) =
∑
m∈Z

zm. (A.4)

The algebra E1 is equipped with the coproduct

∆(E(z)) = E(z)⊗ 1 +K−(z)⊗ E(z), ∆(F (z)) = F (z)⊗K+(z) + 1⊗ F (z),

∆(K+(z)) = K+(z)⊗K+(C1z), ∆(K−(z)) = K−(C2z)⊗K−(z),

∆(X) = X ⊗X for X = C,C⊥,

(A.5)

36This section is a supplement for Section 4 and the reader can skip it.
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where C1 = C ⊗ 1, C2 = 1 ⊗ C. One can rewrite some of the above relations in terms of

Hr (r ∈ Z) as follows:

[Hr, Hs] = δr+s,0
Cr − C−r

κr
,

[Hr, E(z)] = −C(−r−|r|)/2E(z)zr, [Hr, F (z)] = C(−r+|r|)/2F (z)zr,

∆(Hr) = Hr ⊗ C(−r+|r|)/2 + C(−r−|r|)/2 ⊗Hr.

(A.6)

When the centers act as C = l
1/2
1 and C⊥ = l

1/2
2 , it is said that the representation has a level

(l1, l2). When l1 = 1, three types of the representations are known, which are called vector

representation , Young diagram representation and plane partition representation [84, 85],

respectively. The representation space can be graphically shown as follows:

· · ·

Figure 34: Left: vector representation. Middle: Young diagram representation. Right:

plane partition representation.

As expected from this figure, we can construct the Young diagram representation from the

tensor product of the vector representation and the plane partition representation from the

Young diagram representation.

A.1 Construction of the plane partition representation

The bases of the vector representation are labelled by an integer i ∈ Z and the action of the

currents are given as follows:

(1− q2)E(z)[u]i = δ(qi2u/z)[u]i+1, (A.7)

−(1− q−1
2 )F (z)[u]i = δ(qi−1

2 u/z)[u]i−1, (A.8)

K+(z)[u]i =
(1− qi2q1u/z)(1− qi2q3u/z)

(1− qi2u/z)(1− qi−1
2 u/z)

[u]i, (A.9)

K−(z)[u]i =
(1− q−i2 q−1

1 z/u)(1− q−i2 q−1
3 z/u)

(1− q−i2 z/u)(1− q−i+1
2 z/u)

[u]i. (A.10)

Here, the parameter u is originated from the rescaling symmetry z → uz. We denote by

V (u) the representation space. The eigenvalues of K±(z) are the same as rational functions.
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For convenience, we set

KV
i (u/z) = KV (qi2u/z), KV (z) =

(1− q1u/z)(1− q3u/z)

(1− u/z)(1− q−1
2 u/z)

. (A.11)

We note that the vector representation is not a highest (or lowest) weight representation.

One can consider the tensor product of the vector representations. Let us consider

V (u)⊗ V (uq−1
3 )⊗ V (uq−2

3 )⊗ · · ·V (uq1−N
3 ). We set

|λ〉 = [u]λ1 ⊗ [uq−1
3 ]λ2−1 ⊗ · · · ⊗ [uq1−N

3 ]λN+1−N . (A.12)

The action of the currents are determined from the coproduct (A.5). For example,

∆(N−1)(E(z)) = E(z)⊗1⊗· · ·⊗1+K−(z)⊗E(z)⊗1⊗· · ·⊗1+ · · ·+K−(z)⊗· · ·⊗K−(z)⊗E(z),

(A.13)

where we set ∆(i) = (∆⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i

) ·∆(i−1), ∆(1) = ∆. From this, one can see that the

state |λ1, · · · , λi−1, λi + 1, · · · , λN〉 is not generated if λi−1 = λi because

Kλi−1+2−i(q
2−i
3 u/z)δ(qλi+1−i

2 q1−i
3 u/z) = 0. (A.14)

In a similar way, we see that the state |λ1, · · · , λi−1 − 1, λi, · · · , λN〉 is not generated by the

action of F (z) if λi = λi+1. Therefore, the subspace spanned by λ1 ≥ λ2 ≥ · · · ≥ λN is

irreducible.

The above representation is not a highest (or lowest) weight representation for finite N ,

which does not match with the representation theory of W-algebras. We can resolve this by

considering the semi-infinite tensor product as follows:

F(u) = V (u)⊗ V (uq−1
3 )⊗ V (uq−2

3 )⊗ V (uq−3
3 )⊗ · · · . (A.15)

In this case, we can bound the representation space from below. To see that, let us consider

the state |∅〉 ≡ |0, 0, · · ·〉. Then we have

F (z) |∅〉 = 0 (A.16)

because we have λi = λi+1 for all i ≥ 1. We note that this annihilation condition is

satisfied thanks to the combination · · · ⊗ F (z) ⊗ K−(z) ⊗ · · · : for finite N , the last term

in ∆(N−1)(F (z)) breaks this condition. As a result, the representation space consists of the

states labelled by a set of integers λ = (λ1, λ2, λ3, · · · ) with λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ 0 and

λN = 0 for a large N . This representation is the Young diagram representation.

In order to justify the infinite product, we need some regularization. The eigenvalues of

K±(z) are given by the infinite product,

K±(z) |λ〉 = KY
λ (u/z) |λ〉 , KY

λ (u/z) =
∞∏
i=1

KV
λi−i+1(uq1−i

3 /z). (A.17)
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Because of the relation

KV
λ (u/z) = K̃(u/z)K̃(q1u/z)−1, K̃(u/z) =

1− q3u/z

1− u/z
, (A.18)

it is natural to regularize the eigenvalue for the empty Young diagram as follows:

KY
∅ (u/z) =

∞∏
i=0

K̃(qi3u/z)K̃(qi+1
3 u/z)−1 ∼ K̃(u/z). (A.19)

For general Young diagrams, we can determine the eigenvalues recursively as

KY
λ (u/z) = KY

∅ (u/z)
∏

(i,j)∈λG(qi−1
1 qj−1

2 u/z), (A.20)

where we set

G(qi−1
1 qj−1

2 u/z) = KY
λ+1i

(u/z)/KY
λ (u/z), G(w/z) =

3∏
i=1

1− q−1
i w/z

1− qiw/z
(A.21)

and λ + 1i = (λ1, λ2, · · · , λi−1, λi + 1, λi+1, · · · ). The same infinite product also appears in

the action of F (z) and we can apply the same regularization to F (z). We note that the

level of the representation has changed to (1, q3).

We can construct the plane partition representation from the semi-infinite product of

the Young diagram representation in the same way as the above. We set

M(u,K) = F(u)⊗F(uq3)⊗F(uq2
3)⊗F(uq3

3)⊗ · · · . (A.22)

The parameter K is related to the regularization as we will explain later. The subspace

spanned by |Λ〉 = |Λ(1)〉 ⊗ |Λ(2)〉 ⊗ |Λ(3)〉 ⊗ · · · with Λ(1) ⊇ Λ(2) ⊇ Λ(3) ⊇ · · · is irreducible.

We note that Λ corresponds to a configuration of a plane partition. As in the previous case,

the eigenvalue of K±(z) is given as the infinite product

K±(z) |Λ〉 = KP
Λ (u/z) |Λ〉 , KP

Λ (u/z) =
∞∏
i=1

KY
Λ(i)(u/z). (A.23)

Let us first consider the vacuum state, namely, Λ = ~∅ ≡ (∅, ∅, ∅, · · · ). As opposed to the

previous case, the infinite product does not converge:

KP
~∅ (u/z) =

∞∏
i=1

1− qi3u/z
1− qi−1

3 u/z
= lim

N→∞

1− qN3 u/z
1− u/z

. (A.24)

To regularize it, we formally replace qN3 with an arbitrary parameter K:

KP
~∅ (u/z) =

1−Ku/z
1− u/z

. (A.25)

The eigenvalue for generic plane partitions is given by

KP
Λ (u/z) = KP

~∅ (u/z)
∏

(i,j,k)∈Λ

G(qi−1
1 qj−1

2 qk−1
3 ). (A.26)
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The action of E(z), F (z) can be determined by the coproduct. For F (z), we need to apply

the same regularization. One can express the action of E(z), F (z) into a simpler form by

changing the normalization of the state |Λ〉 as follows:

|Λ〉 → cΛ |Λ〉 ,

cΛ =
∏

(i,j,k)∈Λ

(
−q2

√
(1− q1)(1− q3)

(1− q2)(1− u/z)
KP
~∅

(u/z)
1− u/z

1− qk3u/z
KY
∅ (qi1q

k−1
3 u/z)

)
|z/u→qi−1

1 qj−1
2 qk−1

3

×
√√√√ ∏

(i1,j1,k1),(i2,j2,k2)∈Λ
(i1,j1,k1)<(i2,j2,k2)

G(qi2−1
1 qj2−1

2 qk2−1
3 u/z)|

z/u→qi1−1
1 q

j1−1
2 q

k1−1
3

,

(A.27)

where we define (i1, j1, k1) < (i2, j2, k2) as


k1 < k2

k1 = k2, i1 < i2

k1 = k2, i1 = i2, j1 < j2

. Then we have

E(z) |Λ〉 =
∑
∈Λ+

δ(q u/z)

√
(1− q u/z)KP

Λ (u/z)

(1− q1)(1− q2)(1− q3)
|Λ + 〉 , (A.28)

F (z) |Λ〉 =
∑
∈Λ−

δ(q u/z)

√
(1− q u/z)KP

Λ− (u/z)

(1− q1)(1− q2)(1− q3)
|Λ− 〉 , (A.29)

where we assign the value q = qi1q
j
2q
k
3 to each box at (x, y, z) = (i, j, k).

A.2 Free field realization and Miki-automorphism

The algebra E1 has three types of free field realizations. The levels of these representations

are (qi, 1) (i = 1, 2, 3), respectively. For each i, we introduce the Heisenberg algebra ar

(r ∈ Z) and Q with the commutation relations

[ar, as] = r
(q
r/2
i − q

−r/2
i )3

−κr
δr+s,0 r, s 6= 0, [a0, ar] = 0, [an, Q] =

ε3i
ε1ε2ε3

δn,0.

(A.30)

Then we have the following representations:

ρ(i)
u (E(z)) =

u(1− qi)
κ1

exp

( ∞∑
r=1

q
−r/2
i κr

r(q
r/2
i − q−r/2i )2

a−rz
r

)
exp

( ∞∑
r=1

κr

r(q
r/2
i − q−r/2i )2

arz
−r

)
, (A.31)

ρ(i)
u (F (z)) =

u−1(1− q−1
i )

κ1
exp

( ∞∑
r=1

−κr
r(q

r/2
i − q−r/2i )2

a−rz
r

)
exp

( ∞∑
r=1

−qr/2i κr

r(q
r/2
i − q−r/2i )2

arz
−r

)
,(A.32)

ρ(i)
u (Hr) =

ar

q
r/2
i − q−r/2i

. (A.33)
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Here, u ≡ exp(− ε1ε2ε3
ε2i

a0) is the parameter associated with the weight parameter. The repre-

sentation space is the Fock module F (i)
u , which is spanned by the vectors a−n1a−n2 · · · a−nN |u〉

(n1 ≥ n2 ≥ · · ·nN ≥ 0, N ∈ Z≥0) where |u〉 is the the highest weight vector satisfying

an |u〉 = 0, n > 0, u |u〉 = u |u〉 . (A.34)

One can consider the tensor product of the Fock modules. In general, we can consider

F (i1)
u1
⊗F (i2)

u2
⊗ · · · ⊗ F (iN )

uN
, (A.35)

where i1, i2, · · · iN ∈ {1, 2, 3}. The action of the generators is determined by the coproduct

structure. One can see that the level of this representation is
(∏N

j=1 qij , 1
)
. The simplest

case is the tensor product of two Fock spaces of the same type. Let us consider F (3)
u1 ⊗F

(3)
u2 .

From (A.5), one can see that the current E(z) acts on the representation space as the sum

of two vertex operators:

E(z)→ u1(1− q3)

κ1

Λ1(z) +
u2(1− q3)

κ1

Λ2(z), (A.36)

Λ1(z) = exp

( ∞∑
r=1

q−r3 κr

r(q
r/2
3 − q−r/23 )2

a
(1)
−rz

r

)
exp

( ∞∑
r=1

q
r/2
3 κr

r(q
r/2
3 − q−r/23 )

(
a

(1)
r

qr3 − q
−r
3

− a(2)
r

)
z−r

)
,(A.37)

Λ2(z) = exp

( ∞∑
r=1

q
−r/2
3 κr

r(q
r/2
3 − q−r/23 )2

a
(2)
−rz

r

)
exp

( ∞∑
r=1

κr

r(q
r/2
3 − q−r/23 )2

a(2)
r z−r

)
. (A.38)

Here, we set a
(1)
n = an ⊗ 1 and a

(2)
n = 1⊗ an. The current F (z) is written in a similar form.

For Hn, it acts as

Hr →
1

q
r/2
3 − q−r/23

(a(1)
r + q

−r/2
3 a(2)

r ), H−r →
−1

q
r/2
3 − q−r/23

(q
r/2
3 a

(1)
−r + a

(2)
−r) r > 0,

(A.39)

which corresponds to the extra U(1) factor of W1+∞. The current E(z), F (z) are exactly the

current of q-Virasoro algebra [86] up to U(1) factor. Next, we consider the tensor product

of N Fock modules of the same type, for example, F (3)
u1 ⊗F

(3)
u2 ⊗ · · · ⊗F

(3)
uN . The level of the

representation is (qN3 , 1). From the coproduct structure, we see that the current E(z), F (z)

are written by the sum of N vertex operators. As pointed out in [87], they are exactly the

current of q-WN algebra [88]. Thus, the algebra E1 realizes the product of the quantum WN

algebra and U(1) boson in the representation space F (3)
u1 ⊗ F

(3)
u2 ⊗ · · · ⊗ F

(3)
uN . One can also

consider the tensor product of the Fock modules of different types. See [25] for the detail.

The free boson representation and theYoung diagram representation are related by Miki-

automorphism [83], under which the generators transform as follows:

E0 → H1, H1 → F0, F0 → H−1, H−1 → E0, C → C⊥, C⊥ → C−1. (A.40)
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One can see that this transformation indeed preserves the following relation:

[E0, F0] =
1

κ1

(
(C⊥)−1 − C⊥

)
, [H1, H−1] =

1

κ1

(C − C−1) (A.41)

Because the elements E0, F0, H±1 and the centers generate all of the elements in E1, the

transformation rule (A.40) can be extended to the whole elements. Because the automor-

phism changes the centers, we find that the free boson representation with level (qi, 1) and

the Young diagram representation with level (1, qi) are equivalent. By applying the same

discussion to the tensor products, we find that the product of q-WN algebra and U(1) boson

is realized on the plane partition representation with K = qNi , which is given by the plane

partition with a pit at (1, 1, N + 1).

A.3 Degenerate limit of the quantum toroidal algebra

Let us go back to the affine Yangian of gl1. The quantum toroidal algebra E1(q1, q2, q3) of

gl1 degenerates to the affine Yangian Y1(h1, h2, h3) of gl1 in the limit of q1, q2, q3 → 1. The

explicit relation between E1(q1, q2, q3) and Y1(h1, h2, h3) was discussed in [10], where the al-

gebra homomorphism Υ from E1(q1, q2, q3) to the completion of Y1(ε1, ε2, ε3) was established.

As we will explain later, this homomorphism is valid only when C = 1. The correspondence

between the generators of these two algebras is complicated, but it becomes simple in the

degenerate limit. For convenience, let us set qi = eRhi (i = 1, 2, 3) and take the limit of

R→ 0. Then the algebra homomorphism under the limit is given as follows [10]:

ΥR→0 : E1(eRh1 , eRh2 , eRh3)→ Y1(Rh1, Rh2, Rh3)

Ej 7→
∞∑
n=0

jn

n!
en, Fj 7→

∞∑
n=0

jn

n!
fn, Hm 7→ −

1

R3σ3

∞∑
n=0

mn−2

n!
kn (j ∈ Z, m ∈ Z6=0),

C⊥ 7→ e−R
3ψ0σ3 ,

(A.42)

where k(z) =
∑∞

n=0 knz
−n−1 ≡ logψ(z)37. We note that the limit of R → 0 does not cause

substantial effects on the affine Yangian of gl1 because it has the automorphism (4.19) which

scales h1, h2, h3 simultaneously. By using this automorphism, we can rewrite (A.42) as

ΥR→0 : E1(eRh1 , eRh2 , eRh3)→ Y1(h1, h2, h3)

Ej 7→ R−1

∞∑
n=0

(Rj)n

n!
en, Fj 7→ R−1

∞∑
n=0

(Rj)n

n!
fn, Hm 7→ −

1

σ3

∞∑
n=0

(Rm)n−2

n!
kn,

C⊥ → e−Rψ0σ3 .

(A.43)

37For the definition of the affine Yangian, see Section 4.1.
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We can further simplify it in terms of Drinfeld currents. For that, we need the following

formal relation,

∞∑
j=0

(Rj)n

n!
z−j =

1

n!
(RDw)n

1

1− w
=

1

n!
(−∂u)n

1

1− e−Ru
R→0−−−−→ 1

Run+1
, (A.44)

∞∑
j=0

(−Rj)n

n!
zj

R→0−−−−→ − 1

Run+1
, (A.45)

where we set z = w−1 = eRu, Dw = w∂w. Using this, we have

ΥR→0 : E1(eRh1 , eRh2 , eRh3)→ Y1(h1, h2, h3)

E±(z) 7→ ±R−2e(u), F±(z) 7→ ±R−2f(u), K±(z) 7→ ψ(u),
(A.46)

where we set E±(z) =
∑∞

j=0E±jz
∓j, F±(z) =

∑∞
j=0 F±jz

∓j. This is the final result which

describes explicitly how the toroidal algebra degenerates to the affine Yangian.

As we mentioned, the above procedure is valid when C = 1. That implies that we cannot

tale the degenerate limit of the free boson representation of E1 in this way. Indeed, the right

hand side in (A.43) consists of infinitely many terms, which does not make sense as long as

they do not converge to finite terms on the representation space. Meanwhile, this condition

is satisfied for the vector representation, Young diagram representation and plane partition

representation. Thus, the plane partition representation of the affine Yangian (4.50 ), (4.51),

(4.52) are obtained from (A.26), (A.28) and (A.29).

B The conformal dimension of the primary field in WN

minimal models from affine Yangian

In this section, we check that the asymptotic Young diagrams correspond to the primary

fields with the conformal dimension (5.9) under the identification (5.8). We can implement

that in the four steps as follows. First, we see from (4.56) that the asymptotic Young

diagram µ has the conformal dimension

h1 = − λ1

2λ2

N−1∑
i=1

µ2
i −

λ1

2λ3

N−1∑
i=1

(2i− 1)µi +
λ1

2

N−1∑
i=1

µi

=
β

2

N−1∑
i=1

µ2
i +

1− β
2

N−1∑
i=1

(2i− 1−N)µi.

(B.1)

In the same way, we can calculate the contribution from the asymptotic Young diagram ν

as

h2 =
1

2β

N−1∑
i=1

ν2
i −

1− β
2β

N−1∑
i=1

(2i− 1−N)νi. (B.2)
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As we have seen in (4.57), we need to subtract the number of overlapping boxes

#(µ ∩ ν) =
N−1∑
i=1

µiνi. (B.3)

Finally, we have to remove the contribution from the extra U(1) boson, which is evaluated

by
ψ2

1

2ψ0
. Using (4.56), we have

hU(1) =
1

2ψ0

(
−
∑N−1

i=1 µi
h1

−
∑N−1

i=1 νi
h2

)2

=
β

2N

(N−1∑
i=1

µi
)2

+
1

2Nβ

(N−1∑
i=1

νi
)2 − 1

N

(N−1∑
i=1

µi
)(N−1∑

i=1

νi
)
.

(B.4)

Here, we use the relations such as 1
ψ0h2

1
= h2

ψ0σ3

h3

h1
= − λ1

λ2λ3
. Combining the above, we have

h = h1 + h2 −#(µ ∩ ν)− hU(1)

=
N − 1

2N

(
β
N−1∑
i=1

µ2
i − 2

N−1∑
i=1

µiνi +
1

β

N−1∑
i=1

ν2
i

)
− 1

2N

(
β
∑
i 6=j

µiµj − 2
∑
i 6=j

µiνj +
1

β

∑
i 6=j

νiνj
)

+
1− β

2

N−1∑
i=1

(2i− 1−N)(µi −
1

β
νj)

=
1

2pq

(
N − 1

N

N−1∑
i=1

(pµi − qνi)2 − 1

N

∑
i 6=j

(pµi − qνi)(pµj − qνj)

+ (p− q)
N−1∑
i=1

(N + 1− 2i)(pµi − qνi)
)
.

(B.5)

By using the vectors introduced in Section 2.3.1, we can rewrite (B.5) as

h =
1

2pq

((N−1∑
i=1

(pµi − qνi)~ξi
)2

+ 2(p− q)
N−1∑
i=1

(pµi − qνi)~ξi · ~ρ
)

=
1

2pq

((N−1∑
i=1

(pµi − qνi)~ξi + (p− q)~ρ
)2

− (p− q)2N(N2 − 1)

12

)
=

12(
∑N−1

i=1 (pmi − qni)~ωi)2 −N(N2 − 1)(p− q)2

24pq
,

(B.6)

which is consistent with (5.9). Here, we use the formula ~ξi · ~ρ = N+1
2
− i and ~ρ · ~ρ = N(N2−1)

12
.

C The norm of the primary states corresponding to

the intermediate Young diagrams

In this section, we check that the state given in (6.13) becomes null when the central charge

is c = 3n
n+2

(n ∈ Z≥1). According to the discussion below Figure 25, the state should become
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null if |µ| > n. Let us check that directly from the defining relation (2.66) of N = 2 super

Virasoro algebra. For the computation, we rewrite a part of it in terms of the commutator

as follows:

[Lm, G
±
r ] = (

1

2
m− r)G±m+r, [Jm, G

±
r ] = ±G±m+r, {G±r , G±s } = 0.

{G+
r , G

−
s } = 2Lr+s + (r − s)Jr+s +

c

3
(r2 − 1

4
)δr+s,0.

(C.1)

Using it, we can compute the norm of the state (6.13) as follows:

〈0|G∓3/2 · · ·G
∓
|µ|−1/2G

∓
|µ|+1/2 · G

±
−|µ|−1/2G

±
−|µ|+1/2 · · ·G

±
−3/2 |0〉

= 〈0|G∓3/2 · · ·G
∓
|µ|−1/2{G

∓
|µ|+1/2, G

±
−|µ|−1/2}G

±
−|µ|+1/2 · · ·G

±
−3/2 |0〉

= 〈0|G∓3/2 · · ·G
∓
|µ|−1/2

(
2L0 ∓ 2

(
|µ|+ 1

2

)
J0 +

c

3

(
(|µ|+ 1

2
)2 − 1

4

))
G±−|µ|+1/2 · · ·G

±
−3/2 |0〉

=
|µ|2 + |µ|

3

(
c− 3(|µ| − 1)

|µ|+ 1

)
〈0|G∓3/2 · · ·G

∓
|µ|−1/2G

±
−|µ|+1/2 · · ·G

±
−3/2 |0〉

= · · ·

=

|µ|∏
i=1

i(i+ 1)

3

(
c− 3(i− 1)

i+ 1

)
.

(C.2)

We note that the terms containing {G∓|µ|+1/2, G
±
−i−1/2} (i = 1, 2, · · · , |µ| − 1) do not appear

in the second line because they become zero. This result shows that the state is indeed null

if |µ| > n.

D The computation for (7.21)

The conformal dimension (7.21) can be obtained as follows. First, the contribution from

the asymptotic Young diagram ν = (ν1, ν2, ν3) can be evaluated from (4.56) as

hν =
ν2

1 + ν2
2 + ν2

3

2Ψ
+

1−Ψ−1

2
(ν1 + 3ν2 + 5ν3) +

3Ψ−1 − 2

2
(ν1 + ν2 + ν3). (D.1)

Second, the contribution from the intermediate Young diagram µ = ν2 is given by

hµ = ν2. (D.2)

Third, we have to subtract the contribution from U(1) factor which is evaluated as

hU(1) =

(∑3
j=1 νj

)2

6Ψ
. (D.3)

Finally, we have to remove the number of the overlapping boxes

#(ν ∩ µ) = 2ν2 + ν3. (D.4)

Combining the above, the conformal dimension h can be obtained as

h = hν + hµ − hU(1) −#(ν ∩ µ), (D.5)

which gives (7.21).
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