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Abstract 

A global assessment of solar photovoltaic resource and energy–water nexus for 

future sustainability  

 

Mustajab Ali 

     Energy and water are among the essential needs of human beings and vital for sustainable 

development. Both energy and water are highly interconnected: we use water for energy and we 

need energy for water. Failure to consider the energy and water nexus (E–W nexus) may give 

rise to improper planning and resource allocation as constraints of one resource affects the other. 

The energy in the shape of solar photovoltaic (PV) is linked with the cooling water withdrawals 

(CWW), the water used to cool the Thermoelectric Power Plants (TEPPs) while generating the 

electricity. The actual solar PV resource is calculated to support the required electricity on a 

global scale which will potentially result in minimizing the usage of freshwater quantity for 

cooling TEPPs and overcoming the future freshwater scarcity under changing climate and socio–

economic scenarios. 

     As discussed above, this study mainly consists of three parts, solar PV resource mapping, 

water withdrawals by TEPPS to generate electricity, and solar PV potential to support such 

demands on the CWW sides from 2015 to 2100. First, global solar PV resource maps under 

different environments are produced using the solar irradiance available near the earth’s surface 

and all limiting factors (temperature, dust, and snow) acting together. Most of the previous 

studies considered just a single or few limiting factors without taking into account the individual 

or combined effects of meteorological factors that do affect the solar PV performances based on 

local climatic and environmental conditions. Some studies which included the combined 

negative effects from the above parameters are just for a small area or region for a certain period. 

Also, our solar PV resource maps are harmonized in terms of spatial–temporal resolution, 

datasets used, and approaches involved. Moreover, exploring the EW–nexus, considering solar 

PV as a vital energy resource has not yet been explored at a global scale. This global analysis is 

performed for 2050 and by the end of the 21st century by considering climate changes in terms of 

Representative Concentration Pathways (RCP2.6, RCP4.5, and RCP6.0) and novel socio–
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economic scenarios, Shared Socioeconomic Pathways (SSP1, SSP2, and SSP3). Solar PV cost 

analysis for the present is also included for both centralized and decentralized schemes. 

     Second, this study deals with the freshwater used by TEPPs while generating electricity. This 

component is a vital part of industrial water withdrawals (IWW), in addition to the industrial 

manufacturing water. This extracted water is a kind of pressure on the available freshwater 

resources as most of it is not available to the downstream areas because of being polluted and 

raised temperatures. For this, country–wise electricity generation data for different sources (coal, 

oil, gas, nuclear, and biomass) are used to calculate regional electricity consumption. Then 

cooling technologies shares, once–through and wet tower type for each region are applied to the 

regional electricity values. These values are finally multiplied with water use intensity (WUI) to 

have the final water withdrawals. Some countries use seawater to cool the power plants, this 

share is subtracted from the total withdrawals to have the freshwater withdrawals. For future 

analysis, cooling technology like carbon capture and storage (CCS) which uses more water is 

also considered to avoid any underestimation. Such global analysis provides a bigger picture of 

freshwater withdrawals and it can be seen that which part of the world is using maximum or 

minimum water for electricity generation. Furthermore, future analysis will show the changes in 

CWW due to the technology shifts and efficiency changes for various SSP and RCP scenarios. 

     Lastly, solar PV resource maps are used to support the regional electricity demands, and to 

look for potential/additional water saved from cooling the TEPPs while generating the required 

electricity. Globally 17 regions are formed based upon the classifications available with the 

Asia–Pacific Integrated Model (AIM). In the beginning, three probable scenarios (2%, 3%, and 

5%) for solar PV input to the total electricity are devised for the present to see how much area 

for the provision of solar PV in each region is needed to support such electricity demand 

scenarios. Later, based upon the country policy to decarbonizes and solar PV recent growth and 

technological development, three future scenarios LOW, MEDIUM, and HIGH are developed 

for 2050 and 2100 to see how much solar PV area is needed to support such electricity demand 

and how helpful it would be in achieving energy and freshwater sustainability in the future. 

Besides the provision of neat and clean electricity, such scenarios developed under the roof of 

EW–nexus will be helpful in saving a big population from explicit water scarcity. Finally, 
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considering the fact that megacities need the maximum electricity and are being able to offer 

sufficient roof–top area as well, solar electric footprints for world megacities are estimated. 

     This study looks for answering the following questions: What are the factors affecting the 

performance of solar PV yield and how much is the contribution of each individual or combines 

one?  Which part of the world has the maximum and which one has the minimum solar PV 

resource available? How our model performances are in comparison to the observation and how 

uncertain are the results while considering various uncertainties involved from changes in 

fixation angles, material types, cell efficiencies, and data sets? What are the potential areas for 

centralized and decentralized solar PV schemes in the context of the demand and supply–side 

relationship? How much are the electricity demands of urban areas (megacities) and is the roof–

top scheme a viable option to support their growing electricity demands? How the future 

technology shifts and efficiency developments will change the IWW under SSP and RCP 

scenarios? Which areas would be under high to severe freshwater stress and how much could be 

the freshwater savings for solar PV enhanced (PVenh) scenarios. It includes several kinds of data 

sets from satellites, ground stations, and Integrated Assessment Model (IAM) to respond to these 

questions.  The purpose of the current study is to estimate the global solar PV resource while 

considering meteorological and geomorphologic factors and linking them to the CWW through 

EW–nexus to see the reduction in the global freshwater scarcity under various uncertainties 

(scenarios) to lead to sustainability. 

     The light energy coming from the sun is converted into electrical energy using the solar PV 

modules arranged in the shape of an array. Downward shortwave radiation (SWR) is the main 

component needed for the generation of electricity. Bias corrected data for SWR near the earth 

surface is obtained from the Global Soil Wetness Project (GSWP3). We applied three kinds of 

efficiency corrections to the solar cell namely temperature, dust, and snow that do affect the solar 

PV yield. For temperature corrections, surface temperature (2m), wind speed (10m), and SWR 

obtained from GSWP3 is used to calculate the PV module as well as PV cell temperature. 

Aerosol Optical Thickness (AOT) from NASA Terra MODIS and loss factor for dust for 

optimum tilt–angles are processed as a proxy of dust deposition and natural cleansing through 

precipitation are also seen using the precipitation data from GSWP3. Then, snow water 

equivalent (SWE) from National Snow and Ice Data Centre (nsidc) and snow cover fraction 
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(SCF) from NASA Terra MODIS are used to calculate the snow depths which block the 

incoming radiation and reduces the transmissibility. Geomorphologic components like optimum 

tilt angles are also incorporated to see the final power output from solar PV at a global scale. 

     A global power plants database provided by the World Resources Institute (WRI, 2019) 

consisting of country scale data is used to calculate the electricity generation. Country scale 

electricity data is converted to 17 regions globally with the help of the AIM regional raster map. 

Cooling technology shares available with the past studies are incorporated to know the cooling 

technology distribution for each region for a variety of power plants. Using the WUI for different 

cooling types, and subtracting seawater from the total water withdrawn, the total freshwater 

withdrawal for cooling TEPPs are estimated for each region. Then, using the regional electricity 

demands and solar PV resources, the area needed by solar PV for each region is estimated for all 

three PVenh scenarios for current. Current and future freshwater scarcity is assessed based upon a 

prominent water scarcity index; Withdrawal to availability (WTA) to know the population under 

various stresses situations. This analysis is extended for 2050 and up to the end of 21st century 

for various SSP and RCP scenario using the data sets from The Inter–Sectoral Impact Model 

Intercomparison Project–2b (ISIMIP–2b). Freshwater savings for every region for all PV 

enhanced scenarios are later worked out for 2050 and 2100 as well. From a demand point of 

view, dense urban clusters (megacities) requiring more electricity due to bigger populations and 

economic developments were also assessed. Using the gridded GDP, megacities electricity 

demands are calculated by downscaling the AIM regional electricity values. Lastly, the area 

available from the roof–top of megacities for 2010 is estimated using the dataset from Atlas of 

Urban Expansion.  

     The novelty of this study is in multiple ways: the development of global solar PV resource 

under different environment using multiple remote sensing and in–situ data sets; analysis is done 

at a global scale considering the meteorological and geomorphologic parameters; calculation of 

current and future CWW while generating the required electricity; present and anticipated 

freshwater scarcity mapping for various stress conditions;  water available for each region while 

replacing TEPPs with solar PV scheme for various RCP & SSP scenarios and cost estimates of 

centralized and decentralized solar PV schemes. Based on our validations, we suppose that our 

methodology to calculate the solar PV resource is precise and could be helpful for policymakers 
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and planners for large–scale (Solar Parks) as well as small–scale (households) level globally. 

Such estimates are also equally important for several global models like integrated assessment 

models (IAM) and energy economy models etc. In addition, this study has a worthwhile 

implication for the IWW side to help alleviating water scarcity, especially in water–scarce 

regions.   

     Globally, the actual mean seasonal and annual solar PV resources were estimated using the 

local environment conditions and approximated solar cell efficiency of 15%. We used four 

seasons March–May (MAM), June–August (JJA), September–November (SON), and 

December–February (DJF) in our analysis. Results revealed that maximum seasonal losses 

(~90%) are from snow covers during DJF for the upper Northern Hemisphere, while, annual 

snow losses are recorded as 20.1% maximum. Likewise, severe dust effects causing a reduction 

of up to 11.5% of power output are seen for Sub–Saharan Africa for DJF. While the annual 

maximum dusts loss is recorded as 5.90% for the same region. It was also observed that 

precipitation was not enough to clean the accumulated dust for most regions. Therefore, we 

suggested the physical cleaning of the solar PV modules in severely dust–affected regions. 

Temperature reductions are recorded lowest among all limiting factors. The seasonal and annual 

losses are recorded as 8.75% and 5.23% respectively for Sub–Saharan Africa. Lastly, tilt angles 

are also shown to limit (1~8%) the solar PV yield depending upon the variation in the fixation 

angles. Our snow model shows some limitation in terms of over–corrections in some regions like 

Europe, Japan, and Northern America, where most of the power plants are affected by snow 

covers. The validations of our results are done with the actual observations available with the 

solar–wiki. The data set contains approximately 1374 sites globally. The high value for the 

coefficient of determination (R2= 0.787) shows better performance of our models. In addition, 

we also performed the regional validation where most of the regions show very high values (R2 

>0.80). 

     The CWW by the TEPPs is calculated based upon the electricity generation of each power 

plant type in each region. Regional WTA then defines the water scarcity situations in each region 

of the world. It is seen that some parts of regions like China, India, The Middle East, and the 

Rest of Latin America is currently facing Severe Stress due to less available water resources for 

the mighty population. The number of peoples affected in these areas is 235.5mill, 140.2mill, 
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78.59mill, and 77.59mill respectively. Similar regions have 120.7mill, 70.8mill, 18.2mill, and 

25.59mill number of people under High Stress situation as well. Whereas, some parts of USA, 

Europe, South Asia, Southern Africa and Southeast Asia are under medium and low stresses. For 

2050, areas in the Rest of Latin America, China, India, and The Middle East are supposed to 

have a maximum population under absolute scarcity for SSP3–RCP6.0 scenario. Whereas, the 

impact is a bit lower for the other two scenarios. Likewise, for 2100, Sub–Saharan Africa, a part 

of South Africa, The Middle East, South Asia and a portion of China have witnessed a larger 

population under Severe Stress condition for SSP3–RCP6.0 scenario. It is also witnessed that in 

the areas under Severe Stress, TEPPs are drawing reasonable freshwater, which is adding to the 

water scarcity and unsustainability situation. 

     With the massive potential to offset conventional energy system, solar PV is thought to 

replace a number of existing TEPPs in the future. To see the potential benefits in terms of 

freshwater scarcity and the number of people saved from water scarcity, PVenh scenarios are 

applied and PV sitting area required to generate needed electricity for 2050 and 2100 is also 

calculated. Later, freshwater savings for 2050 and 2100 are worked out after subtracting the 

withdrawals for PVenh scenarios and business as a usual case (BAU). Results have shown 

maximum savings for the SSP2–RCP4.5 MEDIUM scenario for regions like the China, USA, 

Europe, former USSR, and Rest of Southeast Asia which could lead to improve anticipated water 

scarcity and will help to lower the numbers of affected population in such regions. Maximum 

freshwater saving of 198.18km3, 129.38 km3, 107.89 km3, 79.59 km3, and 59.53 km3, for 2050 

and 289.13km3, 171.89 km3, 256.06 km3, 270.68km3, and 166.87km3 are witnessed for these 

regions respectively. In addition to that, Solar electric footprints of megacities are calculated 

where cities like Shanghai, Guangzhou, Moscow, and New York needs bigger areas for solar PV 

sitting to fulfil their massive electricity demands. These are calculated as 1383 km2, 878 km2, 

787 km2 and 759 km2 for Shanghai, Guangzhou, Moscow, and New York respectively. Then, the 

suitable roof–top area of each megacity is estimated to know the area available for solar PV 

fixing. 11 out of 24 megacities are capable of producing all electricity demand through solar PV 

for 2010, while the rest can generate ~40% of the needed electricity. Finally, cost analysis have 

shown that regions like the Western US, Sub–Saharan Africa, the Middle East, Western China 
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and Australia has lower PV cost (<0.08USD/KWh) for centralized scheme, while such costs are 

~5–12% higher for a decentralized systems.   

     This study has shown that the solar PV scheme has a great potential to offset a considerable 

amount of renewable electricity to the system and can help to minimize freshwater scarcity. 

Currently, even with a mere input in the total system, solar PV is proven to be a promising 

resource due to improving technology, decreasing costs, and being neat and clean. This eco–

friendly resource if utilized in a proper way could lead to sustainable development in the region 

in terms of energy and water. In addition, it will help in achieving the United Nations Sustainable 

Development Goal No. 6–Water and Sanitation, Goal No. 7–Clean and Affordable Energy, Goal 

No. 11–Sustainable Cities and Communities and Goal No. 13–Climate Action.  

   

 

 

 

 

 

 

 

 

 

 

 

 

 



10 
 

Acknowledgment 

Grateful to Allah almighty for his countless blessings and for providing me this great opportunity 

to do my Ph.D. from the University of Tokyo, Japan. I want to express my sincere gratitude to 

my supervisor Project Assoc. Prof. Hyungjun Kim for his continuous support and guidance 

through my doctoral degree course at The University of Tokyo. His patience, inspiration, and 

immense knowledge from the very beginning have fostered my research attitude and approach.  

I am also grateful to all of my Ph.D. committee members, Prof. Taikan Oki, Prof. Wataru 

Takeuchi, Project Prof. Yoshihide Sekimoto, Project Prof. Akiyuki Kawasaki, and Assoc. Prof. 

Shinichiro Fujimori for polishing my research with their valuable comments and nice 

suggestions. It was excellent to work with all of them.  

I may not be here at The University of Tokyo, Japan if I am not provided with financial support 

from my employer, Mirpur University of Science and Technology, (MUST) Mirpur under the 

faculty development program led by The Higher Commission of Pakistan (HEC). It was an 

honourable opportunity for me to empower myself through one of the top global research groups 

in the water sector. I am also grateful to all the members of the Oki lab for all their support and 

guidance. Their motivation and encouragement provided my days a bright colour of joy and 

happiness. Their hard-working and gifted talents motivated me to work harder.  

I would not be able to continue my doctoral course if I had not always been supported by my 

family, especially my mother, my wife, my brother and sisters, and my beloved daughters, Safa 

and Marva. Their love and kindness were a kind of inspiration to my higher studies abroad. 

There were several moments that they helped and guided me to make the right decision. I am 

also thankful to my grandparents, in-laws, and relatives for their support throughout the study. I 

shall always remain indebted to my Pakistani fellows and friends at The University of Tokyo as 

well as those in Japan and in my home country. They enabled me to make my dreams come true. 

This thesis has been made possible by collective day-to-day support from my family and all of 

my friends, and colleagues. I sincerely thank each one of them from the bottom of my heart. 

 



11 
 

Table of Contents 

Chapter 1: INTRODUCTION…............................................................................................... 23       

1. Energy and sustainable development...…................................................................................. 23  

1.1 Renewables…..........................................................................................................................26  

1.2 Solar energy and Photovoltaic………...…………………..................................................... 27  

1.2.1 Technical potential ……………….………………………………….................... 29  

1.2.2 Meteorological factors affecting solar PV cell efficiency…………..…………… 29 

1.2.2.1 Impact of temperature increase on solar PV cell efficiency……………. 30 

1.2.2.2 Impact of dust deposition on solar PV cell efficiency...…....……………31 

 1.2.2.3 Impact of snow covers on solar PV cell efficiency…………………….  33 

1.2.3 Geomorphologic analysis on solar PV Performance……………………………... 34 

1.2.3.1 Effect of PV module tilt–angle on energy yields……………………...... 34 

1.2.4 Economic analysis of solar PV.…………………..…………………........  36 

1.2.4.1 Solar PV schemes.…………………………..………………….............. 36 

1.3 Water….................................................................................................................................. 38 

1.3.1 Components of water withdrawals…………………………………...........…........ 39 

1.3.1.1 Irrigation water…………………………………………………………..39 

1.3.1.2 Domestic water ………………………………………………………….40 

1.3.1.3 Industrial water……………………………………………….………….40 

1.3.2 Types of cooling…………………….…….………………………….................... 41 

1.3.2.1 Once–through cooling…………………….…………………………......41 

1.3.2.2 Wet tower cooling…………………….…………………………............ 42 

1.3.2.3 Dry cooling…………….…………………………………...................... 43 

1.3.3. Water scarcity…..................................................................................................... 44 

1.3.3.1. Water Stress Indicators………….……………………………............... 45 

 1.3.3.2. Cooling water required by thermoelectric power plants for electricity   

production……………………………………….……………………………… 46 

1.3.3.3. Freshwater scarcity by thermoelectric power plants ……………..……. 46 

1.4 Energy–Water nexus…………………….………………………………….......................... 47 

1.4.1 Energy in water: …………………….……………………………….................... 48 

 1.4.2 Water in energy: …………………….……………………………….................... 48 



12 
 

1.4.3 Energy–water nexus for sustainable development………………………………... 49 

1.5 Electricity demand and supply–side relationship……………….……………….................. 51 

1.5.1 Megacities and sustainable development…............................................................. 52 

1.5.2 Shared Socio–economic and climate change scenarios……………………………53 

1.6 Motivation of this study......................................................................................................... 54 

1.7 Objective of this study............................................................................................................ 55 

1.8 Novelty of this study ...............................................................................................................55 

 

Chapter 2: METHODOLOGY ................................................................................................. 56  

2.1 Solar PV resources mapping ……………………….............................................................. 57 

2.1.1 Data and methods…………………......................................................................... 57 

2.1.2 Data description ……………………….................................................................. 58 

2.2 Decrease in solar PV cell efficiency due to meteorological limiting factors.......................... 59 

2.2.1 Decrease in solar PV cell efficiency due to temperature change......,,,.................... 59 

2.2.1.1 Solar PV module temperature (Tmod)..…………………......................... 59 

2.2.1.2 Solar PV cell temperature (Tcell)…………………………….................. 60 

2.2.2 Decrease in solar PV cell efficiency due to dust deposition……………... 62 

2.2.3 Decrease in solar PV cell efficiency due to snow covers …………........................63 

2.2.3.1 Snow depth calculations........................................................................... 63 

2.2.3.2 Snow melts from solar PV panels..............................................................65 

2.2.3.3 Decrease in solar PV cell efficiency......................................................... 66 

2.2.4 Final solar PV cell efficiency....................................................................... 67 

2.3 Effect of geomorphologic parameter on solar PV resource.................................................... 68 

 2.3.1 Variations in solar PV module tilt–angle ................................................................ 68 

2.4 Performance ratios ..................................................................................................................68 

2.5 Final solar PV resources......................................................................................................... 69 

2.6 Solar PV economic analysis.................................................................................................... 69 

2.6.1 Suitable area for solar PV.........................................................................................70 

2.6.1.1 Suitability factor for centralized schemes................................................. 70  

2.6.1.2 Suitability factor for decentralized schemes..............................................72  

2.6.2 Cost estimation of solar PV electricity.................................................................... 74 



13 
 

2.7 Water scarcity assessments..................................................................................................... 76 

2.7.1 Withdrawal–to–availability...................................................................................... 76 

2.8 Electricity generation.............................................................................................................. 77 

2.8.1 Cooling technology shares....................................................................................... 79 

2.8.2 Water use intensity................................................................................................... 80 

2.8.3 Final Fresh water withdrawals................................................................................. 81 

2.9 Energy–Water nexus (EW–nexus)......................................................................................... 83 

 2.9.1 New input scenarios for solar PV energy ............................................................... 83 

  2.9.1.1 Future solar PV resources for various SSP and RCP scenarios……….…84 

2.9.2 Revised electricity generation by TEPPs and water withdrawals for PVenh 

scenarios.............................................................................................................................84 

2.9.3 Electricity demand………………………………………………........................... 86 

2.9.3.1 Global gridded electricity demand maps…………………………..…… 86 

2.9.3.2 Electricity demand of world megacities …………………………..….....87 

2.9.3.3 Electricity demand flow of megacities for 21st century ………………...88 

2.9.3.4 Solar electric footprints of megacities …………………………………. 88 

2.9.3.5 Roof top areas available with megacities……………………….………. 88 

 

3. RESULTS AND DISCUSSIONS........................................................................................... 90 

3. ENERGY.................................................................................................................................. 90 

3.1 Temperature effects on solar PV efficiency reductions.......................................................... 90  

3.1.1Solar PV module temperature Tm………………………………………................. 90 

3.1.2 Solar PV cell temperature Tc …………….............................................................. 90 

3.1.3 Solar PV cell efficiency reductions due to the affect of temperature rise............... 92 

3.2 Dust effects on solar PV efficiency reduction………………………………………............ 93 

3.2.1 Loss factor for dust reduction (KL)………………………….…………................. 93 

3.2.2 Solar PV cell efficiency reductions due to the affect of dust……........................... 94 

3.3 Snow effects on solar PV efficiency reductions..................................................................... 96 

3.3.1 Seasonal snow depths.............................................................................................. 96 

3.3.2 Solar PV cell efficiency reductions due to the affect of snow covers..................... 97 



14 
 

3.4 Effects of geomorphologic parameter on Solar PV power output.......................................... 98 

3.4.1 Optimal Tilt angles ................................................................................................. 98 

3.4.2 Effective power ratio................................................................................................ 99 

3.5 Effective power (Peff) ............................................................................................................100 

3.5.1 Performance ratio....................................................................................................100 

3.6 Final solar PV resource..........................................................................................................101 

3.6.1 Actual estimated seasonal solar PV resource......................................................... 101 

3.6.2 Actual estimated annual solar PV resource........................................................... 102 

3.7 Validation of final power output........................................................................................... 103 

3.7.1 Global solar power plants output comparison for regions..................................... 103 

3.7.2 Global solar power plants output............................................................................104 

3.8 Uncertainty analysis...............................................................................................................107 

3.8.1 Solar PV cell type................................................................................................107 

3.8.2 Solar PV cell efficiency…………………...........................................................107 

 3.8.3 Changes in Solar PV optimum tilt–angles.........................................................  108 

3.8.4 Data source...........................................................................................................108 

3.9 The economic analysis of solar PV electricity...................................................................111

 3.9.1 The cost of PV electricity for centralized scheme .................................................111 

 3.9.2 Cost supply curves of PV electricity for centralized scheme.................................111 

3.9.3 The cost of PV electricity for decentralized scheme .............................................112 

3.10. Summary and conclusions for solar PV cost analysis………………................................113 

4. RESULTS AND DISCUSSIONS......................................................................................... 115  

4. WATER...................................................................................................................................115 

4.1 Water Scarcity…………………………………………........................................................115  

4.1.1 WTA for H08 ………………………….………………………………............ 115 

 4.1.2 WTA for WATERGAP2………………............................................................. 116 

 4.1.3 People under various stress limits      ……………………………………......... 116  

  4.1.3.1 H08 ………………………………………………………………….….116 

4.1.3.2 Percentage population under stress levels for H08……………….…….117 

4.1.3.3 WATERGAP2………………………………………………………… 118 



15 
 

4.1.3.4 Percentage population under stress levels for WATERGAP2………….119 

4.2 Electricity generation……………………………………….................................................121 

4.2.1 Thermoelectric Power Plants ………………….………..………………..............121 

4.2.2 Electricity generation demands by TEPPs..............................................................121 

4.2.3 Comparison of electricity estimates with literature………....................................122 

4.2 Water withdrawals…………….............................................................................................123 

4.2.1 Cooling water for TEPPs………………………………………........................... 123 

4.2.2 Comparison of water withdrawal estimates with literature………....................... 123 

 

5. RESULTS AND DISCUSSIONS......................................................................................... 125 

5. ENERGY–WATER–NEXUS (EW–nexus) FOR FUTURE SUSTAINABILITY…….........125  

5.1 Future solar PV resource ……….………………………......................................................125 

5.2. Future water withdrawals for BAU scenarios ……………………………………………..126 

5.3 Solar PV area needed for PVenh scenarios. …………………………………………..…... 128 

 5.3.1 Water withdrawals for PVenh scenarios ………….…………………………….... 129 

            5.3.2 Freshwater savings for PVenh scenarios. …..……………….…………………….130 

 

6. RESULTS AND DISCUSSIONS......................................................................................... 133  

6. ELECTRICITY DEMANDS: MEGACITIES CASE STUDY…..........................................133  

 

6.1 Global gridded electricity demands map …………….….....................................................133 

6.2 Megacities electricity demands ……………………………………………….…............... 134 

 6.2.1 Electricity flow for world megacities for 21st century………….......................... 134 

6.2.2 Comparison of electricity estimates with existing ……………………………… 135 

6.2.3 Solar PV resource for megacities ……………….……….…………………….....135 

            6.2.4 Solar electric footprints of megacities……………….……….……………......... 136 

6.3 Solar PV rooftop scheme…..………………………………….……….…………….......... 137 

 6.3.1 Solar PV area available Vs needed……………….……….……………...............137 



16 
 

6.3.2 Comparison of electricity estimates with existing studies..................................... 138 

6.4 Conclusion of solar electric footprints of world megacities ……………………………….139 

 

Chapter 7: CONCLUSION...................................................................................................... 141 

       RECCOMMENDATIONS...................................................................................... 143 

 Bibliography ............................................................................................................................ 145  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



17 
 

LIST OF FIGURES 

Figure 1.1 Conversion scheme of energy services; Primary energy to end–user energy.............24  

Figure 1.2 Combined anthropogenic forcings compared with natural forcings and internal 

variability of the climate system for the period 1951–2010 …………………………………… 25  

Figure 1.3 Potential of different renewable energy sources as compare to total energy needs. ..27  

Figure 1.4: The generation of 20 TW of power, equivalent to the world’s mid–century predicted 

demand, would need covering ~0.16% of Earth’s land (red boxes) with 10%–efficient solar PV 

modules. ……………………………………..……………………………………………...…...28 

Figure 1.5: The incoming solar irradiance on a tilted array depends on the position of the sun as                

far as the solar PV module (s) and module’s tilt–angle (β). …………..……………………….35 

Figure 1.6: The solar photovoltaic schemes……………………………………………………..37 

Figure 1.7: Schematic diagram for Once–through cooling system. …………………………... 42 

Figure 1.8: Schematic diagram for cooling systems a) Wet tower cooling and b) Dry cooling...43 

Figure 1.9: Energy–water associations; positive & negative inferences ……………….…........50 

Figure 1.10: Conceptual illustration for EW–nexus for future sustainability……………….......51 

Figure 1.11: Shared socio–economic scenarios. ………………………………………………. 54 

Figure 2.1: The basic scheme used in our study. Various satellite and ground–based datasets 

were used to produce the theoretical and actual estimated solar resource. Cooling water 

withdrawals for TEPPs are estimated using the AIM model outputs and water–use intensities. 

Lastly, the nexus between energy and water is explored through various linkages……………..56 

Figure 2.2: Methodology used for solar PV resources mapping in our study. Various satellite 

and ground–based datasets were processed to produce such maps. …………………………… 57 

Figure 2.3: Long terms daily mean (2001–2014) seasonal temperature at 2m height…………..60 



18 
 

Figure 2.4: Long terms daily mean (2001–2014) seasonal shortwave radiations near the earth 

surface. …………………………………………………………………………………………. 61 

Figure 2.5: Long terms daily mean (2001–2014) seasonal Aerosol Optical Thickness………...62 

Figure 2.6: Transmittance Loss Factor (KL) at optimum tilt angles is calculated by applying the 

curve fitting technique to the experimental data available with Elminir et al, (2006) ……….... 63  

Figure 2.7: Long terms daily means (2001–2014) snow water equivalent (mm)……………….64 

Figure 2.8: Long terms daily means (2001–2014) snow cover fraction (%)……………………65 

Figure 2.9: Snow melting from solar PV surface considering the mass balance is used to 

calculate the snow melts from solar PV surface for optimum tilt–angles and module temperature 

(PT). ………………………………………………………………………………………….…. 66 

Figure 2.10: Curve–fitting technique for transmittance and snow depth applied to the 

experimental data available with Perovich (2007)……………………………………………….67 

Figure 2.11: Methodology devised to calculate the costs and cost supply curves for centralized 

and decentralized PV schemes………………………………………………………………….. 69 

Figure 2.12: Global land–use/land cover types containing 19 land–use classes for 2015 (ESA)71 

Figure 2.13: Roof–top area/ capita available for decentralized PV schemes as provided in 

Alsema and Brummelen, (1993) and IEA, (2001a) is plotted alongside the GDP per capita for 

1995 by Hoogwijk (2004)……………………………………………………………………......73 

Figure 2.14: Global gridded population (numbers) for 2015. Higher population is seen for 

Western China and South Asia…………………………………………………………………..73 

Figure 2.15: Global gridded GDP (USD) for 2015. Higher GDP is seen for Western USA, 

Europe, The Middle East, Western China, South Asia, and Japan………………………………74 

Figure 2.16: Global gridded area per person for 2015. Higher areas are seen for higher GDP/cap 

regions like for Western USA, Europe, The Middle East, Western China, South Asia, Australian, 

and Japan……………………………………………………………………………………..…..74 

Figure 2.17: Raster regional map for AIM classifications (source: author)…………………….78 

Figure 2.18: Data processing to convert point based power plants electricity generation data into 

regional data, using AIM raster regional map. Then, cooling technologies are used to calculate 

regional shares, which are then multiplied with WUI. Lastly, sea water is subtracted to have final 

fresh water withdrawals (km3/yr) for each region…………………………………….…………82 



19 
 

Figure 2.19: Flow chart to calculate revised electricity generation and new water withdrawals by 

TEPPs for solar PVenh scenarios…………………………………………………………………85  

Fig 2.20: Scheme for megacities roof–top area calculation for 2010……………………………89 

Fig 3.1: Long term mean of daily seasonal solar PV module temperature (Tm)………………...91 

Fig 3.2: Long term mean of daily seasonal solar PV cell temperature (Tc)..……………………92 

Fig 3.3: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

temperature changes (ΔηT)……………………………………………………………………….93 

Figure 3.4: Transmittance Loss Factor (KL) at optimum tilt angles (Jacobson and Jadhav, 2018) 

is calculated globally by applying the curve fitting technique shown in Fig. (2.5). …………… 94 

Fig 3.5: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

dust (ΔηD)….……………………………………………………………………………………..95 

Fig 3.6: Long term mean of daily seasonal snow depth accumulated on top of solar PV 

modules…………………………………………………………………………………………..96 

Fig 3.7: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

snow covers (ΔηS)………………………………………………………………………………..98 

Fig 3.8: Global optimum tilt–angles (βopt) taken from Jacobson and Jadhav (2017). Higher tilts 

are observed for regions away from latitude………………………………………………….….99 

Fig 3.9: Global effective power ratio calculated for βopt………………………………………...99 

Fig 3.10: Final performance ratios (PR) calculated from all individual corrections and optimum 

tilt-angles………………………………………………………………………………………. 100 

Fig 3.11: Global seasonal solar power resource in W/m2. A solar cell efficiency of 15% is 

considered for final power output……………………………………………………………... 101 

Fig 3.12: a) Global annual solar power resource W/m2 obtained by annual seasonal mean power 

resource. b) Variation of seasonal and annual mean power resource along the latitude……….103 

Fig 3.13: Scatter plot between observed power and the actual estimated power for all solar power 

plants globally. The coefficient of determination (R2) is 0.787 while RMSE obtained is 17.12104 

Fig 3.14a): Locations of existing solar power plants used in our validation, and taken from 

Wiki–Solar dataset. b) Scatter plot between observed power and the actual estimated power for 

global nine regions based upon their contribution to the total generation from solar PV……...106 



20 
 

Fig 3.15: Heat map for R2 values for varying cell efficiencies and available four cell types. In 

addition, we introduced four virtual cells (VC1–VC4) between the normal cells based upon 

temperature resistance coefficients……………………………………………………………..108 

Fig 3.16a) Heat map for R2 for changing tilt–angles in comparison to optimum ones for four cell 

types. b) Scatter plot for final power output for GSWP3 dataset and WFDEI dataset. A rational 

R2 value of 0.99 is obtained between both of them…………………………………………….109 

Fig 3.17 Regional heatmap for R2 values for changing tilt–angles in comparison to the optimum 

ones for four cell types………………………………………………………………………….110 

Figure 3.18: Grid-scale spatial distribution of the centralized solar PV electricity generation 

costs at a global scale for 2015…………………………………………………………………111 

Figure 3.19: Global and regional cost–supply curves for centralized PV scheme for 2015. The 

curve for ‘Global’ in the black square indicates the current electricity consumption along with 

the range of electricity generation costs (Goldemberg, 2000) ............................………………112 

Figure 3.20: The global grid-scale spatial distribution of decentralized solar PV electricity 

generation costs……………………..……………………………………………………….….113 

Fig 4.1: Water scarcity maps obtained while using WTA for H08 model along with two GCMs, 

HadGEM2–ES and MIROC5. The ensemble mean is also calculated for both GCMs..……….115  

Fig 4.2: Water scarcity maps obtained while using WTA for WATERGAP2 model along with 

two GCMs, HadGEM2–ES and MIROC5. The ensemble mean is also calculated for both 

GCMs…………………………………………………………………………………………..116 

Fig 4.3: Population (numbers) under various stress limits for the ensemble mean of H08 for AIM 

regions globally…………………………………………………………………………………117 

Fig 4.4: Percentage of population (%) with respect to the total population under various stress 

limits for the ensemble mean of H08 for AIM regions globally………………………………..118 

Fig 4.5: Population (numbers) under various stress limits for the ensemble mean of 

WATERGAP2 for AIM regions globally………………………………………………………119 

Fig 4.6: Percentage of population (%) with respect to the total population under various stress 

limits for ensemble mean of WATERGAP2 for AIM regions globally………………………..120  

Fig 4.7: Geographic location of all TEPPs (Coal, Oil, Gas and Nucl) as obtained from World 

Resources Institute (WRI. 2018)…………………………………………………………….….121 

Fig 4.8: Electricity demands for AIM regions by TEPPs (Coal, Oil, Gas and Nuclear)……….122  



21 
 

Fig 4.9: Scatter plot between electricity generations by our method with the AIM model outputs. 

A rational R2 value= 0.931 shows higher coverage of our database globally………………….122 

Fig 4.10: Water withdrawals (Km3/yr) while generating electricity by TEPPs for AIM regions 

using the TEPPs database………………………………………………………………………123 

Fig 4.11: Scatter plot between electricity water withdrawals (Km3/yr) by our method with Huang 

et al, (2017). A rational R2 value= 0.942 is obtained between both studies……………………124 

Fig 5.1: Future solar PV resource (W/m2) and difference (%) of current and future PV resources 

for various SSP and RCP scenario combinations........…………………………………………126 

Fig 5.2: Future water withdrawals (Km3/yr) for BAU case for various SSP and RCP scenario127 

Fig 5.3: Solar PV area (km2) needed for PVenh scenarios for AIM regions globally…………..128 

Fig 5.4: New water withdrawals (km3) for PVenh scenarios for AIM regions globally………..130 

Fig 5.5: Fresh water savings (Km3/yr) for each region for PVenh scenarios in comparison to the 

BAU scenario………………………………………………………………………………...…131  

Fig 6.1: Global gridded (0.5°) electricity demand map for 2010. Using grid–based GDP, AIM 

regional electricity demands are downscaled to draw the above map………………………….133 

Fig 6.2: Electricity demand and GDP/cap flows for 27 megacities for 21st century…………...134 

Fig 6.3: Comparison of electricity estimates for megacities for our study and Kennedy et al, 

(2015) ……………………………………………………………………………………….….135 

Fig 6.4: Seasonal solar PV resource available for all megacities. Most of them have good PV 

resource during all seasons, but, during SON and DJF, cities like Paris, Moscow, London and 

Istanbul have less resource due to snow covers………………………………………………...136 

Fig 6.5: Solar electric footprints of world megacities derived from electricity demands and solar 

PV resource for each city for 2010……………………………………………………………..137 

Fig 6.6: Solar electric footprints vs. roof–top area available for 2010. For 11 out of 24 cities 

(top), entire electricity demand can be met if all available roof tops are covered with PV, while 

remaining 13 cities (bottom) can produce around 40–50% of their required electricity……….138 

Fig 6.7: Comparison of roof area availability estimates and existing literature for some of 

megacities………………………………………………………………………………………139  

  

 



22 
 

LIST OF TABLES 

Table 1.1 Withdrawals and consumption for various fossil fuel power plants (EPRI, 2000)…...44 

Table 2.1: Data set description ………………………………………………………………… 58 

Table 2.2: The supposed suitability factors obtained from values suggested by Sørensen (1999), 

the area of different land–use types as a fraction of total area with similar land–use types. ….   71 

Table 2.3: Regional classifications used in AIM model. ……………………………………… 79 

Table 2.4: The cooling system shares (%) for various regions for thermoelectric power 

production technologies in 2005 ...................................................................................................80 

Table 2.5: Correlation between electricity consumption per capita and other variables for AIM 

regions…………………………………………………………………………………………... 87 

Table 5.1: Summary of AIM regional water savings (km3) for PVenh scenarios globally……..132  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



23 
 

Chapter 1:  INTRODUCTION  
 
 

1. Energy and sustainable development  

Energy has a key role in the overall development of the economy and mankind. The 

energy scheme accounts for the whole of the sector which supplies energy, it converts the 

primary energy to different energy drivers, and the final technologies required to convert these 

energy drivers to provide the requisite energy services (Fig. 1.1). Energy has undergone 

significant changes with time. Out of those, two notable evolutions can be distinguished in the 

past times of the energy system (Grübler, 1998). The first transition was during the late 18th 

century, when industrialized countries used coal to run their steam engines, as coal could more 

easily be transported and stocked at that time. This technology developed significantly with time 

and offered great power potential and relevant services in almost all main sectors including 

industry and transport. By the start of the 20th century, almost all primary energy in 

industrialized countries was accomplished by coal. The second move was associated to the 

generation of electricity, followed by a diversification of both sources of energy supply and end–

use technologies. Electricity was the first major form of energy that could simply be transformed 

to heat, light or work, etc. for different end–users. Also, with the development of the internal 

combustion engines, mobility with cars, buses and airplanes increased, and it stimulated the oil 

used for transportation. Such innovations caused a move in the mix of energy sources available 

on a commercial scale from wood to coal, oil, and then natural gas. An increase of about 40 

times is seen for primary energy source usage from 1850 to 1990 (Grübler, 1998). 

Though, the development of the energy system has changed over the globe. Currently, we 

are living in a place where almost four billion people use these fossil fuels as their main energy 

sources and rely on 16% of electricity for energy services. While 2.4 billion populations depend 

upon traditional fuels and energy resources like biomass etc. to fulfill their energy needs 

(IEA/OECD, 2002a). Since the later energy consumption related to only 11% of the total primary 

energy utilization, therefore, is not dominant and sometimes neglected in statistics relating to 

energy consumption (Goldemberg, 2000). Likewise, such disparities in the accessibility of 

energy services show the inequality for the development of the economy.   
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Energy plays a vital direct and indirect role in a way to achieve the United Nations (UN) targets 

for sustainable development. The UN Rio+20 summit (UN. 2012) held in 2012 in Brazil during 

the UN General Assembly, it was promised to set up sustainable development goals (SDGs) 

which must supplement the Millennium Development Goals (MDGs) after their finish by 2015. 

The energy was one of the key issues at the session. In addition, saving the Earth’s life–support 

system and reduction of poverty must be among the topmost desires for SDGs due to the 

growing human population. Thriving lives and livelihoods, sustainable water & food security, 

clean energy for the universe, healthy and dynamic ecosystems, and governance for sustainable 

civilizations are the essentials in the era of Anthropocene. As humans are transforming the planet, 

Griggs et al, 2013 argued that it is not enough to just extend MDGs, but, indeed, the stability of 

the planet must be combined with UN targets to fight against poverty and accomplish human 

well–being. Energy has the key role in overall efforts to achieve sustainable development, its 

need of the hour that all plans and reforms for energy development must be in line with these 

goals (Vera et al, 2007). 

 

Figure 1.1: Conversion scheme of energy services; Primary energy to end–user energy 

(www.open.edu) 

With the growing population, world energy crises are an important concern of the 21st 

century. In 2002, Johannesburg’s World Summit on Sustainable Development, the international 

community agreed to half the poverty rate by providing appropriate energy to the poor people by 

2015 as stated by the UN statement of the world summit on sustainable development, New York 

(UN. 2002). During the past century, amazing opportunities were provided to mankind in various 
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sectors of life by means of fossil fuels invention. Besides, human has to face critical challenges 

due to over–exploitation of this energy resource. Until 2006, the world usage for oil has grown–

up to 1000 barrels a second (Tertzakian et al, 2006) equivalent to 2 liters per person per day 

(Kerr et al, 2006). Increased uses of fossil fuels are putting pressure on available reserves, 

emitting harmful pollutants to threaten human lives along with greenhouse gases (GHG) 

associated with global warming (Simmons et al, 2005). 

Major disasters like floods etc. for the past century were associated with anthropogenically 

induced climate change (Hirabayashi et al, 2009) causing global warming. An increase of 0.15°C 

a decade in earth surface and mid–troposphere temperature, averaged over the sphere, is seen for 

the past 25 years (Kerr et al, 2006). This rise in temperature is assumed to further increase the 

probability of flooding (Dankers et al, 2014). Though abrupt climate changes can happen for 

many reasons, it is plausible that human forcing of climate change is intensifying the likelihood 

of large and abrupt events (Alley et al, 2004). Radiative effects of these forcings are causing an 

increase in the global water cycle along with a subsequent increase in the risk of a flood (Milly et 

al, 2002). Fig. (1.2) shows that Human drivers are likely to be the extreme dominant source of 

the observed global warming for the 20th century. The severity of destructive human–induced 

climate change does not depend only on the degree of the change, but also on the likelihood of 

irreversibility. The changes taking place due to an increase in CO2 concentration are mostly 

irreversible for about 1,000 years even after emissions cease (Solomon et al, 2009). 

Consequently, the world needs acting faster: notable shortenings are required to minimize the 

risk of globalmean temperature growing 2 °C above pre–industrial levels (IPCC, 2014).  

 

Fig 1.2: Collective anthropogenic forcings compared with natural forcings and internal 

variability of the climate system for the period 1951–2010 (IPCC. 2014). 
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Globally, electricity is considered a major form of energy. Its availability is vital for 

infrastructural development and economic growth, as an assurance of the sufficient supply of 

electricity guarantees a higher level of economic development and leads to prosperity (Chen et 

al, 2007). It is seen that economic activities are mostly concentrated in highly populous areas. 

For 2011, the top 27 megacities of the world added 14.6% to the world’s Gross Domestic 

Product (GDP) and consumed almost 9% of total global electricity (Kennedy et al, 2015). Both 

GDP and electricity consumption are extremely dependent. For urban areas with GDP/capita less 

than 10,000 USD, an increase in electricity usage is witnessed for increasing economic activities; 

on the other hand, this rate is not significant for higher GDP values (Creutzig et al, 2015). 

Additionally, a strong correlation between GDP and electricity consumption is confirmed for 

industries in Taiwan, where, 1.72% lift in the GDP is seen for 1% additional usage in the 

electricity (Lu et al, 2017). It is therefore obvious that if the rapidly increasing global electricity 

demands are to be met, an alternate energy system should be adopted with zero or minimum 

harm to the environment. 

 

1.1 Renewables: 

 

Renewable Energy (RE) resources like solar energy, biomass energy, wind energy, and 

geothermal energy have the potential to offer energy services with no or minimum air pollutants 

and GHG emissions. These resources are available in a huge amount almost all over. They have 

the capacity to meet the current and future electricity demands globally as presented in Fig. (1.3) 

provided by Asif et al, (2007).  With technological development, an increase in the usage of RE 

has been seen for the past few years. For five years from 2000, the rate of growth recorded for 

RE was: 60% in grid–connected solar Photovoltaic (PV) cells, 17% for off–grid PV, 28% for 

wind power, 25% for biodiesel, 13% for geothermal heat capacity & 11% for ethanol as reported 

in Renewables 2005–Global Status Report by Worldwatch Institute, Washington, DC (2005). 

Accordingly, Mathiesen et al, (2011) presented a model based on a 100% RE system to replace 

fossil fuels for Denmark to be applicable by 2050. Moreover, for Sub–Sahara African countries, 

RE’s potential was utilized to develop a low–cost electricity solution to fulfill the future demand 

of 2030 (Barasa et al, 2018). It has been assessed that total electricity demand of 866.4TWh in 
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addition to the power required for desalination of 319 million m3 of water could thoroughly be 

met by renewable. 

 

Figure 1.3: Potential of different renewable energy sources as compared to total energy needs 

(Asif et al, 2007). 

 

1.2 Solar energy and Photovoltaic: 

Presence in abundance and infinite makes solar energy unique from others. Being clean 

& simple, it can easily be transformed into different forms of energy. The quantity of daylight 

radiations received from the sun is equaled to 86,000 Terawatts (TW, 1TW= 1012 Js–1), however 

due to the land–use, meteorological & topographic barriers, the useable energy is about 400 to 

8,800TW (GEA. 2012), which is still far enough to accomplish the human needs of 18TW in 

2014 (IEA. 2017). About 20TW of power could be obtained by just covering 0.16% of land 

surface with 10% efficient solar panels (Service et al, 2005).  

Solar PV technology offers the method of converting the light energy from sun into the 

electrical energy. Various semi–conductors are used in this process and the most prominent one 

is silicon.  This zero–carbon resource (solar PV) has the potential to meet the rapidly growing 

worldwide electricity demands (Chander et al, 2015). Additionally, the impact of PV over 

existing land is very small. For the United States, it is seen that approximately 140 million acres 

of land is covered by cities and infrastructure. The entire electricity needs could be met by just 

covering 7% of this built–up area. Moreover, it does not need even one–acre extra land, like 

parking lots, roof–tops, walls along the highways and sides of tall buildings offer sufficient area 
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for PV fixations (US Department of Energy, 2004). In the same way, rooftops of highly populous 

areas, megacities offer large space for fixing solar PV modules, which will result a decrease in 

solar PV installation cost by avoiding lengthy transmission lines. For Mumbai, 31–60% of the 

morning peak electricity loads and 12.8–20% of the daily average demand for several months 

can be accomplished by covering roof–tops with solar PV (Singh et al, 2015). In the same way, 

Dhaka offered 10.5 km2 roof–top areas in 2006, capable to produce 1000 MW electricity from 

solar PV (Kabir et al, 2010). It is therefore obvious that solar PV does not require any additional 

or large space for its fixing (Fig. 1.4). 

 

Figure 1.4: The generation of 20 TW of power, equivalent to the world’s mid–century predicted 

demand, would need covering ~0.16% of Earth’s land (red boxes) with 10%–efficient solar PV 

modules (courtesy of Professor Nathan Lewis, Caltech, Pasadena). 

One drawback for solar PV is that it is quite expensive now i.e., the cost for 1KWh 

delivered in the USA for the year 2005–2010 was $0.20, but, due to the technological 

improvement, it is projected to decrease up to $0.10/KWh in the near future (2020) (Fthenakis et 

al, 2009) which is much similar to the conventional power generation cost for fossil fuels, $0.08 

(EIA. 2009a). Another plus is that the current and future (2030) external environmental cost of 

solar power generation is zero as compared to fossil fuels as seen for the USA in a report 

published by National Research Council (NRC. 2010). These characteristics make solar PV an 

environmentally friendly & low–priced source of energy, being in line with United Nations SDG 

07; Affordable and Clean Energy. With further technological enhancements like load 
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transference with demand, system flexibility & energy storage, it is becoming easier to couple 

solar PV with the traditional electric power system.  

 

1.2.1 Technical potential  

The total installed solar PV capacity for 2018 was 500 GW worldwide (REN21. 2019). 

This is quite small compared to other major RE resources like hydropower and wind etc. On the 

other hand, solar PV’s technical potential per unit area is much larger, so the yields of solar PV 

would be comparatively high compared to remaining RE resources. Solar PV technical potential 

mainly depends on two factors, the solar irradiation and land area suitable for its fixation. 

Globally, two studies exist that evaluated such potential of PV for both centralized and 

decentralized schemes in the longer–term including cost analysis. It includes the work done by 

Hoogwijk (Hoogwijk. 2004) as well as by Hofman et al, (2002). Also, some global statistics are 

provided by Johansson et al, (2004), and in the report by World Energy Assessment (UNDP. 

2000).  

Both studies conducted by Hofman et al, (2004) and Hoogwijk. (2004) considered the 

technical potential of a solar PV at a grid–scale level based on available solar irradiation, land–

use suitability factors, and some assumptions on future cell efficiencies. The former study 

focused on the year 2020, but, it did not cover all countries. While latter focused on the late 

future, i.e. 2050, and is more realistic on the future capacity of solar PV, as it assumed higher 

efficiencies, a practical suitability factor for land–use and did not exclude any area due to narrow 

solar radiation, and assumed that the whole area can be used for the installation of solar PV. But, 

none of them considered the limiting meteorological factors affecting the solar PV resource; 

hence one can say that they did not estimate the actual potential of solar PV. This study deals 

with the calculation of the actual technical potential of solar PV considering all limiting factors.  

 

1.2.2 Meteorological factors affecting solar PV cell efficiency 

Solar PV technology is best known for producing electricity with the help of 

semiconductors, which convert incoming light energy from the sun into the electrical energy. 
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The power output of the solar PV system mostly depends on the intensity of incoming solar 

irradiance, the area provided for solar PV fixation, and solar cell efficiency. The theoretical 

power is usually not obtained because of different limiting factors such as snow, dust, and 

temperature, etc. (Principe and Takeuchi, 2019). Both the increase in solar cell temperature 

above a certain value (Meneses–Rodrı́guez. 2005) and dust covers (Goossens. 1993) causes a 

decrease in solar PV cell efficiency. Similarly, snow blocks the solar radiation, reduces 

transmissibility and promotes PV module surface wear and tear (Andenaes. 2018). Finally, 

varying tilt angles for solar PV fixing are also proven to change the module power output (Asl–

Soleimani et al, 2001). The following sections explain the relevant research performed to 

describe the effects of above–mentioned meteorological limiting factors individually as well as 

in a whole on various scales to limit the solar PV power output. 

 

1.2.2.1 Impact of temperature changes on solar PV cell efficiency 

  The PV cell temperature is an important environmental factor affecting the performance 

of a solar cell which is described by means of an open–circuit voltage (VOoc), short–circuit 

current (Isc), and maximum power output (Pmax), cell efficiency (ηc), and fill factor (Ff,)  

(Chander et al, 2015): 

𝐹௙ = (
ூ೘ೌೣ × ௏೘ೌೣ

ூೞ೎ × ௏ை೚೎
)      (1.1) 

Where, Imax is the intensity of light, and Vmax is the maximum voltage. 

The Ff is basically a measure of solar cell quality as it corresponds to the actual maximum 

theoretical power which can be produced, and it is directly proportional to the solar cell 

efficiency. With a temperature increase, VOoc decreases and it reduces the ηc as well (Meneses–

Rodrı́guez, 2005). The decrease in terms of solar cell efficiency with increasing temperature 

beyond the Nominal Operating Cell Temperature (TNOC) the limit is almost linear and can be 

explained by a single value of temperature coefficient (Kaldellis et al, 2014). For example, the 

findings of Chander et al, (2015) reported the efficiency values for temperature efficiency 

coefficient (dη/dT) for a single, series and mono–Silicon (c–Si) solar cells connected in parallel 

as −0.005 − 0.095/°C, −0.013 − 0.029/°C and −0.012 −0.020/°C, respectively. Several 
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investigations (Skoplaki et al, 2008; Alsayed et al, 2013) involved wind data in their 

computations and concluded that wind offers a cooling effect on the solar cells and helps 

improving power output. Solar PV module temperature (Tmod) is calculated using Eq. 1.2 

provided by the National Renewable Energy Laboratory (NREL. 2013) as the empirical 

equations by them has the best results among all (Zouine et al, 2018)  

𝑇௠௢ௗ = 𝐺௉ை஺  × ൛𝑒(௔ା௕∗ௐௌ)ൟ +  𝑇௔    (1.2) 

GPOA is the solar irradiance at the plane of an array; e is Euler’s constant, WS is the speed of 

wind at 10m height, while a and b are empirical constants taken from King and Boyson (2004), 

Ta is the near–earth surface temperature at 2m height. 

In solar PV installations, Ta is measured using sensors installed at the meteorological 

station or in the vicinity of a solar power plant (Schwingshackl et al, 2013). As there is no 

definite product of Ta from weather/ solar power plant stations and remote sensing satellites. So, 

the rational alternative is the land surface temperature (LST). LST could be calculated from the 

observations of the thermal radiance coming back from the land surface and retrieved by 

satellite. Therefore, Ta is measured at 2 m above the ground level on meteorological weather 

stations using sensors protected from radiation and properly aerated (Mildrexler et al, 2011). 

Hence, to compute the variations in Tmod, conversion techniques can be applied first to derive the 

Ta using the LST (Jin et al, 2010), and then computing the Tmod from the above equation. 

 

1.2.2.2 Impact of dust deposition on solar PV cell efficiency 

Dust or soil is defined as a particulate substance with a diameter of less than 500 µm 

(Darwish et al, 2015). In the case of solar PV arrays, dust that covers the surface is mostly less 

than 10µm depending on local environment (Maghami et al, 2016). Mani & Pillai, (2010) 

confirmed that dust present in the atmosphere is from a variety of sources, such as dust moved by 

the wind, pedestrian and transport movement, volcanic activities, and pollution. It promotes light 

scattering which results in the reduction of incoming solar beam radiation (Duffie and Beckman, 

1974.). Elminir et al, (2006) presented that dust settlement decreases as the tilt–angle increases 

because dust particles often tend to roll and fall from the surface due to the gravity. In terms of 

particle size, finer dust particles accumulated on solar module surface has a higher negative 
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effect on its performance as compared to courser particles since finer particles are distributed in a 

more uniformly manner which minimizes the voids (spaces) between particles from which light 

can transfer (El–Shobokshy and Hussein, 1993). There is a broad range of local and regional 

studies that reported the effect of dust buildup on solar PV performances. They include dust 

effects on transmittance in the United States (USA), Kuwait, and Egypt (Ward. 1955; Hasan. 

1992 and Elminir et al, 2006); power output in Kuwait, Saudi Arabia by (Said. 1990 and Wakim. 

1981); and lastly solar cell efficiency in Saudi Arabia and Malaysia, (Said, 1979 and Mekhilef 

2012). Most of the above–mentioned studies were performed on a laboratory scale or in a very 

small localized area (e.g., rooftops of buildings, a small solar park on the ground) and as such, 

the implication of their study was also of limited scope. In addition, the study period also varied 

from some days (Elminir et al, 2006) to a month (Kimber et al, 2006) or maximum up to a year 

(Said. 1990) which may also be a cause why different researchers reported different values to a 

particular PV output even for the same region or country. For example, a percentage reduction to 

solar cell efficiency in Saudi Arabia was reported as 30% and 40% by (Sayigh. 1978) and (Said. 

1979) respectively. Like the above–mentioned studies formed the starting point of the design and 

rating of solar PV arrangement such as the conventional flat–plate modules (Ward. 1955; 

Maghami et al, 2016), they all mostly share similar limitations on the spatial area under 

consideration. 

The spatial limitations were mainly because of the nature of the experimental setup where 

a few solar PV panels or solar cells efficiencies and reductions were tested under dust and no–

dust conditions. With the advancement in technology and the beginning of satellites which offer 

a contiguous and very high spatial regional and global coverage, such limitations can be solved. 

Numerous studies have dealt with the retrieval of aerosol properties using satellite data sets for 

dust reduction analysis. They include Hsu et al, (2004) and Jalal et al, (2015) for Moderate 

Resolution Imaging Spectroradiometer (MODIS), and Kikuchi et al, (2018) for Himawari–8 

satellite. The obtained aerosol properties, e.g., Aerosol Optical Thickness (AOT) along with the 

angstrom coefficient can be used as input parameters for dust effects modeling on solar PV 

systems. For example, provided with a threshold value for AOT and particle size characterization 

(Salinas et al, 2009; El–Shobokshy and Hussein, 1993), the corresponding dust effect on light 

transmission, and finally output power can be calculated. Most of the researchers (Sayigh. 1978; 

Principe & Takeuchi, 2019) used a fixed value of 0.3 for dust loss factor (KL); however, such 
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values vary with tilt–angle changes (Sayyah et al, 2014). Therefore, we improved the method by 

applying a curve fitting technique to the experimental data from Elminir et al, (2006). Lastly, the 

effect of precipitation as a natural cleanser to the dust deposition on solar PV panels should also 

be incorporated (Kimber et al, 2006) to have a true representation of the whole phenomenon.  

 

1.2.2.3 Impact of snow covers on solar PV cell efficiency 

Snow covers are supposed to be the most prominent solar cell efficiency reduction factor 

among others, especially in snowy areas during the cold weather. They adversely affect the 

output of the solar PV systems by blocking the incoming solar radiation because of high albedo. 

In addition, snow also promotes surface wear and tear by introducing mechanical loads, which 

may cause bending or even breakage of entire solar panels (Andenaes et al, 2018). The property 

mainly affecting the performance of solar cells includes the snow depth. Relative to the standard 

test conditions (STC), more or less 10 cm of snow blocks 95% of solar radiation, leading to an 

output of 1–5% of a PV system. The amount of solar light that can penetrate the accumulated 

snow and reach the solar PV module has a direct (exponential) relationship as seen from 

Perovich. (2007). As a result, a snow cover of 10 cm and 2 cm might reduce incoming solar light 

transmission by 95% and 90%, respectively (Andrews et al, 2013). Another important factor 

affecting the power output under snow covers is the fixation angles of solar PV modules as snow 

is expected to slide for higher tilt–angles due to the gravitational forces as compared to flat 

angles. For example, a study by Powers et al, (2010) suggested that power output losses for snow 

covers are directly proportional to the square of the cosine of PV module tilt angles. They found 

that the annual output power losses due to snow covers are 18% for horizontal PV surface in 

comparison to the modules fixed at 39° whose losses were about 12% in total. Finally, new snow 

can have a thermal conductivity equals to that of fiberglass insulation (Ross. 1995) and thus can 

behave as an insulating cover which prevents convective heat loss of the PV module surface and 

also promotes snow melting and sliding (Andrews et al, 2013). However, the melting rates may 

vary depending on the solar PV cell types. Bogenrieder et al, (2018) demonstrated that the 

maximum melts and sliding is for amorphous silicon (a–Si) and microcrystalline tandem solar 

PV modules without any framing (Riggs and Hall, 2015). 
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Similar to other solar cell efficiency factors, the effects of snow in solar PV systems were 

only studied at a localized scale. Hence, snow properties obtained from satellites are believed to 

be a better alternative in analyzing the snow’s effects on the performance of solar PV. Snow 

depth can be calculated from the Snow Water Equivalent (SWE) product from The National 

Snow & Ice Data Centre (nsidc) which comes in 0.5° resolution with global coverage (Chang 

and Rango, 2000) along with snow cover fraction (SCF) product from NASA Terra MODIS 

(MOD10). Moreover, our model is improved by incorporating the findings from previous 

experimental studies dealing with snow depth effects on solar PV module’s performance. 

Besides, it also includes the effect of optimum tilt–angle on efficiency losses along latitude and 

addition of snowmelt scheme from PV surface. 

 

1.2.3 Geomorphologic analysis on solar PV Performance:  

In addition to various meteorological parameters, fixation angle (tilt–angle) at which 

solar PV module is placed is proven to increase the power output due to an increase in the 

incident solar irradiance. These angles are supposed to vary across the globe due to the change in 

sun position and elevation angle which varies during the daytime as well as in the seasons.   

 

1.2.3.1 Effect of PV module tilt–angle on energy yields: 

 The tilt angle at which the solar PV module is fixed is considered as a major factor 

contributing to the power output. They are optimum if the yield reaches its maximum. They 

affect the power output of the PV system by varying solar irradiance (Palmer et al, 2018). It also 

affects the intensity of snow covers (Powers et al, 2010) and helps in the reduction of dust 

deposition (Elminir et al, 2006). Recently, we have one–axis as well as two–axis tracking PV 

systems in addition to the fixed ones. The primary objective is to take the maximum benefit of 

incoming solar radiations which changes during the daytime. Though, for fixed systems, 

particularly those which are mounted directly on the inclined roof surface, such a tracking 

mechanism may not be available. For such cases, existing roof features and natural ground slopes 

where solar panels are to be installed may be studied. Digital elevation models (DEM) are mostly 
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used in geomorphologic studies including solar radiation estimates (Ruiz–Arias et al, 2009), 

design of coastal flooding (Eakins and Grothe, 2014), and another flood–prone area (Hawker et 

al, 2018). High accuracy DEM provides the information of terrain characteristics (Yamazaki et 

al, 2017) and is often used to define both Digital Terrain Models (DTM) and the Digital Surface 

Models (DSM). DTM represents the ground surface without any features and it is useful in flood 

modeling. Whereas, DSM represents the ground surface with existing features (Hirt. 2016). In 

solar PV studies, the latter is important as it is mostly assumed that solar panels are to be fixed 

on the existing features like rooftops or sometimes on the ground.  

 

Figure 1.5: The incoming solar irradiance on a tilted array depends on the position of the sun as 

far as the solar PV module (s) and module’s tilt–angle (β) (www.pinterest.co.uk) 

The incoming solar irradiance on a tilted array depends on the position of the sun with 

respect to solar PV module (s) and its tilt–angle (β) as shown in Fig. (1.5). Calculated module 

optimum tilt angles (βopt) and s can be used to calculate the incoming solar irradiance on an 

inclined surface using the methodology in Eq. (1.3) by Honsberg and Bowden (2018): 

R୭୮୲ = R′sin {90° −  ø + 23.45° ቂ
ଷ଺଴

ଷ଺ହ
 × (284 + d)ቃ + β  (1.3) 

Where: R′ is the incident solar irradiance,  is the latitude, d is a day of the year, and  is the 

module optimum tilt angle. Assuming fixed solar irradiance for a given period at a particular 

location, Eq. (3) implies that the incident radiation on a solar PV module surface varies with the 

tilt angle. For solar PV systems, the fixation angle is considered optimal (βopt) once it produces 

maximum energy output (Palmer et al, 2018). 
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1.2.4 Economic analysis of solar PV 

Recently solar PV has undergone rapid cost reduction among other renewables and 

energy technologies (Trancik and Cross–Call, 2013). Due to such cost reductions in addition to 

cell efficiency performance improvements, PV deployment at a global scale has grown–up 

rapidly (Trancik. 2014). Its massive deployment could facilitate reduce GHG emissions and 

other harmful pollutants from energy systems (Hertwich et al, 2015), and contributes toward 

climate change mitigation efforts (Trancik and Cross–Call, 2013). For solar PV deployment at 

household and large scale levels, mainly when considering the extra expenses involved in 

addressing solar intermittency (Braff et al, 2016), additional cost reductions are preferably 

required (U.S. Department of Energy. 2012). 

Some studies dealing with the potential of solar PV have been performed in the past, 

largely focusing on particular applications, e.g. attached to the buildings (IEA/OECD, 2001a) or 

in large centralized schemes (Kurokawa, 2003). They also had geographical limitations at a 

national or regional level. However, some studies like (Ascencio–Vásquez et al, 2019; Hofman 

et al, 2002) have calculated the potential of solar PV electricity at a global scale. But, Ascencio–

Vásquez et al, (2019) do not include an economic analysis of PV based upon his estimates. A 

study performed by Hofman et al, (2002) included cost estimates, but it is only for one year and 

relied on concentrated solar power technologies (CSP) in addition to the electricity generation 

for solar thermal systems. Also, the study was performed on a regional scale. Hoogwijk. (2004) 

performed such analysis at a global scale but it did not consider meteorological limiting factors 

that affect the solar resource. Therefore, there was a need to perform such economic analysis at a 

global scale considering the actual solar PV potential, and with the most recent parameters 

involved with its installation. Such global estimates of PV economic analysis will provide a 

better insight into the anticipated participation of solar PV in the whole energy system. It 

includes current PV deployment costs at both household and large scale levels and also provides 

an insight into keeping the pace of further improvement in the near future. 

1.2.4.1 Solar PV schemes 

This study deals with two main types of onshore PV applications, shown in Fig. (1.6): 

centralized (on–grid) and decentralized (off–grid) grid–connected schemes. In our analysis, both 
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are described and estimated separately, which indicates that there is no connection or overlap 

among their potentials.  

i) Centralized (grid–connected) solar PV scheme: It includes semi–to large–scale solar 

PV schemes (>10 kWp), provided on open ground in the shape of big solar parks. As 

they need larger areas, hence this scheme has small competition among land use types. 

ii) Decentralized (off–grid) solar PV scheme: It includes small– to medium–scale 

systems (<10 kWp) for household electricity supply, fixed on roof tops or near to 

houses, structures or industries. Mostly installed on rooftops, so do not require any 

special land for its fixation. 

 

Figure 1.6: The solar photovoltaic schemes (Hoogwijk. 2004) 
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1.3 Water 

Water is among the basic need of every human being. Freshwater is considered a 

renewable source, but on the same time it is finite, as there are many signs that human being’s 

use is exceeding sustainable limits. By 2025, greater than 60% of the global population will live 

in regions/countries with considerable disproportions between water needs and supplies, mostly 

in Latin America, Africa, and Asia. Currently, more than a billion people do not have an access 

to safe drinking water, and about 2.4 billion people do not have the access to improved sanitation 

(The Atlantic Council, 2005). Also, water governance has an important role in controlling water 

resource allocation, which is further associated with access to safe drinking water and sanitation 

among developing and non–developing countries (Tidar et al, 2019).  

 

Rivers are considered as a major source of freshwater globally. About 3800 km3 /year of 

blue water, freshwater available in rivers and streams, is currently taken by human beings (Oki & 

Kanae, 2006), and it accounts for not more than 10% of the available freshwater globally. Why 

should we be worried about freshwater availability when currently only 10% of freshwater is 

consumed? The rationale is the large variability of existing water resource distribution in time 

and space (Postel et al, 1996). For example, river discharges have more variations in smaller 

river basins, and more in daily river discharge than the monthly ones. Due to these temporal 

variations, it is hard to use all (100%) of the available freshwater for human needs. Similarly, 

flow during the floods and high flow seasons cannot be used during the dry (low flow) seasons 

except storage systems exist. 

  

The Intergovernmental Panel on Climate Change (IPCC) in its inclusive assessments of 

climate change (Arnell & Liu, 2001) has provided the summaries of the expected broad–ranging 

consequences of climate change on available water resources especially rivers. The reports 

include impacts on the variability and volume of river discharge, seasonal changes in the water 

supply availability, and change rates of river sedimentations. Studies related to river basins have 

shown that variations not only on climate side but also in economic development, population, 

and remaining socio–economic issues may cause considerable changes in water use and continue 

to affect future water resources as well (OECD. 1998). Due to higher significance, access to 

Clean Water and Sanitation along with Climate actions is set as UN SDGs in 2015. 
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1.3.1 Components of water withdrawals 

Global freshwater withdrawals are increased from  about 2500 km3 a year in 1970 to 

about 4000 km3 a year in 2010 (Shiklomanov. 2000; Wada and Bierkens, 2014) with the speedy 

growth in population, industrialization, and energy and food demands, such as massive human 

water use have imparted significant impacts on the ecosystem, hydrologic cycles, and the human 

society. For instance, irrigation has reallocated both surface water and groundwater resources, 

and disturbed terrestrial hydrology by means of changes in evapotranspiration and streamflow 

(Taylor et al, 2013), which has resulted in changed surface air temperature and precipitation 

patterns at both regional and global scale (Lobell et al, 2009; DeAngelis et al, 2010). Also, Rost 

et al, (2008) demonstrated that irrigation intensified global evapotranspiration by about 2% and 

reduced river discharge by ~0.5% for the period of 1971–2000, whereas Müller Schmied et al, 

(2014) calculated an increase of worldwide evapotranspiration of ~1.3% and a decline of river 

discharge of ~1.8 % due to human water use. Likewise, industrial and domestic water 

withdrawals make 19% and 11% of global water withdrawals respectively (FAO. 2016). Such 

withdrawals are expected to increase with growing food and energy demands, which are believed 

to limit the economic development, mainly in arid and semi–arid regions, e.g., Northern China, 

India, and the Middle East (Wada et al, 2011; Taylor et al, 2013). The details of the main 

components involved in human water withdrawals are provided in the below section. 

 

1.3.1.1 Irrigation water 

This sector accounts for the largest quantity of water withdrawals among all sectors and 

makes up to 70% of the total water withdrawals (FAO. 2016a). It sustains approximately 40% of 

worldwide food production (Abdullah. 2006). For various countries, like Pakistan, India, Iran, 

and Mexico, where irrigation supports food production and the income of millions of people to a 

large extent, irrigation water withdrawals (IrWW) even go beyond 90% of the entire water 

demand (Fischer et al, 2007). Globally, from 1900 to 2005, the area used for irrigation has grown 

to six–fold from ~0.5 million km2 to approximately 3.0 million km2, which nearly equals the size 

of India (Freydank and Siebert, 2008). This growth occurred quickly at a rate of almost 5% a 

year from 1950s–1980s, except it has come down (<1%) since the late 1990s. For the future, the 

global irrigated land is not likely to expand radically because of limited land and water 
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availability (Turral et al, 2011; Faurès et al, 2002), but still, it will grow slowly and stimulate the 

IrWW (Fischer et al, 2007). 

 

1.3.1.2 Domestic water  

Domestic water withdrawals (DWW) include water used for drinking, cooking, bathing, 

and washing, etc. It accounts for 12 % of the total water withdrawals (Hanasaki et al, 2008a). 

From 1980 to 2010, DWW has increased 2.3 times from 201km³ to 469km³, with a yearly 

growth rate of 4.4%. The highest growth rates are seen in Asia and South America (Afraz. 2020). 

Although, IWW is the largest whereas DWW is the smallest water use sector, but researchers 

like Hejazi et al, (2013) estimated a large change of share for future global water withdrawals. 

Likewise, WaterGAP2 (Alcamo et al, 2007) estimated 41%, 28%, and 31% of global water 

withdrawal for the agricultural, industrial and domestic sector by 2075 respectively, whereas 

Shen et al, (2008) projected them as 52%, 37%, and 11%. Although domestic water is vital for 

humans, however, unlike agricultural and industrial demand, it cannot be met by virtual water 

trade (Neverre & Dumas, 2015). Like agriculture, an increase in domestic water usage is 

expected for the coming years. Wada et al, (2016) calculated that future domestic water 

withdrawals will be 700–1500 km3 per yr until 2050, showing an increase of about 50 ̶ 250% 

related to the current water use intensity (400–450 km3/yr in 2010)  

 

1.3.1.3 Industrial water 

Industrial water covers the water use in cooling, transportation, manufacturing various 

products, or as a final product (Shiklomanov. 2000). In addition, it is vital for the extraction of 

primary energy and biofuel (Wada et al, 2016). After IrWW, Industrial water withdrawal (IWW) 

is the major sector contributing towards the total withdrawals and accounts for 19% (FAO. 

2016a)   The major water consumers in this sector are thermoelectric power plants (TEPPs), 

which require a huge amount of water for cooling purposes while generating the electricity. 

Depending upon the technology used in the manufacturing processes, IWW may vary for various 

industries. It also depends on the climatic conditions as IWW appears to be quite lower in the 
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northern areas than in the southern regions due to lower air temperatures (Shiklomanov. 2000). 

Mainly IWW has two components; manufacturing and water use in electricity production. This 

study mainly deals with the fresh water scarcity due to the water used by TEPPs, and, will only 

be described here.   

 

1.3.2 Types of cooling 

Almost all kinds of TEPPs plants boil water to generate steam, which next runs the 

turbines to generate electricity.  The fuels used to boil water can be of many types like coal, oil, 

gas, a nuclear reaction, or directly from the sun or geothermal source.  Once steam goes through 

a turbine, it should be cooled down into water before it can be reused to generate more electricity 

as colder water cools the steam efficiently.  

For TEPPs, it is first to know the difference between water withdrawal and consumption. 

Withdrawal means the water withdrawn from a water body or aquifer and is later returned to the 

watershed. However, consumption relates to water withdrawn that is usually not returned back to 

the water body. The amounts of water withdrawals are much higher than the consumption. The 

water comes out of a thermal plant, usually has a very high temperature, causes thermal pollution 

along with chemical pollutants (Heugens et al, 2002), so it is mostly not available for 

downstream users without any treatment. TEPPs water withdrawals are also represented by water 

use intensity or sometimes referred to as efficiency, which means water use per mega–watt hour 

(MWh) of electricity generation. A higher efficiency power plant has a lower water usage. The 

principal cooling system types and associated tradeoffs are presented in brief in the below 

sections. 

 

1.3.2.1 Once–through cooling 

Once–through cooling (OTC) is also known as open–loop cooling system, and it involves 

taking out water from the surface water body mainly the river or sea. This water runs past a heat 

exchanger, gets the waste heat, and discharges it to the same waterbody, at higher temperatures. 

The schematic diagram is shown in Fig. (1.7). The water consumption of this method is higher 

due to higher evaporation losses as compared to other cooling systems. But, this cooling 
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technique has the benefit of being simple and low cost; where cold water is available in excess. 

Though, it can have some adverse environmental impacts in addition to the environmental ones 

(Holmstrup et al, 2010) as the amount of water withdrawn is very high. Also, the increased 

temperature of the discharge back to the water body may have harmful effects on the local 

ecosystem. For such reasons, OTC has not been used in many of the newly built power plants in 

countries like the US for some years.  

 

Figure 1.7: Schematic diagram for Once–through cooling system (source: Rutberg. 2003) 

 

1.3.2.2 Wet tower cooling 

Wet tower cooling (WTC) technology uses a recirculating circle of fresh water for 

cooling. Once running through the waste heat exchanger, the warm water is sprayed down from a 

cooling tower onto the chunk of lattice–like material which increases the flow surface area. 

Simultaneously, a fan like arrangement or natural draft withdraws air from the base of the 

cooling tower up throughout the fill, and then out to the atmosphere. During the process, the flow 

of air and water behaves as a heat exchanger, heat transport from the water to the air. What is 

more, a small portion of the water evaporates as it passes the tower, and the latent heat of this 

evaporated water cools the leftover water. The cooled water collected at the bed of the tower is 

sent back to the waste heat section and evaporated water volumes are added from the outside 

freshwater source. The schematic diagram is shown in Fig. (1.8a). The wet towers technique 

withdraws far less water than OTC systems. However, due to the evaporation, the water 
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consumption of wet towers is rather more than OTC system (Feeley et al, 2008), and the cost, 

and complications are more. Also, cooling towers may bring out aesthetic objections; they 

generate vapor plumes in certain circumstances, and normal draft–type cooling towers are a 

hundred feet high structure. 

  

Figure 1.8: Schematic diagram for cooling systems a) Wet tower cooling and b) Dry cooling 

(source: Rutberg, 2003) 

 

1.3.2.3 Dry cooling 

Air cooling or dry cooling rejects residual heat to the atmosphere without using water. 

However, other processes in the same power plant may use a small amount of water, for system 

maintenance and cleaning, which is not significant. Dry cooling systems use an enormous size 

radiator which offers a bigger surface area to refuse the power plant waste heat. The schematic 

diagram of a dry cooling phenomenon is shown in Fig. (1.8b). It is usually three to four times 

expensive than a similar wet tower cooling system. In addition, the overall performance of a 

thermal plant depends on efficient cooling; during hot days, the usefulness of a dry cooling 

system goes down, and as a result, the power plant’s total efficiency reduces. Moreover, hot days 

generally coincide with large electricity demands as well 

This study mainly deals with freshwater scarcity owing to higher water withdrawals, 

mainly by TEPPs. Therefore, we will only include OTC and WTC types of cooling techniques 

which are usually responsible for freshwater scarcity in many parts of the world. Table 1 
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provides summary of the withdrawals and consumption for the above two cooling techniques for 

various kinds of Thermal plants. For future analysis, the Carbon Capture and Storage (CCS) 

technique is also included is believed to be used in the near future. 

 

Table 1.1 Withdrawals and consumption for various fossil fuel power plants (EPRI. 2000) 

 

 

1.3.3 Water scarcity 

Uneven distribution of water both in space and time makes the water availability finite to 

the users. Such limited quantities quantity may give rise to water shortage type of situations 

known as water scarcity. Moreover, climate change and global warming are affecting the limited 

water recourses around the world making this essential resource highly vulnerable (IPCC WGII 

AR5. 2012). Currently, water scarcity is a growing global concern. Humans and other living 

beings on the planet Earth need water for their survival; consequently ensuring adequate water 

supplies are very important.  

Freshwater scarcity is one of the critical dilemmas for sustainable development. It was 

ranked as one of the top global risks faced by human beings by the World Economic Forum 

(World Economic Forum, 2015, 2019). During water scarcity, available water cannot meet the 

needs of all sectors, which mainly includes agriculture, industry, domestic, and environment, etc. 

(UNDP. 2006). It has two types; one is physical, and another one is economical. In the first, there 

is not sufficient water for human demands, however, in the latter one, there is enough water; but, 

due to lack of adequate infrastructure, people can’t use it for their needs (UNDP. 2006). 

Available freshwater is although enough for human beings, still, due to its uneven distribution 

across the globe, some regions are facing a water scarcity situation. For example, the 

Mediterranean region is home to about 7.3% population but it only includes 3% of world water 

resources (Margat & Treyer, 2004). Also, limited access to freshwater hinders economic 
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development globally (Feeley et al, 2008). It is therefore evident that water scarcity is one of the 

main issues faced by human society in the 21st century.  

Spatially water availability varies region by region; also, it has temporal limitations for seasons 

to interannual. Predicting such variations is quite hard, and one of the most challenging part of 

water resources managers and planners. These are very much helpful for policymakers in 

addition. In the most advanced countries, by developing a high–cost infrastructure on the 

supply–side, they are trying to overcome such uncertainties to meet adequate supply and to 

reduce risks. However, it poses certain negative impacts on the environment and human beings. 

Likewise, many countries are realizing that those supply–side solutions only are not sufficient to 

meet ever–increasing demands; thus, other solutions like demand management should be 

addressed to overcome water insufficiency (UN–Water. 2008). Hence, investigating available 

water and their demands is very important for proper resource allocations and policy makings.  

 

1.3.3.1. Water stress indicators 

The inevitable rise in demand for water to produce food, supply to industries, and sustain 

rural and urban lives has led to an increase in freshwater scarcity in numerous parts of the world. 

Many rivers now run dry before entering the sea for considerable periods of time. In many parts, 

groundwater abstraction rates exceed replenishment, underneath aquifers and the river base flows 

are depleted (Postel. 2000). Progressively more, governments, corporations, and societies are 

worried about the sustainable supplies of water and future availability (UN. 2009). 

During the past few decades, researchers have developed a lot of metrics to assist map, 

characterize and predict the water scarcity globally and regionally. These include, for example, 

the proportion of renewable water supply to the population size (Falkenmark. 1989), the fraction 

of water withdrawals to the water availability (Oki & Kanae, 2006; Alcamo and Henrichs, 2002; 

Raskin et al, 1997), and the fraction of water consumption to the monthly discharges which 

occur under dry conditions (Alcamo. 2007). These water scarcity indices have shown the 

difference between freshwater availability and demands, and have supported document the 

changes of water scarcity over time. Nowadays, water scarcity estimates underpin worldwide 

assessments of poverty and human development (UNDP. 2006), food (IWMI. 2007), business 

and economic prospects (World Economic Forum, 2015), and environmental assessment (World 
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Resources Institute. 2005). We will use the novel water stress indicator, withdrawal to 

availability (WTA, Raskin et al, 1997) to provide a current and future water scarcity picture with 

various stress levels causing water shortages and harm to the ecosystem within the river basin 

across the globe. 

 

1.3.3.2. Cooling water required by thermoelectric power plants for electricity production 

Electricity is considered as the main form of energy, whose availability ensures economic 

growth and leads to sustainable development (Chen et al, 2007).  According to International 

Energy Agency (IEA. 2017), TEPPs supply 80% of the world’s electricity. In 2010, they 

consumed 540 km3 of water for cooling, about 70% of IWW or 14% of the global all water 

withdrawals (IEA. 2012). For the USA, it is estimated that in 2005 about 41% of freshwater 

withdrawal was used for electricity production, largely for cooling (Kenny et al, 2009). Similarly, 

in 2010, the European Commission (Eurostat. 2010) wrote that the cooling water withdrawals for 

TEPPs in France and Germany were 22 km3 and 20 km3 respectively. So, there is growing 

concern that water use for electricity production might enhance competition among major water 

sectors, like agriculture, industrial (manufacturing), and domestic ones, and may also become a 

key reason that promotes freshwater scarcity. Besides, water shortages could harm energy 

security as electricity shortages have just been reported due to the water shortages in the 

southeastern USA, the Pacific Northwest, and parts of Europe as well (Bartos et al, 2015). Our 

study estimates the current and future global cooling water withdrawals (CWW) for TEPPs using 

the novel approach and recently published datasets. Such analysis provides an insight into the 

technology shifts, water–use efficiency improvements among various regions for the future. 

 

1.3.3.3. Freshwater scarcity by thermoelectric power plants 

The thermal power generation industry mainly consists of TEPPs. It is a water–intensive 

sector, and therefore promotes regional as well as global freshwater shortages. Water footprints 

are the quantity of water required for the production of various goods and services etc. belong to 

various water–use types for a country (Hoekstra and Chapagain, 2007). The blue water 

corresponds to the freshwater available in rivers and streams while green water is the water 

available in the soil etc (Mekonnen and Hoekstra, 2010). The blue water footprints of TEPPs for 
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electricity generation are very high and globally, about 19 billion cubic meters of fresh water, 

which is equivalent to the basic needs of more than a billion people, is used every year 

(Greenpeace International. 2016). According to Spang et al, (2014), this value is as high as 52 

billion m3 for 150 countries. For China, about three–fourth of available freshwater is consumed 

by TEPPs which belong to water–stressed regions (Zhang et al, 2017). If current policies 

continue, these withdrawals are estimated to increase more than 4.3 times from 2014 to 2050 

(Liao et al, 2016). Likewise, TEPPs in Europe are consuming 43% of their total withdrawals 

(Rübbelke and Vögele, 2011), and in Egypt, 25% of fresh water is used to cools the electricity 

generation system (Siddiqi et al, 2011). Water withdrawn by TEPPs are mostly returned back to 

the system, however, as they draw a massive amount of water and it has to be there every time, 

so putting a lot of pressure on available freshwater resources and making sectoral water 

allocation challenging. As mentioned earlier, water sent back to the waterbody has a very high 

temperature along with pollutants (Heugens et al, 2002) and, therefore, it is not available to the 

downstream users unless treated. So, it is essential to identify the main contributors to global 

freshwater stress. 

The cooling water needed by TEPPs is one of the main drivers of freshwater stresses, and 

strategies to overcome such freshwater resource exhaustion needed to be implemented. An 

efficient water resource management technique for the power generation sector is proven to end 

the possible water crisis (Lv et al, 2018). Also, sustainability for both energy and water could be 

ensured by linking research on the water requirement of TEPPs with some mitigation policies for 

energy–based water–use in terms of energy–water nexus. Moreover, when discussing different 

ways to mitigate or lessen the water demand of TEPPs, it is critical to think about the 

development of RE like solar PV as a solution to freshwater scarcity (Lohrmann et al, 2019).  

 

1.4 Energy–water nexus  

Energy and water demands are increasing with the growing population. Climate change is 

already influencing the hydrological cycle, so, knowing the trade–offs for energy–water nexus 

(EW–nexus) is becoming key for managing resources and proper planning. A better 

understanding of these links is also essential to develop policies for more adaptable and resilient 

communities (Newell et al, 2011). Before use, water is extracted from aquifer (or river/stream), 

purified, conveyed, and distributed. Similarly, after use, it is treated and reused; all of these 
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require energy (Blanco et al, 2009). In a similar fashion, energy–related processes like 

manufacturing synthetic fuels and refining various crude oil products also consume significant 

amount of water (Berkhout et al, 1997).  

With an increase in energy and food demands, industrialization & growing competition 

among communities, it is seen that global water use (withdrawals) has increased by nearly 8 

times from 500 km3/yr to 4000 km3/yr from 1900–2010 (Falkenmark et al, 1997 & Wada et al, 

2013a) and this trend is expected to be followed in the future (Wada et al, 2011) with slight 

changes. Therefore, EW–nexus is the key to success during the planning and resource allocation 

phases in almost all projects.  

 

1.4.1 Energy in water: 

Energy is used to manage the fresh waters and it is seen, around 7 % of commercial 

energy is being used globally to manage the freshwater supply (Biswas et al, 2001). In many 

islands & water–scarce areas, energy is used for the desalination of saline water. For a region 

like the Middle East & North Africa (MENA), which is renowned for two–third of world oil 

reserves, but, with 1.4 % of freshwater supplies (Khater. 2001), Siddiqi et al, (2011) found that 

water required for desalination is projected to reach 15mill m3 by 2030, which would require 

additional power (33 to 67%) for some of the countries to run the desalination plants. Also, 

groundwater pumping and desalination is consuming 9% and 5–12% of total electricity for Saudi 

Arabia and Arabian Gulf respectively. For Texas, the largest electricity generator and consumer 

in the USA, Stillwell et al, (2011) examined the energy used by wastewater treatment plants and 

water supply systems, and the CWW for cooling TEPPs during power generation. He concluded 

that 1.8~2.8 TW–hours of electricity is consumed for water supply and wastewater treatment 

respectively, this electricity is sufficient for 100,000 people for one year. Similarly, for cooling 

TEPPs to generate 400 TW–hours of electricity, approximately 595,000 mega–liters of water are 

used annually which is enough to fulfill yearly demand of more than three million people.   

1.4.2 Water in energy: 

Water is indispensable for every energy generation process. Though, not only 

hydroelectric plants are using water to work. TEPPs, driven by coal, fuel–oil, uranium, gas, and 



49 
 

biomass also need water (freshwater). For 2010, 583 billion m3 of water, equivalent to 15% of 

the world’s total water withdrawals were used in the energy sector only (Hightower et al, 2008). 

While in the USA, the energy sector is the alone leading consumer of water in its economy, as 

80% of electricity is generated by thermoelectric facilities, utilizing 44% of national water 

withdrawn and about 6% of consumed one for 2005. This consumption of water by the energy 

sector is projected to increase 50% from 2005 to 2030 (Carter. 2010). Similarly, for Europe, this 

number has risen to 43% (Rübbelke and Vögele, 2011) and in Egypt; freshwater cools about 

25% of country’s electric generation system (Siddiqi et al, 2011).  

 

Electrical energy production is one of the processes, consuming maximum water 

globally. Unlike the hydropower plants, TEPPs boil water to produce a stream to move the 

turbines for electricity generation. Whereas, conventional TEPPs burn fossil fuels to obtain heat, 

while, nuclear plants do this by nuclear reactions. For facilities to work properly, this heat must 

be dissolved in the cooling system. Every type of TEPPs needs a different amount of cooling 

water because of a difference of temperatures depending on fuel types. The cooling activity 

involves the largest amount of water during the course and, nuclear power plants require 

maximum water per megawatt–hour generated as compared to others (IEA. 2012). In turn, each 

cooling system, either wet or dry, involves different amounts of water, but, the water required by 

a dry system is the least. Hence, water is a limiting factor for power plants globally (Rodriguez et 

al, 2013) as electricity demands are projected to increase in the future. Also, International Energy 

Agency in his report (World Energy Outlook. 2018) provides critical thinking & analysis on 

energy demand & supply-side trends along with their consequences for environmental safety, 

economic developments, and energy security.  

 

1.4.3 Energy–water nexus for sustainable development: 

Electricity is considered as a major source of energy across the globe. The input from 

electrical energy is a stimulator for both infrastructural and socio–economic development. It is 

the electricity, whose use actually fuels up the economy, both in short–run and long–run 

(Mohanty et al, 2015). The assurance of adequate supply of electricity can promise a higher level 

of economic growth (Chen et al, 2007). Almost all types of electricity generation include water 

as an essential component; hence, its presence in abundance is vital for the production of 
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necessary electricity to support the economy. The TEPPs are the main source of electricity 

production in the world and require an adequate amount of water for cooling, and the 

insufficiency in CWW may result in economic losses. For the Middle East & Africa, Zhou et al, 

(2018) assessed that global economic losses due to insufficiency of cooling water availability for 

the future climate change scenarios (RCP8.5 & RCP2.6) are 0.57% and 0.27% respectively. 

However, for Europe, Asia, America & Soviet Union, this number is less, i.e., 0.05% to 0.18%. 

Also, the projection of global IWW is estimated to range 196–1463 km3/year until 2100 under 

climate change & socio–economic scenarios (Fujimori et al, 2017). The cooling water for 

TEPPs, being a major component of IWW, needs to be managed properly. Also, a synchronized 

systematic approach is necessary to solve the issues for EW–nexus as the security of both energy 

and water is interlinked and essential for sustainable development (Fig. 1.9) (Hussey et al, 2010). 

 

Figure 1.9: Energy–water associations; positive & negative inferences (Hussey et al, 2010) 

The EW–nexus is vital in the overall efforts to achieve sustainability in terms of both the 

energy and water sectors. Below is the conceptual diagram of a conceptual illustration for both 

scenarios. For business–as–usual (BAU), more electricity will be generated through TEPPs and it 

will require a huge amount of fresh water for cooling the plant body for proper functioning. 

More or less this amount of water (grey color) goes back to the system. However, due to the 

excess amount of chemical pollutants and very high temperature, this water is not available 
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downstream unless treated. Such a phenomenon is making unsustainable conditions in the region 

in terms of freshwater availability. In addition, the excess electricity production by TEPPs is 

harmful to the environment due to GHG emissions. In the 2nd case (PVenh), more electricity 

would be generated through solar PV and it will cut down a lot of freshwater needed by the 

TEPPs in the earlier case. Hence more freshwaters would be available to the system. 

Furthermore, electricity produced by solar PV is sustainable both for the environment and 

available freshwater. 

 

Figure 1.10: Conceptual illustration for EW–nexus for future sustainability. 

 

1.5 Electricity demand and supply–side relationship 

The electricity demand–side data is the most important input required to identify the 

needed or potential areas to be supplied with the electricity. In addition, this will help in proper 

resource allocation and investment strategies. For example, knowing electricity demand–side 

data, planners and the investors may be able to know where to install a PV power plant and in 

what capacity the installation should be done? Failing to provide such information that identifies 

potential regions may waste such investments and all efforts. In addition, line losses and high 

electricity costs involved due to longer transmission lines could be minimized while selecting a 

proper place for the resource to be installed. Therefore electricity demand and supply-sides are 
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believed to be strongly correlated with each other and equally important for resource planning 

and management strategies. 

The regional electricity demand data is obtained from the AIM model outputs. Using the 

parameters which strongly affect the electricity consumption, such regional electricity demand 

values are downscaled to 0.5° resolution globally. These global electricity demand maps are 

helpful to know the potential areas for electricity provision for current and for coming years. In 

addition, these can also be overlaid to the available solar PV resource maps to see the PV 

potential available with them. 

 

1.5.1 Megacities and sustainable development 

Nearly 54% of the world’s total population is living in urban areas which are consuming 

70% of total energy use (IPCC. 2014, UN Department of Economic and Social Affairs 

Population Division. 2015). In 2007, 1.5 billion people made up the top 600 cities and were 

home to 22% of the total population. The phenomenon of rapid urbanization has irritated the 

development of thickly populous urban areas known as megacities, the cities with populations 

greater than 10 million (UN. 2018). Owing to their sheer size and complexity, these areas are 

frequently at high global risk, threatened by environmental and economic issues with an acute 

level of vulnerability and poverty (World Economic Forum. 2019). Whether megacities can 

develop as sustainable cities depend on how they obtain, distribute, and handle their resources 

like materials and energy, etc. Improper management and mishandling of such resources may 

cause environmental degradation (Mulder et al, 2008). Kennedy et al, (2015) reported that the 

top 27 megacities are making 6.7% of the worldwide population, consuming 9% of global 

electricity, and contributing 14.6% to the global GDP. In these cities, growth in GDP is highly 

correlated with growth in oil usage by transportation and energy (electricity) sector.  

To fulfill the electricity demand of these megacities, solar PV could be a promising 

source as it is seen that megacities offer rational rooftops for its setting. For Mumbai, 31–60% of 

the morning peak electricity demand and 12.8–20% of the mean daily demand for various 

months could be met by covering city rooftops with solar PV (Singh et al, 2015). Likewise, 

Dhaka offered 10.5 km2 rooftop areas in 2006, which was able enough to produce 1000 MW 
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electricity from solar PV (Kabir et al, 2010). As per the 5th assessment report of IPCC (IPCC. 

2014), the majority of carbon releases from absolute energy use are produced by urban areas. 

Therefore, this zero–carbon resource could be applied to meet the rapidly growing global 

electricity demands (Chander et al, 2015). In addition, this will help saving water needed for 

electricity production and is believed to potentially contribute towards Sustainable cities and 

communities (SDG No. 11) in addition to SDG No. 13–climate action in a quantitative manner.   

 

1.5.2 Shared Socio–economic and climate change scenarios 

The future evolution in energy and system adaptation will be shaped by available energy 

resources along with socioeconomic conditions and drivers (Baeur et al, 2017). In this modern 

era, in addition to climate change, it was necessary for researchers to develop new energy 

scenarios in the light of these social and economic development indicators i.e., shared 

socioeconomic Pathways (SSPs) (O’Neill et al, 2014a). They actually guide and assist 

researchers to categorize the prevailing situations under their wide framework along with 

possible challenges and mitigations which could further help in sharing and comparing the 

results with similar studies to have the uncertainties involved (Trutnevyte et al, 2016). 

Additionally, in our study, these SSPs are joined with Representative Concentration Pathways 

(RCPs) to have a better exposure of climate change to socioeconomic conditions for future 

energy usage, demands, production and the possible challenges along with mitigations needed, as 

a combination of SSPs and RCPs has evidenced better representation of climate change and 

socio–economic development investigations for the future (Eyring et al, 2015). As such, many 

global environmental & climate models are incorporating SSPs & RCPs as an input. For 

example, earth system models (ESMs), an integrated assessment models (IAMs) and air pollutant 

release and land–use statistics; impact, adaptation, and vulnerability (IAV) models are using 

climate data (RCPs) and socioeconomic circumstances (SSPs) to assess the possible future 

projections.  Recently, Fujimori et al, (2012) developed Asian–Pacific Integrated Model (AIM) 

to calculate land–use and gridded emissions data (0.5 degrees) for land use type, pollution, and 

carbon dioxide. SSPs and RCPs scenarios have been incorporated in the model to compile 

narratives mostly defining the societal development and climate influence considering 

population, GDP, energy, land use, and emissions. 



 

Figure 1.11: Shared socio
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1.7 Objective of this study  

The aim of this study is to provide a reliable assessment of current and future solar PV 

resources for all seasons and on annual basis for all kinds of local environments at a global scale. 

It does include a global economic analysis of various solar PV schemes as well. To seek the 

potential of megacities rooftop PV scheme to fulfill their electricity demands. Current and future 

scenarios of freshwater scarcity levels, and to see how beneficial is the solar PV resource in 

controlling those stresses for various RCPs and SSPs. Moreover, the aim is to help transform 

current energy dominant resources (fossil fuels) with renewables (solar PV) and to assist in 

achieving UN SDGs, Affordable and Clean Energy (Goal 07), Sustainable Cities and 

Communities (Goal 11), and Climate Action (Goal 13) by adopting off–grid and on–grid solar 

PV schemes. 

 

1.8 Novelty of this Study  

The novelty of this study is in multiple ways: the estimation of current and future seasons 

as well as annual actual solar PV resources using multiple remote sensing and observation–based 

data sets; analysis is done on a global scale considering the meteorological and geomorphologic 

parameters; and the solar electric footprints of world megacities. The analysis does consider 

multi–models and various RCP and SSP scenarios to have wide coverage of uncertainties 

involved.  Based upon our estimation, we suppose that our methodology to calculate the solar PV 

resource is reliable as it does consider many uncertainties in the shape of cell efficiency, material 

type, and changes in optimum tilt–angle, and data sets used in the investigation. This study could 

be helpful for policymakers and planners for large–scale (Solar Parks) as well as small–scale 

(households) level PV schemes worldwide. In addition, this study has a worthwhile implication 

on the IWW side to help to alleviate freshwater scarcity, especially in water–scarce regions.   

 

 

 

 

 



56 
 

Chapter 2:  METHODOLOGY  

 
 

This chapter provides the research framework of the thesis which includes three main 

sections, energy, water, and the nexus between them. The overview of methodology is provided 

in Fig. (2.1). The flow chart just shows the main components involved in the overall analysis of 

all sections. For individual sections, detailed methodology along with datasets used will be 

discussed in the relevant sections of the thesis. 

 

Figure 2.1: The basic scheme used in our study. Various satellite and ground–based datasets 

were used to produce the theoretical and actual estimated solar resource. Cooling water 

withdrawals for TEPPs are estimated using the AIM model outputs and water–use intensities. 

Lastly, the nexus between energy and water is explored through various linkages. 
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2.1 Solar PV resources mapping 

 

2.1.1 Data and methods: 

The basic concept used in the energy section is given in Fig. (2.2). Two main factors 

influencing the available solar PV resource namely, meteorological, and geomorphologic are 

analyzed separately on daily basis on a global scale. The investigation on meteorological and 

geomorphologic factors will provide the actual solar resource available on the solar PV module 

level, which will be used to multiply with solar cell efficiency to have the solar PV performance 

ratios globally. Flowcharts involved for each section are provided and particulars are discussed 

in detail in the proceeding sections of this part. 

 

Figure 2.2: Methodology used for solar PV resources mapping in our study. Various satellite 

and ground–based datasets were processed to produce such maps. 

 

The theoretical solar PV Power potential (PT) was calculated using the bias–corrected 

shortwave radiations (SWR). First, the effect of temperature change (ηT) using SWR, wind 

speed, air, and PV cell temperature (2m). Then, the effect of dust deposition (ηD) was analyzed 

using AOT from NASA MODIS and dust loss factors for optimum tilt–angles. Cleaning through 

precipitation was also observed for all seasons using optimal dust removal thresholds. Also, the 

reduction in the output due to the snow covers (ηS), calculated from snow water equivalent 

(SWE) of National Snow & Ice Data Centre (nsidc) and snow cover fraction (SCF) data of 

NASA MODIS. The snowmelt from the solar PV surface is also seen using mass balance 
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equations to know the actual snow depths. The actual power (Pact) calculated after all losses are 

then compared to PT to calculate the solar PV performance ratio (PR) globally for all seasons. 

These ratios along with solar PV cell efficiency are used to develop the global maps of solar PV 

resource. Lastly, the computed solar PV resource was validated against the outputs from actual 

solar PV power plants regionally and globally.  

 

2.1.2 Data description: 

The first step to work out the Pact needs the solar resource data near the earth’s surface. 

The bias–corrected SWR data was obtained from the Global Soil Wetness Project Phase 3 

(GSWP3) developed by Kim. (2017), which has a global coverage of 0.5–degree and 3–hourly 

daily solar climatological values near the earth surface from 1901–2014.  More information is 

available at http://hydro.iis.u–tokyo.ac.jp/GSWP3/index.html. For SR, we used shortwave 

radiation (SWR) incident on a solar PV surface, which is the total solar irradiance on a horizontal 

or inclined plane at the surface of the earth. The mean of each day is estimated as the numerical 

average of 3–hourly readings for each day. The details of data sets along with their spatial–

temporal resolutions are provided in Table 2.1. 

Table 2.1: Data set description 

Sr. 

No 

Variable Data Source Temporal 

resolution 

Spatial 

resolution 

01 Shortwave 

radiation 

Global Soil Wetness Project 

Phase 3 (GSWP3) 

2001–2014 

(daily) 

0.5–degrees 

02 Temperature Global Soil Wetness Project 

Phase 3 (GSWP3) 

2001–2014 

(daily) 

0.5–degrees 

03 Rainfall Global Soil Wetness Project 

Phase 3 (GSWP3) 

2001–2014 

(daily) 

0.5–degrees 

04 Aerosol 

Optical Depth 

NASA Terra MODIS 2001–2014 

(daily) 

0.5–degrees 
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05 Snow cover 

fraction 

NASA Terra MODIS 2001–2014 

(daily) 

0.5–degrees 

06 Snow water 

equivalent 

The National Snow & Ice 

Data Centre (nsidc) 

2001–2014 

(daily) 

0.5–degrees 

  

2.2 Decrease in solar PV cell efficiency due to meteorological limiting factors 

2.2.1 Decrease in solar PV cell efficiency due to temperature change 

After obtaining the biased corrected data, the next step was to compute (T). We used 

Eq. (2.1) to see the reduction in solar PV cell efficiency due to temperature changes. The daily 

reductions are calculated which are later averaged to the seasonal ones. We used four seasons, 

namely March–May (MAM), June–July (JJA), September–October (SON), and December–

February (DJF) in our analysis as most variations for meteorological parameters like 

temperature, and snowfall, etc are more or less similar for those seasons. Temperature coefficient 

of power (dη/dT=0.45%/°C), cell operating temperature (Tcell), and temperature for the standard 

tests conditions (STC=25°C) at every ith day for every season with (n) number of days is 

calculated as: 

𝛥𝜂் = (
ୢ஗

ୢ୘
)(∑ 𝑇௖௘௟௟ − 𝑇ௌ்஼)/𝑛௡

௜ୀଵ     (2.1) 

 

The details of other parameters involved in the above equation are discussed in the following 

sections. 

 

2.2.1.1 Solar PV module temperature (Tmod) 

 

Solar PV cell temperature (Tcell) is calculated through the Module operating temperature 

(Tmod), which was computed using the Eq. (2.2) provided by the National Renewable Energy 

Laboratory (King e al, 2004) 

𝑇௠௢ௗ = 𝐺௉ை஺  × ൛𝑒(௔ା௕∗ௐௌ)ൟ +  𝑇௔    (2.2) 
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GPOA is the solar irradiance at the plane of an array; e is Euler’s constant (e=2.71), WS is the 

speed of wind (m/sec) at 10m height, while a and b are empirical constants, which depends on 

the type of solar PV arrangements (ground/roof–mounted), and were obtained from King et al, 

(2002). Lastly, the near–earth surface temperature (2m) was taken as Ta, which was obtained 

from GSWP3 and shown in Fig. (2.3). 

 

 

Figure 2.3: Long terms daily mean (2001–2014) seasonal temperature at 2m height. 

 

2.2.1.2 Solar PV cell temperature (Tcell) 

Then, the Tcell is computed by multiplying ΔTcnd to the ratio of GPOA and GSTS, which is 

then added to the Tmod as presented in Eq. (2.3) 

 

𝑇௖௘௟௟ = (
ீುೀಲ

ீೄ೅಴
)  × ∆𝑇𝑐𝑛𝑑 +  𝑇௠௢ௗ    (2.3) 

GSTC is the reference irradiance for the correlation and it is usually constant at 1,000 W/m2.  
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Whereas ΔTcnd is the conduction temperature drops available with King et al, (2004). 

Solar PV modules are additional described by a power–temperature coefficient (dη/dT). We used 

Monocrystalline silicon (c–Si) modules in our study, since this technology has the maximum 

share in the market as mentioned by Płaczek–Popko. (2017). For c–Si, dη/dT= −0.45%/°C and 

projected output power of the solar PV module at STC (SWR=1000W/m2, Tୗ୘େ =25°C) 

(Ascencio–Vásquez et al, 2019). Then, 𝛥𝜂்  for every season with 𝑛  number of days in a season 

is calculated by taking the seasonal mean of daily temperature correction at every ith day as:  

𝛥𝜂் = 0.45(∑ 𝑇௖௘௟௟ − 𝑇ௌ்஼)/𝑛௡
௜ୀଵ     (2.4) 

Out of available 114 years of data with GSWP3, we used fourteen years (2001–2014) in 

our analysis to harmonize it with other datasets. 

 

 

Figure 2.4: Long terms daily mean (2001–2014) seasonal shortwave radiations near the earth 

surface. 
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2.2.2 Decrease in solar PV cell efficiency due to dust deposition 

The reduction in solar PV cell efficiency due to the accumulation of dust particles 

(ΔηD) is calculated using Eq. (2.5) proposed by Principe and Takeuchi, (2018), where they used 

AOT (Fig. 2.5) along with a constant value of 0.3 as a transmittance loss (KL) from dust as 

reported by Sayigh. (1978). However, transmittance losses due to the dust covers vary with the 

changing solar PV module tilt–angles (Sayyah et al, 2014). Therefore, KL for varying tilt angles 

is calculated by applying the curve fitting technique to the experimental data available 

with Elminir et al, (2006) and presented in Fig. (2.6).   

 

Figure 2.5: Long terms daily mean (2001–2014) seasonal Aerosol Optical Thickness. 

The daily Aerosol Optical Thickness (AOT) from the Moderate Resolution Imaging 

Spectroradiometer (MODIS) at a resolution of 0.5° from 2001–2014 is used as a proxy of dust 

deposition (Levy et al, 2013). In Eq. (2.5), md is the dust mask, either 0(AOT ≤0) or 1(AOT >0) 

for the non–dust days and those days with dust, respectively.  Similarly, mr is the rainfall mask, 

which is either 1 or 0 for the days with no rain and with rain, respectively. This technique, 

therefore, considers the natural cleansing effect on PV modules through rainfall. The threshold 
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for cleaning is obtained from Kimber et al, (2006). Then, for each season with 𝑛 number of days, 

ΔηD is calculated by taking the seasonal mean of daily dust correction at every ith day as: 

 

𝛥𝜂஽ =  𝐾௅(∑ 𝑚ௗ௜ × 𝑚௥௜)/𝑛௡
௜ୀଵ     (2.5) 

Where 

  𝑚ௗ௜ = 0, 𝑖𝑓 𝐴𝑂𝑇 < 0.2 Otherwise AOT 

  𝑚௥௜ = 0, 𝑖𝑓 𝑟𝑎𝑖𝑛𝑓𝑎𝑙𝑙 > 5𝑚𝑚/𝑑𝑎𝑦 Otherwise 1 

𝑚ௗ௜ = 𝑠𝑜𝑖𝑙𝑖𝑛𝑔 𝑚𝑎𝑠𝑘  & 𝑚௥௜ = 𝑟𝑎𝑖𝑛𝑓𝑎𝑙𝑙 𝑚𝑎𝑠𝑘   

 

Figure 2.6: Transmittance Loss Factor (KL) at optimum tilt angles is calculated by applying the 

curve fitting technique to the experimental data available with Elminir et al, (2006).  

Later, using optimum tilt angles from Jacobson and Jadhav (2018), KL is calculated 

globally. 

 

2.2.3 Decrease in solar PV cell efficiency due to snow covers 

 

2.2.3.1 Snow depth calculations 

 

Snow Effects the Solar PV cell efficiency by blocking the incoming radiations. Δη
ୗ

 After that, 

Δη
ୗ

 is derived from the snow parameter, snow depth (Sdp). Observation–based daily Snow 
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water equivalent (SWE), from the National Snow and Ice Data Center (NSIDC) along with daily 

snow cover fractions (SCF) from MODIS are used to compute the values of Sdp using Eq. (2.6). 

The MODIS products showed good agreement with the station data, ranging from approximately 

more than 80% (Simic et al, 2004). SWE and SCF are shown in Figures 2.6 and 2.7 respectively 

    

   𝑆𝑑𝑝 =  
ௌௐா × ௌ஼ி

ρ
       (2.6) 

Where: Sdp = snow depth (cm); SWE = Snow Water Equivalent (cm), SCF = Snow Cover 

Fraction (0–100), and ρ is snow density (g/cm3) 

 

Figure 2.7: Long terms daily mean (2001–2014) Snow Water Equivalent (mm). 
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Figure 2.8: Long terms daily mean (2001–2014) Snow Cover Fraction (%). 

 

 

2.2.3.2 Snow melts from solar PV panels 

The snow accumulation on solar PV module is a function of its fixation as snow is 

believed to slide from the surface at higher fixation angles as Powers et al, (2010) reported that 

the depth of snow is less for higher angles which helps in snow sliding. Likewise, snow melting 

from solar PV surface is a function of solar PV module temperature and incoming SWR 

(Rahmatmand et al, 2019). A simple methodology that considers mass balance is used to 

calculate the snow melting from solar PV surface for optimum tilt–angles and presented in Fig. 

(2.9).  

Snow melts only start when Tm> 0°C. Tm is calculated using the Eq. (2.2) provided 

above, which utilizes ambient temperature (Ta) and incoming SWR etc. The ds and dm 

correspond to the depth of snow and melt layer respectively, calculated by Wanielista. (1997). 

Whereas, Darcy’s Law is used to calculate the runoff for melting snow and corresponding snow-
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mass through the melt density. A snow density value of 0.3 g/cm3 is used for fresh snow; though, 

0.45 g/cm3 are used for an older snow (UBC. 2018).  

 

 

 

Figure 2.9: Snow melting from solar PV surface considering the mass balance is used to 

calculate the snow melts from solar PV surface for optimum tilt–angles and module temperature 

(PT) 

 

2.2.3.3 Decrease in solar PV cell efficiency 

 

The melt snow calculated above is subtracted from Sdp to have the actual snow values 

for solar PV panels. Next, Δη
ୗ
 for every season with n  number of days is calculated by taking 

the seasonal mean of daily snow corrections at every ith day as: 

 

Δη
ୗ

=  ∑ Δη
ୱ,୧

/n୬
୧ୀଵ       (2.7) 
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As the decrease in cell efficiency is directly proportional to the decrease in sunlight 

transmittance (Perovich. 2007). Using a similar technique, Eq. (2.8) is derived from an 

exponential curve fitting for snow depth and transmittance (Fig. 2.10).  

Δη
ୗ,୧

= 1 – 0.8173×e (–0.21×Sdp)     (2.8) 

 

 

Figure 2.10: Curve–fitting technique for transmittance and snow depth applied to the 

experimental data available with Perovich. (2007).  

 

It is seen that the transmission approaches zero approximately when Sdp is more than or 

equals to 12 cm. 

 

2.2.4 Final solar PV cell efficiency 

 

The final solar PV cell efficiency (𝜂௙ , %) available is estimated using Eq. (2.9) after 

incorporating all efficiency reductions calculated above for𝛥𝜂் , 𝛥𝜂஽ and 𝛥𝜂ௌ respectively. For 

c–Si PV modules, we used the value of 15% for cell efficiency (𝜂௖ ) as reported by Tyagi et al, 

(2013). 

    𝜂௙ =  𝜂௖ (1 − 𝛥𝜂் − 𝛥𝜂஽ − 𝛥𝜂ௌ)       (2.9) 
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Researcher like Green at el, (2003) and Oliver and Jackson (2000) reported different 

values for 𝜂௖  (12−20%), for that, we performed sensitivity analysis which will be discussed in a 

separate section. 

 

2.3 Effect of geomorphologic parameter on solar PV resource 

 

2.3.1 Variations in solar PV module tilt–angle  

 

Solar PV output varies with changing tilt–angles which actually affects the incoming 

SWR. We used the fixed type (non–tracking) solar PV modules in our study; either fixed to the 

rooftop or in a solar park (ground–mounted), inclined in a way to face South for maximum 

power output, as the output of a solar PV system is the function of Sun position (Azimuth and 

Zenith angles) and the fixation angle of the solar PV module. The fixation angle is taken optimal 

once the PV system generates maximum energy yield (Palmer et al, 2018). To know the SWR 

for a tilted array, optimal position and tilt angles are taken from Jacobson and Jadhav, (2018). 

Then Pact is calculated using SWR’ (W/m2), cell area (Acell, m
2) and 𝜂௙ by Eq. (2.10). 

𝑃௔௖௧ =  𝑆𝑊𝑅′ × 𝐴௖௘௟௟ × 𝜂௙     (2.10) 

Initially we take unit area, 1m2 in the calculation of Pact. 

 

2.4 Performance ratios  

 

A performance ratio (PR) corresponds to the ratio of effective power (Peff) to the theoretical 

power (PT). Pact is calculated above while PT is calculated using the fixed cell efficiency (𝜂௖ =

15%) in Eq. (2.11). 

𝑃் =  𝑆𝑊𝑅 × 𝐴௖௘௟௟ × 𝜂௖      (2.11) 

Here using SWR’ (W/m2), cell area (Acell = 1m2) and 𝜂௖ for cell efficiency described above. PT is 

always more than Peff as it does not consider any losses due to the meteorological parameters. 

However, it is usually not achieved due to the losses mentioned in section 2.2.1, 2.2.2 and 2.2.3 

respectively. Then, PR is calculated by just dividing Peff by PT for all seasons globally. 
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𝑃𝑅 = 𝑃௔௖௧/𝑃்         (2.12) 

2.5 Final solar PV resource 

 

After calculating all parameters like efficiency reductions, Pact and PR, final solar PV 

resource is calculated globally for all four seasons as well as annually using the Eq. (2.13).   

𝑃′ =  𝑆𝑅′ × 𝑃𝑅 ×  𝐴௖௘௟௟ × 𝜂௙     (2.13) 

This final solar PV resource is a function of SWR on a surface inclined at optimum angles, PR, 

Acell and 𝜂௙  which does consider for all kind of efficiency reductions related to the 

meteorological parameters for local environment.  

 

2.6 Solar PV economic analysis 

The technical potential of solar PV has been elaborated on before. Such potentials can be 

discussed individually, as they are not influenced by various other energy choices. However, this 

is different for the economic potential calculated here; as such potentials cannot be investigated 

by discarding other contesting energy options, which is outside the scope of this research. As a 

result, our economic analysis is restricted to the calculation of global gridded cost estimates of 

various PV schemes and eventually generation of global as well as regional cost supply curves of 

PV electricity. These curves can later be compared with current cost estimates of conventional 

electricity generation technologies. The flow chart is presented in Fig. (2.11):  

 

 

Figure 2.11: Methodology devised to calculate the costs and cost supply curves for centralized 

and decentralized PV schemes. 
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2.6.1 Suitable area for solar PV 

   

As solar PV cannot be installed at every place, like on very steep slopes or water bodies, 

etc. Therefore, one should think about the suitable area as a function of each location. Our 

technical potential does not consider such geographical limitations and those may be explored. 

To quantify such geographical limitations, we include a suitability factor (fi). It shows the 

portion of the cell i (Ai) available for the fixation of solar PV modules and is expressed as: 

     Aa,i = fi × Ai        (2.14)  

Fi is calculated independently for both centralized and decentralized schemes as the available 

area is exposed to different constraints for both systems. So, we used two different approaches to 

calculate such areas. 

 

2.6.1.1 Suitability factor for centralized schemes  

 

Centralized systems are mostly installed on the land surfaces in the shape of medium–to 

big solar parks. Therefore, the available area highly depends on various competing land–use 

choices, like urban area, agricultural land, grassland, etc. A dynamic system type approach is not 

included in this research, as data for the largest part of contesting land use options do not exist at 

such a detailed level compulsory for an extensive assessment. Instead, based upon literature, we 

introduced suitability factors for various land–use types, and are shown in Table 2.2. These 

factors/ fractions do consider the competition among land–use types. For land–use types, we 

used the dataset provided by the European Space Agency (ESA) at a spatial resolution of 300m 

and considering 19 land–use types. Various land–use types for 2015 are shown in Fig. (2.12). 

For each land–use type, the fraction (unitless) for a suitable area for solar PV centralized 

scheme as well as total area (km2) is calculated using the information provided in Table 2.2 

below. Important areas like agricultural ones have fewer fractions (1% of total area) for solar PV; 

whereas, open and redundant areas like the desert and extensive grasslands etc. have more 

fractions (5% of total area) towards solar PV fixation.    
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Figure 2.12: Global land–use/land cover types containing 19 land–use classes for 2015 (ESA).  

 

Table 2.2: The supposed suitability factors obtained from values suggested by Sørensen. (1999), 

the area of different land–use types as a fraction of total area with similar land–use types. 

Sr. 

No 

Land use 

type 

Land–use suitability 

factor fi (%) for 

centralized scheme 

Suitability factor fi (%) 

for decentralized scheme 

01 Urban area 0 As per calculations 

02 Bioreserve 0 0 

03 Forest 1 0 

04 Agriculture 1 0 

05 Shrubland 1 0 

06 Extensive 

grassland 

1 0 

07 Desert 5 0 
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2.6.1.2 Suitability factors for decentralized schemes 

Decentralized systems are installed on roof–tops, parking lots and utilities nearby. So, the 

total on hand area for off–grid system is mostly related to the roof–top areas and neighboring 

settlements. For such an area in a grid cell, we needed a global database of roof–tops for 

residential and other main buildings types. To date, just two studies have analyzed the roof–top 

area per person for PV installation, and they include, IEA/OECD. (2001a) and Alsema and 

Brummelen, (1993). They gave estimates of the suitable building (structure) roof–top areas 

(km2), based upon roof–top surfaces at buildings like residences, offices and industries at country 

scale for all European countries (OECD), and also the study conducted by IEA for Australia, 

Canada and Japan etc. The whole area fit for PV installation is limited by architectural 

constraints (shading/ historical features etc.) as well as by sun orientation reasons (roof 

orientation etc.). By combining the above–mentioned suitability factors in comparison to the 

floor area provides the utilization factor; approximately, 0.15 for parking lots and 0.40 for roof–

tops are used. From such utilization factors and the floor area per person obtained from several 

sources, the appropriate roof–top area was estimated. The IEA study estimated the available roof 

area for solar PV from the floor area/capita of buildings, while Alsema and Brummelen, (1993) 

directly used statistics for average roof–top areas. Both studies were limited in terms of the 

number of countries etc. However, in our analysis, we have to imitate the results to the entire 

world. We followed the technique by Hoogwijk. (2004) that relates the available area to income 

(GDP/capita), as the increase in GDP (economy) results in an increase in size and number of 

settlements, as well as associated utilities. In Fig. (2.11), the results of both studies for the 

existing area per capita against the GDP per capita are shown. It can be realized that there is not 

a significant relationship between the calculated existing PV rooftop area and the GDP/capita. 

However, due to non–existence of such global datasets, we adopted the technique as used by 

Hoogwijk. (2004) which fitted the data from the IEA, and also from Alsema and Brummelen, 

(1993) using a logarithm function. This results in a weak correlation with the GDP and the 

presented data points that has a form of power law (Fig. 2.13). Per capita rooftop for solar PV 

(RTc,i) (m
2/cap) in a grid cell (i) as a function of the GDP per capita is shown as below: 

RTc,i =  0.06×GDPcap
0.6      (2.15) 

Using this approach we admit that we may overestimate solar PV available areas for 

regions with high GDP like parts of China, Japan, and the USA, etc. Consequently, this will 
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result in an overestimation of solar PV technical potential for the decentralized schemes by two 

to three times as of old studies. However, for most areas, PV technical potential is still in line 

with the IEA study. 

 

Figure 2.13: Rooftop area per capita available for decentralized PV schemes as provided in 

Alsema and Brummelen, (1993) and IEA. (2001a) is plotted alongside the GDP per capita for 

1995 (Hoogwijk. 2004). 

Hoogwijk. (2004) used statistics for 1995. However, we devised results based upon the 

latest population and GDP statistics from CGER, NIES, datasets (Murakami and Yamagata, 

2016. Spatial plots for population, GDP, and area per person are provided in Fig. (2.14), Fig. 

(2.15), and Fig. (2.16) respectively.  

    

Figure 2.14: Global gridded population (numbers) for 2015. Higher population is seen for 

Western China and South Asia. 
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Figure 2.15: Global gridded GDP (USD) for 2015. Higher GDP is seen for Western USA, 

Europe, The Middle East, Western China, South Asia, and Japan. 

 

Figure 2.16: Global gridded area per person for 2015. Higher areas are seen for higher GDP/cap 

regions like for Western USA, Europe, The Middle East, Western China, South Asia, Australia, 

and Japan. 

 

2.6.2 Cost estimation of solar PV electricity 

The Levelized Cost of electricity generation of solar PV scheme is based on various 

parameters involved in it. It mainly includes costs involved in Operation and Maintenance 

(O&M) as well as turnkey investments. A terminology Balance of System (BOS) costs is 

introduced which is later added to a PV module costs to make up the total investment costs. The 

investment cost of an off–grid system is relatively low as it can often be fixed on rooftops, major 

support structures, fences, and on top of parking lots by avoiding costs involved in land 

acquisition (Oliver and Jackson, 2001). For on–grid (centralized) schemes, in contrast, land 

acquisition costs and cost involved for support structure have to be integrated. This mainly 
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depends upon the purpose or demands of other land use options like agricultural use, lawns, etc. 

We did not consider such competition among land–use types as this would need to run a dynamic 

economic land–use model. As a substitute, we considered the land rental costs available in the 

literature. For croplands, the non–irrigated land rental price paid by farmers vary from 25–570 

$/ha/yr (FAO. 1997), while some other studies (Faundez. 2003; van den Broek et al, 2000) 

mentioned such costs vary from 0–840 $/ha/yr. As most of them did not provide any linkage 

between cost and quality of the land, hence, we are not able to figure out a correlation between 

land rental price and soil types and its quality. In addition, no relationship was seen for 

population density, GDP and land rental costs. Therefore, a universal figure of 200 $/ha/yr is 

used as a global average land rental price in our analyses. The PV electricity generation cost ($ 

kWh–1) in a grid cell (i) can be estimated as below: 

𝐶𝑜𝑠𝑡௜ =
൫௔× (ெା஻ைௌ)൯ା(஼ೀ&ಾ×(ெା஻ ))ା ௅

௣೔
     (2.16) 

Where a (y–1) is known as annuity factor, M is the investment cost ($/ m2), BOS is the balance of 

system cost ($/ m2), CO&M is the annual operation and maintenance costs ($/ m2 /y) and L is the 

annual land rental cost ($/ m2 /y). Lastly, pi is the explicit yearly electricity yield (kWh/m2/y) of a 

cell (i) and it is defined as the technical potential of a cell in a unit area (m2).  

The PV module costs (M) have declined with time, i.e., 6 $Wp–1 in 2002 (solarbuzz. 

2002) to 0.70 $/KWp in 2020 (Fthenakis. 2009). However, here we assume inferior module 

prices for a centralized scheme than for decentralized modules. In conclusion, for 2015, we 

assume a 1.25 $/KWp price for the centralized scheme and a slightly higher price (1.4 $/KWp) 

for decentralized systems. As per Hoogwijk. (2004), the BOS costs (BOS) are assumed to be 

~70% of module price, while, CO&M is taken as 3% and 5% of total investment costs for 

centralized and decentralized systems respectively. It should be kept in mind that BOS costs do 

not consist of grid connection, but do contain fixing costs.  
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2.7 Water scarcity assessments 

In the past, many water stress indices (WSI) have been developed to assess various kinds 

of water scarcity regionally and globally. We dealt with physical water scarcity which is mainly 

due to the excessive withdrawals as compared to the available water. The approaching section 

describes the WSI used in our analysis. 

 

2.7.1 Withdrawal–to–availability 

We used the novel water stress index, withdrawal–to–availability (WTA) by Raskin et al, 

(1997) to map the current and future water scarcity by indicating various stress levels causing 

water shortages and environmental harm to river basins across the globe. Withdrawal is the 

actual amount of freshwater drawn from surface water bodies like rivers, streams, reservoirs, and 

groundwater aquifers. While, demand is the potential freshwater need for any purpose, irrigation, 

industry, or domestic ones. This index is also named WWR by Hanasaki et al, (2008) and it is 

calculated as the ratio of annual withdrawal (W) to annual water availability (A) using Eq. (2.17)  

𝑊𝑇𝐴 =
∑ ௐ೔

యలఱ
೔సభ

∑ ஺೔
యలఱ
೔సభ

      (2.17) 

Raskin et al, (1997) proposed that for WTA > 0.4 (withdrawals of more than 40% of the 

natural discharge), an area suffers high water stress and with WTA > 0.8 extreme water stress. 

Although WTA > 0.4 is far less than WTA > 0.8, still it can cause severe environmental damage 

and puts water users under stress (Alcamo et al, 2000). Similarly, 0.2> WTA < 0.4 shows 

medium scarcity level and WTA< 0.2 stands for less or no water scarcity. It is still a well–known 

indicator as mentioned by Oki et al, (2001) and also by Vörösmarty et al, (2000) applied either 

on river basin scale or national scale. However, there may be a limitation of the WTA–ratio that 

it uses yearly mean values, hence seasonal stresses or shortages are overseen. Normally it does 

not account for return; meaning that water is withdrawn, used, and returned into the water cycle 

mostly changed to rivers and groundwater, e.g. through outflow from thermal power plant 

cooling, drainage fields, and sewage treatment plants. Physical changes of return flow may 

include changes such as higher temperatures while performing cooling or chemical changes like 

pollution with heavy metals etc. 



77 
 

We considered river discharges as a main source of freshwater availability (A) and 

assumed that water used after cooling is not available to the downstream users because of being 

polluted and bearing very high temperatures. Similarly, withdrawal (W) accounted for a sum of 

irrigation sector, industrial sector, and domestic sector water abstracted from rivers. The river 

discharge along with other sectoral discharges (irrigation, industry, and domestic) data was 

obtained from The Inter–sectoral Impact Model Intercomparison Project 2b (ISIMIP2b) for 2001 

to 2015 with 0.5° resolution. ISIMIP is a community–based climate–impact modeling project 

aimed at contributing to a quantitative and cross–sectoral combination of the differential impacts 

of climate change, and their related uncertainties. It proposes a unified framework for cross–

sectoral and cross–scale modeling of climate change impacts. The main objective of ISIMIP is to 

add to the wide–ranging (cross–sectoral) perceptive of the impacts of politically as well as 

scientifically–relevant climate–change circumstances. 

We used two Global Hydrological Models (GHMs) namely H08 (Hanasaki et al, 2008), 

and WATERGAP2 (Alcamo et al, 2003) along with two Global Climate Models (GCMs), the 

Hadley Centre climate model (HadGEM2–ES, Jones et al, 2011) and Model for Interdisciplinary 

Research On Climate (MIROC5, Watanabe et al, 2010) in our study and took the ensemble 

means of their outputs. The purpose of using ensemble means of more than one model and GCM 

is to remove any uncertainty or limitations available within a single model.  

 

 2.8 Electricity generation 

Electricity production is one of the processes, consuming maximum water worldwide. It 

is the main part of IWW and roughly adds half to the total IWW withdrawals. As per IEA (IEA. 

2017), TEPPs are the major component of electricity generation across the globe and supplies 

80% of world’s electricity. They withdraw massive amount of fresh water globally and are 

critical to be studied in context with water scarcity conditions. 

We processed newly published Global Power Plant data from World Resources Institute (WRI. 

2018). The Global Power Plant Database is a complete, open source power plants global 

database. It unifies power plant data to make it simpler to explore, compare and map insights for 

any kind of investigation. This covers around 30,000 power plants from many countries (164) 
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and carries thermal plants (e.g. coal, oil, gas , nuclear, biomass, and geothermal etc.), and also 

renewables (e.g. hydro, wind, and solar). Every power plant is geo–referenced and entries 

include information on power plant capacity, production, ownership, and type of fuel etc. As we 

are mainly dealing with TEPPs, so we discarded non–fossil fuel power plants.  

TEPP available in the above dataset includes four types, Coal, Oil, Gas and Nuclear 

(Nucl). We processed them separately as their water use intensities (WUI) are linked with the 

generation technologies, i.e. coal, gas etc. due to scarce data available per grid (0.5°) as well as 

country scale, we first converted existing point based power plants data to the regional one. 

Globally, we used 17 sub–regions as mentioned in AIM, an integrated assessment model. Figure 

(2.17) shows the raster for regional distribution used in our analysis on global scale. The reason 

to use such coarse resolution is because of the availability of WUI on global scale for all those 

regions (Davies et al, 2013) 

 

Figure 2.17: Raster regional map for AIM classifications (source: author).  

The raster map shown above is used to convert point based power plants data to the 17 

regions based upon generation types. The energy production is in Gigawatt hours (GWh), which 

remains the same after conversion. However individual power generations for similar plants, 

based upon generation technologies, are added up to have the final generation inside a region for 

each individual technology.  

The simple methodology to add up similar kind of electricity used Eq. 2.18 and flow 

chart is shown in Fig. (2.17) 

𝐸𝑙𝑒𝑐௖௢௔௟,௜ =  ∑ (𝐸𝑙𝑒𝑐)௖௢௔௟,௜
௡
௜ୀଵ      (2.18) 
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Eleccoal is electricity generation from coal power plants, n is total number of power plants for 

similar technology in a region, r. 

Similarly, all four technologies are added to have regional electricity generation values in 

GWh.  

Table 2.3: Regional classifications used in AIM model. 

Region 

number 

Name code Region 

number 

Name code 

01 Rest of Latin America XLM 10 Rest of East and South East 

Asia 

XSE 

02 Canada CAN 11 Other Africa  XAF 

03 The Middle East XME 12 Japan JPN 

04 Oceania XOC 13 Turkey  TUR 

05 North Africa XNF  14 Rest of Europe XER 

06 EU25 XE25 15 India IND 

07 Former Soviet Union CIS 16 Brazil TUR 

08 Rest of Asia  XSA 17 The United States  USA 

09 China CHN    

 

2.8.1 Cooling technology shares 

Cooling system shares were compulsory for all electricity technology types in each AIM 

region for the base year, 2015. But, the essential data was scarce; like the one by World Electric 

Power Plants Database (Platts. 2011) applied by Vassolo and Döll, (2005) to calculate global 

water use by the electricity sector contained cooling system information for just 11% of its 

provided TEPPs. Also, electricity production inventories by technology do not contain the details 

of cooling systems, like IEA, (2010). Cooling system share in the US, Australia, and also for 

China were existing in the literature; shares in all remaining regions were calculated by Davies et 

al, (2013) as demonstrated here. First, shares for dry cooling were set for each region. Second, 

regional shares of seawater–based OTC flow systems were allocated. Third, using literature, 

region wise electric–sector water withdrawal estimates were established. Lastly, region–specific 
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shares of OTS and WTC cooling systems were estimated so that the addition of every region’s 

electricity sector water withdrawal is in line with the literature–based calculations. The region 

wise shares from Davies et al, (2013) are enlisted in Table (2.4). These estimates were developed 

for base year 2005 and we used similar proportions for our base year, 2015, due to lack of any 

other consistent and reliable information regarding TEPPs cooling shares globally. Also, regional 

names are after their study. 

Table 2.4 Cooling system shares (%) for various regions for thermoelectric production 

technologies in 2005 (Davies et al, 2013) 

 

 

2.8.2 Water use intensity 

There are various studies about the WUI of each energy source. Macknick et al, (2011) 

provided the least, median, and highest WUI, while Kyle et al, (2013) utilized median WUI 

obtained from Macknick et al, (2011), including some adjustments to earlier estimates of water 

use by electricity sector. Kyle et al, (2013) found that the WUI of coal, combined cycle 

integrated coal gasification, and the natural gas power plants fitted with Carbon Capture and 

Storage (CCS) technology were around 20 to 100% higher than the plants without CCS 

technology. However, they did not consist of the WUI of oil, gas, and biomass power plants 

having CCS. But Davies et al, (2013) assumed that the intensities of oil, gas, and biomass power 

plants were ~30% more than the plants without CCS. The WUI of CCS has more uncertainty, as 
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CCS is a novel technology and it is not extensively used. Therefore in our current analysis we 

did not consider CCS technology 

In TEPPs, water is mainly used for cooling. TEPPs with cooling systems have the 

maximum impact on water use for a provided category of thermal energy source (IEA. 2012), 

and the divisions of types of cooling system in use are equally important when calculating 

electricity generation water use. We will consider mainly two kinds of cooling technologies, 

OTC and WTC system; because most of the power plants across the glove use one of these two 

cooling systems (Clarke et al, 2007). Dry cooling systems don’t use water and are mostly 

valuable in water–stressed areas. Due to the inconsistencies in WUI mentioned above, we used 

median of WUI values from Electric Power Research Institute (EPRI. 2002) and were listed in 

Table 1.1 (section 1.3.3)  

 

2.8.3 Final Fresh water withdrawals 

After calculating regional electricity for various technologies, cooling type shares and 

associated WUI, we calculated the water withdrawn by TEPPs for each region by multiplying 

total electricity generation with WUI for specific cooling type. As we are dealing with fresh 

water usage only hence we need to deduct the amount of seawater used in the cooling process. 

Seawater proportions are high for countries like Japan, Korea etc. who uses bigger proportions 

for nuclear electricity generation which requires higher water volumes for cooling. Davies et al, 

(2013) also provided such numbers which were subtracted from total water withdrawals to know 

the fresh water withdrawals. Flow chart of data processing is shown in Fig. (2.18). First, point 

based power plants electricity generation data is converted to regional data, using AIM raster 

regional map. Then, cooling technologies are used to calculate regional shares, which are then 

multiplied with WUI, and lastly, sea water proportion is subtracted to have final fresh water 

withdrawals (km3/yr) for each region.  
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Figure 2.18: Data processing to convert point based power plants electricity generation data into 

regional data, using AIM raster regional map. Then, cooling technologies are used to calculate 

regional shares, which are then multiplied with WUI. Lastly, sea water is subtracted to have final 

fresh water withdrawals (km3/yr) for each region.  
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2.9 Energy–water nexus (EW–nexus)  

EW–nexus has gone much importance nowadays as both of them are highly inter–

connected. Failure to consider their interdependence may introduce vulnerability and misleading 

towards proper planning and resource allocation. The sub–sections briefly explains about EW–

nexus while considering solar PV as an energy input for TEPPs water withdrawals.  

 

2.9.1 New input scenarios for solar PV energy  

Recent improvements in the technology like solar PV cell efficiency (Tyagi et al, 2013), 

cost decrease (Delucchi and Jacobson, 2011) and being eco–friendly has made solar PV a vital 

resource. Also, a lot of regions like China, Europe, Japan, and the USA have witnessed improved 

input in the total electricity for this resource in comparison to the business–as–usual trends, 

which is mostly fossil–based scenario.  Due to massive potential, many researchers are nowadays 

trying to design, implement and assess the impacts of solar PV to replace partially or fully 

ongoing energy generation system with solar PV resource. A few of them includes Asif et al, 

(2007), Barasa et al, (2018), Denholm et al, (2007), and Waldman et al, (2019). The encouraging 

thing of all the above studies is that they mentioned all those higher PV scenarios don’t need new 

or much land for their implementation. 

Due to its promising results both on policy side, and implementation sides, several 

countries are these days reforming their already set energy policies under the guideline of UN 

SDG, mainly Goal No. 7, Goal No. 11, and Goal No. 13 related to Affordable and Clean Energy, 

Sustainable Cities and Communities, and Climate Action. Outputs from several IAM models 

seem to be inconstant with the real world as they underestimate the future potential and 

penetration of solar PV in the system and therefore needed to be revised accordingly. In order to 

setup solar PV electricity input scenarios for the future, we used governmental public strategy 

targets for capacity deployment presented by various countries globally. The set figures available 

with Koberle et al, (2015) show the expected capacity targets for solar PV in the years 2020, 

2030, and 2050. Also, some national targets were taken from REN21 (REN21. 2013) and DOE 

(DOE. 2012). It is obvious that almost all of the countries are trying to double to triple their 
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inputs from solar PV. However, there might be chances that those targets are not achieved or 

reached earlier. 

To set the harmonized enhanced scenarios for solar PV (PVenh) regionally, we set up 

three targets as 10% (LOW), 20% (MEDIUM) and 30% (HIGH); and 25% (LOW), 35%  

(MEDIUM) and 45 % (HIGH) for 2050 and 2100 respectively, as most of researchers (Barasa et 

al, 2018; Denholm et al, 2007) followed the same trends by defining “LOW”, “MEDIUM” and 

“HIGH ” input scenarios for renewables.  This study considers three RCP along with three SSP 

scenarios. Based upon SSP narratives provided in Fig. (1.11), it is witnessed that SSP1 leads to 

sustainability; therefore HIGH PV scenario belongs to SSP1–RCP2.6, while, SSP2 has low 

mitigation and adaptation challenges, hence LOW PV scenario relates to SSP2–RCP4.5 scenario. 

Lastly, SSP3 has very high challenges to adaptation and mitigation and therefore may have low 

input from solar PV. So we assigned LOW PV scenario to SSP3–RCP6.0. The whole analysis is 

compiled on the basis of these scenarios building in the context of SSP and RCP narratives.   

 

2.9.1.1 Future solar PV resources for various SSP and RCP scenarios 

The solar PV resource is highly influenced by meteorological parameters like 

temperature, rainfall intensity, and aerosols distribution in the atmosphere as well as snowfall. 

All such parameters are believed to vary in the future due to the climate change impact. 

ISIMIP2b datasets for various models like Max–Planck Institute Earth System Model (MPI–

ESM), Norwegian Earth System Model (NorESM), and Model for Interdisciplinary Research on 

Climate (MIROC5) were utilized in this study. The spatial–temporal resolution of these datasets 

are the same as of GSWP3 i.e., daily at 0.5° at a global scale. Daily long term mean corrections 

were applied to calculate the future solar PV resources available. In addition, the differences are 

also estimated to see which are has undergone an increase or decrease in the resource.  

 

2.9.2 Revised electricity generation by TEPPs and water withdrawals for PVenh scenarios 

Using the solar PV resource maps, electricity generation from TEPPs, and PVenh 

scenarios, we calculated revised water withdrawals by TEPPs. Flow chart in the Figure (2.19) 
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shows the step we followed in our methodology. First, based upon the water scarcity maps and 

TEPPs locations, we identified the potential areas for solar PV installations. Second, using solar 

PV resource map, we calculated the areas needed for solar PVenh scenarios for each region. 

Third, based upon PVenh scenarios, the electricity estimates from TEPPs are also revised for new 

scenarios. Then, based upon the similar methodology as shown in Figure (2.18), we calculated 

new fresh water withdrawals after subtracting from old scenario, BAU. Accordingly water 

scarcity maps were revised to see the number of people out of stress and water savings (Km3/yr) 

for new scenarios. 

 

Figure 2.19: Flow chart to calculate revised electricity generation and new water withdrawals by 

TEPPs for solar PVenh scenarios.  
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2.9.3 Electricity demand 

2.9.3.1 Global gridded electricity demand maps 

The electricity demand data is the fundamental input needed to identify the potential 

areas for the provision of electricity from the source. The regional electricity demand data is 

taken from AIM. The advantage of using AIM is that it evaluates climate impacts and adaptation 

measures through socio–economic scenarios (SSPs) in addition to the RCPs. A methodology to 

downscale AIM regional electricity data to a global gridded electricity demand map is devised to 

know the electricity demands at a finer scale. 

For GDP, GDP growth, population, urbanized area per person, Heating Degree Days 

(HDD) as well as Cooling Degree Days (CDD), we used country wise statistics and aggregated 

them to the AIM regional values. For urbanized area per person, we identified urban regions 

based upon a threshold of ≥1500 inhabitants per km2 (Moran et al, 2018). For CDD, HDD, we 

used threshold temperatures as 27.5°C, and 18.5°C respectively.  We found a significant 

relationship between GDP and electricity consumption per capita (Table 2.5). However, a weak 

correlation is seen for other variables like GDP growth, population, and urbanized area per 

person, HDD, and CDD. Therefore, we used the GDP to downscale AIM regional electricity 

values to the grids (0.5 x 0.5 degree) using the relationship provided in Eq. (2.19). The GDP data 

is obtained from the Centre for Global Environmental Research, National Institute for 

Environmental Studies, Tsukuba, Japan.  This dataset summarizes GDP in 0.5–degree grids 

globally from 1980–2100 with 10 years intervals under three SSP scenarios namely SSP1, SSP2 

and SSP3. More details of datasets can be seen from Murakami and Yamagata, (2016). 

Electricity consumption in any grid (x, y) inside the same region (reg, i) can be calculated by Eq. 

2.15. We assumed each megacity fits inside the half–degree grid. 

(𝐸𝑙𝑐)௫,௬ = (𝐺𝐷𝑃)௫,௬ 𝑋 
∑ ா௟௖೙

೔సభ ೝ೐೒,೔

∑ ீ஽௉೙
೔సభ ೝ೐೒,೔

     (2.19) 

 

Where Elc is the electricity consumption (EJ/yr), GDP is the Gross Domestic Product (PPP2005 

USD) for the same region (i), and n is the total number of grids inside a region. 
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Table 2.5: Correlation between electricity consumption per capita and other variables for AIM 

regions 

Region  GDP 

per 

cap 

(USD) 

Area (Sq. 

m) per 

person 

GDP 

growth 

(%) 

CDD 

(degree 

days) 

HDD 

(degree 

days) 

GDP (PPP 

2005 

USD) 

Population 

(mill) 

XLM 0.99 –0.99 –0.89 0.96 –0.82 0.96 0.99 

CAN 0.98 0.55 –0.94 NA –0.76 0.91 –0.52 

XME 0.98 –0.97 –0.85 –0.37 –0.83 0.92 0.92 

XOC 0.96 –0.15 –0.84 0.88 –0.81 0.85 0.11 

XNF  0.93 –0.79 –0.69 0.67 –0.59 0.95 0.89 

XE25 0.97 0.99 –0.87 0.54 –0.89 0.65 –0.99 

CIS 0.99 –0.82 –0.83 0.70 –0.89 1.00 0.81 

XSA 0.92 –0.89 –0.72 0.25 –0.76 0.90 0.91 

CHN 0.93 0.88 –0.80 0.82 –0.84 0.80 –0.87 

XSE 0.98 –0.89 –0.83 0.92 –0.76 0.98 0.91 

XAF 1.00 –0.77 –0.81 0.74 –0.48 1.00 0.95 

JPN 1.00 0.97 –0.83 0.75 –0.83 –0.77 –0.98 

TUR 0.98 –0.97 –0.84 0.05 –0.78 0.99 0.99 

XER 0.99 0.93 –0.80 NA –0.95 0.99 –0.88 

IND 0.99 –0.99 –0.93 0.38 –0.80 0.96 0.98 

TUR 0.76 –0.86 –0.82 0.88 –0.78 0.85 0.90 

USA 0.94 0.55 –0.87 0.90 –0.90 0.75 –0.54 

 

2.9.3.2 Electricity demand of world megacities 

Very few researchers have explored the relationship between electricity consumption in 

urban areas like megacities (Kennedy et al, 2015). Electricity is proven to be a strong 

determinant of urbanization (Liddle and Lung, 2014). The cities were selected on the basis of 

Brinkhoff’s database for metropolitan areas available online at 

www.citypopulation.de/world/Agglomerations.html. We assumed each megacity fits inside the 
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half–degree grid. Although, city shape varies place to place, but, to establish a uniform criteria 

for all cities we made this assumption to define a city inside a most populous half–degree grid. 

 

2.9.3.3 Electricity demand flow of megacities for 21st century  

AIM model also provides future data for electricity demands. So, we downscaled the 

future electricity demands using the future GDP data from CGER, NIES datasets (Murakami and 

Yamagata, 2016). Similarly, after calculating GDP/capita in each city, we projected electricity 

demand flow for each megacity for various SSP scenarios. 

  

2.9.3.4 Solar electric footprints of megacities  

After knowing the electricity demands of each megacity, solar electric footprint, area 

needed to provide all energy from solar PV are estimated for each megacity. Solar PV resource 

previously calculated was used to estimate solar electric footprints. After calculating the solar 

electric footprint for each megacity, per–capita solar electric footprint of the corresponding 

megacity (i) is calculated by dividing the solar electric footprint by the population inside the city 

as expressed by Eq. (2.20). 

 

Per–capita solar electric footprint = (౏౥ౢ౗౨ ౛ౢ౛ౙ౪౨౟ౙ ౜౥౥౪౦౨౟౤౪)౟ 

(౐౥౪౗ౢ ౌ౥౦౫ౢ౗౪౟౥ )౟
   (2.20) 

 

2.9.3.5 Roof top areas available with megacities  

Finally, we worked out that how much electricity could be supported by covering the 

rooftops of each megacity. Wiginton et al, (2010) applied geographic information system (GIS) 

and also image recognition techniques to work out the on hand rooftop area for PV deployment 

in eastern Ontario. For solar PV fitting in Mumbai, pretty similar technique with the introduction 

of Building Footprint Area Ratio (BFAR), the ratio of built–up area by a building to total plot 

area is used by Singh and Banerjee, (2015). A methodology similar to the latter was used (Fig. 

2.20) to work out the BFA for each megacity. This involves the data from Atlas of Urban 

Expansion, (2016) with global coverage of 200 cities. Parameters like urban built–up area, urban 

open area, area covered by roads and yearly changes (%) are provided for 1990, 2000, and 2014. 

More details are available at http://atlasofurbanexpansion.org/data. Urban built–up area for 2010 
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is obtained by using the annual change, and this is later subtracted from the area covered by 

roads to have the BFAR for each megacity. The prospective rooftop may be smaller because of i) 

shading from buildings, trees, and PV itself ii) roof area used for like ventilation, and heating/air 

conditioning and iii) roof area not appropriate for PV fixing because of uneven shape. To 

incorporate the influence of such parameters, a value of 0.4 for PV Available Roof Area Ratio 

(PVAR) as reported by Singh and Banerjee, (2015)  was multiplied with BFAR to have the 

actual PV rooftop area available (PVA) as expressed in Eq. (2.21). 

  PVA = BFAR X PVAR      (2.21) 

 

 

Fig 2.20: Scheme for megacities roof–top area calculation for 2010. 
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Chapter 3: RESULTS AND DISCUSSIONS 

 

                   ENERGY 

 

3.1 Temperature effects on solar PV efficiency reductions 

 

Temperature increase increases the internal resistance amount of the solar cells and as a 

result, decreases the output of a system. Temperatures mainly the near-earth surface temperature 

affects the PV system, and eventually decreases the yield of a solar PV system. The sub–sections 

will discuss those factors in detail. 

 

3.1.1 Solar PV module temperature Tm: 

 

The first step towards the calculation of solar PV cell efficiency reductions is the 

calculation of solar PV module temperature (Tm). This is calculated by Eq. (2.2) and outputs for 

long-term mean of Tm are provided in Fig. 3.1. Daily Tm can reach up to 54.18°C and 54.45°C 

during the hot days of July and August in the regions like The Middle East and Sub–Saharan 

Africa when Ambient Temperature (Ta) goes to a maximum of 45.21°C and 44.99°C for same 

days. However, seasonal maximum values for Tm are recorded as 48.85°C and 43.14°C for 

maximum Ta as of 40.4°C and 34.4°C for same regions during the season JJA and MAM 

respectively. Other areas, like parts of USA, South Asia, Southern Africa, and China also bear 

higher values for Tm during MAM and DJF. On the other side region like Australia bears very 

high temperature (~45°C) during the season DJF. Here the Tm reaches up to 53.75°C. For the 

calculations of Tm, we used coefficients (“a” and “b”) for open mounted solar PV schemes which 

are similar to solar parks. In addition, near-earth surface temperature at 2m is considered as Ta 

along with wind speed at 10m is used in the derivation of Tm. 

 

3.1.2 Solar PV cell temperature Tc: 

 

After calculating Tm, we estimated the cell temperature (Tc) using Eq. (2.3), and outputs 

for long-term mean of Tm which are obtained from daily ones, is provided in Fig. (3.2). Most of 
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the researchers used Tm in the calculation of solar PV cell efficiency reductions for the 

temperature. However, as per experimental evidence from National Renewable Energy 

Laboratory (NREL) (King e al, 2004), Tc is a better predictor of such reductions. In addition, the 

solar PV module is sometimes covered with glass plates, etc., and also mounting does affect the 

Tc. Therefore in Eq. (2.3), we used coefficients like ∆𝑇𝑐𝑛𝑑 for open mounted solar PV schemes 

described earlier. Daily Tc goes up to up to maximum 57.18°C and 56.45°C during the hottest 

days of July and August in the areas like The Middle East and Sub–Saharan Africa. The seasonal 

maximum values for Tc are recorded as 49.81°C and 44.04°C for the seasons JJA and MAM 

respectively. Some parts of the USA, Southern America, South Asia, Southern Africa, and China 

also reach higher values for Tc during the same seasons. In contrast, Australia bears very high 

values for Tc (54.92°C) during DJF. To estimate Tc, the value of ∆𝑇𝑐𝑛𝑑 is obtained for an open 

mounted solar PV schemes in addition to the Tm calculated above. 

 

 

Fig 3.1: Long term mean of daily seasonal solar PV module temperature (Tm).  
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Fig 3.2: Long term mean of daily seasonal solar PV cell temperature (Tc).  

 

3.1.3 Solar PV cell efficiency reductions due to the affect of temperature rise: 

 

After estimating Tm and Tc, we used Eq. (2.1) to estimate the final efficiency reductions 

in the performance of solar PV cells due to the temperature increase. Results are in parallel to the 

above mentioned figure where areas undergoing high temperatures are severely affected by 

temperature losses. Daily losses from temperature increase (𝛥𝜂்) are recorded as 12.56% and 

12.43% for Sub–Saharan Africa during the hottest days of July and August respectively. While 

seasonal maximum losses are obtained as 10.1% and 7.9% for JJA and MAM respectively. The 

annual maximum temperature loss is estimated as 5.23%. Similarly, areas in the Middle East, 

South Asia and parts of China also undergo high-temperature reductions. In contrast, Australia 

recorded the highest seasonal losses at 5.79% as shown in Fig. (2.3). Meanwhile, there are also 

areas that have negligible temperature effects include South America, South East Asia, Japan, 

and Turkey, etc.  
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Ta is initially used in this analysis since actual Tc data was not available for a longer time 

at global scale. The values for Ta are taken at 2m height to have a more realistic estimation of Tc 

and to avoid the effects of radiations coming back from the earth surface who are supposed to 

add to the uncertainties (Mildrexler et al, 2011). We believe that our results are more reliable 

however further investigations involving conversion of land surface temperature (LST) to air 

temperature (Ta) followed by calculation of Tc may be explored. 

 

Fig 3.3: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

temperature changes (ΔηT).  

 

3.2 Dust effects on solar PV efficiency reductions 

 

3.2.1 Loss factor for dust reduction (KL): 

 

The solar PV cell efficiency decrease due to dust covers (ΔηD) is directly proportional to 

the dust loss factor (KL) described briefly in section 2.2.2. This factor mainly depends on the PV 

module tilt–angle (Sayyah et al, 2014) as dust particles try to roll on the surface for higher 



94 
 

angles. Therefore, KL for optimum tilt angles (βopt) is calculated by applying a curve fitting 

technique to the experimental data taken from Elminir et al, (2006). The relationship obtained is 

presented in Eq. (3.1) 

y = –0.002*x + 0.245      (3.1)  

Where y is transmittance loss (KL) and x is the tilt–angle. 

Later this equation is applied to global tilt–angles obtained from Jacobson and Jadhav 

(2018) to estimated KL globally as shown in Fig. (3.4) 

 

Figure 3.4: Transmittance Loss Factor (KL) at optimum tilt angles (Jacobson and Jadhav, 2018) 

is calculated globally by applying the curve fitting technique shown in Fig. (2.5).  

 

3.2.2 Solar PV cell efficiency reductions due to the affect of dust deposition 

 

We used AOT mask in Eq. (2.5) to calculate the decrease in solar PV cell efficiency for 

dust deposition for all seasons. The seasonal reductions are provided in Fig. (3.5). It is witnessed 

that Sub–Saharan Africa, The Middle East, a fraction of South America, South Asia, and China 

are badly affected by the dust cover reductions during the whole year. The maximum daily 

efficiency losses are recorded as 12.35%, 17.20%, 15.84%, and 13.53% for the season’s MAM, 

JJA, SON, and DJB respectively in the above regions. However, seasonal reductions are 8.12% 

and 6.01% for JJA and SON respectively. The annual maximum dust loss is estimated as 5.90%. 

On the other hand, fewer efficiency losses (< 2%) are also seen for other parts of the world, 
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which include parts of North America, Central America, Europe, South Africa, and Southeast 

Asia, etc.  

 

Fig 3.5: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

dust (ΔηD).  

We also checked PV module natural cleansing through precipitation. But, cleaning 

through rainfall is not significant in most parts. This is mainly due to the mismatch of dust 

deposition and precipitation timings. In contrast, there may be chances of light precipitation, 

which could have produced a sharp decline in the performance of solar cell by increasing the soil 

particles density by enhancing the adhesive forces that bind the particles more tightly to the 

surface (Paudyal et al, 2016). Therefore, we propose manual cleaning of the solar PV modules to 

improve the outputs. Available dry–cleaning procedures like silicone rubber brushes can offer 

water–free cleaning for solar PV arrays fitted in low–water–availability or desert locations 

(Parrott et al, 2018). Our analysis is in line with Li et al, (2020), who presented about 20% 

reductions for northern Africa and the Middle East, whereas we reported a maximum reduction 

of 17.20% for those areas. The variation may be due to the difference in study years and the data 

sets etc. Also, Schill et al, (2014) reported dust-related efficiency losses of >13% for Gran 
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Canary Island, Morocco. Our results for the same region show the mean seasonal efficiency 

reduction reaching 11%; however, daily losses are higher. 

 

3.3 Snow effects on solar PV efficiency reductions 

3.3.1 Seasonal snow depths 

 

In colder climates, snow covers are among the prominent factors affecting solar PV cell 

efficiency by reducing transmittance. Daily snow depths (Sdp) are calculated from SWE, SCF, 

and snow density (ρ) using Eq. (2.6). Observation-based SWE data is used in our analysis which 

does account for daily sdp changes due to melts. Further, snow melts due to PV surface and 

sliding due to higher tilt–angles are provided with mass balance equation in section 2.2.2.3. 

 

Fig 3.6: Long term mean of daily seasonal snow depth accumulated on top of solar PV modules.  

 

Long term mean of daily seasonal snow depths in cm is provided in Fig. (3.6). it is seen 

that DJF has the maximum snow followed by MAM, where snow from previous months uses to 

stay for longer times due to higher temperatures. These higher snow depths (>10cm) are 



97 
 

witnessed for upper northern hemisphere includes Canada, Russia, Europe, and parts of the USA, 

China, and South Asia. It is also seen that the Himalayas, the upper part of Canada, and Russia 

are covered with thick snow throughout the year. Mild snow depths around 2cm are recorded for 

these regions during JJA and SON. In contrast, these snow covers are washed away for most 

regions in Europe, the USA, Canada, and China during higher temperature seasons like JJA and 

SON.  

 

3.3.2 Solar PV cell efficiency reductions due to the affect of snow covers 

The daily mean seasonal reductions in solar PV cell efficiency for snow covers are 

calculated using the algorithms provided in Eq. (2.7) & (2.8) respectively. The results (Fig. 2.9) 

of the curve–fitting for snow efficiency losses are calculated for transmittance, and snow depth 

and. This curve–fitting technique yielded a rational R2 value of 0.91 and is expected to improve 

if more data points were available. The scarcity of fewer data points available was due to the 

reason that the experiment is done for just two winter seasons and no consistent data was 

reported during the seasons. Fig. (2.9) also verifies that even a very smaller snow depth (~1 cm) 

can reduce the efficiency by 50%. This is due to the reason that snow depth’s effect on 

transmittance/loss of sunlight is too rigorous.  

The results of daily seasonal snow efficiency reductions are provided in Fig. (3.7). it is 

seen that snow is the most dominant efficiency limiting factor among others. Mostly Canada, 

Russia, and the Himalayas have higher snow efficiency losses for MAM and DJF as solar PV 

modules are supposed to be under heavy snow covers throughout the seasons. The higher 

snowfall occurs during DJF and almost whole of the areas inside the upper northern hemisphere 

for Canada, Greenland, Russia, Europe, and the USA are covered by snow. Most of these areas 

have no power output as transmittance is totally blocked. This is in line with the Perovich. (2007) 

mentioning zero/no light transmittance for snow covers more than 12 cm. We don’t recommend 

solar PV installations in those areas unless some snow removal technology is installed or any 

manual cleaning is possible. Though, lower parts of the USA, Canada, Europe, Russia, China, 

and Japan have a lesser amount of snow, where the annual losses go up to 20.1% maximum. 

Also, quite similar snow efficiency reductions are seen for the MAM as last season (DJF) snow 

stays in most of the areas. More or less, due to higher temperatures, it melts down in JJA, except 

Greenland, Antarctica, Himalayas, some parts of Canada, and Russia. Due to non–availability of 
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a global study on snow efficiency reductions, we compared our results with the existing regional 

study. During the winter season of 2010–11 and 2011–12, Marion et al, (2013) investigated PV 

module energy loss for snow in Colorado and Wisconsin, USA. They reported a maximum 

efficiency loss of 90%. Our findings for the Wisconsin area for DJF have a similar range of snow 

efficiency losses of 80 ̶ 90%. 

 

Fig 3.7: Long term mean of daily seasonal solar PV efficiency reductions due to the effect of 

snow covers (ΔηS).  

 

3.4 Effects of geomorphologic parameter on Solar PV power output 

 

3.4.1 Optimal Tilt angles 

The power output of a solar PV system is the maximum at βopt. Those angles are obtained 

from Jacobson and Jadhav, (2018) and presented in Fig. (3.8). It is seen that βopt varies along the 

latitude. It increases while moving away from lower latitude and approaches zero or minimum at 
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the equator. The maximum angles (>30°) are recorded in the upper northern hemisphere, while 

lower angles (~10°) are seen for lower latitudes for optimum power generations. 

 

 

Fig 3.8: Global optimum tilt–angles (βopt) taken from Jacobson and Jadhav, (2017). Higher tilts 

are observed for regions away from latitude.  

 

3.4.2 Effective power ratio 

 

The effective power ratio is calculated to see the difference between normal power and 

the optimum one. Normal power is calculated for solar PV modules at the horizontal surface, 

while optimum power is calculated at βopt. The results are presented in Fig. (3.9) and it is seen 

that along the lower latitude, the effective power ratio is a bit lower in comparison to the upper-

middle latitude where there is more increase in the effective power ratio for some of the areas 

due to higher βopt.     

 

Fig 3.9: Global effective power ratio calculated for βopt.  
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3.5 Effective power (Peff) 

 

3.5.1 Performance ratio 

Performance Ratio (PR) is defined as the fraction of actual estimated power (PA) to the 

theoretical power (PT). Individual solar PV cell efficiency reductions along with tilt angle 

variations are included to calculate the theoretical power, and PA is divided by PT to see the 

final PR available with the solar PV panels globally. The result for all seasons is presented in 

Fig. (3.10). It is seen that the PR at each place varies with the season as well as for geographical 

position. Mostly, the area from 30°N to 60°S show quite high values for PR for all seasons. It 

includes western America, South America, South Africa, Parts of South Asia and Southeast Asia, 

and Australia with PR values of more than 90%. These areas have some reductions due to the 

temperature changes as well as dust deposition. In contrast, areas in the upper northern 

hemisphere containing Canada, Europe, Russia, and the Himalayas have the least or zero PR 

values as they receive heavy snow during DJF and MAM which stays with some areas for longer 

time periods. Also, parts of China, South Asia, The Middle East and Japan show PR values range 

from 80–90% due to combining effect of snow, dust, and temperature changes. 

 

Fig 3.10: Final performance ratios (PR) calculated from all individual corrections and optimum 

tilt–angles. 
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3.6 Final solar PV resource  

 

3.6.1 Actual estimated seasonal solar PV resources  

 

Fig 3.11: Global seasonal solar power resource in W/m2. A solar cell efficiency of 15% is 

considered for final power output.  

 

After incorporating losses from temperature, snow and dust, equation Eq. (2.9) is then used to 

calculate the 𝜂௙ on global scale. These daily solar cell efficiencies, along with PR values are then 

99 used in Eq. (2.10) to calculate final solar PV resource available globally for each season. The 

results are presented in Fig. (3.11). The most efficient continental locations comprise of western 

America, Sub-Saharan and South Africa, Middle East and Australia with annual PV resource is 

more than 30W/m2 .This pattern is generally in line with the prior assessment of solar PV power 

potential emphasizing temperature and wind corrections etc. (Adeh et al, 2019). Some other 

areas counting South America, South Asia, and Southeast Asia also contain a rational amount of 

PV resource ranging from 20-30W/m2. In contrast, Russia, Canada, Europe, Russia, and 

Himalayas have the least or even no power output in DJF and MAM mostly due to thick snow 
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covers and less incoming SWR because of their geographic location. Significant solar cell 

efficiency drops are also seen for Sub-Saharan Africa, Australia, The Middle East, India, and 

Eastern China because of higher temperature and dust effects, however they still have plentiful 

power potential because of higher incoming SWR.  

 

 

3.6.2 Actual estimated annual solar PV resources 

Seasonal solar power resource at each place is averaged to know the annual solar PV 

resource globally. This is presented in Fig. (3.12a). It is seen that areas from the equator to Mid 

Latitudes in the South (50°S), as well as Mid Latitudes in the North (40°N), bear the highest 

power, >30 W/m2. In addition, in the higher altitudes, containing parts of the USA and China 

also have a reasonable solar PV resource (~35 W/m2). In the upper Northern Hemisphere, a 

lower solar PV resource of less than 20 W/m2 is seen due to snow cover reductions in MAM and 

DJF as well as less incoming solar irradiance. The solar PV resource does vary along the 

latitudes and such seasonal and mean variations are shown in Fig. (3.12b). The lowest solar 

resource is seen for upper Northern Hemisphere for DJF shown by the red line, which is mainly 

due to thick snow covers. However, this resource is the maximum in the Southern Hemisphere. 

Likewise, for the Upper Northern Hemisphere, the maximum solar resource, 44.12 W/m2 is seen 

for JJA due to fair weather and less snowfall.       

 

Annual reductions in the theoretical power output along latitudes is seen due to the effect 

of temperature changes, dust and snow covers ,and are presented in Fig. (3.12c), (3.12d), and 

(3.12e) respectively. For temperature corrections, the maximum reduction is seen as 10.1% near 

the equator and attributed to the higher temperatures during MAM and JJA for Sub–Saharan 

Africa and the Middle East. For dust covers, the maximum reduction is seen as 8.12% for Sub–

Saharan Africa and the Middle East. Snow covers have the most reductions among all other 

limiting factors, and it is estimated that about 20.1% theoretical power output is reduced in the 

Upper Northern Hemisphere. These final solar PV resource maps provide an insight of individual 

and the combined impacts of efficiency limiting factors, and one can see a better picture of 

which area is affected the most by these factors.  
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Fig 3.12: a) Global annual solar power resource (W/m2) obtained by adding seasonal mean 

power resources. b) Variation of actual estimated seasonal and annual mean power resource 

along with the latitude c) Annual reductions in the mean power output along latitude due to the 

temperature affects d) Annual reductions in the mean power output along latitude due to the dust 

affects e) Annual reductions in the mean power output along latitude due to snow covers.  

 

3.7 Validation of final power output 

 

3.7.1 Global solar power plants output comparison 

We compared our estimated solar PV resource with existing solar power plants globally. 

The validation data is taken from the Open Street Map (OSM) contribution, namely Wiki–Solar. 

This dataset comprises various global solar PV projects. It includes information like power 
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production (MW), geo–coordinates, the total area of a solar PV module (km2), and the whole 

area covered by solar PV power plant (km2), etc. Further details are available at https://wiki–

solar.org/data/. We used 1374 globally existing solar PV power plant data for verification of our 

results. The location of these power plants along with the generation capacity is shown in Fig. 

(3.14a). From that map, it is obvious that we have a plentiful number of validation points for 

those regions affected by meteorological limitations like temperature, snow, and dust covers.  

 

Fig 3.13: Scatter plot between observed power and the actual estimated power for all solar power 

plants globally. The coefficient of determination (R2) is 0.787 while RMSE obtained is 17.12.  

The comparison of observed and actual estimated power in Fig (3.13) shows quite a 

rational value of 0.787 for the coefficient of determination (R2). This means the performance of 

our analysis is satisfactory. However, few of the power plants show a large differences, which is 

mainly due to the approximation of cell efficiency value. The cell efficiency is a function of 

material type. Since we do not have any such information; therefore, we used a harmonized 

value (15%) for all power plants. However, companies like Sunwaypv 

(https://www.sunwaypv.com/products) and Panasonic (https://panasonic.net/lifesolutions/solar/) 

claim higher values as 20.8% and 20.30% respectively. 

 

3.7.2 Validation of regional solar power plants outputs  

We also assessed the performance of our models for global nine regions as shown in Fig. 

(3.14b). Regions are selected based on their contribution to the global solar PV power generation 
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as well as those affected by various meteorological parameters. The 1st region (North America) 

contains The United States and Canada. Thick solar PV power plants are located in this region, 

where some of them are affected by the snow covers and very few with dust and temperature. 

The R2 value of 0.86 shows quite a good performance of our estimation in the region. Region 02 

(Europe) contains most solar power plants from France, Italy, and Spain, etc. Almost all of them 

are affected by snow covers and a few by dust deposition etc. Here, the performances of our 

models are rational, R2= 0.69. Almost all meteorological factors like snow, dust, and temperature 

affected region 3 (China), where a good R2 value of 0.69 is recorded. The region 4 contains 

Japan only, and mostly it is affected by snow covers. R2 value of 0.75 shows better performance 

of our models in this region as well. Some differences are seen between observation and our 

estimation, and it seems that Japan is using higher cell efficiency as compared to our assumed 

one (15%). Among all, the region 5, Central America shows the best value of R2 =0.87 as the 

region is surrounded by winds, causing the temperature to drop as well as areas with less 

snowfall and dust covers. A higher R2 value of 0.83 is also recorded for Sub–Saharan Africa and 

the Middle East (region 6), where most of the reductions are due to dust and temperature 

increase. Likewise, in India and Pakistan (region 7) and parts of South America (region 8), 

power plants are affected by dust, and some temperature increase with a rational R2 value of 0.76 

and 0.85 respectively. Lastly in region 9 (South Africa and Australia), power plants are mainly 

affected by temperature increase, where our models show the lowest value for R2=0.61 among 

others.   

It is seen that performance of our models are quite good in almost all of the regions 

except Europe and China where few solar power plants are mostly affected by snow coverings. 

Hence, the reason can be mainly attributed to the performance of the snow model in those 

regions. As mentioned before, a curve fitting technique is applied for snow efficiency reductions, 

which may not be performing up to the mark as fewer number of data points were available from 

the experimental study (Perovich. 2007). Similarly, for temperature–related efficiency 

corrections, we used the earth’s surface temperature at 2m height to calculate the Tc due to the 

non–availability of the global dataset for solar cell temperature. This may cause a minor change 

in the results, as the satellite–based temperature records are affected by existing structures and 

topography (Wan. 1999). Moreover, some of the power plants may have a cooling system during 

high temperatures in addition to manual/automatic cleansing which could lead to improve power 
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generations during heavy snow and dust covers. Lastly, Solar PV cell efficiency is an important 

contributor towards the final power output; most of the power plants in the developed regions 

like Europe, USA, China, Australia and Japan, etc are believed to be using higher efficiencies as 

compared to our assumed one which can cause underestimation of our results in those regions as 

well. 

 

Fig 3.14a): Locations of existing solar power plants used in our validation, and taken from 

Wiki–Solar dataset. b) Scatter plot between observed power and the actual estimated power for 

global nine regions based upon their contribution to the total generation from solar PV. 
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3.8 Uncertainty analysis 

3.8.1 Solar PV cell type 

We used c–Si modules in our analysis because of the highest share in the market and the 

highest efficiency among all available solar cell materials commercially available. Though, 

bearing relatively similar characteristics, Polycrystalline silicon (p–Si) as well as another kind of 

technologies like the thin–film which includes cadmium telluride (cdTe) and amorphous silicon 

(a–Si) are also promising because of being less expensive as it uses fewer materials (Vrielink et 

al, 2012). In addition to cell efficiency, thermal resistances indicated by a power–temperature 

coefficient (dη/dT)of the entire cell types presented above are different. For p–Si and a–Si, it is 

reported as –0.4%/°C and –0.26%/°C respectively (Dubey et al,, 2012). While, cdTe has a lower 

value of –0.2%/°C (Strauss, 1977) as compared to others. With varying efficiencies like above, 

we checked the solar PV efficiency variation for all cell types. The results have shown some 

improvement in terms of R2, and maximum value of 0.769 is observed for cdTe cell having the 

maximum resistance to the temperature changes for cell efficiency of 17%. In addition, we also 

proposed four virtual cells (VC1–VC4) with intermediate resistance to the temperature changes 

as compared to the normal cells. Their performance is someway close to the normal ones and a 

maximum R2 value (0.769) is seen for virtual cell (IV) for cell efficiencies 17%, 18%, and 19%. 

3.8.2 Solar PV cell efficiency 

As stated earlier, for c–Si PV modules, we used a constant value of solar cell efficiency 

of 15% in the analysis. However, significant improvement in terms of solar PV cell efficiency is 

recently claimed by various manufacturers. Likewise, for commercial usage, Tyagi et al, (2013) 

reported the efficiency claimed by the c–Si PV modules manufacturer normally lies between 

15% and 17%. As reported by Green et al, (2003) c–Si PV modules bear a cell efficiency of 

20%, while Sampaio and Gonzalez (2017) reported a lower efficiency of 13%. Therefore, we 

performed a sensitivity analysis by using the varying efficiency (12%–20%) to see how it might 

affect the final outputs. The results in the shape of a heatmap are presented in Fig. (3.15). It is 

seen that cell types with higher resistance to temperature and high efficiencies have higher R2 

values. CdTe and VC–4 show the maximum values as 0.769 for 18% and 19% cell efficiency. 
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Fig 3.15: Heat map for R2 values for varying cell efficiencies and available four cell types. In 

addition, we introduced four virtual cells (VC1–VC4) between the normal cells based upon 

temperature resistance coefficients.  

 

3.8.3 Changes in Solar PV optimum tilt–angles 

Both solar PV cell efficiency losses from dust and snow covers are proportional to the 

tilt–angles. Higher tilt–angle offers to roll of dust particles and helps to slide of falling snow. In 

our analysis, we used optimum tilt–angles to calculate such effects on power output. However, 

due to site conditions or topography, there are chances that such angles are not fully adopted. 

Therefore, we did the uncertainty analysis to check whether and how much it affects our results 

in terms of R2. We selected four additional positions (–5°, –2.5°, +2.5°, and +5°) in accordance 

with the optimum tilt–angles. The results show variations in terms of R2 values which decreases 

for lower angles (–5° and –2.5°) and slightly improved for higher tilt–angles (+2.5° and +5°) due 

to the changes in dust and snow loss factors. A maximum R2 value of 0.795 is recorded for 

maximum tilt–angle change (+5°) for cdTe, while the lowest is 0.774 at the lowest angle change 

(–5°) for c–Si solar cell type (Fig. 3.16a). Similarly, a regional heatmap in Fig. (3.17) 

demonstrates the variations on the regional basis. 

3.8.4 Data source 

The results are also verified and cross–checked using different data set to see how it 

affects the output. For this purpose, WATCH Forcing Data applied to ERA–Interim reanalysis 
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data (WFDEI) is used. The temporal and spatial resolution of WFDEI is the same as that of 

GSWP3, for example, 0.5 º and daily from 2001–2014. The details of the data set can be seen 

from Weedon et al, (2014). The final output using the new forcing data set is compared with that 

of the output from GSWP3 and presented in Fig. (3.16b). It is seen that a high R2 value =0.99 

exists between the power outputs of both datasets. Hence, it provides satisfaction overusing the 

GSWP3 data set with no considerable change by moving to another data set. 

 

 

 

Fig 3.16a) Heat map for R2 for changing tilt–angles in comparison to optimum ones for four cell 

types. b) Scatter plot for final power output for GSWP3 dataset and WFDEI dataset. A rational 

R2 value of 0.99 is obtained between both of them. 
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Fig 3.17 Regional heatmap for R2 values for changing tilt–angles in comparison to the optimum 

ones for four cell types. 
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3.9 The economic analysis of solar PV electricity  

 

3.9.1 The cost of PV electricity for centralized scheme  

 

The global gridded cost of the centralized scheme is provided in Fig. (3.18) using the 

relationship provided in section 2.6.2. The estimates show that cost is lower in areas with higher 

technical potential or good solar resources. The cost is lower (<0.08$/KWh) in areas like Eastern 

USA, Western South America, Sub–Saharan Africa, the Middle East, parts of China, and 

Australia as they have reasonable solar resource. These areas if containing a bigger population 

with higher electricity demands can be provided with big solar parks to fulfill their electricity 

demands. Likewise, Western USA, Eastern North America, South Africa, South Asia also has a 

fair cost for solar PV installation, ~0.12$/KWh. The costs are somehow higher (~0.135$/KWh) 

for parts of the Middle East, Western China, India, and Japan due to less technical potential of 

solar PV. Other areas like Europe, USSR, and Canada have a very high cost and not in 

competition with conventional energy technologies.     

 

Figure 3.18: Grid-scale spatial distribution of the centralized solar PV electricity generation 

costs at a global scale for 2015 

 

3.9.2 Cost supply curves of PV electricity for centralized scheme  

In addition to the gridded electricity estimates, cost supply curves for main regions are 

also drawn and presented in Fig. (3.19). At a global level as well as for world-main regions, the 
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figure contains the technical potential (PWh/yr) in association with their electricity production 

costs for solar PV. Australia has the maximum potential, approaching 50 PWh/yr, while Sub-

Saharan Africa has the least cost, 0.065$/KWh among all other prominent regions. Quite close to 

Australia, Northern Africa also show a lower cost, 0.07$/KWh with a large potential of 47.9 

PWh for 2015. In addition, Other Africa has more potential with lower costs. While other regions 

show very small potential and higher costs. Europe has the least potential, 3.25 PWh, and a 

higher cost of >0.235 USD for the same year. For decentralized schemes, the cost–supply curves 

are similar; however, the supply is about 50 times less. The most attractive regions concerning 

the techno–economic potential of PV electricity include Northern, and Southern Africa, the 

Middle East, and Oceania. Where an amount of electricity is equivalent to the current world 

electricity consumption and can be produced at costs below 0.065$/kWh.  

 

Figure 3.19: Global and regional cost–supply curves for centralized PV scheme for 2015. The 

Northern Africa has the least cost while Australia has the maximum solar PV potential, 

 

3.9.3 The cost of PV electricity for decentralized scheme  

 

The global gridded cost of the decentralized scheme is also calculated and provided in 

Fig. (3.19). The estimates show that cost is lower for most areas with good technical potential, 

The cost is lower (~0.09 $/KWh) in areas like the USA, South America, Sub–Saharan Africa, 
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South Africa, the Middle East, Southeast Asia, and Australia. In these regions, Western USA, 

South Asia, Western China, and Japan have big urban population clusters which can be provided 

with centralized solar PV system to fulfill their electricity demands. In contrast parts of China, 

Russia, Europe, and Canada have higher PV costs (>0.20 $/KWh) due to less available solar 

resources. But still, they can be used for small-scale levels like charging small devices, running 

small motors for pumping, etc.  

 

Figure 3.20: The global grid-scale spatial distribution of decentralized solar PV electricity 

generation costs. 

 

3.10. Summary and conclusions for solar PV cost analysis 

 

In this research, we have examined the theoretical, geographical, and techno–economic 

potential of solar PV electricity globally and regionally as well. Globally, the technical potential 

of both centralized (On–grid) and decentralized (Of–grid) PV schemes is estimated at a value of 

~4.02× 102 PWh/yr, or about 21.9 times the current global electricity consumption. For most 

areas, 95.2% consists of a centralized PV schemes. For a cut–off price of 0.4 $/ kWh, the present 

technical potential is around 3.9× 102 PWh/yr. The current global electricity consumption can be 

produced at prices around 0.130 $/kWh. It should be kept in mind that this number does include 

costs involved in grid–connection, transmission, and distribution but not the storage costs. The 

solar PV potential greatly depends on the existing area for its fixation, which at a regional scale 

can be smaller than 1% of the overall area, and the conversion rate (efficiency) of PV cells, and 
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the PR value of a PV system. Depending on potential growth in technology development, i.e., an 

improvement in the PV cell conversion efficiency or an increase in the PR values of PV scheme, 

the technical potential of an On–grid PV schemes may increase with a factor twice as of current. 

Likewise, the technical potential of the decentralized scheme may even boost because of an 

amplified rooftop area. It is also approximated on the basis of likely future price reduction that it 

may become feasible to produce the required consumption at a cost competing for the 

conventional energy technologies. This would involve that regions like Sub–Saharan and 

Northern Africa, the Middle East, and Australia would produce and export huge amounts of 

electricity. Though, it will involve the high transmission and infrastructural costs which may be 

estimated carefully to have a real picture of the economic potential of solar PV electricity. 
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Chapter 4: RESULTS AND DISCUSSIONS 

 

                   WATER 

 

4.1 Water Scarcity 

 

4.1.1 WTA for H08 

WTA provides the map of water scarcity on a global level for various stress limits. Fig. (4.1) 

shows the output for the H08 model for GCM HadGEM2–ES and MIROC5 along with their 

ensemble mean. All of them shows quite similar trends, where parts of the USA, Europe, Sub–

Saharan Africa, The Middle East, South Asia, and China show severe scarcity. Similar areas 

have higher proportions of higher stress regions as well. All of these have more withdrawals in 

comparison to the available freshwater resources. However, in comparison to stressed areas, 

there are many areas (blue ones) with no or zero scarcity as well. The areas with a white color 

contain regions with no population.  

 

Fig 4.1: Water scarcity maps obtained while using WTA for H08 model along with two GCMs, 

HadGEM2–ES and MIROC5. The ensemble mean is also calculated for both GCMs.  
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4.1.2 WTA for WATERGAP2 

WTA provides the map of water scarcity on a global level for various stress limits. Fig. 

(4.2) shows the output for the WATERGAP2 model for GCM HadGEM2–ES and MIROC5 

along with their ensemble mean. GCM MIROC5 has more scarcity however, mostly they show 

quite similar trends, where parts of the USA, Europe, Sub–Saharan Africa, The Middle East, 

South Asia, and China show severe scarcity. Similar areas have higher proportions of higher 

stress regions as well. All of these have more withdrawals in comparison to the available fresh 

water resources. However, in comparison to stresses areas, there are many areas (blue ones) with 

no or zero scarcity. The areas with no or least population are shown with white color.  

 

Fig 4.2: Water scarcity maps obtained while using WTA for WATERGAP2 model along with 

two GCMs, HadGEM2–ES and MIROC5. The ensemble mean is also calculated for both GCMs.  

 

4.1.3 People under various stress limits 

 

4.1.3.1 H08 

Since from WTA, we have grid-wise population under various stress limits on a global 

scale. Then using AIM regional raster map, we aggregated the population in each region to see 
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the number of people under various stress limits in each region for the H08 model and shown in 

Fig. (4.3). For Low-stress limits, most of the population in each region falls in this category. For 

medium stress, maximum peoples are recorded for Europe, China, India, and the Rest of 

Southeast Asia regions. A similar situation is seen for high-stress limits. While for severe stress 

limits, regions like China, India, the Middle East, and the Rest of Latin has a bigger population. 

The numbers are recorded 235.5mill, 140.2mill, 78.59mill, and 77.59mill respectively. Similar 

regions have 120.7mill, 70.8mill, 18.2mill, and 25.59mill population under the High-Stress 

situation as well. 

 

Fig 4.3: Population (numbers) under various stress limits for the ensemble mean of H08 for AIM 

regions globally.  

 

4.1.3.2 Percentage population under stress levels for H08 

After calculating the population under various stress limits in each AIM region, we 

checked their percentage in association to the total population in a region for the H08 model and 

shown in Fig. (4.4). For Low-stress limits, almost more than 40% of the total population in each 

region falls in this category. For medium stress, about 10–20% of the total population is seen for 
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USA, Europe, China, Middle East, and Australia, and New Zealand. While other regions have 

less than 10% of their total population under this stress limit. About 10–20% of the total 

population of Europe and Turkey falls in high stress limit category. For severe-stress limits, 

regions like The Sub–Saharan Africa, and The Middle East has 30–40% of total population in 

this category; the USA, South America, and Russia have 20–30%; however, Canada, Europe, 

China and India have 10–20% of the total population under severe limits. While other regions 

have 0–10% of their total population under this stress limit 

 

Fig 4.4: Percentage of population (%) with respect to the total population under various stress 

limits for the ensemble mean of H08 for AIM regions globally.  

 

4.1.3.3 WATERGAP2 

Like the H08, we also applied WTA to know the grid-wise population under various 

stress limits on a global scale. This number is aggregated to AIM regions to see the number of 

people under various stress limits in each region for the WATERGAP2 model and shown in Fig. 

(4.5). For Low-stress limits, most of the population in each region lies in this category. For 

medium stress, maximum peoples are recorded for Europe, China, India, and Rest of South and 
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East Asia regions. A similar situation is seen for high-stress limits. While for severe-stress limits, 

regions like The USA, South America, Europe, Sub–Saharan Africa, South Africa, The Middle 

East, China, India, and the Rest of Southeast Asia has a huge population. The statistics are quite 

similar to that of the H08. 

 

Fig 4.5: Population (numbers) under various stress limits for the ensemble mean of 

WATERGAP2 for AIM regions globally.  

 

4.1.3.4 Percentage population under stress levels for WATERGAP2 

After calculating the population under various stress limits in each AIM region, we also 

checked their percentage in association to the total population in a region for WATERGAP2 

model and shown in Fig. (4.6). For Low-stress limits, almost all regions except Sub–Saharan 

Africa, more than 50% of the total population falls in this category. For medium-stress, about 

10–20% of the total population is seen for USA, Europe, China, Middle East, and Australia and 

New Zealand. While other regions has less than 10% of their total population under this stress 

limit. About 10–20% of the total population of USA, Sub–Saharan Africa, Turkey, Other Asia, 

China and Australia, and New Zealand falls in the high-stress limit category For severe stress 
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limits, regions like Sub–Saharan Africa has 40–50% of the total population; The Middle East has 

30–40% of the total population; USA, South America and Russia has 20–30%; Canada, South 

America, India, and China has 20–30%; however, Russia, Europe, the Rest of South and East 

Asia, and Australia and New Zealand 10–20% of the total population under severe-stress limits. 

While other regions have 0–10% of their total population under this stress category. 

 

Fig 4.6: Percentage of population (%) with respect to the total population under various stress 

limits for the ensemble mean of WATERGAP2 for AIM regions globally.  
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4.2 Electricity generation 

 

4.2.1 Thermoelectric Power Plants 

Globally 80% of electricity is supplied by the TEPPs. Therefore we considered their four 

major kinds including Coal, Oil, Gas, and Nuclear based upon their contribution to the total 

generation by fossil-fuelled power plants. As of 2015, the maximum contributions for Coal 

power plants are seen in the total generation, which is 9.59X106 GWh, equals 52% of the total 

generation. While the least one, 4.83% is for Oil power plants. The distribution of TEPPs is 

available in Fig. (4.7) where it is seen that most of the Gas fuelled plants are located in China, 

India, and Russia. In contrast, Coal fuelled plants are available in the USA, South America, and 

The Middle East. While Oil fuelled plants are in the USA, Europe, and China. Water 

withdrawals by such plants are highly dependent upon their generation technology, and cooling 

types. Thus such distributions are supposed to highly affect the regional water withdrawals to 

cool the TEPPs.       

 

Fig 4.7: Geographic location of all TEPPs (Coal, Oil, Gas and Nucl) as obtained from World 

Resources Institute (WRI. 2018). 

 

4.2.2 Electricity demands by TEPPs 

We used TEPPs database provided by WRI (WRI. 2018) for the first time to model the 

electricity consumptions for AIM regions using the methodology provided in section 2.7. The 

results are presented in Fig. (4.8). It is seen that regions like China, The USA, and Europe are 

generating more electricity from TEPPs, which are 13.40EJ, 12.35EJ, and 7.22EJ respectively. 
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While, regions like Rest of Asia, Brazil, Turkey, and Canada are generating least powers from 

TEPPs which are 0.46EJ, 0.54EJ, 0.69EJ, and 0.87EJ respectively.  

 

Fig 4.8: Electricity demands for AIM regions by TEPPs (Coal, Oil, Gas and Nucl).  

 

4.2.3 Comparison of electricity estimates with literature 

Electricity generation by our methodology using WRI dataset (WRI. 2018) is then 

compared with the existing estimates from AIM model. The results are presented in Fig. (4.9). 

Scatter plot shows quite high R2 value (0.931) between our estimate and AIM model outputs. 

This shows satisfactory performance of our methodology and high global coverage (>80%) of 

WRI. (2018) database for TEPPs as claimed by their developers.  

 

Fig 4.9: Scatter plot between electricity generations by our method with the AIM model outputs. 

A rational R2 value= 0.931 shows higher coverage of our database globally. 
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4.2 Water withdrawals 

 

4.2.1 Cooling water for TEPPs 

Using the above electricity generation estimates, and WUI for each cooling technology 

type, we calculated water withdrawals by TEPPs for each AIM region. The methodology has 

already been provided in section 2.7.3. The maximum cooling water withdrawals (CWW) are 

seen for the USA, China, Europe, Russia, and India, which are 218.4Km3, 131.78 Km3, 

83.3Km3, 79.84Km3, and 56.11Km3 respectively. Most electricity generation was seen for China, 

but, interestingly, more CWW are witnessed for the USA. There are two main reasons, first is the 

cooling technology type which uses different WUI, and second is the seawater shares, which 

vary among both countries. More power plants from coal and oil are witnessed for the USA, 

while, China has gas power plants the most. Such differences are making the variations in the 

CWW among these two regions. Likewise, the lowest CWW are seen for regions like the Rest of 

Asia, Brazil, Australia and New Zealand, North Africa, Other Africa, and Canada, which are 

1.76 Km3, 3.68 Km3, 3.82 Km3, 4.86 Km3, and 4.89 Km3 respectively.    

 

Fig 4.10: Water withdrawals (Km3/yr) while generating electricity by TEPPs for AIM regions 

using the WRI database.  

 

4.2.2 Comparison of water withdrawal estimates with literature 

The CWW estimates for electricity generation are very scarce. Food and Agriculture 

Organization (FAO) provides some country statistics, but it is for total IWW, not the CWW by 
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the TEPPs. In addition, the data is scarce, not covering too many countries, and temporal 

resolution is not harmonized as well. Recently, there is one global study by Huang et al, (2017), 

who calculated the CWW by using some downscaling methods. Therefore, we compared our 

methodology with that study. The results are presented in Fig. (4.11). The scatter plot shows a 

quite high R2 value (0.942) between our estimate and those by Huang et al, (2017). This shows 

an adequate performance of our methodology and high global coverage of WRI. (2018) database 

for TEPPs. 

 

 

Fig 4.11: Scatter plot between electricity water withdrawals (Km3/yr) by our method with Huang 

et al, (2017). A rational R2 value= 0.942 is obtained between both studies. 
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Chapter 5: RESULTS AND DISCUSSIONS 

 

                   ENERGY–WATER NEXUS (EW–nexus) FOR FUTURE 

SUSTAINABILITY 

 

5.1 Future solar PV resource 

 

Similar to the current analysis, future solar PV resources are calculated in the same 

manner at a global scale. It should be kept in mind that cell efficiency is changing (improving) 

with time, however, to have a comparison for current and future resources; it is kept constant 

with time. The daily mean annual solar PV resource for 2050 and 2100 is presented in Fig. (5.1). 

For all SSPs and RCPs, the most efficient continental locations consist of western America, Sub–

Saharan and South Africa, The Middle East and Australia with annual PV resources are more 

than 300W/m2. This pattern is generally in line with the earlier assessment of solar PV power 

potential (Adeh et al, 2019). Some other areas counting South America, South Asia, and 

Southeast Asia also contain a rational amount of PV resource ranging from 20–30W/m2. On the 

contrary, Russia, Canada, Europe, Russia, and the Himalayas have the least or even no power 

output in DJF and MAM mostly due to thick snow covers and less incoming SWR because of 

their geographic location. Significant solar cell efficiency drops are also seen for Sub–Saharan 

Africa, Australia, The Middle East, India, and Eastern China because of higher temperature and 

dust covers; however they still have plentiful resources because of higher incoming SWR.  

The difference of current and future solar PV resources is also calculated for all SSPs and 

RCPs and presented in the bottom of Fig. (5.1). For SSP1–RCP2.6, most areas have shown a 

reduction in the total resource. They include Sub–Saharan Africa, The Middle East, Europe, 

USSR, and Australia, etc. A maximum decrease of 6.23% is seen in Europe due to the climate 

change impact. However, some regions like South America, South Africa, parts of China, and 

Australia have also shown an increase (5.91% max) in the solar PV resource. Similarly for 

SSP2–RCP4.5, regions like South and North America, Sub–Saharan Africa, The Middle East, 

Europe and USSR, etc have witnessed a decrease in the solar PV resource. A maximum decrease 

of 6.41% is seen in Europe. While parts of South Africa, India, USSR, and Australia have shown 
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an increase in the solar PV resource, and a maximum of 5.79% is seen for Europe. Lastly, the 

variation in the solar PV resource for SSP3–RCP.0 is observed quite similar to the SSP1–

RCP2.5. Where, an increase of solar PV resource is noted for South and North America, South 

Africa, India, parts of China, and Australia. While, a drop in solar PV resource (6.78% max), is 

also observed for parts of North America, Europe, USSR, and China, etc. These future estimates 

provide an insight that how important and prominent is climate change impact in the assessment 

of solar PV resources.  

 

Fig 5.1: Future solar PV resource (W/m2) and difference (%) of current and future PV resources 

for various SSP and RCP scenarios.  

 

5.2. Future water withdrawals for BAU scenarios 

AIM model outputs for various SSP and RCP scenarios are used as a representative of the 

BAU scenario. Using the similar methodology, provided in section 2.7.3, CWW are estimated 

for the future (2050 and 2100) for all such SSPs and RCPs. The outputs for all corresponding 

scenarios are presented in Fig. (5.2).  
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Fig 5.2: Future water withdrawals (Km3/yr) for the BAU case for various SSP and RCP 

scenarios.  

For almost all scenarios, the maximum CWW are seen for the USA, China, Europe, 

Russia, and India, etc. due to their higher electricity demands. For SSP1–RCP2.6, a maximum 

CWW of 438.07Km3 and 626.14Km3 a year are seen for Europe for 2050 and 2100 respectively. 

Moving from 2050 to the end of the century, an increase in CWW is seen for Europe and the 

USA, whereas, a decrease in CWW is noted for the Rest of Asia and China, mainly attributed to 

the technological shifts and efficiency improvements. Also, more electricity generation was seen 

for USA, but, interestingly, more CWW are witnessed for Europe. There are two main reasons, 

first is the cooling technology type which uses different WUI, and second is the seawater shares, 

which vary among both countries. More power plants from coal and oil are witnessed for the 

USA, while, Europe has gas power plants the most. Such differences are making the variations in 

the CWW among these two regions. For SSP2–RCP4.5, a maximum CWW of 990.9Km3 and 

826.09Km3 are seen for China for 2050 and 2100 respectively. By the end of the century, an 

increase in CWW is seen for USSR and India, whereas, a decrease in CWW is noted for the USA 

and China. Lastly, for SSP3–RCP6.0, a maximum CWW of 1094.9Km3 and 945.7Km3 are 

observed for China for 2050 and 2100 respectively. By the end of the century, an increase in 



 

CWW is seen for South America, USSR and India, whereas, a

USA only. Among all above three scenario combinations, a maximum CWW of 1094.9Km

observed for China for SSP2–RCP4.5 scenario for 2100.

 

5.3 Solar PV area needed for PV

The major concern about solar PV is the 

Keeping in view the current technology growth, higher inputs for solar PV

to existing SSP and RCP scenarios 

future PV input in the total system.

solar PV sitting areas for all PV

terms of km2 for all corresponding scenarios

Fig 5.3: Solar PV area (km2) needed for PV

For HIGH scenario, a maximum 

for Europe for 2050 and 2100 respectively. 

PV area is seen for most of the regions due to their higher electricity demands for 2100.

CWW is seen for South America, USSR and India, whereas, a decrease in CWW 

USA only. Among all above three scenario combinations, a maximum CWW of 1094.9Km

RCP4.5 scenario for 2100. 

Solar PV area needed for PVenh scenarios 

The major concern about solar PV is the area needed to fulfill the needed electricity.

eeping in view the current technology growth, higher inputs for solar PV (PVenh

scenarios are designed as most of IAM seem to be underestimating 

future PV input in the total system. Based upon the available solar PV resource in each region, 

PVenh scenarios are calculated for the future. The solar PV 

for all corresponding scenarios are presented in Fig. (5.3).  

) needed for PVenh scenarios for AIM regions globally.

, a maximum solar PV area equals 3774Km2 and 6370

for Europe for 2050 and 2100 respectively. Going to the end of the century, an increase in

most of the regions due to their higher electricity demands for 2100.
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USA only. Among all above three scenario combinations, a maximum CWW of 1094.9Km3 is 

fulfill the needed electricity. 

enh) in comparison 

seem to be underestimating 

ased upon the available solar PV resource in each region, 

solar PV areas in 

 

scenarios for AIM regions globally.  

370.14Km2 is seen 

century, an increase in solar 

most of the regions due to their higher electricity demands for 2100. 
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Whereas, USSR and China witnessed lower PV sitting areas by the end of the century due to 

smaller electricity demands associated with decline population. For MEDIUM scenario, a 

maximum area of 3613Km2 and 3567Km2 is seen for China and Europe for 2050 and 2100 

respectively. Lastly, for the LOW scenario, a maximum PV area of 2760Km2 and 4520Km2 is 

noted for the USA and Europe for 2050 and 2100 respectively. Among all the above three PVenh 

scenario combinations, a maximum PV area equals 6370Km2 is seen for Europe for the HIGH 

scenario for 2100. 

Such areas may be availed by providing solar power plants of various capacities like 

1MW, 10MW, 20MW, or more, etc. based upon the electricity demand of concerned areas. The 

maximum areas needed for all scenarios would be highest for the China, USA, Europe, Russia, 

the Rest of East & South Asia, India, and Japan. These areas are larger due to their higher 

anticipated electricity. However, Europe and Russia need bigger area due to less solar PV 

resource available in addition to their higher electricity demands. However, they are still quite 

small (<0.1 %) in comparison to their total available land areas.  

 

5.3.1 Water withdrawals for PVenh scenarios 

After knowing the potential areas for the application of solar PV power plants, we 

calculated the revised CWW for PVenh scenarios by replacing TEPPs with solar PV. The outputs 

for CWW (Km3) are presented in Fig. (5.4). All regions show a reduction in the usage of CWW 

due to substitution of TEPPs with solar PV. 

For the HIGH scenario, a maximum CWW equals 284Km3 and 233Km3 is seen for China 

and the USA for 2050 and 2100 respectively. Going to the end of the century, a decrease in 

CWW is seen for most of the regions due to higher PV inputs, higher solar PV resources owing 

to efficiency improvement and technological changes. For the MEDIUM scenario, a maximum 

CWW equal to 792Km3 and 536Km3 is seen for China for 2050 and 2100 respectively. Also, for 

the LOW scenario, China has the maximum CWW equal to 984Km3 and 662Km3 for 2050 and 

2100 respectively. Among all above three PVenh scenario combinations, a maximum CWW 

equals 984Km3 is seen for China for the HIGH scenario for 2100. 



 

Fig 5.4: New water withdrawals (km

 

5.3.2 Freshwater savings for PV

As witnessed from the above section, CWW have reduced for all regions due to 

substitution of TEPPs with solar PV plants

equals 131.4Km3 and 281.8Km3 is seen for Europe for 2050 and 2100 respectively. 

the century, higher CWW savings

two have lower electricity production by TEPPs i

technological shift. For the MEDIUM scenario, maximum CWW 

289.1Km3 is seen for China for 2050 and 2100 respectively. Also, for 

has the maximum savings for 

respectively. Among all above three 

equals 289.1Km3 is seen for China for 

New water withdrawals (km3) for PVenh scenarios for future for AIM regions globally.

ater savings for PVenh scenarios 

As witnessed from the above section, CWW have reduced for all regions due to 

substitution of TEPPs with solar PV plants. For the HIGH scenario, a maximum CWW saving 

is seen for Europe for 2050 and 2100 respectively. 

higher CWW savings are seen for all of the regions except China and Brazil. These 

lower electricity production by TEPPs in the future and mainly correspond to 

MEDIUM scenario, maximum CWW savings equal to 

seen for China for 2050 and 2100 respectively. Also, for the LOW scenario

savings for CWW equal to 109Km3 and 279Km3 for 2050 and 2100 

respectively. Among all above three PVenh scenario combinations, a maximum CWW 

is seen for China for the MEDIUM scenario for 2100. 
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It is witnessed that all of the global 17 regions show significant savings in terms of 

freshwater withdrawals. Higher savings are seen for countries with electricity demands and 

reliance on TEPPs who withdraw a lot of freshwaters. The validation of such freshwater savings 

for the current could not be done due to non–existence of such statistics at a global or regional 

level. 

 

Fig 5.5: Fresh water savings (Km3/yr) for each region for PVenh scenarios in comparison to the 

BAU scenario.  
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Table 5.1: Summary of AIM regional water savings (km3) for PVenh scenarios globally.  
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Chapter 6: RESULTS AND DISCUSSIONS 

 

                   ELECTRICITY DEMANDS: MEGACITIES CASE STUDY 

 

6.1 Global gridded electricity demands map  

Electricity is the major form of energy needed for all types of development. In addition to 

supply–side analysis like solar PV resource maps, demand analysis for electricity is equally 

important to know the potential areas for the offset of solar PV power plants with conventional 

power generation facilities especially TEPPs. The electricity demand map developed by using 

the methodology explained in section 2.8.3 is shown in Fig. (6.1). The high electricity demand 

areas include Eastern and Western USA, Europe, Middle East, India, Western China, parts of 

Japan, and Southeast Asia regions. In such areas, electricity demands are greater than 

0.01EJ/year. These higher demand areas are mostly hub of industrialization/economical activities 

in addition to the higher population residing in those areas. Also, parts of Latin America. North 

Africa, Europe, The Middle East, USSR, India, and Oceania have fair electricity demands, i.e. 

~0.01 EJ/yr.        

 

Fig 6.1: Global gridded (0.5°) electricity demand map for 2010. Using grid–based GDP, AIM 

regional electricity demands are downscaled to draw the above map.  
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6.2 Megacities electricity demands 

 

6.2.1 Electricity flow for world megacities for 21st century for SSP3 scenario 

From the above figure, it is clear that highly populous areas are demanding more 

electricity which is mainly due to the bigger population and economic activities. These areas 

have provoked the development of megacities. We extracted the electricity demands of such 

highly populous areas using their geo–coordinates. Moreover, their electricity demand flow in 

comparison to GDP/cap is also estimated and presented in Fig. (6.2). All 27 megacities show 

different behavior in their future electricity demands. For 2010, the maximum electricity demand 

is seen as 1.07EJ for Shanghai. While Lagos has the minimum electricity demand noted as 

0.019EJ. For the future, all of the 27 megacities show increasing electricity demands for SSP3 

scenario due to an expected bigger population. Where, cities like Shanghai, New York, 

Guangzhou, Jakarta, Tokyo, and Cairo have the maximum demands among others. Shanghai, 

Guangzhou, Jakarta, Tokyo, and Cairo show increasing electricity demands trend until 2070, 

which is then decreased until 2100. However, a city like New York shows an increasing trend 

until the end of the 21st century. It is also pertinent to mention that megacities with higher GDP 

have higher electricity demands as confirming for Shanghai, New York, Guangzhou and Tokyo 

etc. 

 

Fig 6.2: Electricity demand and GDP/cap flows for 27 megacities for 21st century.  
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6.2.2 Comparison of electricity estimates with existing 

There are not many studies, which estimate the electrical energy demands for all 

megacities. However, Kennedy et al, (2015) presented the electricity demands of some of the 

megacities for 2011. Due to the non–existence of any estimate for 2010, we compared our 

electricity estimates with that of Kennedy et al, (2015). We assumed that the electricity demand 

estimates for 2011 are not so different from 2010. A high correlation of determination (R2= 0.76) 

shows a quite satisfactory performance of our methodology to estimate the megacities electricity. 

For most of the cities, our estimates are highly correlated with that of Kennedy et al, (2015). 

However, some cities like Tokyo, Seoul, Guangzhou, and Manila, show significant deviation 

(~10–25%) which is mainly attributed to the difference of assumed areas for those megacities for 

both studies.  

 

Fig 6.3: Comparison of electricity estimates for megacities for our study and Kennedy et al, 

(2015)  

 

6.2.3 Solar PV resource for megacities 

Seasonal PV resources available for each megacity (Fig. 6.4) are estimated by extracting 

the values of each megacity using its geo–coordinates. Most of the cities have a quite high solar 

resource, i.e., >25 W/m2 through all four seasons with Cairo, Buenos Aires, and Tehran showing 

exceptionally high values (~40 W/m2). It is worth mentioning that such values are daily means; 

however, diurnal values especially during the daytime would be many times higher and could be 
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used during peak hours. In addition, if battery storage is available then extra storage can also be 

stored for cloudy or non–sunny days. For cities lying in Northern Hemisphere, like Paris, 

Moscow, London, and Istanbul, solar PV resource is less during the winter seasons which is 

mainly due to the snow covers. However, for other seasons, they still have plenty of resources to 

fulfill their demands.      

 

Fig 6.4: Seasonal solar PV resource available for all megacities. Most of them have good PV 

resource during all seasons, but, during SON and DJF, cities like Paris, Moscow, London, and 

Istanbul have less resource due to snow covers 

 

6.2.4 Solar electric footprints of megacities 

Solar electric footprints of world megacities are calculated using the Eq. (2.20) and 

provided in Fig. (6.5). It is seen that solar electric footprints are highly dependent upon the 

available solar PV resource in addition to the electricity demands. For 2010, the maximum solar 

electric footprints are calculated as 1324 km2 and 1264 km2 for Moscow and New York 

respectively. Now York has bigger PV footprints due to higher electricity demands, whereas, 

Moscow needs more area solar PV as it lies in a region with the less annual solar resource. 

Similar to Moscow, London and Paris also shows larger footprints due to fewer resources 

available. While, cities like Shanghai, Guangzhou, Los Angeles, and Tokyo have bigger 

footprints because of their higher electricity demands. Some African cities like Lagos and 

Kinshasa has the least footprints (<50km2) due to smaller per capita and total electricity 

demands. 
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Fig 6.5: Solar electric footprints of world megacities derived from electricity demands and solar 

PV resources for each city for 2010.  

 

6.3 Solar PV rooftop scheme 

 

6.3.1 Solar PV area available Vs needed 

After knowing the solar electric footprints of each megacity, we used the methodology 

presented in Fig. (2.20) to calculate the rooftop areas available for solar PV to each megacity. 

Such rooftop areas available are then plotted against solar electric footprints of each megacity for 

2010 and shown in Fig. (6.6). For 11 out of 24 mega, whole electricity demand can be met if all 

available rooftops are covered with solar PV, while for the remaining 13 cities (bottom figure) 

can produce around 40–50% of their required electricity. Our estimates do not include any 

penetration ratio, which is the willingness of the owner towards covering his rooftop with solar 

PV. In addition, our rooftop estimates only consider the building tops, while including facades 

and support structures as demonstrated in the decentralized PV scheme, such available areas may 

subject to an increase. For cities that are unable to fulfill their all electricity demands by covering 

rooftop, areas can get additional electricity by providing on–grid (centralized scheme) solar 

parks in the neighboring areas depending upon policymakers and planners. 
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Fig 6.6: Solar electric footprints vs. rooftop area available for 2010. For 11 out of 24 cities (top), 

the entire electricity demand can be met if all available rooftops are covered with PV while the 

remaining 13 cities (bottom) can produce around 40–50% of their required electricity.  

 

6.3.2 Comparison of rooftop estimates with existing studies 

The rooftop area estimates are also compared with some existing roof–top areas 

previously calculated. These contain the research done by Singh et al, (2015) for Mumbai, India, 

Byrne et al, (2016) for Seoul, and Kabir et al, (2010) for Dhaka and OECD. (2013) for some 

other megacities using various GIS techniques. The results are available in Fig. (6.8), and it is 

evident our study is well correlated with old studies with R2=0.85. In addition, other studies used 

different criteria for the calculation of rooftops area. But, we used a harmonized scheme for all 

megacities to assess their areas and suppose our methodology has still a worth among others.   

 

 



 

Fig 6.7: Comparison of estimates for 

of the megacities. 

 

6.4. Conclusion of solar electric footprints of world megacities

Solar energy is among the abundantly av

adopted for sustainable development. International Energy Agency (IEA) in its report (

2014) for World Key Energy Statistics mentioned that the 

is 1,575 (EJ). However, the maximum projected total

506 EJ (IEA. 2009). Therefore, all energy requirements could easily be accomplished with the 

plentiful available solar energy. Considering the fact that over 50 % of 

in the urban environment (IEA. 

requirements, solar electric footprints of world megacities case study

estimate that how much electricity

much area inside/around them is required to satisfy their 

scheme will also minimize the cost of e

infrastructure involved. It is seen that 

entire electricity demands by just covering the rooftops with solar PV and no additional are

needed by them. Other city’s rooftops can support ~40% of their electricity demands.

Besides, provision of neat & clean energy, solar energy from solar farms can alter the land 

surface properties; resulting in increased precipitation with enhanced vegetation cover as 

 

estimates for roof area availability (km2) with existing 

of solar electric footprints of world megacities: 

the abundantly available renewable energy reserves, which can be 

adopted for sustainable development. International Energy Agency (IEA) in its report (

) for World Key Energy Statistics mentioned that the world annual potential for solar energy 

er, the maximum projected total world energy demand for 2100 is about 

Therefore, all energy requirements could easily be accomplished with the 

plentiful available solar energy. Considering the fact that over 50 % of global population is

 2009) and covering electricity demand part of the total energy 

solar electric footprints of world megacities case study has been conducted to 

electricity could be generated using their rooftops for 2010

much area inside/around them is required to satisfy their growing electricity needs

the cost of electricity by avoiding lengthy transmission lines and the 

seen that in most cities, 11 out of 24 are capable of 

electricity demands by just covering the rooftops with solar PV and no additional are

rooftops can support ~40% of their electricity demands.

Besides, provision of neat & clean energy, solar energy from solar farms can alter the land 

surface properties; resulting in increased precipitation with enhanced vegetation cover as 
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rooftops can support ~40% of their electricity demands. 

Besides, provision of neat & clean energy, solar energy from solar farms can alter the land 

surface properties; resulting in increased precipitation with enhanced vegetation cover as 
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witnessed for the Sub–Saharan Desert (Li et al, 2018). Although, the effect of solar panels seen 

for global mean earth temperature & precipitation is negligible, but, when installed on a massive 

scale, it can result in an increase in local temperature (+0.4◦C) as well as changes in regional 

wind patterns (Millstein et al, 2011). This will help in keeping the growing world temperature 

well below the Paris Agreement (2 °C). 

Another worthy fact for solar PV energy generation system is that it could be installed 

over abandoned land like mines (Choi et al, 2013) or even on the area affected by nuclear 

radiations as seen recently from 1MW Chernobyl Solar Park (Ukraine) built over 1.6 hectares 

affected area from nuclear power plant meltdown in1986. Besides the provision of neat and clean 

energy, it could contribute to the country’s economy effectively (Song et al, 2015). Also, with 

every passing day, the solar PV technology is improving and the installation costs are decreasing 

likewise. Lastly, it has noteworthy implications for megacities in terms of climate protection 

through GHG reductions, managing and saving cities resources like freshwater being used by 

TEPPs will be no more needed if they are replaced with PV. Hence, such footprint maps will 

potentially contribute towards UN SDG Goal No. 07– Affordable and Clean Energy – and Goal 

No. 13 – Climate Action in a quantitative manner. 
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Chapter 7: CONCLUSION 

 

1. Considering meteorological & geomorphologic limiting factors, reliable solar PV 

resource maps are developed globally which does consider various uncertainties involved 

in the shape of cell efficiency, cell types, variations in the optimum tilt-angles, and using 

another data set. Based upon learning from various local experimental investigations, 

dust and snow algorithms are improved. They include information like tilt angle effect as 

well as the snow melts from solar PV surface due to an increased temperature. The 

comparison of our estimates with existing studies shows the better performance of our 

models (R2=0.787). Maximum reductions are seen for snow covers during the winter 

season in the upper Northern Hemisphere. While temperature and dust participated in the 

solar cell efficiency reductions particularly for mid and lower latitude areas for summer 

seasons and throughout a year respectively.   

2. These PV resource map, through EW–nexus, can lead to future sustainability in terms of 

energy & water, while replacing TEPPs to fulfil the electricity demands of potential areas. 

Various scenarios (PVenh) set for the future are in line with country policies and 

initiatives towards limiting the GHGs and global temperature rise under Paris Agreement. 

All PVenh scenarios show freshwater savings. However, more saving are seen for those 

regions that are withdrawing more water for cooling purposes.  The China witnessed the 

maximum freshwater savings for the MEDIUM scenario (SSP2–RCP4.5) for 2100, which 

is recorded as 289Km3 (35.3% of total CWW). 

3. Global economic analysis is done at a grid–scale level and it is seen that solar PV costs 

are decreasing with an increase in cell efficiency, and decreasing module costs, etc. The 

lowest solar PV cost of 0.065$/KWh is seen for Sub-Saharan Africa which is quite 

competitive to the conventional one. Although, for some areas, solar PV is still not in 

competition with existing energy options, however, with each passing day, it is getting 

closer to conventional technologies.     

4. Global gridded electricity demand maps show that electricity consumption is highly 

linked with urban areas with bigger population and more input to the economy. It 
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includes parts of the USA, Europe, China, Japan, and South Asia mainly with electricity 

demand of more than 0.01EJ/year. . These regions have provoked the development of 

sheer population hubs, megacities. A novel methodology to calculate electricity demands 

and solar electric footprints of such megacities have revealed that megacities like 

Shanghai, Guanzhou, and New York, etc. have bigger solar electric footprints and 

therefore will be requiring more PV area to fulfil their electricity needs. On the other 

hand, the rooftop scheme has proven to be a viable solution for most of the cities for their 

current electricity needs. 

5. This study provides a valuable dataset for understanding global solar irradiance and for 

determining the most effective deployments schemes for solar PV arrays.  Therefore, this 

study should be of wide interest to scientists and engineers, as well as to those involved 

in sustainable development. 

 
6. These solar PV resource maps, EW–nexus along with solar electric footprints of world 

megacities are helpful for resource planning, policymaking, and investments. Such 

studies are also beneficial to various global models like Earth system models (ESMs), 

Impact assessment models (IAM), and Energy economy models (EEMs). In addition, 

these are useful towards decarbonising policies on the country as well as regional/global 

scale.  

7. This study is potentially contributing to UN SDGs, Clean Water and Sanitation (Goal 06), 

Affordable and Clean Energy (Goal 07), Sustainable Cities and Communities (Goal 11), 

and Climate Action (Goal 13) in a quantitative manner. 
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RECCOMMENDATIONS: 

a) Solar PV resources are developed using daily mean values, diurnal values, especially 

during the day time could be many times higher. These can be analyzed in the future 

for studies dealing with hourly or sub-daily variations.  

b) We used fixed PV modules (non–tracking) types for similarity and ease of handling 

the meta–data in our analysis. However, Li et al, (2020) reported different losses to 

single–axis, double–axis tracking PV modules. In the future, such provisions could be 

adopted to have a more detailed analysis.  

c) The combination of rainfall and dust affects the yield of the solar PV systems. 

Depending on rainfall intensity, it can either promote or slow down the dust 

accumulation on PV modules. Kimber et al, (2006) recommended a minimum of 

20mm/day rainfall to remove the dust from a PV system. Meanwhile, fewer rainfalls 

can distribute dust particles in a more uniform manner than that of a coarser one thus 

decreasing the voids (spaces) between dust particles through which sunlight can pass 

(El–Shobokshy & Hussein, 1993). Such dust and rainfall categorization should 

therefore be included in details in future assessments. 

d) Due to very high annual losses from snow in the upper Northern Hemisphere, we 

recommend cleaning the solar PV modules on regular basis. This can be done either 

by manual cleaning or with thermostatically controlled, insulated electric heat tape on 

the backsides of solar PV modules. The later one seems to be a safer choice in 

comparison to the manual cleaning which can cause additional problems like 

damaging the module surface or even breaking the entire panel (Brearley, 2015). 

e) We did not consider smaller losses in the converter, wiring, etc. which could be added 

to have more detailed estimates of solar PV resources in the future. 

f) Water scarcity assessments scale maps are coarse (AIM regions) due to non–

availability of individual power plants cooling technology statistics. In the future, 

methodologies should be sought to develop those datasets which can help to map 

freshwater scarcity at a finer scale.   

g) Defining megacities shape in a unified format was quite challenging and we assumed 

that each megacity lies inside a grid of 0.5– degrees. Such assumptions may limit the 
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accuracy of our estimates as well. We also calculated potential rooftop areas which 

are independent of resident’s attitude towards covering rooftop with solar PV, 

penetrated area. Such social issues may also be considered in the future to have a 

better representation of the real world. 
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