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Abstract

Since Gromov’s seminal paper [34], bounded cohomology has been exten-
sively studied by many authors. Although, the computation of bounded
cohomology is difficult in general. We consider the real coefficient case. The
second bounded cohomology has been relatively well studied by using a real-
valued function on a group, which is called a quasimorphism. It seems that
there have been few results on the third bounded cohomology for a while,
but several results have appeared in the last few years. In this thesis, we
study bounded cohomology and quasimorphisms on certain diffeomorphism
groups. Let us discuss three main results in this thesis.

First, we introduce the notion of G-invariant quasimorphism and study
its properties and applications. We prove Bavard’s duality theorem for G-
invariant quasimorphisms. We also study the extension problem of quasimor-
phisms. We show that Py’s Calabi quasimorphism, which is a Symp0(Σg, ω)-
invariant quasimorphism on Ham(Σg, ω), does not extend to Symp0(Σg, ω)
if g ≥ 2. As a corollary, if g ≥ 2, we show that the flux homomorphism
Symp0(Σg, ω)→ H1(Σg,R) does not have a section homomorphism.

Next, we generalize the result of Brandenbursky and Marcinkowski [9].
They studied the third bounded cohomology H3

b (TM) of a certain transfor-
mation group TM on a complete Riemannian manifold M of finite volume.
They proved that dimRH

3
b (TM) is infinite if π1(M) is “complicated enough”.

We extend their results to the case where the volume of M can be infinite.
To do this, we introduce the notion of norm controlled cohomology.

Finally, we study the third bounded cohomology H3
b (GΣ) of the area-

preserving diffeomorphism group GΣ on a compact surface Σ. We show that
dimRH

3
b (GΣ) is infinite for every surface Σ. Although the case χ(Σ) < 0 is

covered by [9], the case χ(Σ) ≥ 0 remains. To deal with this case, we define
a higher-degree version of Gambaudo–Ghys’ construction [30] and prove the
injectivity theorem, which is a generalization of Ishida’s result [35].
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Chapter 1

Introduction and main results

1.1 Introduction

Geometric group theory studies geometric aspects of groups. One can regard
a group as a metric space by its norm.

Definition 1.1.1. Let G be a group and e denotes the identity element of
G. A function ν : G→ [0,∞) is a norm if it satisfies

(1) ν(gh) ≤ ν(g) + ν(h) for any g, h ∈ G,

(2) ν(g−1) = ν(g) for any g ∈ G,

(3) ν(e) = 0,

(4) ν(g) > 0 if g 6= e.

If one drops the condition (4), ν is said to be a pseudo norm.

For finitely generated groups, which are main objects in geometric group
theory, a natural norm called the word norm is defined. In [33], Gromov
introduced the notion of hyperbolic groups. A finitely generated group is said
to be hyperbolic if the group is “negatively curved” in some sense with respect
to its word norm (Section 2.1.2). This works played a role in establishing
geometric group theory as a field of study. Various attempts have been
made to extend the notion of hyperbolic groups, for example, acylindrically
hyperbolic groups [47] (Section 2.1.3).
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In [12], Burago, Ivanov, and Polterovich introduced the notion of conju-
gation invariant norms. A norm ν is said to be conjugation-invariant if it
satisfies ν(hgh−1) = ν(g) for every g, h ∈ G. It gives a framework for ge-
ometric group theory for groups that are not necessarily finitely generated.
The following are typical examples of conjugation-invariant norms.

Example 1.1.2. (1) Let G be a group and [G,G] the commutator sub-
group. The commutator length cl : [G,G]→ N is defined by

cl(h) = min{k | ∃f1, . . . , fk, g1, . . . , gk ∈ S, h = [f1, g1] . . . [fk, gk]}

for every h ∈ [G,G].

(2) Let M be a connected orientable smooth manifold. For simplicity,
assume that M is closed (i.e, compact and without boundary). Let
Diff0(M) denote the identity component of the group of diffeomor-
phisms on M . For a non-empty open subset U of M , we define the
fragmentation norm νU : Diff0(M) → N with respect to U is defined
by

νU(h) = min

{
k

∣∣∣∣∣ ∃f1, . . . , fk, g1, . . . , gk ∈ Diff0(M),

h = (f1g1f
−1
1 ) · · · (fkgkf−1

k ), supp(gi) ⊂ U

}
for every h ∈ Diff0(M).

A quasimorphism is a real-valued function φ on a group G such that

D(φ) = sup
g,h∈G

|φ(gh)− φ(g)− φ(h)| <∞.

Quasimorphisms are useful to study conjugate invariant norms. Especially,
quasimorphisms and commutator length are closely related by Bavard’s du-
ality [3] (Theorem 2.4.8). If Diff0(M) admits a non-trivial quasimorphism,
then the fragmentation norm on Diff0(M) with respect to an open ball is un-
bounded [12]. Recently, for the closed surface Σg with genus g ≥ 1, Bowden,
Hensel and Webb [6] proved that the fragmentation norm on Diff0(Σg) is un-
bounded by constructing non-trivial quasimorphisms. In contrast, it is known
that the fragmentation norm on Diff0(M) is bounded when dim(M) 6= 2, 4
[12, 55, 56].

A quasimorphism can be thought of as a second bounded cohomology
class. Bounded cohomology was introduced by Gromov [34] in his study of
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(simplicial) volume of Riemannian manifolds. From the viewpoint of geomet-
ric group theory, the non-triviality of bounded cohomology of groups reflects
the negatively curved nature of groups. For example, the bounded cohomol-
ogy of an acylindrically hyperbolic group is highly non-trivial [4, 28]. On the
other hand, the bounded cohomology of an amenable group is trivial.

Bounded cohomology has been extensively studied, but its computation is
difficult in general. For the real coefficient case, the first bounded cohomology
is trivial. The second bounded cohomology has been relatively well studied
by constructing non-trivial quasimorphisms. Except for the early works of
Yoshida [58] and Soma [54], it seems that there had been no work on the
third bounded cohomology for a while. However, there have been several
works on the third bounded cohomology in the last few years [24, 25, 26, 28].
Recently, Brandenbursky and Marcinkowski proved the following theorem.

Theorem 1.1.3 ([9]). Let M be a complete Riemannian manifold with finite
volume. Let TM denote Homeo0(M,µ) or Diff0(M, vol) or Symp(M,ω). Set
πM = π1(M)/Z(π1(M)). If either

(1) πM surjects onto F2 or

(2) πM is an acylindrically hyperbolic group,

then the (reduced exact) third bounded cohomology EH
3

b(TM) is uncountably
infinite-dimensional.

1.2 Main results

In this thesis, we establish three main results. First, we introduce the notion
of G-invariant quasimorphism and study its properties and applications. This
part contains joint work with Morimichi Kawasaki. Let G be a group and
H its normal subgroup. A quasimorphism φ on H is said to be G-invariant
if φ(ghg−1) = φ(h) for every g ∈ G and h ∈ H. Let Q(H)G denote the
space of homogeneous G-invariant quasimorphisms. We consider a (G,H)-
commutator (g ∈ G, h ∈ H) and define (G,H)-commutator subgroup [G,H]
and (G,H)-commutator length clG,H as the ordinary ones. We prove the
following Bavard-type duality theorem for G-invariant quasimorphisms.

Theorem 1.2.1. Assume that H = [G,H]. For any x ∈ [G,H],

sclG,H(x) =
1

2
sup

φ∈Q(H)G

|φ(x)|
D(φ)

.
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Here, sclG,H(x) = limn→∞ clG,H(xn)/n. Note that the assumption H =
[G,H] in the above theorem was removed in [38].

We also consider the extension problem of quasimorphisms. A homoge-
neous quasimorphism φ on H is extendable to G if there exists a homogeneous
quasimorphism ψ on G such that ψ|H = φ. If a quasimorphism on H is ex-
tendable to G, it is necessary to be G-invariant. We find an example of
non-extendable G-invariant quasimorphism.

Theorem 1.2.2. Let Σg be an oriented closed surface wits genus g ≥ 2 and ω
a symplectic form on Σg. Py’s Calabi quasimorphism µP : Ham(Σg, ω)→ R
is non-extendable to Symp0(Σg, ω).

We obtain the following interesting corollary from the above theorem.

Corollary 1.2.3. If g ≥ 2, the flux homomorphism Fluxω : Symp0(Σg, ω)→
H1(Σg;R) does not have a section homomorphism.

Note that if g = 1, the (descended) flux homomorphism Fluxω : Symp0(Σ1, ω)→
H1(Σ1;R)/H1(Σ1;Z) has a section homomorphism.

Next, we introduce the notion of norm controlled cohomology which is a
generalization of bounded cohomology.

Definition 1.2.4. Let G be a group and ν a (pseudo) norm on G. An
inhomogeneous cochains c̄ ∈ C̄n(G) is a level d norm controlled cochain if
there exist C,D ≥ 0, for all g1, . . . , gn ∈ G,

|c̄(g1, . . . , gn)| ≤ C · min
I⊂{1,...,n}
#I=n−d

{∑
i∈I

ν(gi)

}
+D.

When d ≥ n, let a norm controlled cochain mean a bounded cochain. Let
C̄n(G, ν) denotes the set of level d norm controlled cochains. The norm
controlled cohomology, denoted by Hn

(d)(G, ν), is defined to be the cohomology

of the cochain complex (C̄n
ν (G), δ̄). The exact norm controlled cohomology

EHn
(d)(G, ν) is the kernel of the comparison map Hn

(d)(G, ν)→ Hn(G).

If ν is a bounded norm, then the norm controlled cohomology Hn
(d)(G, ν)

is nothing but the bounded cohomology Hn
b (G). Our next main theorem is

the following.
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Theorem 1.2.5. Let M be a complete Riemannian manifold. Let TM denote
Homeo0(M,µ), Diff0(M, vol) or Symp(M,ω). Set πM = π1(M)/Z(π1(M)).
Assume that there exists an open subset U of M with finite volume such that
the fragmentation norm νU is well-defined on TM . If either

(1) πM surjects onto F2 or

(2) πM is an acylindrically hyperbolic group,

then EH3
(d)(TM) is uncountably infinite-dimensional for d = 0, 1, 2.

Note that νU is well-defined on TM if the inclusion U → M is homotopy
equivalent. If M has a finite volume and U = M , this implies (a weak version
of) the result of Theorem 1.1.3.

Example 1.2.6. It is known that for most 3-manifolds, their fundamen-
tal groups are acylindrically hyperbolic [43]. On the other hand, if M is
3-dimensional and π1(M) is finitely generated, there exists a 3-dimensional
compact submanifold C such that the inclusion C →M is homotopy equiv-
alent by the Scott core theorem [52]. Hence we can find an open subset U
of M which is of finite volume and homotopy equivalent to M . Thus most
3-manifolds enjoy the assumption of the above theorem.

Finally, we consider bounded cohomology of area-preserving diffeomor-
phism groups on surfaces. First, we consider the case of the 2-disk D.

Let G denote the group of area-preserving diffeomorphisms Diff(D, ∂D, area)
on D which are the identity near the boundary ∂D. In [30], Gambaudo and
Ghys constructed a linear map Γ: Q(Pm)→ Q(G), where Q(G) denotes the
space of homogenous quasimorphisms on a group G and Pm denotes the
pure braid group on m strands. Let Bm be the braid group on m strands
and i : Pm → Bm be the standard inclusion. Ishida [35] proved that the
composition map Γ◦ i∗ : Q(Bm)→ Q(G) is injective. He also proved that the
map EH2

b (Bm)→ EH2
b (G) induced by Γ◦ i∗ is also injective, where EHn

b (G)
denotes the exact bounded cohomology of G.

We generalize Ishida’s result to higher dimensional bounded cohomology
for the case of three strands. We define a map EΓb : EH

n

b (Pm) → EH
n

b (G)
which generalizes Gambaudo–Ghys’ construction and prove the following the-
orem.

Theorem 1.2.7. The composition map EΓb ◦ i∗ : EH
n

b (B3) → EH
n

b (G) is
injective.
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Here EH
n

b (G) denotes the reduced exact bounded cohomology of G. As
a corollary, we obtain the following result.

Corollary 1.2.8. The dimension of EH
3

b(G) is uncountably infinite.

We also prove similar results for compact surfaces Σ with non-negative
Euler characteristic χ(Σ) ≥ 0. Let Bm(Σ) and Pm(Σ) denote the braid
group and the pure braid group on a surface Σ, respectively. Let GΣ de-
note the identity component of the group of area-preserving diffeomorphisms
Diff0(Σ, ∂Σ, area) on Σ which are the identity near the boundary ∂Σ. The
notation GZ is used to denote the central quotient G/Z(G) of a group G. We

define a map EΓ
Z

b : EH
n

b (Pm(Σ)Z) → EH
n

b (GΣ) instead of on EH
n

b (Pm(Σ))
because GΣ is not contractible in general. Let iZ : Pm(Σ)Z → Bm(Σ)Z denote
the map induced by the standard inclusion i : Pm(Σ)→ Bm(Σ).

Theorem 1.2.9. Let Σ be a compact oriented surface such that χ(Σ) ≥ 0.

The maps EΓ
Z

b ◦ (iZ)∗ : EH
n

b (Bm(Σ)Z) → EH
n

b (GΣ) is injective for m =
2 + χ(Σ).

As a corollary of Theorem 1.2.9, we obtain the following.

Corollary 1.2.10. Let Σ be a compact oriented surface such that χ(Σ) ≥ 0.

The dimension of EH
3

b(GΣ) is uncountably infinite.

We remark that Corollary 1.2.10 is not covered by the result of Branden-
bursky and Marcinkowski. On the other hand, their result covers the case
of surfaces with negative Euler characteristics. Therefore, in some sense, our
results and theirs are complementary to each other in the case of 2-manifolds.
Namely, we obtain the following.

Theorem 1.2.11. For any compact oriented surface Σ, the dimension of

EH
3

b(GΣ) is uncountably infinite.
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Chapter 2

Preliminaries

2.1 Geometric group theory

2.1.1 Quasi-isometry

Definition 2.1.1. Let K ≥ 1, L ≥ 0, and f : X → Y be a map between
metric spaces (X, dX) and (Y, dY ).

• The map f is called (K,L)-quasi-isometric embedding if

1

K
dX(x1, x2)− L ≤ dY (f(x1), f(x2)) ≤ KdX(x1, x2) + L

for any x1, x2 ∈ X.

• The map f has a quasi-dense image if there exists a constant C ≥ 0
such that for every y ∈ Y there exists x ∈ X such that

dY (f(x), y) ≤ C.

• The map f is a (K,L)-quasi-isometry if it is (K,L)-quasi-isometric
embedding with a quasi-dense image. We say that f is quasi-isometric
if it is (K,L)-quasi-isometric for some K and L.

• The spaces (X, dX) and (Y, dY ) are said to be (K,L)-quasi-isometric if
there exists a (K,L)-quasi-isometry between X and Y . We say that X
and Y are quasi-isometric if they are (K,L)-quasi-isometric for some
K and L.
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The following S̆varc–Milnor lemma is fundamental in geometric group
theory.

Lemma 2.1.2. Assume that a group G acts on a (K,L)-quasi-geodesic space
(X, d) by isometries. If there exists a subset B ⊂ X such that

• the diameter of B is finite,

• X =
⋃
g∈G g ·B, and

• the set
S = {g ∈ G | g ·B′ ∩B′}

is finite, where B′ is the 2L-neighborhood of B,

then G is generated by S, and the map (G, dS)→ (X, d) defined by g 7→ g · x
is a quasi-isometry for all x ∈ X, where dS denotes the word metric on G.

In many cases, this lemma is used in the following form (Corollary 2.1.3).
A metric space is proper if any closed ball is compact. An action of a group
G on a topological space X is proper if the set {g ∈ G | g · B ∩ B} is finite
for all compact sets B ⊂ X. A map γ : I → X on a closed segment I ⊂ R to
a metric space is a geodesic if γ is an isometry. A metric space is a geodesic
space if any two points are connected by a geodesic.

Corollary 2.1.3. Let G be a group acting on a proper geodesic space X by
isometry. Assume that this action is proper and cocompact. Then G is finitely
generated and the map G→ X defined by g 7→ g · x is a quasi-isometry.

2.1.2 Hyperbolic groups

We review a definition of Gromov hyperbolic space for metric spaces. Note
that there are several equivalent definitions of hyperbolicity for geodesic
spaces (see [31] for example). Let (X, d) be a metric space.

Definition 2.1.4. For x, y, z ∈ X, we define the Gromov product (y|z)x by

(y|z)x =
1

2
{d(y, z) + d(z, x)− d(y, z)}.

12



Definition 2.1.5. Let (X, d) be a metric space and x0 ∈ X a base point.
For δ ≥ 0, we say that (X, d) is δ-hyperbolic with respect to x0 if

(x|y)x0 ≥ min{(x|z)x0 , (y|z)x0} − δ

for every x, y, z ∈ X. The space (X, d) is said to be hyperbolic if there exists
δ such that (X, d) is δ-hyperbolic with respect to some base point x0 ∈ X.

It is known that the existence of δ does not depend on the choice of
the base point. The following proposition states that the hyperbolicity is
quasi-isometric invariant.

Proposition 2.1.6. Let X and Y be metric spaces. Assume that X and Y
are quasi-isometric. If X is hyperbolic, then Y is also hyperbolic.

We can define a natural metric d on a connected graph Γ by setting the
length of each edge to 1. In particular, for each vertices v and w, the distance
d(v, w) between v and w is represented by the minimal length of a path in Γ
which connects v and w.

Remark 2.1.7. A tree (i.e., a graph without cycles) is a 0-hyperbolic space.

For a finitely generated group (G,S), we can define a graph Γ(G,S) which
is called the Cayley graph.

Definition 2.1.8. For a group G with a generating set S, we define the
Cayley graph Γ = Γ(G,S) of G with respect to S as follows. The set of
vertices V (Γ) is the set of elements of G. The set of edges E(Γ) is defined by

E(Γ) = {{g, h} | g, h ∈ G,∃s ∈ S, gs = h}.

Definition 2.1.9. A finitely generated group G is hyperbolic if its Cayley
graph Γ(G,S) is Gromov hyperbolic for some (any) finite generating set S.

Since the quasi-isometry type of a Cayley graph does not depend on the
choice of a finite generating set and Gromov hyperbolicity is a quasi-isometric
invariant, the hyperbolicity of a group is a property of the group.

A finite group is hyperbolic. The group Z is hyperbolic since the Cayley
graph Γ(Z, {±1}) is a tree and thus 0-hyperbolic. If a group G is virtually
Z (i.e., G contains a finite index subgroup which is isomorphic to Z), then
G is hyperbolic since G is quasi-isometric to Z.

Definition 2.1.10. A hyperbolic group G is elementary if G is finite or
virtually Z. Otherwise, G is called a non-elementary hyperbolic group.
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2.1.3 Acylindrically hyperbolic groups

In [47], Osin introduced the notion of acylindrically hyperbolic groups which
is a generalization of hyperbolic groups. We review one of the definitions of
acylindrically hyperbolic groups.

Let G be a group, H a subgroup of G, and X a subset of G. Assume
that X ∪ H generates G. Let Γ(G,X t H) denote the Cayley graph of G
with respect to the disjoint union X tH. That is, for g ∈ G, if s ∈ X ∩H
then g and gs in the vertex of Γ(G,X tH) are joined by two edges labeled
by s ∈ X and s ∈ H.

We define a metric d̂ : H×H → [0,∞]. We say that a path p in Γ(G,X t
H) is admissible if p does not contain the edge of the complete subgraph

Γ(H,H) ⊂ Γ(G,X tH). For h1, h2 ∈ H, we define d̂(h1, h2) to be the length
of a shortest admissible path from h1 to h2. If no such path exists, we set
d̂(h1, h2) =∞.

Definition 2.1.11. We say that H is hyperbolically embedded in G with
respect to X (and write H ↪→h (G,X )) if the graph Γ(G,X tH) is hyperbolic

and the metric d̂ is proper. We also say that H is hyperbolically embedded in
G (and write H ↪→h G) if H ↪→h (G,X ) for some X .

For every group G, G ↪→h G for X = ∅ since Γ(G,G) has diameter 1 and

d̂(h1, h2) = ∞ if h1 6= h2. If H is a finite subgroup of G, then H ↪→h G
for X = G. Thus we are interested in the case where H is a proper infinite
subgroup.

Definition 2.1.12. A group G is said to be acylindrically hyperbolic if there
exists a proper infinite hyperbolically embedded subgroup of G.

Example 2.1.13. Examples of acylindrically hyperbolic groups include;

• non-elementary hyperbolic groups,

• mapping class group of hyperbolic surfaces,

• most 3-manifold groups [43].

We can choose a special form as a hyperbolically embedded subgroup.

Theorem 2.1.14 ([17]). Suppose that G is acylindrically hyperbolic. Then
there exists a subgroup H of G such that H ↪→h G and H ∼= F2 ×K, where
F2 is a free group of rank 2 and K is a finite group.
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2.1.4 Amenable groups

Amenable groups are introduced by von Neumann [57] in the study of Banach–
Tarski paradox. See [14, 29] for more information.

Let L∞(G) denote the set of all bounded real-valued functions on a group
G. The set L∞(G) has a structure of R-vector space. The group G acts on
L∞(G) by

g · f(h) = f(g−1h)

for all f ∈ L∞(G) and g, h ∈ G.

Definition 2.1.15. A group G is amenable if there exists a left-invariant
mean m : L∞(G) → R. That is, the map m is R-linear and satisfies the
following:

• m(1G) = 1, where 1G : G→ R, g 7→ 1 is the constant map,

• m(f) ≥ 0 for all f ∈ L∞(G) that satisfy f ≥ 0,

• m(g · f) = m(f) for all f ∈ L∞(G) and g ∈ G.

Example 2.1.16. A finite group is amenable. An abelian group is amenable
[57]. Moreover, virtually solvable groups are amenable.

Remark 2.1.17. The class of amenable groups is closed under the operations
of taking subgroups, forming quotients, forming extensions, and taking direct
unions. The smallest class of groups which contains all finite and abelian
groups, and is closed under these operations, is called elementary amenable
groups. For example, virtually solvable groups are elementary amenable.

2.2 Group cohomology

2.2.1 Group cohomology

Throughout this thesis, we only consider the cohomology with real coeffi-
cients. In this section, we define inhomogeneous complex C̄•(−) and homo-
geneous complex C•(−). Then we recall the correspondence between them.

Let G be a group. We consider the space of (inhomogeneous) n-cochains

C̄n(G) = {c̄ : Gn → R},
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and the coboundary map δ̄ : C̄n−1(G)→ C̄n(G) defined by

δ̄c̄(g1, . . . , gn) = c̄(g2, . . . , gn)+
n−1∑
i=1

(−1)ic̄(g1, . . . , gigi+1, . . . , gn)+(−1)nc̄(g1, . . . , gn−1)

for c̄ ∈ C̄n(G) and g1, . . . , gn ∈ G. The cohomology of this cochain complex
is called the (group) cohomology of G and denoted by Hn(G).

There is another definition of this cohomology. A map c : Gn+1 → R is
said to be homogeneous if c(g0h, . . . , gnh) = c(g0, . . . , gn) for every g0, . . . , gn, h ∈
G. The space of (homogeneous) n-cochains is

Cn(G) = {c : Gn+1 → R | c is homogeneous},

and the coboundary map δ : Cn−1(G)→ Cn(G) is defined by

δc(g0, . . . , gn) =
n∑
i=0

(−1)ic(g0, . . . , ĝi, . . . , gn)

for c ∈ Cn(G) and g0, . . . , gn ∈ G, where ĝi means that we omit the entry gi.
The cohomology of (Cn(G), δ) also defines Hn(G).

The correspondence between an inhomogeneous cochain c̄ ∈ C̄n(G) and
homogeneous one c ∈ Cn(G) is the following:

c̄(g1, g2, . . . , gn) = c(1, g1, g1g2, . . . , g1g2 . . . gn), (2.2.1)

c(g0, g1, . . . , gn) = c̄(g−1
0 g1, g

−1
1 g2, . . . , g

−1
n−1gn). (2.2.2)

We call that a cochain c ∈ Cn(G) is alternating if

c(gσ(0), . . . , gσ(n)) = sgn(σ)c(g0, . . . , gn)

for any g0, . . . , gn ∈ G and σ ∈ Sn+1, where sgn(σ) ∈ {±1} is the sign of σ.
Let Cn

alt(G) denote the set of alternating n-cochains. Then (Cn
alt(G), δ) is a

subcomplex of (Cn(G), δ). It is known that the cohomology of (Cn
alt(G), δ)

coincides with Hn(G).

2.2.2 Bounded cohomology

We review the definition of bounded cohomology. We only mention the
inhomogeneous case but the homogeneous case is defined similarly. If we
consider the subcomplex

C̄n
b (G) = {c̄ : Gn → R | c̄ is bounded}
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of C̄n, the homology of the complex (C̄n
b (G), δ̄) is called the bounded cohomol-

ogy of G and is denoted by Hn
b (G). The natural inclusion C̄n

b (G) → C̄n(G)
induces the homomorphism Hn

b (G) → Hn(G) called the comparison map.
The kernel of the comparison map Hn

b (G) → Hn(G) is called the exact
bounded cohomology and is denoted by EHn

b (G).
For a cochain c̄ ∈ C̄n

b (G), we define the norm ‖c̄‖ of c̄ by

‖c̄‖ = sup
g1,...,gn∈G

|c̄(g1, . . . , gn)|.

This norm induces a natural norm on Hn
b (G) which is also denoted by ‖ · ‖.

Let Nn(G) denote the norm zero subspace of Hn
b (G), i.e.,

Nn(G) = {α ∈ Hn
b (G) | ‖α‖ = 0}.

The reduced cohomology H
n

b (G) is defined by the quotient Hn
b (G)/Nn(G).

The reduced exact cohomology EH
n

b (G) is defined by EHn
b (G)/EN(G), where

ENn(G) = Nn(G) ∩ EHn
b (G).

We can consider the homogeneous complex C•b (G), alternating homoge-
neous and inhomogeneous subcomplex C•b,alt(G) and C̄•b,alt(G), and they also
define the cohomology H•b (G).

We summarize several facts which we use later.

Lemma 2.2.1. Let G be a group and H a normal subgroup of G of finite
index. Then the inclusion map H → G induces an isomorphism Hn(G) ∼=
Hn(H)G and an isometric isomorphism Hn

b (G) ∼= Hn
b (H)G.

The inverse maps of those isomorphisms are given by the transfer maps
(see [11, 14]). We remark that Hn

b (G) → Hn
b (H)G is an isometric isomor-

phism even if G/H is amenable [34].
The following theorem is known as the mapping theorem (for groups).

Theorem 2.2.2 ([34]). If φ : G1 → G2 is a surjective group homomorphism
with an amenable kernel, then φ∗ : Hn

b (G2) → Hn
b (G1) is an isometric iso-

morphism.

It is known that the bounded cohomology of an amenable group is trivial
in every degree. On the other hand, non-positively curved groups tend to
have highly non-trivial bounded cohomology. For example, the following
theorem is known.
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Theorem 2.2.3 ([28]). If G is an acylindrically hyperbolic group, then the

dimension of EH
3

b(G) is uncountably infinite.

In particular, the third bounded cohomology of a non-elementary hyper-
bolic group is infinite-dimensional.

2.3 Diffeomorphism and homeomorphism groups

Let M be a connected, oriented smooth manifold without boundary. Let
Diffc(M) denote the group of compactly supported diffeomorphisms on M
and Diffc0(M) denote the subgroup of Diffc(M) consisting of diffeomorphisms
that are isotopic to the identity. If M is compact, groups Diffc(M) and
Diffc0(M) coincide with Diff(M) and Diff0(M), respectively.

Let N be a compact, connected, oriented smooth manifold which might
have boundary ∂N . Let Diff(N, ∂N) denotes the group of diffeomorphisms on
N which is identity near the boundary and Diff0(N, ∂N) denote the subgroup
of Diff(N, ∂N) consisting of diffeomorphisms that are isotopic to the identity.
Note that Diff(N, ∂N) = Diffc(N̊) and Diff0(N, ∂N) = Diffc0(N̊), where N̊ is
the interior of N .

For a path-connected topological group G, let G̃ denotes the universal
cover of G, i.e., the group of path homotopy equivalent classes in the path
space of G. Note that π1(G) can be regarded as a subgroup of G̃.

2.3.1 Volume-preserving diffeomorphism groups

Let M be a manifold with a volume form vol ∈ Ωn(M), where n = dim(M).
Let Diffc(M, vol) denote the volume-preserving diffeomorphism group

Diffc(M, vol) = {f ∈ Diffc(M) | f ∗ vol = vol}

and Diffc0(M, vol) denote its identity component, i.e.,

Diffc0(M, vol) = {g ∈ Diffc(M, vol) | ∃{gt}0≤t≤1 ⊂ Diffc(M, vol), g0 = id, g1 = g}.

Definition 2.3.1. We define the (volume) flux homomorphism

F̃lux: D̃iffc0(M, vol)→ Hn−1
c (M ;R)
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on the universal cover D̃iffc0(M, vol) of Diffc0(M, vol) by

F̃lux([{ψt}0≤t≤1]) =

∫ 1

0

[ιXt vol]dt,

where

• {ψt}0≤t≤1 is a path in Diffc0(M, vol) with ψ0 = id,

• [{ψt}0≤t≤1] is an element of D̃iffc0(M, vol) represented by the path {ψt}0≤t≤1,

• Xt is the (time-dependent) vector field induced by the flow {ψt}0≤t≤1,

• ιX is the interior product with respect to a vector field X.

The group Γ = F̃lux(π1(Diffc0(M, vol))) is called the (volume) flux group.

The flux homomorphism F̃lux induces the reduced flux homomorphism

Flux: Diffc0(M, vol)→ Hn−1
c (M ;R)/Γ.

2.3.2 Symplectomorphism groups

Let M be a manifold. A 2-form ω ∈ Ω2(M) is called a symplectic form if ω
is non-degenerate and dω = 0. A symplectic manifold (M,ω) is a manifold
M with a symplectic form ω.

Let Sympc(M,ω) denote the symplectomorphism group

Sympc(M,ω) = {f ∈ Diffc(M) | f ∗ω = ω}

and Sympc0(M,ω) denote its identity component, i.e.,

Sympc0(M,ω) = {g ∈ Sympc(M,ω) | ∃{gt}0≤t≤1 ⊂ Sympc(M,ω), g0 = id, g1 = g}.

Definition 2.3.2. We define the flux homomorphism

F̃luxω : S̃ympc0(M,ω)→ H1
c (M ;R)

on the universal covering S̃ympc0(M,ω) of Sympc0(M,ω) by

F̃luxω([{ψt}0≤t≤1]) =

∫ 1

0

[ιXtω]dt,

where
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• {ψt}0≤t≤1 is a path in Sympc0(M,ω) with ψ0 = id,

• [{ψt}0≤t≤1] is an element of S̃ympc0(M,ω) represented by the path
{ψt}0≤t≤1,

• Xt is the (time-dependent) vector field induced by the flow {ψt}0≤t≤1,

• ιX is the interior product with respect to a vector field X.

The group Γω = F̃luxω(π1(Sympc0(M, vol))) is called the flux group. The

flux homomorphism F̃luxω induces the reduced flux homomorphism

Fluxω : Sympc0(M,ω)→ H1
c (M ;R)/Γ.

The kernel of the flux homomorphism Fluxω : Sympc0(M,ω)→ H1
c (M ;R)/Γ

is called the Hamiltonian diffeomorphism group and denoted by Ham(M,ω).
We give another description of Hamiltonian diffeomorphism groups. For

a Hamiltonian function H : M → R with compact support, we define the
Hamiltonian vector field XH associated with H by

ω(XH , V ) = −dH(V ) for any V ∈ X(M),

where X(M) is the set of smooth vector fields on M .
Let S1 denote R/Z. For a (time-dependent) Hamiltonian functionH : S1×

M → R with compact support and for t ∈ S1, we define a function Ht : M →
R by Ht(x) = H(t, x). Let X t

H denote the Hamiltonian vector field associ-
ated with Ht and let {ϕtH}t∈R denote the isotopy generated by X t

H such that
ϕ0 = id. Let ϕH denote ϕ1

H and ϕH is called the Hamiltonian diffeomorphism
generated by H. For a symplectic manifold (M,ω), we define the group of
Hamiltonian diffeomorphisms by

Ham(M,ω) = {ϕ ∈ Diff(M) | ∃H ∈ C∞(S1 ×M) such that ϕ = ϕH}.

2.3.3 Measure-preserving homeomorphism groups

Let M be a complete Riemannian manifold and µ the measure on M which is
induced by the Riemannian structure. Let Homeoc0(M,µ) denotes the group
of compactly supported homeomorphisms that are isotopic to the identity

and H̃omeoc0(M,µ) denotes its universal covering. Fathi [27] defined the

mass flow homomorphism θ̃ : H̃omeoc0(M,µ)→ H1(M ;R). For the definition
of the mass flow homomorphisms, see [27, 46]. Set Γ = θ̃(π1(Homeoc0(M,µ))).
The map θ̃ induces the map θ : Homeoc0(M,µ)→ H1(M ;R)/Γ.
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2.4 Quasimorphisms

2.4.1 Definitions and Properties

Definition 2.4.1. A quasimorphism φ is a real-valued function on a group
Γ such that there exists a constant D ≥ 0 and

|φ(xy)− φ(x)− φ(y)| ≤ D

for any x, y ∈ Γ. Such a smallest D is called the defect of φ and denoted by
D(φ). A quasimorphism φ is homogeneous if φ(xn) = nφ(x) for every n ∈ Z
and x ∈ Γ.

Let Q̂(Γ) and Q(Γ) denote the set of quasimorphisms on Γ and the set of

homogeneous quasimorphisms on Γ, respectively. The sets Q̂(Γ) and Q(Γ)
are naturally regarded as R-linear spaces.

Example 2.4.2. • A bounded function is a quasimorphism. Thus the
set of bounded functions C̄1

b (Γ) on Γ is a linear subspace of Q̂(G).

• A homomorphism is a homogeneous quasimorphism with defect zero.
Thus the set of homomorphisms H1(Γ) is a linear subspace of Q(Γ).

We define a linear map Q̂(Γ)→ Q(Γ), φ 7→ φ, which is called the homog-
enization, by

φ(x) = lim
n→∞

φ(xn)

n
.

The limit exists by Fekete’s lemma. The kernel of the homogenization is the
space of bounded functions. Thus the homogenization induces an isomor-
phism Q̂(Γ)/C̄1

b (Γ) ∼= Q(Γ).

Example 2.4.3. • (Poincaré’s rotation number [48])

Let Homeo+(S1) be the group of orientation-preserving homeomor-

phisms on the circle and H̃omeo+(S1) the preimage of Homeo+(S1)
in Homeo+(R) under the covering projection R→ S1 = R/Z, i.e.,

H̃omeo+(S1) = {f̃ ∈ Homeo+(R) | ∀x ∈ R, n ∈ Z, f̃(x+n) = f̃(x)+n}

We define the rotation number r̃ot : H̃omeo
+

(S1)→ R by

r̃ot(f̃) = lim
n→∞

f̃n(x)− x
n

.
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This definition does not depend on the choice of x ∈ R. The rotation
number r̃ot is a quasimorphism and not a homomorphism.

• (Brooks’ counting quasimorphism on free groups [10])

Let F2 = 〈x, y〉 be a free group of rank 2 and w a reduced word in
{x±1, y±1}. A counting function cw : F2 → Z is defined as cw(g) being
the maximal number of disjoint copies of w in the reduced representa-
tive of g ∈ F2. A counting quasimorphism is a function of the form

hw(g) = cw(g)− cw−1(g).

Let a and b be two generators of F2. For n ∈ Z, set wn = abn. Then we
can show that the set of quasimorphisms {hwn}n∈Z are linearly inde-
pendent in Q(F2). Therefore, the space Q(F2) is infinite-dimensional.

These examples are fundamental in the sense that there are many gen-
eralizations of them. For example, Py’s Calabi quasimorphisms we use later
are constructed from the rotation number. The counting quasimorphisms are
generalized to hyperbolic groups [21], mapping class groups [4], and surface
diffeomorphism groups [6].

We will use the following commutator calculus several times.

Lemma 2.4.4. For x, y ∈ Γ and n ∈ N, (xy)2ny−2nx−2n can be written as a
product of n commutators.

Proof. Since,

(xy)2ny−2nx−2n = x · (yx)2n−1y−(2n−1)x−(2n−1) · x−1,

it is sufficient to prove that (yx)2n−1y−(2n−1)x−(2n−1) can be written as a
product of n commutators. We prove it by the induction of n. It is clear if
n = 1. Set

αm = (xy)2m−1x−(2m−1)y−(2m−1)

and
βm = (yx)2m−1y−(2m−1)x−(2m−1)

Assume that αm and βm can be written as a product of m commutators.
Since

yxyα−1
m (yxy)−1βm+1

=yxy2mx2my−(2m+1)x−(2m+1)

=yx−1[x2y2mx2m−1, xy−1x2m−1](yx−1)−1,
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βm+1 can be written as a product of m+ 1 commutators by the assumption.

It is known that the defect changes at most twice by homogenization.

Lemma 2.4.5. For every φ ∈ Q(Γ), D(φ) ≤ 2D(φ).

Proof. For a, b,D ∈ R, we write a ∼D b to mean |a− b| ≤ D.
We define φ′ : Γ→ R by

φ′(x) =
1

2
(φ(x)− φ(x−1)).

Then φ′ is anti-symmetric, i.e., φ′(x−1) = −φ(x) for every x ∈ Γ. Since

φ′(xy)− φ′(x)− φ′(y)

=
1

2
(φ(xy)− φ(x)− φ(y))− 1

2
(φ(y−1x−1)− φ(y−1)− φ(x−1)),

D(φ′) = sup
x,y∈Γ

|φ′(xy)− φ′(x)− φ′(y)| ≤ 1

2
D(φ) +

1

2
D(φ) = D(φ).

Thus φ′ is also a quasimorphism and D(φ′) ≤ D(φ). Since

φ(x)− φ′(x) =
1

2
(φ(x) + φ(x−1)) ∼ 1

2
D(φ)

1

2
φ(e)

for every x ∈ Γ, φ− φ′ is a bounded function. Especially, φ = φ′.
For x, y ∈ Γ, and n ∈ N,

φ′((xy)2n)− φ′(x2n)− φ′(y2n) ∼2D(φ′) φ
′((xy)2ny−2nx−2n).

Thus,

lim
n→∞

φ′((xy)2ny−2nx−2n)

2n
= lim

n→∞

φ′((xy)2n)− φ′(x2n)− φ′(y2n)

2n
(2.4.1)

For an anti-symmetric quasimorphism φ′ and a commutator c = [x, y],

φ′(c) ∼3D(φ′) φ(x) + φ(y) + φ(x−1) + φ(y−1) = 0.

By Lemma 2.4.4 that (xy)2ny−2nx−2n can be written as a product of n com-
mutators c1c2 · · · cn. Since

φ′(c1c2 · · · cn) ∼(n−1)D(φ′) φ
′(c1) + φ′(c2) + · · ·+ φ′(cn) ∼3nD(φ′) 0,
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we obtain
φ′((xy)2ny−2nx−2n) ≤ (4n− 1)D(φ′)

Thus the left-hand side of (2.4.1) is less than or equal to 2D(φ′). On the

other hand, the right-hand side of (2.4.1) equals |φ′(xy) − φ′(x) − φ′(y)| =
|φ(xy)− φ(x)− φ(y)|. Therefore,

D(φ) = sup
x,y∈Γ

|φ(xy)− φ(x)− φ(y)| ≤ 2D(φ′) ≤ 2D(φ)

An exact sequence of complexes

0→ C•b (Γ)→ C•(Γ)→ C•(Γ)/C•b (Γ)→ 0

induces the exact sequence

0→ H1(Γ)→ Q(Γ)→ H2
b (Γ)→ H2(Γ)

since H1
b (Γ) = 0 and H1(C•/C•b ) ∼= Q. Hence, the second exact bounded

cohomology EH2
b (Γ) = Ker(H2

b (Γ)→ H2(Γ)) is isomorphic to Q(Γ)/H1(Γ).
The following lemma is well-known and fundamental.

Lemma 2.4.6. For every φ ∈ Q(Γ) and x, y ∈ Γ,

(1) φ(xyx−1) = φ(y),

(2) if xy = yx, then φ(xy) = φ(x) + φ(y).

Proof. For a, b,D ∈ R, we write a ∼D b to mean |a− b| ≤ D.

(1) For every n ∈ N,

nφ(yxy−1) = φ((yxy−1)n) = φ(yxny−1) ∼2D(φ) φ(y)+φ(xn)+φ(y−1) = nφ(x).

Thus we obtain

|φ(yxy−1)− φ(x)| ≤ 2D

n
.

Since n can be taken arbitrarily large, we obtain φ(xyx−1) = φ(y).

(2) For every n ∈ N,

nφ(xy) = φ((xy)n) = φ(xnyn) ∼D φ(xn) + φ(yn) = nφ(x) + nφ(y).

Thus we obtain

|φ(xy)− φ(x)− φ(y)| ≤ D

n
.

Since n can be taken arbitrarily large, we obtain φ(xy) = φ(x) + φ(y).
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2.4.2 Bavard’s duality

Quasimorphisms are closely related to the commutator length. We define the
stable commutator length scl : [Γ,Γ]→ [0,∞) by

scl(x) = lim
n→∞

cl(xn)

n
.

By Fekete’s lemma, the limit exists.

Lemma 2.4.7. For any x ∈ [Γ,Γ] and φ ∈ Q(Γ),

scl(x) ≥ 1

2

|φ(x)|
D(φ)

.

Proof. Note that |φ([x, y])| = |φ([x, y])− φ(xyx−1)− φ(y−1)| ≤ D(φ) for any
commutator [x, y] ∈ [Γ,Γ]. If xn is a product of commutators c1, . . . , cm, then
we obtain an inequality

n|φ(x)| = |φ(xn)| ≤ (m− 1)D(φ) +
k∑
k=1

|φ(ck)| < 2mD(φ).

and the lemma follows from it.

Moreover, following Bavard’s duality theorem holds.

Theorem 2.4.8 ([3]). For x ∈ [Γ,Γ]

scl(x) =
1

2
sup

φ∈Q(Γ)

|φ(x)|
D(φ)

.

Remark that we regard the right-hand side as 0 if Q(Γ) = H1(Γ). As
a corollary, we can see that scl on [Γ,Γ] is identically zero if and only if
EH2

b (Γ) ∼= Q(Γ)/H1(Γ) = 0 (i.e., the comparison map H2
b (Γ) → H2(Γ)

is injective). There are several applications ([18, 15, 42] for example) and
generalizations [16, 37] of Bavard’s duality theorem.
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Chapter 3

G-invariant quasimorphisms
and their applications

3.1 G-invariant quasimorphisms

Throughout this section, let G be a group and H a normal subgroup of G.

Definition 3.1.1. A quasimorphism φ on H is G-quasi-invariant if there
exist a constant C ≥ 0 such that

|φ(ghg−1)− φ(h)| ≤ C

for any g ∈ G and h ∈ H. If the constant C can be taken by 0, φ is called
G-invariant.

Let Q̂(H)G denote the set of G-quasi-invariant quasimorphisms on G and
Q(H)G denote the set of G-(quasi-)invariant homogeneous quasimorphisms
on H.

Remark 3.1.2. • Every G-quasi-invariant homogeneous quasimorphisms
are G-invariant; if φ is G-quasi-invariant and homogeneous, then for
every n ∈ N,

n|φ(ghg−1)−φ(h)| = |φ((ghg−1)n)−φ(hn)| = |φ(ghng−1)−φ(hn)| ≤ C.

Hence |φ(ghg−1) − φ(h)| ≤ C/n for arbitrarily large n and thus φ is
G-invariant.

• If G = H, then Q̂(G)G = Q̂(G) and Q(G)G = Q(G).
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As is the case of ordinary quasimorphism, the (G-invariant) homogeniza-

tion Q̂(H)G → Q(H)G induces an isomorphism Q̂(H)G/C̄1
b (H) ∼= Q(H)G.

We define the notion of a (G,H)-commutator (or a mixed commutator).
A (G,H)-commutator is an element of the form [g, h] with g ∈ G and h ∈
H. Note that [h, g] = [hg, h−1] is also a (G,H)-commutator. The (G,H)-
commutator subgroup [G,H] is the group generated by (G,H)-commutators.
We remark that [G,H] ⊂ H since H is a normal subgroup of G. The (G,H)-
commutator length clG,H : [G,H]→ N is defined by

clG,H(x) =

{
k

∣∣∣∣∣ ∃g1, . . . , gk ∈ G,∃h1, . . . , hk ∈ H,
x = [g1, h1] · · · [gk, hk]

}
.

We define the stable (G,H)-commutator length sclG,H : [G,H]→ [0,∞) by

sclG,H(x) = lim
n→∞

clG,H(xn)

n
.

Lemma 3.1.3. For any x ∈ [G,H] and φ ∈ Q(H)G,

sclG,H(x) ≥ 1

2

|φ(x)|
D(φ)

.

Proof. Note that |φ([g, h])| = |φ([g, h])− φ(ghg−1)− φ(h−1)| ≤ D(φ) for any
(G,H)-commutator [g, h] ∈ [G,H]. If xn is a product of (G,H)-commutators
c1, . . . , cm, then we obtain an inequality

n|φ(x)| = |φ(xn)| ≤ (m− 1)D(φ) +
k∑
k=1

|φ(ck)| < 2mD(φ).

and the lemma follows from it.

As is the ordinary case, we can prove the following Bavard-type duality
theorem.

Theorem 3.1.4. Assume that H = [G,H]. For any x ∈ [G,H],

sclG,H(x) =
1

2
sup

φ∈Q(H)G

|φ(x)|
D(φ)

Proof of Theorem 3.1.4 is given in the next subsection. We note that the
assumption H = [G,H] in Theorem 3.1.4 can be removed [38].
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3.2 Proof of G-invariant Bavard duality

In this section, we give the proof of Theorem 3.1.4. We use the method of
Kawasaki [36] and his idea came from [16].

For a group Γ, we define a set

AΓ =
∞⊔
k=0

(Γ× R)k.

We denote elements of AΓ by xs11 · · ·x
sk
k , where x1, . . . , xk ∈ Γ and s1, . . . , sk ∈

R. Set Γ = [G,H]. We define a function ‖ · ‖Γ : AΓ → R≥0 by

‖xs11 · · ·x
nk
k ‖Γ = lim

n→∞

1

n
clG,H(x

bs1nc
1 · · ·xbnknck ),

where btc denotes the integer part of t ∈ R.

Proposition 3.2.1. ‖ · ‖Γ : AΓ → R≥0 is well-defined.

We prove Proposition 3.2.1 in Section 3.5.
We define some operations on AΓ. For elements x = xs11 . . . xskk , y =

yt11 . . . ytll in AΓ and λ ∈ R, we define x ? y, x̄ and x(λ) by

x ? y = xs11 . . . xskk y
t1
1 . . . ytll ,

x̄ = x−skk . . . x−s11 ,

x(λ) = xλs11 . . . xλskk .

Since clG,H is a conjugation-invariant norm, we can confirm that for any
x, y ∈ AΓ,

‖xy‖Γ ≤ ‖x‖Γ + ‖y‖Γ,

‖ȳxy‖Γ = ‖x‖Γ,

‖x̄‖Γ = ‖x‖Γ.

We define the equivalent relation∼ on AΓ by x ∼ y if and only if ‖xȳ‖Γ = 0
for x, y ∈ AΓ. We denote the set AΓ/ ∼ by A, and the function ‖ · ‖Γ : AΓ →
R≥0 on AΓ induce the function ‖ · ‖ : A→ R≥0 on A. Let [x] ∈ A denote the
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equivalent class of x ∈ AΓ. For x = [x] and y = [y] in A and λ ∈ R, we define
x + y and λx by

x + y = [x ? y],

λx = [x(λ)].

Proposition 3.2.2. The above operators are well-defined.

Proposition 3.2.3. (A, ‖ · ‖) is a normed vector space.

We prove Proposition 3.2.2 and 3.2.3 in Section 3.5.
By the Hahn-Banach theorem, we obtain the following:

Proposition 3.2.4. For any x ∈ A,

‖x‖ = sup
φ̂∈A∗

φ̂(x)

‖φ̂‖∗
,

where A∗ is the dual space of A and ‖ · ‖∗ is the dual norm on A∗.

For φ̂ ∈ A∗, we define the function φ : Γ→ R by φ(x) = φ̂([x1]).

Proposition 3.2.5. φ is a G-invariant homogeneous quasimorphism.

Proof. • (φ is a quasimorphism)

For x, y ∈ Γ,

|φ(xy)− φ(x)− φ(y)|
= |φ̂([(xy)1])− φ̂([x1])− φ̂([y1])|
= |φ̂([(xy)1] + (−1)[x1] + (−1)[x1])|
≤ ‖φ̂‖∗‖(xy)1 ? x−1 ? y−1‖

= ‖φ̂‖∗ · lim
n→∞

1

n
clG,H((xy)nx−ny−n).

Since (xy)2nx−2ny−2n is a product of n commutators (see [14, Lemma2.24.]
for example),

lim
n→∞

1

n
clG,H((xy)nx−ny−n) ≤ 1

2
.

Thus

|φ(xy)− φ(x)− φ(y)| ≤ 1

2
‖φ̂‖∗.
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• (φ is homogeneous)

Since (xn)1 ∼ xn for x ∈ Γ and φ̂ : A→ R is a linear map,

φ(xn) = φ̂([(xn)1]) = φ̂([xn]) = φ̂(n[x1]) = nφ̂([x1]) = nφ(x)

for x ∈ Γ and n ∈ Z.

• (φ is G-invariant)

For g ∈ G, x ∈ Γ,

|φ(gxg−1)− φ(x)|
= |φ̂([(gxg−1)1])− φ̂([x1])|
= |φ̂([(gxg−1)1] + (−1)[x1])|
≤ ‖φ̂‖∗‖((gxg−1)1) ? x−1‖

= ‖φ̂‖∗ · lim
n→∞

1

n
clG,H((gxg−1)n · x−n)

= ‖φ̂‖∗ · lim
n→∞

1

n
clG,H([g, xn])

= 0.

Proof of Theorem 3.1.4. By Proposition 3.2.4 and 3.2.5, sinceD(φ) ≤ 1
2
‖φ‖∗,

sclG,H(x) = ‖x1‖ = sup
φ̂∈A∗

φ̂([x1])

‖φ̂‖∗
≤ sup

φ

φ(x)

2D(φ)
.

Lemma 3.1.3 states the opposite direction.

3.3 Extension problem

In this section, we consider the extension problem of quasimorphisms.

Definition 3.3.1. A G-invariant homogeneous quasimorphism φ : H → R
is extendable to G if there exists a homogeneous quasimorphism ψ : G → R
such that ψ|H = φ.

If a homogeneous quasimorphism φ is extendable, then φ is G-invariant.
Hence, G-invariance is a necessary condition to extend. Shtern [53] studied
the conditions under which a quasimorphism can be extended. By applying
his result, we obtain the following sufficient conditions to extend.
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Proposition 3.3.2 ([53, Theorem 3]). Suppose that one of the following
conditions are satisfied:

• the group homomorphism G→ G/H has a section homomorphism.

• H is a finite index subgroup of G.

Then any homogeneous G-invariant quasimorphism φ is extendable.

Later we will give another proof of Proposition 3.3.2, including the eval-
uation of defect (Proposition 3.4.6).

We provide a convenient lemma for proving non-extendability.

Lemma 3.3.3. Let φ be a G-invariant quasimorphism on H. Let f and g
be elements of G satisfying

• f(gf−1g−1) = (gf−1g−1)f ,

• [f, g] ∈ H,

• φ([f, g]) 6= 0.

Then, φ is non-extendable to G.

Proof. Assume that φ is extendable to G. Let ψ be a homogeneous quasi-
morphism on G such that ψ|H = φ. Then, by Lemma 2.4.6,

φ([f, g]) = ψ([f, g]) = ψ(f) + ψ(gf−1g−1) = 0

and this contradicts the assumption. Hence φ is non-extendable to G.

We give an example of non-extendable quasimorphism. Namely, we ob-
serve that Py’s Calabi quasimorphism is non-extendable.

Theorem 3.3.4. Let Σ be an oriented closed surface whose genus is greater
than one and ω a symplectic form on Σg. Py’s Calabi quasimorphism µP :
Ham(Σ, ω)→ R is non-extendable to Symp0(Σ, ω).

We review the notion of Calabi quasimorphism. A symplectic manifold
(M,ω) is exact if there exists a 1-form λ ∈ Ω1(M) such that ω = −dλ.
A subset X of a symplectic manifold (M,ω) is displaceable if there exists
φ ∈ Ham(M,ω) such that φ(X) ∩ X̄ = ∅, where X̄ is the topological closure
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of X. For an exact symplectic manifold (M,ω), we recall that the Calabi
homomorphism is a function CalM : Ham(M,ω)→ R defined by

CalM(ϕF ) =

∫ 1

0

∫
M

Ftω
n dt.

The Calabi homomorphism is known to be well-defined and a group homo-
morphism. (see [13, 1, 2, 41]).

Definition 3.3.5. Let µ : Ham(M,ω) → R be a homogeneous quasimor-
phism. An open subset U of M has the Calabi property with respect to µ if
ω|U is exact and the restriction of µ to Ham(U, ω) coincides with the Calabi
homomorphism CalU .

Definition 3.3.6 ([19, 49]). A Calabi quasimorphism is a homogeneous
quasimorphism µ : Ham(M,ω) → R such that any displaceable open sub-
set of M has the Calabi property with respect to U .

The following properties of Py’s Calabi quasimorphism is important to
prove Theorem 3.3.4. See [50, 51] for the definition of Py’s Calabi quasimor-
phism.

Proposition 3.3.7 ([50]). Let Σ be a closed orientable surface whose genus
is larger than one, ω a symplectic form on Σ and U an open subset of Σ
which is homeomorphic to an annulus. Then U has the Calabi property with
respect to Py’s Calabi quasimorphism µP .

Let Σ be a closed orientable surface of a positive genus and ω a symplectic
form on Σ. We set H = Ham(Σ, ω) and G = Symp0(Σ, ω). In order to prove
Theorems 3.3.4, we prepare the following elements of G = Symp0(Σ, ω).

Since the genus of Σ is positive, we can take a non-separating simple
closed curve C in Σ. Then, there are a positive number r and a symplectic
embedding ι : (−1, 1)× R/rZ→ Σ such that ι({0} × R/rZ) = C. Here, the
symplectic form on (−1, 1)×R/rZ is defined by dx ∧ dy, where (x, y) is the
coordinate on (−1, 1)× R/rZ.

Let ε ∈ (0, 1) and let χ : (−1, 1) → [0, 1] be a function satisfying the
following conditions.

• χ(x) = 0 for any x ∈ (−1,−1 + ε) ∪ (1− ε, 1),

• χ(x) + χ(1 + x) = 1 for any x ∈ (−1, 0).
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By the above conditions, we see that χ(x) = 1 for any x ∈ (−ε, ε). Define a
function F : Σ→ R by

F (z) =

{
χ(x) (if z = ι(x, y) for some (x, y) ∈ (−1, 1)× R/rZ),

0 (if z /∈ Im(ι)).

Since C is non-separating, Σ \ Im(ι) is path-connected. Thus, there exists
g0 ∈ G = Symp0(Σ, ω) such that g0(ι(x, y)) = ι(x + 1, y) for any (x, y) ∈
(−1, 0)× R/rZ.

Define a map f0 : Σ→ Σ by

f0(z) =

{
ϕF (z) (if z ∈ ι((−1, 0)× R/rZ)),

z (otherwise).

Since f0(z) = z for any z ∈ ι((−1,−1+ε)∪(−ε, ε))×R/rZ), f0 is well-defined
and f0 ∈ G = Symp0(Σ, ω). Since χ(x) + χ(1 + x) = 1 for any x ∈ (−1, 0),
by the definition of g0,

g0f
−1
0 g−1

0 (z) =

{
ϕF (z) (if z ∈ ι((0, 1)× R/rZ)),

z (otherwise).

Thus, we obtain ϕF = f0g0f
−1
0 g−1

0 . Since supp(f0) ⊂ ι((−1, 0)× R/rZ) and
supp(g0f

−1
0 g−1

0 ) ⊂ ι((0, 1)× R/rZ), f0(g0f
−1
0 g−1

0 ) = (g0f
−1
0 g−1

0 )f0.

Proof of Theorem 3.3.4. Since f0(g0f
−1
0 g−1

0 ) = (g0f
−1
0 g−1

0 )f0 and ϕF = [f0, g0] ∈
Ham(Σ, ω), by Lemma 3.3.3, it is sufficient to prove that µP ([f0, g0]) 6= 0.

By the definition of F ,
∫

Σ
Fω > 0. By Proposition 3.3.7, Im(ι) has the

Calabi property with respect to µP . Since ϕF = f0g0f
−1
0 g−1

0 and Supp(F ) ⊂
Im(ι),

µP ([f0, g0]) = µP (ϕF ) =

∫
Σ

Fω > 0.

3.4 Comparison of commutator lengths

We compare the (G,H)-commutator length clG,H with the ordinary commu-
tator lengths clG of G and clH of H. By definition, clG ≤ clG,H on [G,H],
and clG,H ≤ clH on [H,H].
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3.4.1 sclG,H vs sclG

We consider a sufficient condition under which sclG,H and sclG are bi-Lipschitz.

Proposition 3.4.1. Suppose that H = [G,H] and one of the following con-
ditions are satisfied:

• The group homomorphism G→ G/H has a section homomorphism.

• H is a finite index subgroup of G.

Then for every x ∈ [G,H],

sclG(x) ≤ sclG,H(x) ≤ 2 sclG(x).

Remark 3.4.2. We can remove the assumption H = [G,H] in Proposition
3.4.1 since the assumption H = [G,H] in Theorem 3.1.4 is removed in [38].

Example 3.4.3. Let G be the braid group Bn of n strands and H its com-
mutator subgroup [Bn, Bn]. For any integer n > 4, H is a perfect group [32],
especially H = [G,H]. It is known that G/H ∼= Z and the abelianization
map G → G/H is given by the index sum homomorphism G → Z defined
by σi 7→ 1 for i = 1, 2, . . . , n − 1, where σi is the ith Artin generator. Since
there is a section homomorphism s : Z → G, the pair (G,H) satisfies the
assumptions of Proposition 3.4.1 if n > 4.

Example 3.4.4. Let (M,ω) be an exact symplectic manifold. Let G be
the group Ham(M,ω) of Hamiltonian diffeomorphisms and H the commuta-
tor subgroup of Ham(M,ω). Let Cal : Ham(M,ω) → R denote the Calabi
homomorphism.

It is known that G/H ∼= R and the abelianization map G→ G/H is given
by the Calabi homomorphism [1]. We can take a time-independent Hamil-
tonian function H : M → R such that Cal(H) = 1 (for instance, consider a
function supported on a Darboux ball). Then, the map s : R→ Ham(M,ω)
defined by s(t) = ϕtH is a section homomorphism of Cal. Since it is known
that H is a perfect group [1], the pair (G,H) satisfies the assumptions of
Proposition 3.4.1.

Example 3.4.5. Let T 2 be a 2-dimensional torus and ω a symplectic form
on T 2. Let G be the identity component Symp0(T 2, ω) of the group of
symplectomorphisms of (T 2, ω) and H the group Ham(T 2, ω) of Hamilto-
nian diffeomorphisms of (T 2, ω). Let Fluxω : Symp0(T 2, ω)→ H1(T 2;R)/Γω
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be the (descended) flux homomorphism. Then, Ker(Fluxω) = H and H is
known to be perfect [1]. Thus, since there exists a section homomorphism of
Fluxω : Symp0(T 2, ω) → H1(T 2;R)/Γω, G and H satisfy the assumption of
Proposition 3.4.1.

To prove Proposition 3.4.1, we prove a precise version of Proposition 3.3.2.

Proposition 3.4.6. Suppose that one of the following conditions are satis-
fied:

(1) the group homomorphism G→ G/H has a section homomorphism,

(2) H is a finite index subgroup of G.

Then, for every homogeneous G-invariant quasimorphism φ, there exists a
homogeneous quasimorphism ψ on H such that ψ|H = φ and D(ψ) ≤ 2D(φ).

Proof of Proposition 3.3.2. Let π : G→ G/H be the quotient map.

(1) Let σ : G/H → G be a section homomorphism. For g ∈ G, we set
qg = σ(π(g)) and hg = q−1

g g ∈ H. We define the function φ′ : G → R
by φ′(g) = φ(hg). Since σ ◦ π is a homomorphism, qg1g2 = qg1qg2 for
g1, g2 ∈ G. Thus

|φ′(g1g2)− φ′(g1)− φ′(g2)|
= |φ(hg1g2)− φ(hg1)− φ(hg2)|
= |φ(q−1

g2
q−1
g1
g1g2)− φ(q−1

g1
g1)− φ(q−1

g2
g2)|

= |φ(q−1
g1
g1g2q

−1
g2

)− φ(q−1
g1
g1)− φ(g2q

−1
g2

)|
≤ D(φ).

Hence, φ′ is a quasimorphism with D(φ′) ≤ D(φ).

(2) We choose a representativeQ ⊂ G of the cosetG/H, i.e., G =
⊔
q∈Q qH.

Assume that e ∈ Q. For g ∈ G, we can represent uniquely as a form
g = qghg, where qg ∈ Q and hg ∈ H. We define the function φ′ : G→ R
by

φ′(g) =
1

#Q

∑
q∈Q

φ(hgq).
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Since q−1
g1g2q

g1g2q = (q−1
g1g2q

g1qg2q)(q
−1
g2q
g2q),

|φ′(g1g2)− φ′(g1)− φ′(g2)|

=
1

#Q

∣∣∣∣∣∑
q∈Q

φ(hg1g2q)− φ(hg1q)− φ(hg2q)

∣∣∣∣∣
=

1

#Q

∣∣∣∣∣∑
q∈Q

φ(q−1
g1g2q

g1g2q)− φ(q−1
g1q
g1q)− φ(q−1

g2q
g2q)

∣∣∣∣∣
=

1

#Q

∣∣∣∣∣∑
q∈Q

φ((q−1
g1g2q

g1qg2q)(q
−1
g2q
g2q))− φ(q−1

g1g2q
g1qg2q)− φ(q−1

g2q
g2q)

∣∣∣∣∣
≤ D(φ).

Proof of Proposition 3.4.1. The inequality sclG(x) ≤ sclG,H(x) immediately
follows from the definitions of norms. Thus, we prove sclG,H(x) ≤ 2 sclG(x)
below.

By Theorem 3.1.4, for any ε > 0, there exists a G-invariant homogeneous
quasimorphism φ such that

sclG,H(x)− ε ≤ 1

2

φ(x)

D(φ)
.

By Proposition 3.3.2, there exists an extension φ̂ of φ which is homogeneous
and D(φ̂) ≤ 2D(φ) . Therefore,

1

2

φ(x)

D(φ)
≤ φ̂(x)

D(φ̂)
≤ 2 sclG(x).

Since ε can be taken arbitrarily small, we have finished the proof.

On the other hand, there exist an example of a pair (G,H) of groups such
that sclG,H and sclG are not bi-Lipschitz.

Proposition 3.4.7. Let Σ be an oriented closed surface whose genus is
greater than one and ω a symplectic form on Σ. Set G = Symp0(Σ, ω)
and H = Ham(Σ, ω). Then sclG,H and sclG are not bi-Lipschitz.
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Proof. Take f0, g0 ∈ G as in Section 3.3. Let µP denote Py’s Calabi quasi-
morphism. We observed that µP ([f0, g0]) > 0 in the proof of Theorem 3.3.4.
Hence, by Lemma 3.1.3, sclG,H([f0, g0]) > 0. On the other hand,

[f0, g0]n = (f0(g0f
−1
0 g−1

0 ))n = fn0 (g0f
−1
0 g−1

0 )n = fn0 (g0f
−n
0 g−1

0 ) = [fn0 , g0]

for any integer n. Thus,

clG([f0, g0]n) = clG([fn0 , g0]) = 1

and hence sclG([f0, g0]) = 0.

3.4.2 sclG,H vs sclH

We give an example of a pair (G,H) of groups such that sclG,H and sclH are
not bi-Lipschitz even if the quotient group G/H finite.

Let B3 and P3 denote the braid group and the pure braid group on 3
strands, respectively. Set ∆ = σ1σ2σ1 = σ2σ1σ2, where σ1 and σ2 are the
Artin generators. Note that ∆2 is the full twist. Set x = σ2

1, y = σ2
2, and

z = ∆2. Then P3 has a presentation

P3 = 〈x, y, z | xz = zx, yz = zy〉 ∼= F2 × Z.

Proposition 3.4.8. For G = B3 and H = P3, there exists an element
α ∈ [H,H] such that sclG,H(α) = 0 and sclH(α) > 0.

Proof of Proposition 3.4.8. We set α = [x, y] = [σ2
1, σ

2
2] ∈ [H,H]. Since

∆α∆−1 = [σ2
2, σ

2
1] = α−1, φ(α) is equal to zero for every G-invariant homo-

geneous quasimorphism φ on [G,H]. Thus, by Theorem 3.1.4, sclG,H(α) = 0.
On the other hand, we can prove that sclH(α) > 0 as follows. Set φ = h̄w◦

pr1, where h̄w is the homogenization of hw for w = xyx−1y−1 and pr1 : P3
∼=

F2 × Z → F2 is the first projection homomorphism. Since cw([x, y]n) = n
and cw−1([x, y]n) = 0,

φ̄(α) = h̄w([x, y]) = 1.

Therefore, by Theorem 2.4.8,

sclH(α) ≥ 1

2

1

D(φ̄)
> 0.
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3.5 Appendix

In this subsection, we finish the proof of Proposition 3.2.1 and 3.2.3. For
x, y ∈ Γ, let xy denote the conjugation yxy−1.

Lemma 3.5.1. For any x1, . . . , xk ∈ Γ and integers n1, . . . , nk,m1, . . . ,mk ∈
Z,

clG,H((xn1
1 . . . xnkk )−1xm1

1 . . . xmkk ) ≤
k∑
i=1

|mi − ni|clG,H(xi)

Proof. Since

(xn1
1 . . . xnkk )−1xm1

1 . . . xmkk

=x−nkk . . . x−n2
2 x−n1

1 xm1
1 xm2

2 . . . xmkk

=x−nkk . . . x−n2
2 xm1−n1

1 xm2
2 . . . xmkk

=x−nkk . . . x−n2
2 xm2

2 . . . xmkk (xm1−n1
1 )y1

=x−nkk . . . xm2−n2
2 . . . xmkk (xm1−n1

1 )y1

= . . .

=xmk−nkk (x
mk−1−nk−1

k−1 )yk−1 . . . (xm2−n2
2 )y2(xm1−n1

1 )y1 ,

where yi = (x
mi+1

i+1 . . . xmkk )−1,

clG,H((xn1
1 . . . xnkk )−1xm1

1 . . . xmkk ) ≤
k∑
i=1

clG,H(xmi−nii ) ≤
k∑
i=1

|mi−ni|clG,H(xi).

Lemma 3.5.2. For x1, . . . , xk ∈ Γ and integers n1, . . . , nk,m1, . . . ,mk ∈ Z,

(xn1
1 . . . xnkk )−1(xm1

1 . . . xmkk )−1xn1+m1
1 . . . xnk+mk

k

is a product of k commutators.

38



Proof. There exists elements y1, . . . yk ∈ 〈x1, . . . , xk〉 such that

(xn1
1 . . . xnkk )−1(xm1

1 . . . xmkk )−1xn1+m1
1 . . . xnk+mk

k

=x−nkk . . . x−n2
2 x−n1

1 x−mkk . . . x−m2
2 x−m1

1 xn1+m1
1 xn2+m2

2 . . . xnk+mk
k

=x−nkk . . . x−n2
2 x−n1

1 x−mkk . . . x−m2
2 xn1

1 x
n2+m2
2 . . . xnk+mk

k

=x−nkk . . . x−n2
2 (xn1

1 )y1x−n1
1 x−mkk . . . x−m2

2 xn2+m2
2 . . . xnk+mk

k

= . . .

=(xnkk )ykx−nkk . . . (xn1
1 )y1x−n1

1

=[yk, x
nk
k ] . . . [y1, x

n1
1 ].

Proof of Proposition 3.2.1. Fix an element xs11 · · ·x
sk
k ∈ AG. Define a se-

quence (an)n∈N by an = clG,H(x
bs1nc
1 . . . x

bsknc
k ). By Fekete’s lemma, it is suf-

ficient to prove that there exist a constant C such that am+n ≤ am + an +C
for all m,n ∈ N. By Lemma 3.5.1,

am+n = clG,H(x
bs1(m+n)c
1 . . . x

bsk(m+n)c
k )

≤ clG,H(x
bs1mc+bs1nc
1 . . . x

bskmc+bsknc
k )

+ clG,H((x
bs1mc+bs1nc
1 . . . x

bskmc+bsknc
k )−1x

bs1(m+n)c
1 . . . x

bsk(m+n)c
k )

≤ clG,H(x
bs1mc+bs1nc
1 . . . x

bskmc+bsknc
k ) +

k∑
i=1

clG,H(xi).

Set Mi = bsimc and Ni = bsinc. Therefore, by Lemma 3.5.2,

am+n − am − an

≤ clG,H(xM1+N1
1 . . . xMk+Nk

k ) +
k∑
i=1

clG,H(xi)

− clG,H(xM1
1 . . . xMk

k )− clG,H(xN1
1 . . . xNkk )

≤ clG,H

(
(xM1

1 . . . xMk
k )−1(xN1

1 . . . xNkk )−1(xM1+N1
1 . . . xMk+Nk

k )
)

+
k∑
i=1

clG,H(xi)

≤ k +
k∑
i=1

clG,H(xi).

Lemma 3.5.3. For any x ∈ AΓ and λ1, λ2 ∈ R,

‖x(λ1+λ2) ? x̄(λ1) ? x̄(λ2)‖Γ = 0
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Proof. Assume that x is represented by xs11 x
s2
2 . . . xskk ∈ AG. Set pi = bnλ1sic,

qi = bnλ2sic, and ri = bnλ1si + nλ2sic. By Lemma 3.5.1 and 3.5.2,

clG,H(xr11 . . . xrkk (xp1

1 . . . xpkk )−1(xq11 . . . xqkk )−1)

≤ clG,H(xr11 . . . xrkk (xp1+q1
1 . . . xpk+qk

k )−1)

+ clG,H(xp1+q1
1 . . . xpk+qk

k (xp1

1 . . . xpkk )−1(xq11 . . . xqkk )−1)

≤
k∑
i=1

clG,H(xi) + k < +∞.

Here, we used that |(pi + qi)− ri| ≤ 1. Therefore,

‖x(λ1+λ2) ? x̄(λ1) ? x̄(λ2)‖G

= lim
n→∞

1

n
clG,H(xr11 . . . xrkk (xp1

1 . . . xpkk )−1(xq11 . . . xqkk )−1)

= 0.

Lemma 3.5.4. For x ∈ AΓ and λ ∈ R,

‖x(λ)‖Γ = |λ|‖x‖Γ

Proof. We set x = xs11 . . . xskk . If λ = p
q

is a positive rational number, where
p, q are positive integers, then by considering subsequences,

‖x(λ)‖Γ = lim
n→∞

1

n
clG,H(x

bλs1nc
1 . . . x

bλsknc
k )

= lim
n→∞

1

qn
clG,H(x

bps1nc
1 . . . x

bpsknc
k )

= lim
n→∞

p

qn
clG,H(x

bs1nc
1 . . . x

bsknc
k )

= λ‖x‖Γ.

We consider the case λ = −1. By Lemma 3.5.3 we obtain ‖x(−1)x‖ =
‖x(0)‖ = 0 and it means that [x(−1)] = [x̄]. Therefore ‖x(−1)‖ = ‖x̄‖ = ‖x‖
and we complete the proof for the case when λ is a rational number.

Since Lemma 3.5.1 implies that the function λ 7→ ‖x(λ)‖ is continuous, we
complete the proof.
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Proof of Proposition 3.2.2. Assume that [x1] = [x2] and [y1] = [y2] for x1, x2, y1, y2 ∈
AΓ.

‖x1 ? y1 ? x2 ? y2‖Γ

= ‖x1 ? y1 ? ȳ2 ? x̄2‖Γ

≤ ‖x1 ? y1 ? ȳ2 ? x̄1‖Γ + ‖x1 ? x̄2‖Γ

= ‖y1 ? ȳ2‖Γ + ‖x1 ? x̄2‖Γ = 0

Thus [x1 ? y1] = [x2 ? y2].
Assume that elements x1, x2 ∈ AΓ satisfy [x1] = [x2]. For any λ ∈ R, by

Lemma 3.5.4,

‖x(λ)
1 ? x̄

(λ)
2 ‖Γ = ‖(x1 ? x̄2)(λ)‖Γ = |λ|‖x1 ? x̄2‖Γ = 0

Thus [x
(λ)
1 ] = [x

(λ)
2 ].

Proof of Proposition 3.2.3. By Lemma 3.5.3 and 3.5.4, for any λ1, λ2, λ ∈ R
and x ∈ A,

(λ1 + λ2)x = λ1x + λ2x, ‖λx‖ = |λ|‖x‖.

For any x = [x] and y = [y] in A, where x, y ∈ AΓ,

x + y = [x ? y] = [x̄ ? x ? y ? x] = [y ? x] = y + x.

The other axioms of a normed space can be confirmed easily.
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Chapter 4

Norm controlled cohomology of
transformation groups

4.1 Norm controlled cohomology

4.1.1 Definition

We introduce the notion of norm controlled cohomology which is a generaliza-
tion of bounded cohomology. Note that a similar generalization of bounded
cohomology is studied for finitely generated groups and its word length, which
is called the polynomially bounded cohomology (see [45] for example).

Definition 4.1.1. For a cochain c̄ ∈ C̄n(G) and a function µ : Gn → [0,∞),
we say that c̄ is Lipschitz with respect to µ if there exist constants C,D ≥ 0
such that for every g1, . . . , gn ∈ G

|c̄(g1, . . . , gn)| ≤ C · µ(g1, . . . , gn) +D.

Definition 4.1.2. A normed group (G, ν) is a pair of a group G and a norm
ν on G. For a normed group (G, ν) and non-negative integers n and d, we
define C̄n

(d)(G, ν) as follows.

• If n > d, we define C̄n
(d)(G, ν) as the set of Lipschitz cochains c̄ ∈ C̄n(G)
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with respect to ν(n,d), where ν(n,d) : Gn → [0,∞) is defined by

ν(n,d)(g1, . . . , gn) = min
I⊂{1,...,n}
#I=n−d

{∑
i∈I

ν(gi)

}

= min
1≤ii<···<id≤n

{
ν(g1) + · · ·+ ν̂(gi1) + · · ·+ ν̂(gid) + · · ·+ ν(gn)

}
.

• If d ≥ n, we define C̄n
(d)(G, ν) = C̄n

b (G).

Note that c̄ ∈ C̄n
(0)(G, ν) implies

|c̄(g1, . . . , gn)| ≤ C · {ν(g1) + · · ·+ ν(gn)}+D

and c̄ ∈ C̄n
(n−1)(G, ν) implies

|c̄(g1, . . . , gn)| ≤ C ·min{ν(g1), . . . , ν(gn)}+D.

Lemma 4.1.3. For any integer d ≥ 0, (C̄n
(d)(G, ν), δ̄) is a subcomplex of

(C̄n(G), δ̄).

Proof. It is sufficient to prove that δ̄(C̄n−1
(d) (G, ν)) ⊂ C̄n

(d)(G, ν) for the case
n− 1 > d.

Let g1, . . . , gn be elements in G. It is easy to see that

ν(n−1,d)(g2, . . . , gn) ≤ ν(n,d)(g1 . . . , gn),

ν(n−1,d)(g1, . . . , gn−1) ≤ ν(n,d)(g1, . . . , gn).

Since ν(gigi+1) ≤ ν(gi) + ν(gi+1),

ν(n−1,d)(g1, . . . , gigi+1, . . . , gn) ≤ ν(n,d)(g1, . . . , gi, gi+1, . . . , gn)

for i = 1, 2, . . . , n− 1.
Therefore, for c̄ ∈ C̄n−1

(d) (G, ν),

|δ̄c̄(g1, . . . , gn)|

≤ |c̄(g2, . . . , gn)|+
n−1∑
i=1

|c̄(g1, . . . , gigi+1, . . . , gn)|+ |c̄(g1, . . . , gn−1)|

≤ (n+ 1){C · ν(n,d)(g1, . . . , gn) +D}.
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Definition 4.1.4. For a normed group (G, ν) and an integer d ≥ 0, we define
the norm controlled cohomology H•(d)(G, ν) of level d to be the cohomology

of the cochain complex (C̄n
(d)(G, ν), δ̄).

Note that the complexes {C̄n
(d)(G, ν)}n,d can be seen as a filtered complex,

i.e., C̄n
(d)(G, ν) ⊂ C̄n

(d′)(G, ν) if d ≥ d′.

By the correspondence (2.2.2), we can define the homogeneous norm con-
trolled cochain complex Cn

(d)(G, ν) as the set of cochain c ∈ Cn(G) which
satisfies the following: there exist constants C,D ≥ 0 such that

|c(g1, . . . , gn)| ≤ C · min
I⊂{1,...,n}
#I=n−d

{∑
i∈I

ν(g−1
i−1gi)

}
+D.

We can also define the inhomogeneous (resp. homogeneous) alternating sub-
complex C̄•(d),alt(G, ν) (resp. C•(d),alt(G, ν)) and they also define the cohomol-

ogy H•(d)(G, ν).

Example 4.1.5. Let Zn be the free abelian group of rank n. For a positive
integer l ≤ n, define a (pseudo) norm νl on Zn by

νl(m1, . . . ,ml, . . . ,mn) = |m1|+ · · ·+ |ml|

form1, . . . ,mn ∈ Z. Now we computeH1
νl

(Zn). Note thatH1
ν (G) = H1

(0)(G, ν) =

Ker(δ̄ : C̄1
(d) → C̄2

(d)) is the set of Lipschitz homomorphisms with respect to
ν.

We define a homomorphism φi : Zn → R by φi(m1, . . . ,ml, . . . ,mn) = mi.
Hom(Zn,R) ∼= Rn is generated by φ1, . . . , φn. It is easy to see that φi is
Lipschitz with respect to νl for i ≤ l and not for i > l. Thus, H1

νl
(Zn) is

generated by φ1, . . . , φl and isomorphic to Rl.

Norm controlled cohomology provides a framework for relative quasimor-
phisms (Figure 4.1). Let (G, ν) be a normed group. A relative quasimor-
phism with respect to ν is a real-valued function φ on G such that there exist
constants C,D ≥ 0 with

|φ(gh)− φ(g)− φ(h)| ≤ C ·min{ν(g), ν(h)}+D

for all g, h ∈ G. Relative quasimorphisms appear in the context of symplectic
topology (see [20] for example). Let Q̂(G, ν) denote the space of relative
quasimorphisms on (G, ν). An exact sequence of complexes

0→ C•(1)(G, ν)→ C•(G)→ C•(Γ)/C•(1)(G, ν)→ 0
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quasimorphisms bounded cohomology

relative quasimorphisms norm controlled cohomology

generalize

coboundary

generalize

coboundary

Figure 4.1: Relationship between norm controlled cohomology and other
notions

induces the exact sequence

0→ H1(G)→ Q̂(G, ν)/C1
b (G)→ H2

(1)(G, ν)→ H2(G)

since H1
(1)(G, ν) = H1

b (G) = 0. Hence, EH2
(1)(G) = Ker(H2

(1)(G, ν) →
H2(G)) is isomorphic to Q̂(G, ν)/(C1

b (G) +H1(G)).

Example 4.1.6. For the following cases, EH2
b (G) is trivial but EH2

(1)(G, ν)
is non-trivial for a certain norm ν.

• G is the identity component of the group of symplectomorphisms Sympc0(R2n, ω0)
of the standard symplectic space (R2n, ω0) with compact support [36].

• G is the infinite braid group B∞ [40].

• G is the Hamiltonian diffeomorphism group Ham(T ∗Σg×R2n) of T ∗Σg×
R2n, where Σg is a closed surface of genus g > 1 [7].

4.1.2 Functoriality

We show that our cohomology is a functor for a certain category.

Definition 4.1.7. Let (G, νG) and (H, νH) be normed groups. A homomor-
phism φ : G→ H is said to be Lipschitz if there exist C,D ≥ 0 such that for
all g ∈ G,

νH(φ(g)) ≤ C · νG(g) +D.

Definition 4.1.8. We define the category NGrp of normed groups as fol-
lows.
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• The objects Ob(NGrp) are normed groups.

• The morphismsMor(NGrp) are Lipschitz homomorphisms φ : (G, νG)→
(H, νH) between normed groups (G, νG) and (H, νH).

The composition of morphisms is the composition of group homomor-
phisms, and hence the associativity holds. For every (G, ν) ∈ Ob(NGrp),
there exists the identity idG : (G, ν)→ (G, ν) in Mor(NGrp). Hence NGrp
is a category.

LetHn
(d) denote the correspondence from a norm group (G, ν) toHn

(d)(G, ν).

Proposition 4.1.9. The correspondence Hn
(d) is a contravariant functor from

the category of normed groups NGrp to the category of real vector spaces
VectR.

Proof. Let φ : (G, νG) → (H, νH) be a Lipschitz homomorphism. It induces
the linear map φ∗ : C̄n

(d)(H, νH)→ C̄n
(d)(G, νG) by

φ∗c̄(g1, . . . , gn) = c̄(φ(g1), . . . , φ(gn))

since νH(n,d)(φ(g1), . . . , φ(gn)) ≤ C · νG(n,d)(g1, . . . , gn) + D, where C and D
are the Lipschitz constants of φ.

Let B̄n
(d)(G) denote Im(δ̄ : C̄n−1

(d) (G, νG)→ C̄n
(d)(G, νG)) and Z̄n

(d)(G) denote

Ker(δ̄ : C̄n
(d)(G, νG)→ C̄n+1

(d) (G, νG)). Note thatHn
(d)(G, νG) = Z̄n

(d)(G)/B̄n
(d)(G).

We have to show that φ∗(Z̄n
(d)(H)) ⊂ Z̄n

(d)(G) and φ∗(B̄n
(d)(H)) ⊂ B̄n

(d)(G).
The former follows immediately. The latter is proved as follows. For c̄ ∈
B̄n

(d)(H), there exists c̄′ ∈ C̄n−1
(d) (H, νH) such that δ̄c̄′ = c̄. For g1, . . . , gn ∈ G,

φ∗c̄(g1, . . . , gn)

= c̄(φ(g1), . . . , φ(gn))

= δ̄c̄′(φ(g1), . . . , φ(gn))

= c̄′(φ(g2), . . . , φ(gn)) +
n−1∑
i=1

c̄′(φ(g1), . . . , φ(gi)φ(gi+1), . . . , φ(gn))

+(−1)nc̄′(φ(g1), . . . , φ(gn−1))

= c̄′(φ(g2), . . . , φ(gn)) +
n−1∑
i=1

c̄′(φ(g1), . . . , φ(gigi+1), . . . , φ(gn))

+(−1)nc̄′(φ(g1), . . . , φ(gn−1))

= δ̄(φ∗c̄′)(g1, . . . , gn).
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Therefore, φ induces the linear map φ∗ : Hn
(d)(H, νH)→ Hn

(d)(G, νG).

If two norms on the same group are bi-Lipschitz, then they defines the
same norm controlled cohomology.

Corollary 4.1.10. Let G be a group with (pseudo) norms ν1 and ν2. If
both idG : (G, ν1) → (G, ν2) and idG : (G, ν2) → (G, ν1) are Lipschitz, then
id∗G : Hn

(d)(G, ν2)→ Hn
(d)(G, ν1) is an isomorphism.

Proof. Let φ denote idG : (G, ν1) → (G, ν2) and ψ denote idG : (G, ν2) →
(G, ν1). Note that ψ ◦ φ is the identity morphism id(G,ν1) for (G, ν1) ∈
Ob(NGrp). Thus, φ∗ ◦ ψ∗ : Hn

(d)(G, ν1) → Hn
(d)(G, ν1) is the identity. Sim-

ilarly, ψ∗ ◦ φ∗ : Hn
(d)(G, ν2) → Hn

(d)(G, ν2) is also the identity. Therefore,

id∗G = φ∗ : Hn
(d)(G, ν2)→ Hn

(d)(G, ν1) is an isomorphism.

4.2 Norm controlled cohomology of transfor-

mation groups

4.2.1 Brandenbursky–Marcinkowski’s construction

We briefly review the construction of Brandenbursky and Marcinkowski [9].
Let M be a complete Riemannian manifold with a finite volume and µ the
measure on M associate to the Riemannian structure. Fix a base point
z ∈M . Let Homeoc0(M,µ) denotes the group of homeomorphisms of M with
compact support that are isotopic to the identity and preserve the measure
µ. Recall that πM denotes the quotient group π1(M, z)/Z(π1(M, z)), where
Z(G) denotes the center of a group G.

For a subgroup TM of Homeoc0(M,µ), they constructed a map Γ•b : H•b (πM)→
H•b (TM) as follows. Let C denote the cut locus of z. For x ∈M and g ∈ TM
such that x 6∈ C and g(x) 6∈ C, we define γ(g, x) ∈ π1(M, z) by the concate-
nation of the geodesic between z and x, the path defined by {gt(x)}0≤t≤1,
where {gt}0≤t≤1 is an isotopy of g with g0 = id and g1 = g, and the geodesic
between g(x) and z. Then γ(g, x) is defined uniquely up to center for any
choice of isotopies. Thus it defines an element of πM .

Since the measure µ(C) of the cut locus C is zero and the map γ(f, ·) : M →
πM has essentially finite image for f ∈ TM , we can define the map ΦBM : Cn(πM)→
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Cn(TM) by

ΦBM(c)(g0, . . . , gn) =

∫
M

c(γ(g0, x), . . . , γ(gn, x))dµ(x)

for c ∈ Cn(πM) and g0, . . . , gn ∈ TM . The map Γn : Hn(πM) → Hn(TM) is
defined as the induced map from ΦBM . If c ∈ Cn

b (πM) is a bounded cochain,
then ΦBM(c) is also a bounded cochain since

|ΦBM(c)(g0, . . . , gn)| ≤ ‖c‖ · vol(M) < +∞

for any g0, · · · , gn ∈ πM . Hence ΦBM induces the map Γnb : Hn
b (πM) →

Hn
b (TM). We also obtain the map of the exact part EΓnb : EHn

b (πM) →
EHn

b (TM).

4.2.2 Infinite volume case

We consider the above construction for the case that M has infinite volume.
In this case, the map ΦBM is well-defined on Cb,alt(πM) since we consider com-
pactly supported homeomorphisms. On the other hand, the image ΦBM(c)
of a bounded cochain c ∈ Cb,alt(πM) might not be a bounded cochain. We
prove that, however, the image is a norm controlled cochain with respect to
a fragmentation norm (Proposition 4.2.5).

LetHn
ν (G) denote the norm controlled cohomology of level zeroHn

(0)(G, ν).
In this section, we prove the following theorem.

Theorem 4.2.1. Let TM be Homeoc0(M,µ), Diffc0(M, vol) or Sympc0(M,ω).
Assume that there exists an open subset U of M with finite volume such that
νU is well-defined on TM . If either

(1) πM surjects onto F2 or

(2) πM is an acylindrically hyperbolic group,

then
dimEHn

νU
(TM) ≥ dimEH

n

b (F2).

We give the definition of fragmentation norm.
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Definition 4.2.2. Let U be an open subset of M . Let SU denote the set of
elements h ∈ TM that satisfy the following condition: there exists an isotopy
{ht}0≤t≤1 of h such that supp(ht) ⊂ U for every t ∈ [0, 1]. We define the
fragmentation norm νU with respect to U on TM by

νU(g) = min

{
k

∣∣∣∣∣∃fi ∈ TM ,∃hi ∈ SU , (i = 1, . . . , k)

g = (f−1
1 h1f1) · · · (f−1

k hkfk)

}
for g ∈ TM . If no such decomposition of g exists, we define νU(g) = +∞. We
call that νU is well-defined on TM if νU(g) < +∞ for all g ∈ TM .

Example 4.2.3. Let M be a manifold, U a non-empty open subset of M ,
and i : U →M the inclusion.

• Let TM be Homeoc0(M,µ) and T̃M its universal covering. In [27], Fathi

defined the homomorphism θ̃ : T̃M → H1(M ;R) and θ̃ induces the mass
flow homomorphism θ : TM → H1(M ;R)/Γ, where Γ = θ̃(π1(TM)).
Since Ker(θ) has the fragmentation property [27], νU is well-defined on
Ker(θ).

• Let TM be Diffc0(M, vol) and Flux: TM → Hn−1
c (M ;R)/Γ denotes the

volume flux homomorphism, where Γ is the volume flux group. Since
Ker(Flux) has the fragmentation property (an unpublished result of
W. Thurston, see Banyaga’s book [2]), νU is well-defined on Ker(Flux).

• Let TM be Sympc0(M,ω) and let Fluxω : TM → H1
c (M ;R)/Γω denote the

symplectic flux homomorphism, where Γω is the symplectic flux group.
Since Ker(Fluxω) has the fragmentation property [1], νU is well-defined
on Ker(Fluxω).

Note that H•c denotes the (de Rham) cohomology with compact support
and H•c defines a covariant functor.

Example 4.2.4. Let M , U , and i : U →M be as above.

• Let TM = Homeoc0(M,µ). If i∗ : H1(U ;R) → H1(M ;R) is surjective,
we can see that νU is well-defined on TM as follows. For g ∈ TM , there
exists h ∈ Homeoc0(U, µ) such that θ(g) = θ(h). Thus g = (gh−1)h
is written as a product of the conjugation of the elements of SU since
h ∈ SU and gh−1 ∈ Ker(θ).
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• Let TM = Diffc0(M, vol). If i∗ : Hn−1
c (U ;R)→ Hn−1

c (M ;R) is surjective,
we can see that νU is well-defined on TM by the same argument.

• Let TM = Sympc0(M,ω). If i∗ : H1
c (U ;R)→ H1

c (M ;R) is surjective, we
can see that νU is well-defined on TM by the same argument.

Now we prove that we obtain norm controlled cochains by Brandenbursky–
Marcinkowski’s construction.

Proposition 4.2.5. For c ∈ Cn
b,alt(πM), there exists C ≥ 0 such that

|ΦBM(c)(g0, . . . , gn)| ≤ C · min
0≤i<j≤n

{νU(g−1
i gj)}.

for all g0, . . . , gn ∈ TM . In particular, ΦBM(c) ∈ Cn
(n−1),alt(TM , νU).

Proof. We fix i and j (0 ≤ i < j ≤ n). Assume that νU(g−1
i gj) = m. Then

we can write g−1
i gj = (f−1

1 h1f1) . . . (f−1
m hmfm), where hk ∈ SU and fk ∈ TM

for k = 1, . . . ,m. Take an isotopy {gti}t of gi and isotopies {ht1}t, . . . , {htm}t
for h1, . . . , hm such that supp(htk) ⊂ U for every t ∈ [0, 1] and k = 1, . . . ,m.
We define gtj = gti(f

−1
1 ht1f1) · · · (f−1

m htmfm). Then {gtj}t is an isotopy of gj.
Set

Uij =
⋃

0≤t≤1

supp
(
(gti)

−1gtj
)

=
⋃

0≤t≤1

supp
(
(f−1

1 ht1f1) · · · (f−1
m htmfm)

)
.

Note that Uij ⊂ f1(U) ∪ · · · ∪ fm(U). If x 6∈ Uij, g
t
i(x) = gtj(x) for ev-

ery t ∈ [0, 1]. Thus γ(gi, x) = γ(gj, x) ∈ πM . Since c is alternating,
c(γ(g0, x), . . . , γ(gn, x)) = 0. Therefore,

|ΦBM(c)(g0, . . . , gn)| ≤ vol(Uij) · ‖c‖ ≤ m · vol(U) · ‖c‖.

Since we can arbitrarily take i and j, the inequality holds for C = vol(U) ·
‖c‖.

Remark 4.2.6. For d ≤ n− 1, the map ΦBM : Cn
b,alt(πM)→ Cn

(d),alt(TM , νU) is

well-defined. However, if d = n−1, ΦBM does not induce the map Hn
b (πM)→

Hn
(n−1)(TM , νU) because the image of B̄n

(n−1)(πM) might not be in B̄n
(n−1)(TM).

On the other hand, if d < n − 1, ΦBM induces Hn
b (πM) → Hn

(d)(TM , νU).

Especially, if d = 0, then ΦBM : Cn
b,alt(πM)→ Cn

νU ,alt(TM) induces Hn
b (πM)→

Hn
νU

(TM) for any n ≥ 2.
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We prove the following key lemma which corresponds to [9, Lemma 3.3].

Lemma 4.2.7. Let U ⊂ M be an open subset such that νU is well-defined
on TM . Assume that there exists an injection i : F2 → πM . Let a and b
be generators of F2. Let α and β be two loops in M representing i(a) and
i(b). Suppose that α and β are contained in U . Then there exists a family
of Lipschitz homomorphisms ρε : (F2, ν0) → (TM , νU) for ε ∈ (0, 1) such that
there exists Λ > 0, for every c ∈ EHn

νU
(πM),

lim
ε→+0

‖ρ∗ε(EΓνU (c))− Λi∗(c)‖ = 0.

Here, ν0 : F2 → [0,∞) is the trivial norm defined by

ν0(w) =

{
0 (w = 1F2),

1 (w 6= 1F2).

The maps i∗ and ρ∗ε represent the induced maps i∗ : EHn
b (πM) → EHn

b (F2)
and ρ∗ε : EHn

νU
(πM)→ EHn

ν0
(F2) = EHn

b (F2).

Proof. We can prove in the same way as [9, Lemma 3.3]. Let N(α) denote
a tubular neighborhood of α in U and take a diffeomorphism nα : N(α) →
S1×Bn−1(1). Here Bn−1(r) denotes the (n−1)-ball in Rn with radius r. Let
Aε(α) denote n−1

α (S1×Bn−1(1− ε)). We define an element ρε(a) ∈ TM which
“rotates” every point in Aε one lap in the direction of S1 and fixes outside of
N(α) (see [9] for more details). Similarly, we define N(β) ⊂ U , Bε and ρε(b) ∈
TM . Thus we obtain the representation ρε : F2 → TM . Since supp(ρε(w)) is
contained in U for any w ∈ F2, the map ρε : (F2, ν0)→ (TM , νU) is a Lipschitz
homomorphism. By the functoriality of the correspondence Hn

(0) (Proposition

4.1.9), the map ρ∗ε : EHn
νU

(TM)→ EHn
b (πM) is induced.

For w0, . . . , wn ∈ F2, we have

ρ∗ε(EΓνU (c))(w0, . . . , wn) =

∫
M

c(γ(ρε(w0), x), . . . , γ(ρε(wn), x))dµ(x).

Let Bε(α) and Bε(β) denote N(α)−Aε(α) and N(β)−Aε(β) respectively. We
calculate this integral by decomposing M into 5 parts; Aε := Aε(α) ∩Aε(β),
Aaε := A(α) − N(β), Abε := Aε(β) − N(α), Bε := Bε(α) ∪ Bε(β), and their
exterior M − (N(α) ∪N(β)).

The exterior part is 0 and it turns out that Aaε and Abε part are also
0. The Aε part is calculated to be µ(Aε)i

∗(c) and the Bε is bounded by
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µ(Bε)‖c‖. Hence the claim follows from µ(Aε)
ε→+0−−−→ µ(N(α) ∩ N(β)) > 0

and µ(Bε)
ε→+0−−−→ 0.

We give the proof of Theorem 4.2.1. The proof is inspired by [9].

Proof of Theorem 4.2.1. First, we prove for the case (1). Let p : πM → F2

be a surjection. Assume that dim(M) ≥ 3. Then there exists an injection
i : F2 → πM such that p ◦ i = idF2 . If dim(M) = 2, we can find an injection
i : F2 → πM and there exists a retraction p : πM → F2, we use this p instead
of the given p. If necessary we retake U to be containing α and β in Lemma
4.2.7.

EHn
b (πM) EHn

νU
(TM)

EHn
b (F2)

ρ∗ε

EΓνU

i∗p∗

Note that EHn
νU

(TM) ⊃ Im(EΓνU ◦ p∗) ∼= Hn
b (F2)/Ker(EΓνU ◦ p∗). For

d ∈ Ker(EΓνU ◦ p∗), set c = p∗(d) ∈ EHn
b (πM). Since i∗ ◦ p∗ = id, i∗(c) =

i∗ ◦ p∗(d) = d.
By Lemma 4.2.7, there exist Λ > 0 and a family of representation {ρε}

such that
lim
ε→+0

‖ρ∗ε(EΓνU (c))− Λi∗(c)‖ = 0.

Since EΓνU (c) = EΓνU ◦ p∗(d) = 0, ‖i∗(c)‖ = ‖d‖ = 0. Hence Ker(EΓνU ◦
p∗) ⊂ ENn(F2). Therefore,

dimR

(
Hn
b (F2)

/
Ker(EΓνU ◦ i∗)

)
≥ dimR

(
EHn

b (F2)
/
ENn(F2)

)
= dimREH

n

b (F2)

and we complete the proof for (1).
Next, we prove for case (2). If dim(M) = 2, we can use the argument in

the proof of (1). Thus we can assume that dim(M) ≥ 3. Let j : F2×K → πM
be a hyperbolic embedding. We define s : F2 → F2 ×K by r(x) = (x, id) for
x ∈ F2 and i : F2 → πM by i = j ◦ s. Since we assumed that dim(M) ≥ 3,
i is injective. If necessary we retake U to be containing α and β in Lemma
4.2.7.
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The induced map j∗ : EHn
b (πM)→ EHn

b (F2×K) is surjective [28]. Since
s∗ : EHn

b (F2 ×K) → EHn
b (F2) induces an isomorphism, i∗ = j∗ ◦ s∗ is also

surjective.

EHn
b (πM) EHn

νU
(TM)

EHn
b (F2)

ρ∗ε

EΓνU

i∗

Note that EHn
νU

(TM) ⊃ Im(EΓνU ) ∼= Hn
b (πM)/Ker(EΓνU ). Let c ∈

EHn
b (πM). If EΓνU (c) = 0, then ‖i∗(c)‖ = 0 by Lemma 4.2.7. Thus

Ker(EΓνU ) ⊂ Ker(q ◦ i∗), where q : EHn
b (F2) → EH

n

b (F2) is the quotient
map. Therefore,

dimR

(
Hn
b (πM)

/
Ker(EΓνU )

)
≥ dimR

(
EHn

b (F2)
/

Ker(q ◦ i∗)
)
.

Since q ◦ i∗ is surjective, EHn
b (F2)/Ker(q ◦ i∗) ∼= EH

n

b (F2) and we complete
the proof.

Corollary 4.2.8. Suppose M and U satisfy the assumption in Theorem
4.2.1. Then EH3

(d)(TM , νU) is uncountably infinite-dimensional for d = 0, 1, 2.

Proof. Since the dimension of EH
3

b(F2) is uncountably infinite [54], by Theo-
rem 4.2.1, EH3

νU
(TM) = EH3

(0)(TM , νU) is also uncountably infinite-dimensional.

For d = 1, 2, There is the natural map EH3
(d)(TM , νU) → EH3

(0)(TM , νU)

induced by the inclusion C3
(d)(TM , νU) → C3

(0)(TM , νU). Since ΦBM(c) ∈
C3

(d)(TM , νU) for c ∈ C3
b (πM) by Proposition 4.2.5, this map surjects onto

Im(EΓνU ) ⊂ EH3
νU

(TM). We can see that the dimension of Im(EΓνU ) is un-
countably infinite in the proof of Theorem 4.2.1, thus EH3

(d)(TM , νU) is also
uncountably infinite-dimensional.
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Chapter 5

Bounded cohomology of
area-preserving diffeomorphism
groups

5.1 Gambaudo–Ghys’ construction

In this section, we define a generalized Gambaudo–Ghys’ construction. See
[9, 30, 35] for more information about Gambaudo–Ghys’ construction.

Let M be a manifold. Let Xm(M) denote the configuration space of m
points in M , i.e.,

Xn(M) = {(x1, . . . , xm) ∈Mm | xi 6= xj if i 6= j}.

Note that Xm(M) is a codimension 0 submanifold of Mm. The fundamental
group of Xm(M) is called the pure braid group on m strands on M and
denoted by Pm(M). Let Sm denote the symmetric group of m symbols. We
consider the action of Sm on Xm(M) by the permutation. The fundamental
group of Xm(M)/Sm is called the braid group on m strands on M and
denoted by Bm(M). There exists a short exact sequence

1→ Pm(M)→ Bm(M)→ Sm → 1.

If dimM ≥ 3, it is known that the inclusion Xm(M) → Mm induces an
isomorphism Pm(M) → π1(Mm) ∼= π1(M) × · · · × π1(M) [5, Theorem 1.5].
Thus we are especially interested in the case of dimM = 2. Note that Bm(D)
is the ordinary Artin braid group Bm and Pm(D) is the pure braid group Pm.
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Set G = Diff(D, ∂D, area) and fix a base point z̄ = (z1, . . . , zn) ∈ Xn(D).
For simplicity, we assume that D is equipped with the standard area form
(i.e., geodesics are straight lines). For every g ∈ G and almost every x̄ =
(x1, . . . , xm) ∈ Xm(D), we define a pure braid γ(g, x̄) ∈ Pn as follows. We
take an isotopy {gt}0≤t≤1 of g such that g0 = idD and g1 = g. We define a
loop l({gt}, x̄) : [0, 1]→ Xm(D) in Xm(D) as follows.

l({gt}, x̄)(t) =


{(1− 3t)zi + 3txi}i=1,...,m (0 ≤ t ≤ 1/3)

{g3t−1(xi)}i=1,...,m (1/3 ≤ t ≤ 2/3)

{(3− 3t)g(xi) + (3t− 2)zi}i=1,...,m (2/3 ≤ t ≤ 1)

We define γ(g, x̄) as the element of π1(Xm(D), z̄) represented by the loop
l({gt}, x̄). The above definition of γ(g, x̄) does not depend on the choice of
an isotopy {gt}0≤t≤1 since G is contractible. If there exist i and j (1 ≤ i <
j ≤ m) such that

(1− 3s)zi + 3sxi = (1− 3s)zj + 3sxj

for some s ∈ [0, 1/3] or

(3− 3s)g(xi) + (3s− 2)zi = (3− 3s)g(xj) + (3s− 2)zj

for some s ∈ [2/3, 1], then γ(g, x̄) is not defined. Although, for any g ∈ G,
such points x̄ ∈ Xm(D) consist a measure zero subset in Xm(D). Here, Xm(D)
is equipped with the volume form induced by Dm.

For c ∈ Cn
b (Pm), we define a map Γ̂b(c) : Gn+1 → R by

Γ̂b(c)(g0, . . . , gn) =

∫
x̄∈Xm(D)

c(γ(g0, x̄), . . . , γ(gn, x̄))dx̄ (5.1.1)

for g0, . . . , gn ∈ G. Since c is bounded and the map x̄ 7→ c(γ(g0, x̄), . . . , γ(gn, x̄))

is defined on a full measure subset in Xm(D), a map Γ̂b(c) is well-defined.

Lemma 5.1.1. For every c ∈ Cn
b (Pm), Γ̂b(c) is a bounded homogeneous

cochain. Moreover, the map Γ̂b : Cn
b (Pm)→ Cn

b (G) is a cochain map.

Proof. Since
|Γ̂b(c)(g0, . . . , gn)| ≤ vol(Xm(D)) · ‖c‖∞,
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for every g0, . . . , gn ∈ G, Γ̂b(c) is bounded. Since γ(gh, x̄) = γ(g, h · x̄)γ(h, x̄)
for g, h ∈ G (where G acts on Xm(D) by the diagonal action),

Γ̂b(c)(g0h, . . . , gnh) =

∫
x̄∈Xm(D)

c(γ(g0h, x̄), . . . , γ(gnh, x̄))dx̄

=

∫
x̄∈Xm(D)

c(γ(g0, h · x̄)γ(h, x̄), . . . , γ(gn, h · x̄)γ(h, x̄))dx̄

=

∫
x̄∈Xm(D)

c(γ(g0, h · x̄), . . . , γ(gn, h · x̄))dx̄.

Since the action by h preserves the volume form, Γ̂(c)(g0h, . . . , gnh) = Γ̂(c)(g0, . . . , gn)

and hence Γ̂(c) is homogeneous. By definition, the map Γ̂ and the cobound-

ary map δ are commutative. Thus Γ̂ is a cochain map.

By Lemma 5.1.1, the map Γ̂b : Cn
b (Pm) → Cn

b (G) induces the homomor-
phism

Γb : Hn
b (Pm)→ Hn

b (G).

We also define a map Γ̂ : Cn(Pm)→ Cn(G) on the ordinary cochain com-
plex by the equation (5.1.1). In this case, the well-definedness of the map

Γ̂(c) : Gn+1 → R is not trivial since c ∈ Cn(Pm) is not necessarily bounded.

Lemma 5.1.2. For c ∈ Cn(Pm), the map Γ̂(c) : Gn+1 → R is well-defined.

Proof. Fix g ∈ G and an isotopy {gt}0≤t≤1 of g. Let g∆ ∈ Diff(Dm) denote
the diffeomorphism on Dm induced by the diagonal action of g on Dm. The
length L(l) of the loop l = l({gt}, x̄) is represented as

L(l) = d(x̄, z̄) + d(g · x̄, z̄) +

∫ 1

0

‖(Xt)gt∆(x̄)‖dt,

where d is the metric on Dm and Xt denotes the time-depended vector field
on Dm generated by the isotopy {gt∆}0≤t≤1 of g∆. The continuous map Dm×
[0, 1]→ R defined by (x̄, t) 7→ ‖(Xt)x̄‖ has a maximum value M since Dm ×
[0, 1] is compact. Thus we obtain

L(l) ≤ 2 diam(Dm) +M (5.1.2)

and hence L(l) has a uniform upper bound for a fixed isotopy {gt} (i.e., the
function x̄ 7→ L(l({gt}, x̄)) is bounded).
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Set X = Xm(D) and R = diam(X) (= diam(Dm)). Let X̃ be the universal

cover of X. The group Pm ∼= π1(X, z̄) acts on X̃ by the deck transformation.

Since the covering map X̃ → X is an immersion, X̃ inherits a Riemannian
metric d̃. The metric space (X̃, d̃) is a (1, ε)-quasi-geodesic space for any

ε > 0. Let z̃ ∈ X̃ be a base point and set

B = {x̃ ∈ X̃ | d̃(x̃, z̃) ≤ R}.

By definition, B has a finite diameter and X̃ =
⋃
γ∈Pm γ ·B. Since the action

of Pm on X̃ is discrete, the set {γ ∈ Pm | γ · B′ ∩ B′} is finite, where B′ is

the 2ε-neighborhood of B. Hence, by Lemma 2.1.2, the space (X̃, d̃) and the
group Pm with the word length (with respect to a finite generating set S) are
quasi-isometric. Thus there exist constants K ≥ 1 and C ≥ 0 such that

‖γ(g, x̄)‖S ≤ K · L(l({gt}, x̄)) + C, (5.1.3)

where ‖ · ‖S denotes the word length with respect to S. By (5.1.2) and
(5.1.3), the function x̄ 7→ ‖γ(g, x̄)‖S is bounded. This means that there
are a finite number of possible patterns of elements that γ(g, x̄) can take,
i.e., the map γ(g, ·) : Xm(D) → Pm has a finite image. Therefore, the

map c(. . . , γ(gi, ·), . . . ) : Xm(D) → R is integrable and the map Γ̂(c) is well-
defined.

The map Γ̂ : Cn(Pm) → Cn(G) induce the map Γ: Hn(Pm) → Hn(G).
The maps EΓb : EHn

b (Pm) → EHn
b (G) and EΓb : EH

n

b (Pm) → EH
n

b (G) are
also induced.

Remark 5.1.3. LetHM denote the identity component of the group of measure-
preserving homeomorphisms Homeo0(M,µ) on a complete Riemannian man-
ifold M with the measure µ induced by the Riemannian metric. In [9],
Brandenbursky and Marcinkowski also considered maps Γb : Hn

b (π1M) →
Hn
b (HM) and Γ: Hn(π1M)→ Hn(HM) and proved that EH

3

b(HM) is infinite-
dimensional if π1(M) is complicated enough. In our setting, we cannot prove
the well-definedness of Γ: Hn(Pm) → Hn(HD) as Lemma 5.1.2. However,

we can define the map Γb : Hn
b (Pm) → Hn

b (HD) and prove that H
3

b(HD) is
infinite-dimensional, in the same way as in Corollary 5.2.3.
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5.2 Generalized Ishida’s theorem

In this section, we prove the following theorem which is a generalization of
the result of Ishida [35].

Theorem 5.2.1. The composition map EΓb ◦ i∗ : EH
n

b (B3) → EH
n

b (G) is
injective. Equivalently, the restriction map EΓb : EH

n

b (P3)B3 → EH
n

b (G) is
injective.

Here EH
n

b (G) denotes the reduced exact bounded cohomology of G and
EH

n

b (P3)B3 denotes the subspace of EH
n

b (P3) which is invariant under the
conjugation of B3. To prove this theorem, we use the following key lemma.

Lemma 5.2.2. There exist a constant Λ > 0 and a family of homomorphisms
{ρε : P3 → G}0<ε<1 such that

lim
ε→+0

‖ρ∗ε(EΓb ◦ i∗(u))− Λ · i∗(u)‖ = 0

for any u ∈ EHn

b (B3).

Before we prove Lemma 5.2.2, we give the proof of Theorem 5.2.1 from
Lemma 5.2.2.

Proof of Theorem 5.2.1. By Lemma 2.2.1, the inclusion i : P3 → B3 induces
an isomorphism i∗ : EH

n

b (B3)→ EH
n

b (P3)B3 . In particular, i∗ : EH
n

b (B3)→
EH

n

b (P3) is injective.
Let u ∈ EH

n

b (B3) be a non-trivial class. It means that ‖u‖ > 0 and
‖i∗(u)‖ > 0 since i∗ is injective. By Lemma 5.2.2, ‖EΓb ◦ i∗(u)‖ > 0 and
it means that EΓb ◦ i∗ is injective. This argument also implies that the
restriction map Γb : EH

n

b (P3)B3 → EH
n

b (G) is also injective.

As a corollary of Theorem 5.2.1, we obtain the following result.

Corollary 5.2.3. The dimension of EH
3

b(G) is uncountably infinite.

Proof. By Theorem 2.2.3, the dimension of EH
3

b(B3/Z(B3)) is uncountably
infinite since B3/Z(B3) ∼= PSL(2,Z) is non-elementary hyperbolic. The quo-
tient map B3 → B3/Z(B3) induces isomorphism Hn

b (B3) → Hn
b (B3/Z(B3))

by Theorem 2.2.2. Since H3(B3) = 0 and H3(PSL(2,Z)) = 0, EH3
b (B3)

and EH3
b (B3/Z(B3)) are also isomorphic. Therefore, by Theorem 5.2.1,

EH
3

b(Diff(D, area)) is also uncountably infinite-dimensional.
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Figure 5.1: Open subsets in D

Now we prove the key lemma. The strategy of the proof comes from [9]
and the method is inspired by [35].

Proof of Lemma 5.2.2. Recall that z̄ = (z1, z2, z3) denotes the base point of
X3(D). For simplicity, we assume that area(D) = 1. For each ε, we take open
subsets U ε

i (i = 1, 2, 3) in D such that

• zi ∈ U ε
i ,

• U ε
i ∩ U ε

j = ∅ if i 6= j, and

• area(U ε) = 1− ε, where U ε = U ε
1 ∪ U ε

2 ∪ U ε
3.

Moreover, we take open subsets W ε
12 and V ε

12 of D which are diffeomorphic
to a disk such that

• U ε
1 ∪ U ε

2 ⊂ W ε
12 ⊂ V ε

12 and

• V ε
12 ∩ U ε

3 = ∅.

We also take W ε
23 and V ε

23 similarly (see Figure 5.1). Finally, we take open
disks W ε

123 and V ε
123 to be V ε

12 ∪ V ε
23 ⊂ W ε

123 ⊂ V ε
123.

We define ρε : P3 → G as follows. Set a1 = σ1
2, a2 = σ2

2 and a3 = ∆2.
Then P3 has a presentation

P3 = 〈a1, a2, a3 | a1a3 = a3a1, a2a2 = a3a2〉 ∼= F2 × Z.
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For open disks V and W such that W ⊂ V , let gV,W ∈ G denote a dif-
feomorphism which rotates W once such that supp(gV,W ) ⊂ V . We define
ρε : P3 → G by ρε(a1) = gV ε12,W

ε
12

, ρε(a2) = gV ε23,W
ε
23

and ρε(a3) = gV ε123,W
ε
123

.
Note that ρε(a3)|W ε

123
= idW ε

123
. Since supp(ρε(a1)) ⊂ V ε

12 ⊂ W ε
123, ρε(a1) and

ρε(a3) are commutative. Similarly, ρε(a2) and ρε(a3) are also commutative.
Thus ρε is well-defined.

For u = [c] ∈ EHn

b (B3), ρ∗ε(EΓb ◦ i∗(u)) ∈ EHn

b (P3) is the cohomology
class of a cochain defined by

(α0, . . . , αn) 7→
∫
x̄∈X3(D)

c(γ(ρε(α0), x̄), . . . , γ(ρε(αn), x̄))dx̄

for α0, . . . , αn ∈ P3.
We calculate γ(ρε(α), x̄) ∈ P3 for α ∈ P3 and x̄ = (x1, x2, x3) ∈ X3(D).

To describe it, we prepare several notions. We call that x ∈ X3(D) is an
ε-good point if all of x1, x2 and x3 are in U ε. Otherwise, we call that x̄ is
an ε-bad point. We say that an ε-good point x̄ is of type (p, q, r) if U ε

1 has
p points, U ε

2 has q points and U ε
3 has r points out of x1, x2 and x3. For

example, if x1, x2 ∈ U ε
1 and x3 ∈ U ε

3, then x̄ is of type (2, 0, 1).
We define homomorphisms si : P3 → Z (i = 1, 2, 3) by si(aj) = δij for

1 ≤ i, j ≤ 3, where δij is the Kronecker delta. For each type (p, q, r), we
define a homomorphism φpqr : P3 → P3 by

φpqr(α) =



α type (1, 1, 1),

(∆2)s1(α)+s3(α) type (3, 0, 0) or (2, 1, 0),

(∆2)s2(α)+s3(α) type (0, 0, 3) or (0, 1, 2),

(∆2)s1(α)+s2(α)+s3(α) type (0, 3, 0),

(σ2)s1(α)(∆2)s3(α) type (2, 0, 1),

(σ2)s2(α)(∆2)s3(α) type (1, 0, 2),

(σ2)s1(α)(∆2)s2(α)+s3(α) type (0, 2, 1),

(σ2)s2(α)(∆2)s1(α)+s3(α) type (1, 2, 0),

(5.2.1)

where σ denotes σ1 or σ2 and ∆2 denotes the full twist.
Our main observation is the following. For any ε-good point x̄ ∈ Xm(D)

of type (p, q, r), there exists a braid β(x̄) ∈ B3 such that

γ(ρε(α, x̄)) = β(x̄)φpqr(α)β(x̄)−1
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Figure 5.2: A braid γ(ρε(a1a2), x̄) when x̄ is of type (0, 2, 1)

for every α ∈ P3. We can see this as follows. Let x̄ be of type (p, q, r). If
p + q ≤ 1, γ(ρε(a1), x̄) is trivial. If p + q = 2, γ(ρε(a1), x̄) is a conjugate of
σ2. If p + q = 3, γ(ρε(a1), x̄) is a conjugate of ∆2. We can apply the same
argument for γ(ρε(a2), x̄) by changing p+q to q+r. For any type, γ(ρε(a3), x̄)
is a conjugate of ∆2. By noting that ∆2 commutes with any braid, we obtain
(5.3.1). See also Figure 5.2.

Let Xε
pqr denote the set of ε-good points in X3(D) of type (p, q, r) and Y ε

denote the set of ε-bad points. We define cochains cεpqr, c
ε
Y ∈ Cn

b (P3) by

cεpqr(α0, . . . , αn) =

∫
x̄∈Xε

pqr

c(γ(ρε(α0), x̄), . . . , γ(ρε(αn), x̄))dx̄,

cεY (α0, . . . , αn) =

∫
x̄∈Y ε

c(γ(ρε(α0), x̄), . . . , γ(ρε(αn), x̄))dx̄
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for α0, . . . , αn ∈ P3. Note that

ρ∗ε(EΓb ◦ i∗(u)) =
∑
p,q,r

[cεpqr] + [cεY ] ∈ EHn

b (P3).

For c ∈ Cn(B3) and β ∈ B3, let β · c ∈ Cn(B3) denote the cochain defined
by

(β · c)(γ0, . . . , γn) = c(βγ0β
−1, . . . , βγnβ

−1).

for γ0, . . . , γn ∈ B3. For any type (p, q, r),

cεpqr(α0, . . . , αn) =

∫
Xε
pqr

c(β(x̄)φpqr(α0)β(x̄)−1, . . . , β(x̄)φpqr(αn)β(x̄)−1)dx̄

=
∑
β∈B3

vol ({x̄ ∈ X3(D) | β(x̄) = β}) (β · c)(φpqr(α0), . . . , φpqr(αn))

for α0, . . . , αn ∈ P3. Since [β · c] = [c] = u for any β ∈ B3,

[cεpqr] = vol(Xε
pqr) · φ∗pqr(i∗(u)). (5.2.2)

If (p, q, r) = (1, 1, 1), since φ111 = id and by (5.2.2),

[cε111] = vol(Xε
111) · i∗(u) = 3! · area(U ε

1) area(U ε
2) area(U ε

3) · i∗(u).

If (p, q, r) 6= (1, 1, 1), by (5.3.1), the homomorphism φpqr factors through
the abelian subgroup 〈σ2,∆2〉 ∼= Z2 of P3. Since Z2 is amenable, EH

n

b (Z2) =
0. Thus φ∗pqr = 0 and hence [cεpqr] = 0 by (5.2.2).

By the definition of cεY ,

|cεY (α0, . . . , αn)| ≤ vol(Y ε)‖c‖∞.

Since vol(Y ε) = vol(X3(D))−vol(U ε×U ε×U ε) = 1−(1−ε)3, limε→+0 ‖[cεY ]‖ =
0.

Therefore, by setting Λ = limε→+0 3! · area(U ε
1) area(U ε

2) area(U ε
3),

lim
ε→+0

‖ρ∗ε(EΓb ◦ i∗(u))− Λ · i∗(u)‖ = 0.
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5.3 The case of other surfaces

In this section, we apply the argument in the previous section to the other
surface cases.

Let Σ be a compact surface with an area form. For simplicity, we assume
that area(Σ) = 1. We set GΣ = Diff0(Σ, ∂Σ, area) and fix a base point
z̄ ∈ Xm(Σ). For an isotopy {gt}0≤t≤1 of g ∈ GΣ and x̄ ∈ Xm(Σ), we can define
the loop l({gt}, x̄) : [0, 1] → Xm(Σ) as in the case of the disk but we should
use geodesics in Σ instead of straight lines in D. Since the measure of the cut
locus of z̄ is zero, the loop l({gt}, x̄) is defined for almost every x̄ ∈ Xm(Σ).
Let γ({gt}, x̄) denote an element of π1(Xm(Σ), z̄) ∼= Pm(Σ) represented by
the loop l({gt}, x̄). In general, γ({gt}, x̄) depends on the choice of an isotopy
{gt}. However, γ({gt}, x̄) is determined up to center since the image of
the map e∗z̄ : π1(GΣ, idΣ) → π1(Xm(Σ), z̄) induced by the evaluation map
ez̄ : G → Xm(Σ), g 7→ g · z̄ is contained in the center Z(Pm(Σ)). Thus it
defines an element of Pm(Σ)Z and we write this element as γ(g, x̄). Recall that
GZ denotes the central quotient G/Z(G). In this way, we can define maps

Γ̂Zb : Cn
b (Pm(Σ)Z) → Cn

b (GΣ) and Γ̂Z : Cn(Pm(Σ)Z) → Cn(GΣ) as in the case
of the disk since the arguments in Lemma 5.1.1 and 5.1.2 also go well for Σ

instead of D. Hence they induce the map EΓ
Z

b : EH
n

b (Pm(Σ)Z)→ EH
n

b (GΣ).
In this setting, we can prove the following injectivity theorem.

Theorem 5.3.1. Let Σ be a compact oriented surface such that χ(Σ) ≥ 0.

The maps EΓ
Z

b ◦ (iZ)∗ : EH
n

b (Bm(Σ)Z) → EH
n

b (GΣ) is injective for m =
2 + χ(Σ).

For the sphere case, Ishida [35] proved a similar result of Theorem 5.3.1
for n = 2 not only for four strands but also for m strands (m ≥ 4). For the
torus case, Brandenbursky, Kȩdra, and Shelukhin [8] proved Theorem 5.3.1
for n = 2. As in the case of the disk, we obtain the following.

Corollary 5.3.2. Let Σ be a compact oriented surface such that χ(Σ) ≥ 0.

The dimension of EH
3

b(GΣ) is uncountably infinite.

By combining Corollary 5.3.2 and the result of Brandenbursky–Marcinkowski
[9] (Theorem 1.1.3), we obtain the following.

Theorem 5.3.3. For any compact oriented surface Σ, the dimension of

EH
3

b(GΣ) is uncountably infinite.
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Proof. If χ(Σ) ≥ 0, by Corollary 5.3.2, EH
3

b(GΣ) is infinite-dimensional.
If χ(Σ) < 0, π1(Σ) is a non-elementary hyperbolic group. Therefore, by

Theorem 1.1.3, EH
3

b(GΣ) is infinite-dimensional.

5.3.1 For a disk

We prove the central quotient version of Lemma 5.2.2. We remark that
PZ

3 = 〈a1, a2〉 ∼= F2. We define si : P
Z
3 → Z (i = 1, 2) by si(aj) = δij.

Lemma 5.3.4. There exist a constant Λ > 0 and a family of homomorphisms
{ρε : PZ

3 → GD}0<ε<1 such that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

for any u ∈ EHn

b (BZ
3 ).

Proof. We define open subsets U ε
•, V

ε
• and W ε

• as in Lemma 5.2.2. We define
ρε : P

Z
3 → GD by ρε(a1) = gV12,W12 and ρε(a2) = gV23,W23 . We define si : P

Z
3 →

Z (i = 1, 2) by s1(σ1
2) = 1, s1(σ2

2) = 0, s2(σ1
2) = 0, and s2(σ1

2) = 1.
For any type (p, q, r), we define φpqr : PZ

3 → PZ
3 by

φpqr(α) =


α type (1, 1, 1),

(σ2)s1(α) type (2, 0, 1) or type (0, 2, 1),

(σ2)s2(α) type (1, 0, 2) or type (1, 2, 0),

e otherwise

(5.3.1)

for α ∈ PZ
3 , where σ denotes σ1 or σ2. The rest part of the proof the is the

same with the proof of Lemma 5.2.2.

5.3.2 For a sphere

Let S denote the 2-sphere. We summarize some facts on the braid group on
S we use later. See [5, 22, 30, 44] for more details.

The inclusion D → S induces the projection Bm → Bm(S) and let δi
denote the image of σi by this projection. It is known that the kernel of
this projection is normally generated by σ1σ2 · · · σm−2σ

2
m−1σm−2 · · · σ2σ1. The

natural map Xm−1(D) → Xm(S) induces the map Pm−1 → Pm(S) and it is
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known to be surjective. The center Z(Pm(S)) of Pm(S) is generated by the
full twist ξ2 = (δ1δ2 · · · δm−1)m and ξ2 has order two.

We consider in particular the case m = 4. Then P4(S) ∼= F2 × Z/2Z. In
particular, P4(S)Z is isomorphic to a free group of rank 2 and generated by
δ1

2 and δ2
2. Note that full twists of three strands are also in the center, i.e.,

(δ1δ2)3 = (δ2δ3)3 = ξ2 ∈ Z(P4(S)).

Lemma 5.3.5. There exist a constant Λ > 0 and a family of homomorphisms
{ρε : P4(S)Z → GS}0<ε<1 such that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

for any u ∈ EHn

b (B4(S)Z).

Proof. For each ε, we take open subsets U ε
i (i = 1, 2, 3, 4) in S so that

• zi ∈ U ε
i ,

• U ε
i ∩ U ε

j = ∅ if i 6= j, and

• area(U ε) = 1− ε, where U ε = U ε
1 ∪ U ε

2 ∪ U ε
3 ∪ U ε

4.

Moreover, we take open subsets W ε
12 and V ε

12 of S which are diffeomorphic to
a disk so that

• U ε
1 ∪ U ε

2 ⊂ W ε
12 ⊂ V ε

12,

• V ε
12 ∩ U ε

3 = ∅, and

• V ε
12 ∩ U ε

4 = ∅.

We also take W ε
23 and V ε

23 similarly (see Figure 5.3). We define ρε : P4(S)Z →
G as in the case of the disk for generators δ1

2 and δ2
2 of P4(S)Z . We define

s1, s2 : P4(S)Z → Z by s1(δ1
2) = 1, s1(δ2

2) = 0, s2(δ1
2) = 0 and s2(δ2

2) = 1.
We calculate γ(ρε(α), x̄) ∈ P4(S)Z for α ∈ P4(S)Z and x̄ ∈ X4(S). We

call that x̄ = (x1, x2, x3, x4) ∈ X4(S) is an ε-good point if all of x1, x2, x3 and
x4 are in U ε. We say that an ε-good point x̄ is of type (p, q, r, s) if U ε

1 has p
points, U ε

2 has q points, U ε
3 has r points and U ε

4 has s points out of x1, x2,
x3, and x4.
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Figure 5.3: Open subsets in S

Let Xε
pqrs denotes the set of ε-good points x̄ is of type (p, q, r, s). We

define a cochain cεpqrs ∈ Cn
b (P4(S)Z) by

cεpqrs(α0, . . . , αn) =

∫
Xε
pqrs

c(γ(ρε(α0), x̄), . . . , γ(ρε(αn), x̄))dx̄

for α0, . . . , αn ∈ P4(S)Z . In order for [cεpqrs] to be non-zero, by an argument
similar to the proof of Lemma 5.2.2, both W ε

12 and W ε
23 must contain ex-

actly two points since the full twist of three or four strands is in the center
Z(P4(S)). Thus, if (p, q, r, s) is not (1, 1, 1, 1), (0, 2, 0, 2) or (2, 0, 2, 0), then
[cεpqrs] = 0.

Let x̄ ∈ X4(S) be an ε-good point of type (1, 1, 1, 1), (0, 2, 0, 2) or (2, 0, 2, 0).
For γ1, γ2 ∈ P4(S)Z and β ∈ B4(S)Z , we write γ1 ∼β γ2 if γ1 = βγ2β

−1. For
α ∈ P4(S)Z ,

γ(ρε(α), x̄) ∼β


α type (1, 1, 1, 1),

(δ1
2)s1(α)+s2(α) type (0, 2, 0, 2),

(δ1
2)s1(α)(δ3

2)s2(α) type (2, 0, 2, 0),

where β = β(x̄) ∈ B4(S)Z is a braid which depends only on x̄. Hence, we
can prove [cε0202] = [cε2020] = 0 and

[cε1111] = vol(Xε
1111) · (iZ)∗(u)
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by an argument similar to the proof of Lemma 5.2.2. Therefore,

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

by setting

Λ = lim
ε→+0

4! · area(U ε
1) area(U ε

2) area(U ε
3) area(U ε

4).

5.3.3 For a torus

Let T denote the 2-torus. We only mention the case of two strands. See
[8, 44] for more details. Recall that z̄ = (z1, z2) denotes the base point of
X2(T). We define a braid a1 so that it moves z1 to the meridian direction
and rotates once and does not move z2. We define a braid b1 so that it moves
z1 to the longitude direction and rotates once and does not move z2. We
define a2 and b2 similarly by exchanging the role of z1 and z2. It is known
that P2(T) ∼= F2 × Z2 and P2(T)Z ∼= F2. Namely, the set {a1, b1} generates
P2(T)Z and {a1a2, b1b2} generates Z(P2(T)).

Lemma 5.3.6. There exist a constant Λ > 0 and a family of homomorphisms
{ρε : P2(T)Z → GT}0<ε<1 such that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

for any u ∈ EHn

b (B2(T)Z).

Proof. For each ε, we take open subsets U ε
i (i = 1, 2) in T so that

• zi ∈ U ε
i ,

• U ε
1 ∩ U ε

2 = ∅, and

• area(U ε) = 1− ε, where U ε = U ε
1 ∪ U ε

2.

Moreover, we take open subsets W ε
a and V ε

b of T which are diffeomorphic to
an annulus so that

• U ε
1 ⊂ W ε

a ⊂ V ε
a ,

• U ε
2 ∩ V ε

a = ∅, and
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Figure 5.4: Figure 5.5: Open subsets in T

• W ε
a and V ε

a contain a meridian.

We also take W ε
b and V ε

b similarly but to contain a longitude (see Figure 5.6
and 5.5).

We define ρε : P2(T)Z → GT as follows. We take an isotopy {gta} which
rotates W ε

a once and whose support is contained in V ε
a . For the generator

a1 ∈ P2(T)Z , we define ρε(a1) = g1
a. We also define ρε(b1) similarly.

We call that x̄ = (x1, x2) ∈ X2(T) is an ε-good point if both x1 and x2

are in U ε. We say that an ε-good point x̄ is of type (p, q) if U ε
1 has p points

and U ε
2 has q points out of x1 and x2.

Let x̄ ∈ X2(T) be an ε-good point of type (p, q). We take an isotopy {gta}
defined above. For γ1, γ2 ∈ P2(T)Z and β ∈ B2(T)Z , we write γ1 ∼β γ2 if
γ1 = βγ2β

−1. Then γ({gta}, x̄) ∈ P2(T) is calculated as follows.

γ({gta}, x̄) ∼β


e (p = 0),

a1 (p = 1),

a1a2 (p = 2),

where β = β(x̄) ∈ B2(T) is a braid which depends only on x̄. Thus we can
see that γ(ρε(a1), x̄) ∈ P2(T)Z to be

γ(ρε(a1), x̄) ∼β

{
a1 (p = 1),

e (otherwise).
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Similarly, we can see that

γ(ρε(b1), x̄) ∼β

{
b1 (q = 1),

e (otherwise).

Hence, for α ∈ P2(T)Z , γ(ρε(α), x̄) ∼β α if x̄ is of type (1, 1). By an argument
similar to the proof of Lemma 5.2.2, we can prove that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

by setting Λ = limε→+0 2! · area(U ε
1) area(U ε

2).

5.3.4 For an annulus

Let A denote the annulus S1× [0, 1]. The braid group Bm(A) on A is isomor-
phic to the inverse image π−1(Sm) of the subgroup Sm ⊂ Sm+1 of Sm+1 by
the projection π : Bm+1 → Sm+1 [39] since the “pillar” in A × [0, 1] can be
seen as a “fixed” strand (Figure 5.3.4). Namely, the pure braid group Pm(A)
on A is isomorphic to the ordinary pure braid group Pm+1 thus we identity
them.

Lemma 5.3.7. There exist a constant Λ > 0 and a family of homomorphisms
{ρε : P2(A)Z → GA}0<ε<1 such that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

for any u ∈ EHn

b (B2(A)Z).

Proof. For each ε, we take open subsets U ε
i (i = 1, 2) in A so that

• zi ∈ U ε
i ,

• U ε
1 ∩ U ε

2 = ∅ and

• area(U ε) = 1− ε, where U ε = U ε
1 ∪ U ε

2.

Moreover, we take open subsets W ε
1 and V ε

1 of A which are diffeomorphic to
an annulus so that

• U ε
1 ⊂ W ε

a ⊂ V ε
a ,
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Figure 5.6: The 2-braid σ1
2 on A Figure 5.7: Open subsets in A

• U ε
2 ∩ V ε

1 = ∅ and

• the inclusion map W ε
1 → A induces an isomorphism π1(W ε

1)→ π1(A).

We also take W ε
2 and V ε

2 similarly (Figure 5.7).
We define ρε : P2(A)Z → GA as follows. Recall that P2(A)Z ∼= PZ

3 is
freely generated by σ1

2 and σ2
2. We take an isotopy {gt1} which rotates W ε

1

once and whose support is contained in V ε
1 . For σ1

2 ∈ P2(A)Z , we define
ρε(σ1

2) = g1
1. We also define ρε(σ2

2) similarly.
We call that x̄ = (x1, x2) ∈ X2(A) is an ε-good point if both x1 and x2

are in U ε. We say that an ε-good point x̄ is of type (p, q) if U ε
1 has p points

and U ε
2 has q points out of x1 and x2.

Let x ∈ X2(A) be an ε-good point pf type (p, q). If (p, q) 6= (1, 1), we can
see that γ(ρε(α), x̄) = e for any α ∈ P2(A)Z . By an argument similar to the
proof of Lemma 5.2.2, we can prove that

lim
ε→+0

‖ρ∗ε(EΓ
Z

b ◦ (iZ)∗(u))− Λ · (iZ)∗(u)‖ = 0

by setting Λ = limε→+0 2! · area(U ε
1) area(U ε

2).

5.3.5 Proof of the injectivity theorem

We complete the proof of Theorem 5.3.1 and Lemma 5.3.2.
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Proof of Theorem 5.3.1. By Lemmas 5.3.4, 5.3.5, 5.3.6, and 5.3.7, we can
prove Theorem 5.3.1 by the same argument in the proof of Theorem 5.2.1.

Proof of Corollary 5.3.2. As we saw in the proof of Corollary 5.2.3, EH
3

b(B
Z
3 )

is uncountably infinite-dimensional. Since B2(A) is a finite index subgroup
of B3 and Z(B2(A)) = Z(B3), EHb(B2(A)Z) is also uncountably infinite-
dimensional.

It is known thatB4(S)Z is isomorphic to the mapping class groupMCG(Σ0,4)
of the four-punctured sphere Σ0,4 (see [5]). It is also known that MCG(Σ0,4)
surjects onto PSL(2,Z) and its kernel is Z/2Z × Z/2Z (see [23]). Thus
MCG(Σ0,4) is quasi-isometric to PSL(2,Z). Since PSL(2,Z) is non-elementary

hyperbolic, MCG(Σ0,4) is also. Hence, by Theorem 2.2.3, EH
3

b(B4(S)Z) ∼=
EH

3

b(MCG(Σ0,4)) is also uncountably infinite-dimensional.
Set G = B2(T)Z . Then G has a presentation

G = 〈a, b, c | a2 = b2 = c2 = 1〉

[44, Exercise 6.3]. Since the Cayley graph ofG is quasi-isometric to a trivalent

tree, G is a non-elementary hyperbolic group. Hence EH
3

b(G) is uncountably
infinite-dimensional. Therefore, we can prove as with Corollary 5.2.3.
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