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Abstract

This thesis explores EPT, QCM, MRE, and QSM, which are noninvasive modalities to re-
construct electrical, mechanical, and magnetic properties of biological tissues using MRI.
Thematerial properties of biological tissues reflect physiological and pathological conditions.
Therefore, an early diagnosis of a lesion is expected by detecting changes in these material
properties. First, this thesis shows that EPT, QCM, andMRE can be formulated in a common
impedivity inverse problem framework. Then, a global and directmethod is proposed that can
reconstruct three-dimensional (3D) material properties, which has not been achieved using
conventional methods. Second, we improve the conductivity reconstruction in the frame-
work of the simultaneous reconstruction of electromagnetic properties, i.e., QCM and QSM
by applying our proposed QCM reconstruction method, and reveal its effectiveness in vivo.

In Chapter 2, a new formulation of the EPT problem is described, which considers the
impedance estimation problem. Further, a method is proposed to reconstruct electrical prop-
erties by solving the integral equations (IEs) derived from Helmholtz’s decomposition of the
vector field. The proposedmethod achieves accurate reconstruction at different tissue bound-
aries and exhibits robustness against noise. Its effectiveness was confirmed by numerical sim-
ulations and verified by phantom experiments.

In Chapter 3, we discuss how the MRE problem can be described in a common frame-
work with the EPT problem and the IE for the mechanical properties is derived based on
Helmholtz’s decomposition for tensor fields. Numerical simulations show that the proposed
method can reconstruct the general 3D distribution without making the assumptions about
compressibility that are common in many extant methods.

In Chapter 4, we propose a boundary-value-free reconstruction method for EPT that does
not require EPs on the boundary of the region of interest (ROI). This is accomplished bymod-
ifying our previous method that reconstructs EPs in a slicewise manner. In addition, a hybrid
reconstruction formula is derived that only uses the values of EPs only on the fraction of the
boundary of the ROI to reduce the artifact when EP values are available on a fraction of the
boundary. In future work, this method will be extended to the Helmholtz’s decomposition-
based reconstruction method proposed in Chapter 2.

In Chapter 5, conductivity and susceptibility reconstruction are performed simultaneously
from a single image acquisition. A method for maximum likelihood estimation of the B1
phase and the B0 field is proposed by considering the nonlinearity of theMRI signal equation.
In addition, we apply the proposed QCMmethod presented in Chapter 2 with regularization
based on morphological information used in the susceptibility reconstruction to stabilize the
B1 field to conductivity inversion. While conductivity and susceptibility images have a con-
sistent structure, they may give different contrasts as shown in the analysis of in vivo data.
Therefore, extra information can be provided by performing conductivity reconstruction in
addition to susceptibility reconstruction.

Finally, Chapter 6 concludes the thesis.
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Notation and Convention

Quantities
𝐴 Scalar (italic, serif)
𝑨 Vector (bold, italic, serif)
𝘼 Tensor (bold, italic, sans-serif)

Physical Constants
𝜖0 Dielectric permittivity of free space
𝜇0 Magnetic permeability of free space
𝛾0 Gyromagnetic ratio of proton nuclei

Integral Symbols
∮ Contour integral along a closed curve.
⨍ Cauchy’s principal value integral.
⨎ Hadamard’s finite part integral.

Function Spaces
Let𝛺 be a connected open subset of ℂ ≅ ℝ2 orℝ3, 𝑘 be a nonnegative integer, and 𝛼 be a real
number satisfying 0 < 𝛼 ≤ 1.

𝐶𝑘(𝛺) The set of functions whose derivatives up to the 𝑘-th order are continuous in𝛺.
𝐶𝑘
0 (𝛺) The set of functions that belong to 𝐶𝑘 and whose support is a compact subset of 𝛺.

𝐶𝑘,𝛼(𝛺) The set of functions whose derivatives up to the 𝑘-th order are 𝛼-Hölder continuous in
𝛺.

𝐿𝑝(𝛺) The set of functions the 𝑝-th power of whose absolute value is Lebesgue-integrable in
𝛺.

𝐿𝑝loc(𝛺) The set of functions that belong to 𝐿𝑝(𝐾), where 𝐾 is an arbitrary compact subset of 𝛺.
𝑊 𝑘,𝑝(𝛺) The set of functions whose weak derivatives up to the 𝑘-th order belong to 𝐿𝑝(𝛺).

𝐿𝑝(𝛺) = 𝑊 0,𝑝(𝛺).
𝑊 𝑘,𝑝
0 (𝛺) The set of functions that belong to𝑊 𝑘,𝑝(𝛺) and whose support is a compact subset of

𝛺.



viii Notation and Convention

Vector and Tensor Algebra
Dyadic, dot, and cross products of three dimensional vectors and tensors are defined as fol-
lows:

𝒂𝒃 = 𝑎𝑖𝑏𝑗𝒆𝑖𝒆𝑗, 𝒂 ⋅ 𝒃 = 𝑎𝑖𝑏𝑖, 𝒂 × 𝒃 = 𝜖𝑖𝑗𝑘𝑎𝑖𝑏𝑗𝒆𝑘,
𝙖𝒃 = 𝑎𝑖𝑗𝑏𝑘𝒆𝑖𝒆𝑗𝒆𝑘, 𝙖 ⋅ 𝒃 = 𝑎𝑖𝑗𝑏𝑗𝒆𝑖, 𝙖 × 𝒃 = 𝜖𝑗𝑘𝑙𝑎𝑖𝑘𝑏𝑙𝒆𝑖𝒆𝑗,
𝒂𝙗 = 𝑎𝑖𝑏𝑗𝑘𝒆𝑖𝒆𝑗𝒆𝑘, 𝒂 ⋅ 𝙗 = 𝑎𝑖𝑏𝑖𝑗𝒆𝑗, 𝒂 × 𝙗 = 𝜖𝑖𝑗𝑘𝑎𝑖𝑏𝑗𝑙𝒆𝑘𝒆𝑙.

The inner product and the norm of vectors and tensors are denoted by single brackets.

⟨𝒂, 𝒃⟩ = 𝒂̄ ⋅ 𝒃, |𝒂| = √⟨𝒂, 𝒂⟩,

⟨𝙖, 𝙗⟩ = ̄𝙖 ∶ 𝙗, |𝙖| = √⟨𝙖, 𝙖⟩.

Vector and Tensor Calculus
Gradient, divergence, and curl of three dimensional vector and tensor fields are defined as
follows:

∇𝒇 = ∂𝑖𝑓𝑗𝒆𝑖𝒆𝑗, ∇ ⋅ 𝒇 = ∂𝑖𝑓𝑖, ∇ × 𝒇 = 𝜖𝑖𝑗𝑘∂𝑖𝑓𝑗𝒆𝑘,
∇𝙛 = ∂𝑖𝑓𝑗𝑘𝒆𝑖𝒆𝑗𝒆𝑘, ∇ ⋅ 𝙛 = ∂𝑖𝑓𝑖𝑗𝒆𝑗, ∇ × 𝙛 = 𝜖𝑖𝑗𝑘∂𝑖𝑓𝑗𝑙𝒆𝑘𝒆𝑙.

The inner product and the norm of two vector and tensor fields over the function space are
denoted by double brackets.

⟪𝒇, 𝒈⟫𝛺 = ∫
𝛺

̄𝒇(𝒓) ⋅ 𝒈(𝒓)d𝑉(𝒓), ‖𝒇‖𝛺 = √⟪𝒇,𝒇⟫𝛺,

⟪𝙛 , 𝙜⟫𝛺 = ∫
𝛺

̄𝙛 (𝒓) ∶ 𝙜(𝒓)d𝑉(𝒓), ‖𝙛 ‖𝛺 = √⟪𝙛 , 𝙛⟫𝛺.
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Chapter 1

Introduction

1.1 Material Properties of Biological Tissues
Electrical, mechanical, and magnetic properties of biological tissues reflect physiological and
pathological states of the tissues, and thus serve as useful biomarkers to diagnose various
diseases.

Electrical properties (EPs), namely electric conductivity and dielectric permittivity, of bio-
logical tissues are related to intracellular sodium concentration and osmotic pressure, which
are regulated by cell homeostasis. If cell homeostasis breaks down, the ion concentration and
water content of the cells are affected and these abnormalities are manifested as changes in
EPs. EP maps are useful in the diagnosis of acute stroke and other ischemic diseases [1, 2].

Mechanical properties (MPs), namely shear modulus and viscosity, have also been of great
concern since they reflect fibrogenesis and calcification in the extracellular matrix. Many
malignant breast cancers are stiffer than benign tumors or normal surrounding fibroglandular
tissues. During tumor growth, increased cellular stiffness and compaction of surrounding
tissues can combine to alter mechanical properties of the tissues [3]. MP maps contribute to
the early diagnosis of liver cirrhosis and aortic aneurysms [4].

The magnetic susceptibility of tissues is mainly determined by the amount of iron and
calcium ions, which are highly regulated to maintain homeostasis, and their overload causes
cellular damage. Susceptibility maps enable us to diagnose many neurological diseases such
as Alzheimer’s disease, Huntington’s disease and osteoporosis [5–7].

Therefore, imaging modalities that quantitatively map electrical, mechanical, and mag-
netic properties of biological tissues have been extensively studied in recent years to realize
early diagnoses of various diseases. Furthermore, the quantitative nature of these material
properties enables precision diagnosis such as tumor grading [8], which is beyond the abil-
ity of ordinary anatomical images obtained by conventional imaging modalities. This study
focuses on emerging MRI-based modalities of material properties mapping.

1.2 Techniques for Material Properties Mapping
In this section, we explain classic techniques formaterial propertiesmapping of biological tis-
sues and their limitations as well as MRI-based modalities, which are the focus of this thesis.

Biopsy is the most basic method for investigating the material properties of biological tis-
sues. However, it is invasive and can fail to detect important changes in tissues unless sam-
pling occurs at an appropriate location.

Imaging modalities based on external measurements allow us to map material properties
with simple hardware configurations. Electrical impedance tomography (EIT) is a technique
to reconstruct the conductivity of a human body from the electric potential data at the surface
electrodes during current injection through the electrodes [9]. Magnetic induction tomog-
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raphy (MIT) is a similar technique but measures the induced electromotive force driven by
external coils applying electric currents inside the body. Although these methods can be real-
ized with relatively simple hardware configurations, reconstructing internal material proper-
ties from themeasurement data obtained only on the surface results in low-resolution images
due to the ill-posed nature of the involved inverse problem. Techniques to quantify the dis-
tribution of stiffness such as Young’s and shear moduli are called elastography [10], and ul-
trasound (US) has often been used in this context, especially in the early days [11]. Magnetic
susceptibility measurements have been conducted using superconducting quantum interfer-
ence devices [12]. However, as is the case of EIT and MIT, it is mathematically difficult to
reconstruct the distribution of elastic and magnetic properties inside the body from surface
measurements, and thus it is not possible to obtain information on the depth of the body.

To obtain reconstruction results with higher resolution, MRI is an effective method since
it can access internal data. Magnetic resonance electrical impedance tomography (MREIT)
is one of the methods for imaging EPs using MRI [13, 14]. In MREIT, similar to EIT, a weak
electric current is applied to the body from external electrodes, and a conductivity map is re-
constructed from the internal magnetic field data. One of the challenges of MREIT is that it
is still invasive because it applies currents directly from external electrodes. Electrical prop-
erties tomography (EPT) [15–17] is an emerging modality that also uses MRI, but instead of
directly applying a low-frequency current, it reconstructs EPs from the response to the mag-
netic field at the radiofrequency (RF) applied during the MRI measurements. Currently, EPT
is being actively studied; it is superior to MREIT in that it is noninvasive and does not require
additional hardware. We note that EPT reconstructs conductivity and permittivity in the RF
range, whereas MREIT maps conductivity at low frequencies typically around 1 kHz.

High-resolution imaging of MPs has been achieved by magnetic resonance elastography
(MRE) [18–20], which uses MRI to measure the internal displacement field and reconstruct
shear elasticity. Magnetic susceptibility has long been recognized as a cause of artifacts inMR
images. Quantitative susceptibility mapping (QSM) is a growing modality that reconstructs
a magnetic susceptibility map from information concerning static magnetic field variation
encoded in MRI phase images [21–24].

In the following, we further describe the concepts and problem formulations of each of
these promising MRI-based modalities.

1.2.1 Electrical and Mechanical Properties Mapping
We first explain the imaging modalities of electrical andmechanical properties, which can be
described in a unified manner as we will see in the next section.

In MRI, the time-harmonic electromagnetic fields oscillating at the Larmor frequency 𝜔0,
called the B1 field, are transmitted by the RF coil enclosing the body. The distribution of
the amplitude and phase of the electromagnetic fields are determined depending on the EPs
inside the body. Thus, the governing equations are time-harmonic Maxwell’s equations:

∇ × 𝑬 = −i𝜔0𝜇0𝑯, (1.1)
∇ ×𝑯 = (𝜎 + i𝜔0𝜖0𝜖r)𝑬 = 𝛾𝑬, (1.2)

where 𝑬 and 𝑯 are the complex amplitudes of the electromagnetic fields and 𝜖0 and 𝜇0 are
the dielectric permittivity and magnetic permeability of free space. We define the admittivity
𝛾 as 𝜎 + i𝜔0𝜖, where 𝜎 and 𝜖 are the conductivity and permittivity. While the admittivity is
the inhomogeneous quantity to be reconstructed, the magnetic permeability is assumed to be
constant and identical to 𝜇0 throughout the entire body since the magnetic susceptibility of
the human body is sufficiently small [25].

An overview of EPT is shown in Fig. 1.1. Using the receiver coils, both the amplitude and
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Fig. 1.1: Overview of EPT. Electric conductivity 𝜎 and dielectric permittivity 𝜖 are recon-
structed from the positively rotating component of the RF magnetic field𝐻+ ≔ (𝐻𝑥 + i𝐻𝑦)/2
measured using MRI.

Fig. 1.2: Overview of QCM. Unlike EPT, only the phase of 𝐻+ is measured to reconstruct the
electric conductivity map.

phase of the positively rotating component of the magnetic field 𝐻+ ≔ (𝐻𝑥 + i𝐻𝑦)/2, where
the 𝑧-axis is set parallel to the body axis, can be measured inside the body. Therefore, the EPT
problem is to reconstruct 𝛾 from the measured 𝐻+ according to Eqs. (1.1) and (1.2).

In ordinary EPT, both the amplitude and phase of 𝐻+ are required to reconstruct EPs.
While the B1 phase measurement can be realized by fast sequences used in clinical routines,
measurement of the B1 magnitude takes longer, facilitating the phase-based conductivity
mapping technique [26] shown in Fig. 1.2, in which conductivity is reconstructed from only
the phase of the B1 field. Following Kim et al. [27], we refer to this technique as quantitative
conductivity mapping (QCM) hereafter.

InMRE, as shown in Fig. 1.3, a transducer is placed against the body and a time-harmonic
mechanical oscillation at the frequency𝜔1 is applied during theMRI acquisition [28, 29]. The
distribution of the displacement field is determined depending on the MPs inside the body.
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Passive Driver

Fig. 1.3: Overview of MRE. Shear modulus and viscosity 𝜇 are reconstructed from the mea-
sured displacement field 𝒖 caused by the mechanical vibration induced from an external pas-
sive driver during MRI measurement.

Thus, the governing equations are the equation of motion for the time-harmonic oscillation
and Hooke’s law for an isotropic linear material:

∇ ⋅ 𝞼 = −𝜔21𝜌0𝒖, (1.3)

𝞼 = 𝜆∇ ⋅ 𝒖𝙄 + 𝜇∇̌𝒖, (1.4)

where 𝞼 and 𝒖 are the complex amplitudes of the stress and displacement fields, 𝜌0 is the
mass density of water, and 𝜆 and 𝜇 are Lame’s first and second parameters. ∇̌𝒖 ≔ ∇𝒖+∇𝒖⊤
is the symmetrized gradient tensor of a vector field. Typically, the shear modulus 𝜇 is the
main target of MRE because 𝜆 has less contrast among different types of tissues. The mass
density is assumed to be constant and identical to 𝜌0 throughout the entire body [20]. The
MRE problem is to reconstruct 𝜇 and possibly 𝜆 from the measured 𝒖 according to Eqs. (1.3)
and (1.4).

1.2.2 Simultaneous Conductivity and Susceptibility Mapping
In MRI, a strong static magnetic field called the B0 field is applied to align the proton nuclei
inside the body. Then, a tissue with magnetic susceptibility gains magnetization𝑴 and mod-
ifies the magnetic field around the tissue. The governing equations are Maxwell’s equations
for magnetostatics:

∇ ⋅ 𝑩 = 0, (1.5)
∇ × 𝑩 = 𝜇0∇ ×𝑴, (1.6)

where 𝑩 is the magnetic flux density and the magnetization𝑴 is given as follows:

𝑴 = 1
𝜇0

𝜒
1 + 𝜒𝑩, (1.7)

where 𝜒 is the magnetic susceptibility. What we probe using an MRI scanner is the micro-
scopic local field experienced by each proton nucleus represented as 𝑩l = 𝑩 − 2/3𝜇0𝑴.
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Static Coil

Fig. 1.4: Overview of QSM. Magnetic susceptibility 𝜒 is reconstructed from the perturbation
of the static magnetic field along the body axis 𝑏𝑧 measured using MRI.

From a gradient echo (GRE) acquisition, the 𝑧-component of the magnetic field perturba-
tion 𝑏𝑧 = 𝐵l𝑧 − 𝐵e𝑧 , where 𝐵e𝑧 is the homogeneous static field induced by the main magnet of
the MRI scanner, can be measured. The QSM problem is to reconstruct 𝜒 from the measured
𝑏𝑧 data according to Eqs. (1.5) and (1.6) as shown in Fig. 1.4.

While QSM is typically based on GRE acquisition to extract the B0 field inhomogeneity,
QCM is based on spin echo (SE) or balanced-SSFP (bSSFP) acquisition to extract the B1 phase
contributionwithout being affected by the B0 field. Therefore, QCMandQSMwere originally
developed independently. Recently, QSM was combined with QCM to beget a novel concept
of simultaneous conductivity–susceptibility mapping [27] based on multiecho GRE acquisi-
tion, in which GRE signals at multiple instants are collected. This simultaneous QCM and
QSM technique, which we will denote as QCM+QSM hereafter, enables us to obtain both
electromagnetic property maps from a single measurement.

1.3 Objectives of This Thesis
1.3.1 Electrical and Mechanical Properties Mapping
In the previous sections, we have seen the problem formulations of three electrical and me-
chanical properties imaging modalities: EPT, QCM, and MRE. The conventional methods
of EPT, QCM, and MRE can be divided into four groups in terms of two criteria as shown
in Table 1.1. The first is whether the method is local or global and the second is whether
the method is direct or iterative. Local methods are based on partial differential equations
(PDEs) that relate the measured field and the material properties to be reconstructed, and
global methods are based on integral equations (IEs). The limitation of local methods is that
the measurement noise is amplified in the process of calculating the higher-order derivatives
of themeasured data, whereas the globalmethods can avoid the higher-order derivatives, ren-
dering themmore robust against measurement noise. Iterativemethods estimate the solution
by nonlinearminimization of the cost functional while linearmethods can directly obtain the
solution by solving a linear system. The limitation of iterative methods is that the solution
depends on the initial guess due to the nonlinear formulations, which may lead to local min-
ima. We previously proposed a direct and globalmethod based on the so-called Dbar equation
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Table 1.1: Conventional methods for electrical andmechanical properties mapping. They can
be categorized as local/global methods and iterative/direct methods.

Iterative Direct
Local PDE-based nonlinear method [30, 31] PDE-based linear method [32]

Global IE-based nonlinear method [33, 34] Dbar equation-based linear method
based on the 2D approximation [35]

derived from a two-dimensional (2D) approximation of the governing equations. Although
this method can reconstruct material properties in an explicit and robust manner, it is only
valid for 2D problems where the material properties are homogeneous along the body axis.

Based on the discussion so far, a global and direct method that can reconstruct three-
dimensional (3D) material properties is urgently required. Therefore, the first objective of
this thesis is to propose a novel method for EPT, QCM, and MRE that has the following three
features:

1. The method is based on global IEs and does not use the higher-order derivatives of the
measurement field, and thus is robust against measurement noise.

2. The method is formulated as a linear problem that can be solved by a direct procedure
without iterative updating of the temporal estimate, and is thus free from local minima
and nonconvergent results.

3. Themethod does not use the 2D approximation, and is thus able to reconstruct general
3D distributed material properties.

To achieve these three features, we first show that EPT, QCM, and MRE problems can all be
formulated in a unified manner, which we call the divergence-constraint impedivity inverse
problem. In this formulation, the problem of reconstructing material properties is defined as
estimating the impedivity given as the ratio of the measured field and the concomitant field,
which we refer to as the dual fields. It is shown that the divergence of the dual field can
be stated in terms of the measured field. Based on this property, an IE for the impedivity is
obtained by using Helmholtz’s decomposition of the dual field, from which the impedivity is
estimated in a global, direct, and 3D manner.

To be precise, as we will see in Chapters 2 and 3, the governing equations for EPT, QCM,
andMRE can be written in the same form as shown in Table 1.2, where 𝜆 ≔ 𝛾−1 and 𝜌 ≔ 𝜎−1,
and 𝜙 is the transceive B1 phase measured in QCM. In all cases, the material properties to be
reconstructed are given by the ratio of themeasured fields (𝐻+, 𝜙, 𝒖) to the corresponding dual
fields ( ̃𝑬, 𝝍, 𝞼) as shown in the top row. Hence, the targetedmaterial properties are considered
as the impedance quantities between themeasured and dual fields. The divergence-constraint
equations shown in the bottom row state that the divergence of the dual fields is given by the
measured fields. Therefore, we refer to the EPT, QCM, and MRE problems formulated by
these defining equations and divergence-constraint equations of the dual fields collectively
as the divergence-constraint impedivity inverse problem.

In this study, we utilize Helmholtz’s representation formula, which gives integral repre-
sentations of vector and tensor fields by their divergence and curl to develop a unified recon-
struction method for EPT, QCM, and MRE that is global, direct, and valid for 3D objects.

1.3.2 Simultaneous Conductivity and Susceptibility Mapping
Our second objective is to apply the proposed QCMmethod to the framework of simulations
conductivity–susceptibility mapping to realizemulti-modality imaging that reconstructs both
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Table 1.2: Governing equations for EPT, QCM, and MRE formulated as the divergence-
constraint impedivity inverse problem consisting of the defining equation and the divergence-
constraint equation of the dual field.

EPT QCM MRE
Defining equation ̃𝑬 = 𝜆∇c𝐻+ 𝝍 = 𝜌∇𝜙 𝞼 = 𝜆∇ ⋅ 𝒖𝙄 + 𝜇∇̌𝒖
of dual fields

Div-constraint equation ∇ ⋅ ̃𝑬 = i𝜔0𝜇0𝐻+ ∇ ⋅ 𝝍 = 2𝜔0𝜇0 ∇ ⋅ 𝞼 = −𝜔21𝜌0𝒖
of dual fields

electromagnetic tissue properties. To achieve this, we improve the currentQCM+QSM frame-
work from two perspectives.

In QCM+QSM, the B1 phase used in QCMand the B0 field used in QSM are first separated
and estimated from the multiecho GRE image, and then each QCM and QSM reconstruction
procedure is applied independently. The previous method uses only the phase image of the
multiecho GRE data and estimates the fields by linear least-squares fitting [27]. Specifically,
the B1 phase is obtained as the intercepting value of the phase signal linearly evolving along
time and the B0 field is obtained as the rate of evolution. However, unlike the in-phase and
quadrature-phase MRI images whose noise behavior is well described by the Gaussian dis-
tribution, the noise distribution of the phase image deviates from normality [36], making
the least-squares fitting non-optimal. Furthermore, it is known that the nonlinear phase is
accumulated in the multiecho GRE signal, which hampers finding the correct offset phase
value [37]. Therefore, in this thesis, pursuant of optimal estimation, we propose to utilize
both the magnitude and phase images of the multiecho GRE data and estimate the fields by
nonlinear least-squares on the complex signal whose noise distribution is Gaussian.

We also improve the QCM reconstruction. While QSM reconstruction has been well de-
veloped and successfully applied in clinical contexts, there is scope for improvement. Here,
we apply our novel QCM reconstruction method proposed in Chapter 2 to this QCM+QSM
framework. In addition, we adopt the morphology-based regularization used in the QSM lit-
erature [21] but not applied in the QCM+QSM framework, to stabilize the QCM inversion
and facilitate consistent results between conductivity and susceptibility maps.

1.4 Organization of This Thesis
In Chapter 1, after describing the background of thematerial propertiesmapping of biological
tissues, the problem formulations of EPT, QCM, MRE, and QSM as well as the conventional
methods and their limitations are explained.

As shown in Fig. 1.5, the subsequent chapters are organized as follows. In Chapter 2,
we propose novel reconstruction methods for EPT and QCM. Based on Helmholtz’s repre-
sentation formula for vector fields, an integral representation formula of a vector field by
its divergence and itself is derived and applied to the divergence-constraint impedivity in-
verse problems for EPT and QCM to construct global, direct, and 3D reconstruction methods.
The proposedmethods are validated through numerical simulations including an anatomical
brain model and phantom experiments. In Chapter 3, the integral representation formula for
vector fields derived in Chapter 2 is reformulated for tensor fields. The tensor representation
formula is applied to anMRE inverse problem and its validity is confirmed by numerical sim-
ulations. Chapter 4 derives an EPT reconstruction method based on the Cauchy–Pompeiu
formula that reconstructs EPs in a slicewise manner. The method proposed in this chapter
allows reconstruction of EPswithout prior information concerning their values on the bound-
ary of the region of interest (ROI). In Chapter 5, the framework for simultaneous conductivity
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Chap 1: Introduction

Chap 2: EPT & QCM Chap 3: MRE

Chap 4: EPT

Based on the vector
Helmholtz decomposition

Based on the tensor
Helmholtz decomposition

Boundary-Value-Free Reconstruction
Based on slicewise Integral Formulae

Chap 5: QCM + QSM

Simultaneous
Conductivity-Susceptibility 

Mapping

Chap 6: Conclusion

Objective 1 Objective 2

Common formulation

Extension
Multi-Modality

Fig. 1.5: Organization of this thesis. In Chapters 2 and 3, EPT, QCM, and MRE problems
are formulated in a unified manner and novel reconstruction methods are proposed. Chap-
ter 4 extends the EPTmethod in Chapter 2 to configure a boundary-value-free reconstruction
method. In chapter 5, QCM+QSM are improved and applied to in vivo data. Finally, Chap-
ter 6 concludes the thesis.

and susceptibility reconstruction is improved by using nonlinear least-squares fitting in the B1
phase and B0 field estimation and applying the proposed QCM reconstruction method with
the morphology-based regularization to QCM reconstruction. The method is tested using in
vivo data on healthy subjects and subjects with brain tumors. Finally, Chapter 6 concludes
the thesis and suggests research directions.
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Chapter 2

Conductivity and Permittivity
Mapping from B1 Magnetic Field
Measurements

In this chapter, we develop global and direct methods for EPT and QCM that can reconstruct
3D EPs. After explaining the background and the conventional methods in section 2.1, we
introduce the notion of dual fields of the measured fields and EPT and QCM problems are
formulated as impedivity inverse problems with either a divergence or curl constraint in sec-
tion 2.2. Section 2.3 presents various representation formulae concerning vector fields in
terms of their divergence and curl as well as themselves. The representation formulae are
utilized in section 2.4 to derive IEs for the impedivity and to construct our proposed recon-
struction formulae. In section 2.5, the computational procedures for solving the IEs and esti-
mating a regularized solution of the impedivity are described in detail. The proposedmethods
are validated by numerical simulations in section 2.6 and phantom experiments in section 2.7.
Finally, section 2.8 concludes this chapter.

2.1 Introduction of This Chapter
2.1.1 Electrical Properties of Biological Tissues
EPs of biological tissues vary strongly with frequency [38–40]. Schwan et al. [41] modeled
human tissues as an equivalent circuit that consists of extracellular liquid, cell membrane,
and intercellular liquid. Each of these has its own conductance and capacitance, exhibiting
the following impedance:

|𝑍(𝜔)| = 1
√𝐺2 + 𝜔2𝐶2

, (2.1)

where 𝐺 is the conductance and 𝐶 is the capacitance. Schwan et al. [41] and Pethig [42]
reported that conductance was around 100 S and capacitance was around 1000 nF for most
membrane cells. From these values, it is expected that the impedance of tissues changes
substantially around 100 kHz–10MHz, where the capacitive property of the cell membrane
becomes dominant. This is called beta-dispersion and this dispersive property of tissues
is described by the Debye model and the Cole–Cole model [43, 44]. Above 100 MHz, the
impedance of membrane cells becomes so small that almost all electric currents flow into
cells. Therefore, the impedance of tissues is independent of their membrane cells and
determined by the impedance of inter- and extra-cellular liquids. Hence, EPs of tissues in
the microwave range can be described by the ion and water concentrations [41, 42, 45].
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Table 2.1: Conductivity and permittivity values of various types of normal and cancerous
tissues at 100MHz. Rearranged from [52].

Tissue Conductivity (S/m) Permittivity (𝜖0)
Normal Cancerous Normal Cancerous

Colon 0.62 0.74 52.0 65.0
Kidney 0.77 0.75 72.0 68.0
Liver 0.49 0.66 62.0 66.0
Lung 0.62 0.82 77.0 69.0

Mammal 0.11 0.78 20.5 69.0

In living organisms, active mechanisms regulate the contrast of sodium ion concentration
and osmotic pressure inside and outside the cell. In ischemic strokes and myocardial infarc-
tions, the sodium–potassium pump, which uses adenosine triphosphate (ATP) as an energy
source, fails to function because the supply of oxygen and nutrients through the blood cir-
culation is cut off. As a result, intracellular sodium concentration and osmotic pressure are
increased, which allows water molecules to penetrate into the cells, leading to swelling, rup-
ture, and death of the cells [16]. It has been reported that the sodium concentration of the
intracellular fluid increases whereas the extracellular fluid is maintained at a level of 140mM
due to the buffering effect of the organism, resulting in an increase in overall tissue sodium
concentration [46, 47]. Therefore, imaging of EPs may be useful in the diagnosis of acute
strokes and other ischemic diseases. 23Na-MRI is expected to delineate the boundaries be-
tween tissues that are still viable and those that are not, based on the quantitative value of
sodium concentration. However, one of the problems with 23Na-MRI is its intrinsically low
signal-to-noise ratio (SNR) due to the low abundance of 23Na in a body compared to 1H.There-
fore, if we can image the EPs using an ordinary 1H-MRI scanner, it will allow us tomakemore
accurate diagnoses [16].

In cancer, as in the case of ischemic disease, angiogenesis of capillariesmakes the transport
of oxygen and nutrients inefficient, causing the sodium–potassium pump to malfunction and
the intracellular sodium concentration increases, resulting in an increase in conductivity [48].
In addition, as a result of angiogenesis, the fraction of the extracellular space increases, which
increases the water content of the tissue and causes an increase in conductivity and permittiv-
ity [49]. Indeed, invasivemeasurements have shown that the EPs of cancer cells aremarkedly
different from those of healthy cells in various tissues [50–54]. Joines et al. [52] measured the
conductivity and permittivity of healthy cells and cancerous cells in several tissues over the
50MHz–900MHz range using a coaxial probe. Table 2.1 shows the measured values of con-
ductivity and permittivity at 100MHz for each type of cell. In both tissues, there is a difference
in EPs between cancerous and healthy cells. In addition to the tissues listed in Table 2.1, in-
creased conductivity in core areas of brain tumors has also been observed [51]. Noninvasive
imaging of the brain is in high demand and it is of vital importance to diagnose cancers based
on the image of the EPs.

Another important application of EPT is dosimetry. The specific absorption rate (SAR) is
a quantitative criterion of tissue heating against RF electromagnetic fields in high-field MRI
systems [55, 56] and is calculated as

SAR ≔ 𝜎
|𝑬|2

𝜌 , (2.2)

where 𝜌 is the mass density of the tissue, which is often assumed to be identical to that of
water. Hence, knowledge of tissues’ conductivity and the induced electric field enables us to
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quantitatively evaluate the SAR distribution.

2.1.2 Measurement of the B1 Magnetic Field
This section reviews methods for measuring the B1 field𝐻+. The amplitude and phase of 𝐻+

are measured separately.
The technique for measuring the B1 amplitude is called B1 mapping [57–59]. The most

basic approach is the double-angle method (DAM) [60–62], in which two images with dif-
ferent nominal flip angles are obtained and the B1 amplitude is calculated as their ratio. As
presented by Hoult [63], the MR signal as a function of the nominal flip angle 𝛼without con-
sidering relaxation effect is given as

𝑆𝛼 =
2𝜔0
𝐼 i𝑀0 sin𝛼|𝐵′−1 | exp(i(∠𝐵+1 + ∠𝐵′−1 )), (2.3)

where 𝛼 = 𝛾0𝜇0|𝐻+|𝜏 for a hard pulse with duration 𝜏. The derivation is found in Appendix B.
Hence, the ratio of the two magnitude images with the flip angle of 𝛼 and 2𝛼 is given as

|𝑆2𝛼|
|𝑆𝛼|

= sin 2𝛼
sin𝛼 = 2 cos𝛼, (2.4)

leading to the following formula for calculating |𝐻+|:

|𝐻+| = 1
𝛾0𝜇0𝜏

cos−1(
|𝑆2𝛼|
2|𝑆𝛼|

). (2.5)

To eliminate the relaxation effect, DAM requires a very long TR, which makes the measure-
ment time-consuming. Another limitation of DAM that encodes the B1 field information
into the magnitude of the MR signal is that it is sensitive to the RF pulse shape, slice-select
gradients, off-resonance excitation, and B0 inhomogeneities [64].

Phase-based B1 mapping methods [65–67] are immune to these undesired effects, and the
Bloch–Siegert shift (BSS) method [67] is reported to yield good estimates of the B1 amplitude
in the EPT literature [68]. In the BSS method, an additional RF pulse is applied after the
usual RF excitation pulse that tips the magnetization into the transverse plane. The career
frequency of this additional pulse is shifted away from the resonance frequency 𝜔0 = 𝛾0𝐵0
by Δ𝜔. In the rotating frame of reference that rotates at 𝜔0 + Δ𝜔, a residual magnetic field
𝐵res = Δ𝜔/𝛾0 exists along the 𝑧-axis. If the frequency shift is large enough so that 𝐵res is
much greater than the magnitude of the additional RF pulse |𝐵+1 |, the magnitude of the total
effective field is given as

𝐵eff = √(Δ𝜔/𝛾0)2 + |𝐵+1 |2 ≃
Δ𝜔
𝛾0
(1 +

|𝐵+1 |2

2(Δ𝜔/𝛾0)2
), (2.6)

and the orientation is along the 𝑧-axis. In the rotating frame at 𝜔0 where the signal demodu-
lation is performed, 𝐵eff is given as

𝐵eff =
|𝐵+1 |2

2Δ𝜔/𝛾0
. (2.7)

Hence, in this frame, the phase accrual 𝜙BSS is represented as

𝜙BSS = ∫
𝑇

0
𝛾0𝐵eff(𝑡)d𝑡 = ∫

𝑇

0

(𝛾0|𝐵+1 (𝑡)|)2

2Δ𝜔 d𝑡 = | ̂𝐵+1 |2∫
𝑇

0

(𝛾0𝐾(𝑡))2

2Δ𝜔 d𝑡, (2.8)
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where 𝑇 is duration of the pulse, | ̂𝐵+1 | is the peak B1 value to be estimated and 𝐾(𝑡) is the
normalized B1 profile determined by the shape of the pulse. In general, other factors such as
the transmit and receive B1 phases affect the MR phase signal as described in Eq. (2.3). To
cancel unwanted phase accumulations, two phase images with the opposite frequency shift
±Δ𝜔 are measured and the difference between them is taken as follows:

∠𝑆Δ𝜔 − ∠𝑆−Δ𝜔 = 2𝜙BSS = | ̂𝐵+1 |2∫
𝑇

0

(𝛾0𝐾(𝑡))2

Δ𝜔 d𝑡, (2.9)

leading to the following formula for calculating |𝐻+|:

|𝐻+| = 1
𝜇0

√√√

√
(∠𝑆Δ𝜔 − ∠𝑆−Δ𝜔)/

∫
𝑇

0

(𝛾0𝐾(𝑡))2
Δ𝜔 d𝑡 . (2.10)

The BSS method is immune to TR and B0 inhomogeneity.
The B1 phase is obtained from an SE phase image to avoid the effect of B0 field inhomo-

geneity. The phase signal of SE acquisition is represented as follows:

∠𝑆 = ∠𝐵+1 + ∠𝐵′−1 + 𝜙eddy. (2.11)

We note that the phase accumulation due to the B0 field inhomogeneity is removed by the
refocusing pulse in SE but the contribution of eddy currents due to the gradient switching
still exists. To compensate the eddy currents, two SE acquisitions with the opposite readout
gradient polarities are performed and the B1 field-related phase is extracted as the difference
between them as follows [69]:

∠𝐵+1 + ∠𝐵′−1 = ∠𝑆↑ − ∠𝑆↓, (2.12)

where 𝑆↑ and 𝑆↓ are the MR signals when the readout direction is from anterior/right to pos-
terior/left and from posterior/left to anterior/right, respectively.

To extract only the B1 transmit phase, we exploit the geometrical symmetry of the bird-
cage coil [70, 71] when driven by the quadrature mode. In the quadrature mode, the two
orthogonal ports of the birdcage coil generate the transmit field 𝐵+1 and i𝐵+1 and have the re-
ceive sensitivity 𝐵−1 and i𝐵−1 . Hence, by multiplying the signal of the quadrature port by −i
when transmitting and multiplying the signal of the quadrature port by i when receiving, we
can make 𝐵+1 and 𝐵′−1 identical. Therefore, the B1 transmit phase can be calculated as half of
the transceive phase. We note that this holds only at the center of the birdcage coil when the
loading object is symmetric for its EP distribution. This approximation is called the transceive
phased approximation (TPA) and its validity against different main magnetic field strengths
has hitherto been studied by van Lier et al. [72].

2.1.3 Conventional EPT Reconstruction Methods
As explained in Chapter 1, most of the conventional methods eliminate the electric field 𝑬
from Eqs. (1.1) and (1.2) to directly relate the measured field with EPs.

Taking the curl of Eq. (1.2) and substituting it into Eq. (1.1) gives

Δ𝑯 + ∇𝛾
𝛾 × (∇ × 𝑯) − i𝜔0𝜇0𝛾𝑯 = 𝟎, (2.13)

where we used ∇ ⋅ 𝑯 = 0. Equation (2.13) directly relates the admittivity to the magnetic
field.
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A typical approach for the EPT inverse problem neglects the spatial variation of the EPs to
derive the following Helmholtz equation:

Δ𝑯 − i𝜔0𝜇0𝑯 = 𝟎. (2.14)

Taking the (𝑥 + i𝑦)-component of Eq. (2.14) yields the standard EPT formula [73, 74]:

𝛾 = 1
i𝜔0𝜇0

Δ𝐻+

𝐻+ . (2.15)

Some authors proposed a stabilized version [26, 69] that avoids calculation of the Laplacian of
themeasured𝐻+ data. By integrating Eq. (2.15) over a small region inwhich EPs are assumed
to be constant, we have the following formula [26]:

𝛾 = − 1
i𝜔0𝜇0

∮𝜕𝛺𝒓
𝒏 ⋅ ∇𝐻+d𝑆

∫𝛺𝒓
𝐻+d𝑉

, (2.16)

where 𝛺𝒓 is a neighboring region of 𝒓. However, these methods based on the local homo-
geneity assumption (LHA) fail in adjacent areas of different types of tissues where the spatial
variation of EPs cannot be ignored [75, 76].

Severalmethods beyond LHAhave been proposed, most of which can be categorized along
two dimensions as described in Table 1.1: local/global methods and direct/iterative methods.
Song et al. [30] derived the following PDE that directly relates 𝛾 and the measurable quantity
𝐻+ without assuming ∇𝛾 = 𝟎:

Δ𝐻+ − ∇𝛾
𝛾 ⋅ (

(∂𝑥 − i∂𝑦)𝐻+

(i∂𝑥 + ∂𝑦)𝐻+

∂𝑧𝐻+
) − i𝜔0𝜇0𝛾𝐻+ = 0, 𝒓 ∈ 𝛺. (2.17)

Song et al. [30] proposed an iterative method by solving a semilinear PDE obtained by assum-
ing ∂𝑧𝛾 = 0 and later Ammari et al. [77] extended the method to incorporate the longitudinal
variation of EPs. However, these methods are very sensitive to the initial estimate and can
yield nonconvergent results due to the nonlinearity of the PDE.

Hafalir et al. [32] derived the following linear PDE that relates the measured 𝐻+ and EPs
by introducing the inverse of admittivity, i.e., impedivity 𝜆:

(
(∂𝑥 − i∂𝑦)𝐻+

(i∂𝑥 + ∂𝑦)𝐻+

∂𝑧𝐻+
) ⋅ ∇𝜆 + Δ𝐻+𝜆 − i𝜔0𝜇0𝐻+ = 0. (2.18)

They solved Eq. (2.18) by the finite elementmethod (FEM). Equation (2.18) is the convection-
diffusion-reaction equation for 𝜆with no diffusion term. In this method, the Laplacian of the
measured magnetic field data must be calculated, which amplifies the measurement noise.
Moreover, as reported by Li et al. [78], the numerical solution of the convection-diffusion-
reaction equation becomes unstable if the convection term dominates the diffusion term, and
the solutionwill have spurious oscillations. Li et al. [78] proposed adding an artificial diffusion
term to stabilize the inversion but the resulting image is strongly dependent on the choice of
regularization parameters that determines the trade-off between the spurious oscillation and
the blurring effect.

Some authors have solved the EPT problem using an IE-based approach [33, 34, 79, 80],
comprising the global methods. Balidemaj et al. [33] solved the EPT inverse problem by solv-
ing an IE for the contrast source, which is the ratio of tissues’ EPs to those of background
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values based on the inverse scattering problem formulation. According to electromagnetic
scattering theory [81], the following IE holds for the scattered electromagnetic fields:

𝑬s = 𝑮e[𝜒e𝑬] +
1

i𝜔0𝜖0
𝑮m[𝜒m𝑯], (2.19)

𝑯s = − 1
i𝜔0𝜇0

𝑮m[𝜒e𝑬] + 𝑮e[𝜒m𝑯], (2.20)

where 𝜒e ≔ 𝛾/(i𝜔0𝜖0) − 1 and 𝜒m ≔ 𝜇/𝜇0 − 1 are the electromagnetic contrast sources, and
𝑬s and 𝑯s are the scattered fields that are defined as the difference between the total fields
and the incident fields (𝑬i, 𝑯i) produced by the current source without the presence of the
scatterer. 𝑮e and 𝑮m are so-called electromagnetic source-to-field operators and defined as
follows:

𝑮e[𝒇] ≔ ∫
𝛺
(𝑘20𝙄 + ∇∇)𝐺(𝒓 − 𝒓′) ⋅ 𝒇(𝒓′)d𝑉(𝒓′), (2.21)

𝑮m[𝒇] ≔ ∫
𝛺
𝑘20𝙄 × ∇𝐺(𝒓 − 𝒓′) ⋅ 𝒇(𝒓′)d𝑉(𝒓′), (2.22)

where 𝐺 is the fundamental solution of the scalar Helmholtz equation. Since no strong mag-
netic object exists in the human body and only 𝐻+ is measurable in our EPT problem, the
governing equations are as follows:

𝑬 = 𝑬i + 𝑮e[𝜒e𝑬], (2.23)
𝐻+ = 𝐻+

i + 𝐺+
m[𝜒e𝑬], (2.24)

where 𝐺+
m[𝒇] ≔ 𝑮m[𝒇] ⋅ (𝒆𝑥 + i𝒆𝑦)/2.

Balidemaj et al. [33] proposed the contrast source inversion EPT (CSI-EPT) method, in
which Eqs. (2.23) and (2.24) are solved by the CSI method [82, 83]. In CSI-EPT, an additional
variable𝒘 ≔ 𝜒e𝑬 called the contrast function is introduced and the following objective func-
tional is minimized in an alternating manner:

𝐽[𝒘, 𝜒e] =
‖𝜒e𝑬i −𝒘 + 𝜒e𝑮e[𝒘]‖2𝛺

‖𝜒e𝑬i‖2𝛺
+
‖𝐻+

i − 𝐻+ + 𝐺m[𝒘]‖2𝛺
‖𝐻+

s ‖2𝛺
, (2.25)

𝜒e =
⟨𝑬i + 𝑮e[𝒘],𝒘⟩
|𝑬i + 𝑮e[𝒘]|2

. (2.26)

Specifically, Eq. (2.25) is first minimized for 𝒘 with only a single iteration of the nonlinear
conjugate gradient (CG) method. Then, 𝜒 is updated according to Eq. (2.26). The above pro-
cedure is repeated until the convergence criterion is satisfied. As pointed out by Arduino et
al. [84], a linear PDEmust be solved at each iteration by the FEM to adequately account for the
RF shield of the MRI coil, making its computational cost very high. Guo et al. [80] proposed
a method based on the same scattering formulation. Unlike the CSI-EPT method, Eqs. (2.23)
and (2.24) are solved successively for𝒘 and𝜒e. First, Eq. (2.24) is fully solved by the nonlinear
CG method to yield the estimate of 𝒘 and then 𝜒e is determined by Eq. (2.26). This method
is computationally more efficient than the CSI-EPT method. Hong et al. [79] also proposed
using the same IEs, but solved them using the variational Born iterative method (VBIM) [85].
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The updating procedure is described as follows:

𝑬(𝑛) = argmin
𝑬

‖𝑬 − 𝑬i − 𝑮e[𝜒
(𝑛)
e 𝑬]‖2𝛺 (2.27)

𝐻+;(𝑛) = 𝐻+
i + 𝐺+

m[𝜒
(𝑛)
e 𝑬(𝑛)] (2.28)

δ𝜒(𝑛)e = argmin
δ𝜒e

‖𝐻+ − 𝐻+;(𝑛) − 𝐺+
m[δ𝜒𝑬(𝑛)]‖2𝛺 (2.29)

𝜒(𝑛+1)e = 𝜒(𝑛)e + δ𝜒(𝑛)e (2.30)

This method is also computationally more efficient because it does not need to recalculate
Green’s function in each iteration. The limitation of methods based on the scattering formu-
lation is that the incident fields must be given, which are determined by the current source
of the RF coils. Although they could be given through numerical simulations, erroneous es-
timation would lead to reconstruction errors.

We previously proposed an EPT method based on the complex form of Maxwell’s equa-
tions [35]. By introducing the complex-differential operators defined in Eqs. (A.66) and
(A.67), the (𝑥 + i𝑦), (𝑥 − i𝑦), and 𝑧-components of Maxwell’s equations can be written as
follows:

∂̄𝐸𝑧 − ∂𝑧𝐸+ = 𝜔0𝜇0𝐻+, ∂̄𝐻𝑧 − ∂𝑧𝐻+ = i𝛾𝐸+,
∂𝐸𝑧 − ∂𝑧𝐸− = −𝜔0𝜇0𝐻−, ∂𝐻𝑧 − ∂𝑧𝐻− = −i𝛾𝐸−,

∂𝐸+ − ∂̄𝐸− =
𝜔0𝜇0
2 𝐻𝑧, ∂𝐻+ − ∂̄𝐻− = i𝛾

2 𝐸𝑧,

where 𝐸± ≔ (𝐸𝑥 ± i𝐸𝑦)/2 and 𝐻− ≔ (𝐻𝑥 − i𝐻𝑦)/2. As pointed out in [69], the magnitude
of 𝐻𝑧 generated by a birdcage coil typically used in MRI scanners is very small and can be
neglected especially in the central region. In this case, the (𝑥 + i𝑦)-component of Faraday’s
and Ampère’s laws and the 𝑧-component of Ampère’s law can be rewritten as follows:

∂̄𝐸𝑧 = 𝜔𝜇0𝐻+ + ∂𝑧𝐸+, (2.31)
∂𝑧𝐻+ = −i𝛾𝐸+, (2.32)
4∂𝐻+ = i𝛾𝐸𝑧. (2.33)

Equation (2.31) can be seen as the so-called Dbar equation for 𝐸𝑧 if 𝐸+ is known and its solu-
tion can be explicitly given by the Cauchy–Pompeiu formula [86] as follows:

𝐸𝑧 =
1
2πi ∮𝜕𝐷

𝐸𝑧(𝜁′)
𝜁′ − 𝜁

d𝜁′ + 𝑇[𝜔0𝜇0𝐻+ + ∂𝑧𝐸+], (2.34)

where the operator 𝑇 is defined in Eq. (A.79). If we assume ∂𝑧𝐻+ ≃ 0, which is reasonable
when the loading object has homogeneous EPs along the 𝑧-axis, it holds that 𝐸+ = 0 by
Eq. (2.32), and thus Eq. (2.34) gives an explicit reconstruction formula for 𝐸𝑧. Once 𝐸𝑧 is
reconstructed inside the ROI, it is straightforward to calculate 𝛾 according to Eq. (2.33) as
follows:

𝛾 = 4∂𝐻+

i𝐸𝑧
. (2.35)

Since this method can avoid using the Laplacian of themeasured𝐻+, it is robust against mea-
surement noise. If the loading object is also inhomogeneous along the 𝑧-axis, the following



16 Chapter 2 Conductivity and Permittivity Mapping

iterative correction method can be constructed:

𝐸(𝑛+1)𝑧 = 1
2πi ∮𝜕𝐷

𝐸𝑧(𝜁′)
𝜁′ − 𝜁

d𝜁′ + 𝑇[𝜔0𝜇0𝐻+ + ∂𝑧𝐸+,(𝑛)], (2.36)

𝐸+,(𝑛+1) = i∂𝑧𝐻+

𝛾(𝑛)
= −∂𝑧𝐻

+

4∂𝐻+𝐸
(𝑛+1)
𝑧 . (2.37)

Although this procedure is reported to successfully correct EP estimates in a numerical simu-
lation, the error does not decrease monotonically, and the convergence has not been proven.
Indeed, we illustrate a case where a nonconvergent result is produced in Chapter 4.

Lastly, methods based on the multichannel transmission MRI system have also been pro-
posed and reported to give successful reconstruction results [87–95]. Liu et al. [89, 91] pro-
posed the gradient EPT (gEPT) method in which 𝛾 and its spatial derivatives are treated as
independent variables and estimated by solving a system of equations constructed frommul-
tiple data with different transmit channels. The method was extended byWang et al. [93–95].
Sodickson et al. [87, 88] proposed Local Maxwell Tomography (LMT) and Global Maxwell To-
mography (GMT), which also combine multiple data to estimate EPs. Although these meth-
ods provide good reconstruction results, the multichannel RF transmission system is not al-
ways available in practice. Therefore, in this thesis, we focus on constructing a method based
on a single 𝐻+ dataset generated by the typical birdcage coil.

2.1.4 Conventional QCM Reconstruction Methods
According to Eq. (2.15), the conductivity and permittivity reconstruction formulae of the stan-
dard EPT method can be rewritten in terms of the magnitude and phase of 𝐻+ as follows:

𝜎 = 1
𝜔0𝜇0

Re[Δ𝐻
+

𝐻+ ] = 1
𝜔0𝜇0

(Δ∠𝐻+ + 2
∇|𝐻+| ⋅ ∇∠𝐻+

|𝐻+| ), (2.38)

𝜖 = − 1
𝜔20𝜇0

Im[Δ𝐻
+

𝐻+ ] = − 1
𝜔20𝜇0

(
Δ|𝐻+|
|𝐻+| − |∇∠𝐻+|2). (2.39)

Thus, under the assumption that∇|𝐻+| ≃ 𝟎, the conductivity can be estimated by the formula

𝜎 ≃ 1
𝜔0𝜇0

Δ∠𝐻+, (2.40)

and under the assumption that ∇∠𝐻+ ≃ 𝟎, the permittivity can be estimated by the formula

𝜖 ≃ − 1
𝜔20𝜇0

Δ|𝐻+|
|𝐻+| . (2.41)

One important advantage of QCM is that the conductivity can be reconstructed from the
transceive phase 𝜙 = ∠𝐻+ + ∠𝐻′− instead of the transmit phase ∠𝐻+. Since Eq. (2.40) also
holds for 𝐻′− and the equation is linear for 𝐻+ and 𝐻′−, it holds that

𝜎 = 1
2𝜔0𝜇0

(Δ∠𝐻+ + Δ∠𝐻′−) = 1
2𝜔0𝜇0

Δ𝜙. (2.42)

We refer to Eq. (2.42) as the standard QCM formula. The following stabilized version is also
proposed in [26]:

𝜎 = 1
2𝜔0𝜇0|𝛺𝒓|

∮
𝜕𝛺𝒓

𝒏 ⋅ ∇𝜙d𝑆. (2.43)
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Shin et al. [96] proposed to stabilize the solution by improving the filter to calculate the deriva-
tives of the measured phase data. However, these methods using LHA have severe artefact in
adjacent regions of different tissues.

Starting from Eq. (2.18), Gurler et al. [97] derived the linear PDE for 𝜙 that does not use
LHA. By neglecting ∇|𝐻+| and ∇|𝐻′−|, the real part of Eq. (2.18) reduces to

∇𝜙 ⋅ ∇Re[𝜆] − Δ𝜙Re[𝜆] + 2𝜔0𝜇0 = 0. (2.44)

If we further assume that 𝜎2 ≫ (𝜔0𝜖)2, Re[𝜆] ≃ 1/𝜎 holds, this yields the following phase-
based cr-EPT formula:

∇𝜙 ⋅ ∇𝜌 + Δ𝜙𝜌 = 2𝜔0𝜇0, (2.45)

where 𝜌 ≔ 1/𝜎 is the resistivity. Similar to the original cr-EPTmethod, the numerical solution
of this convection-reaction equation is unstable, and an artificial diffusion term should be
added to obtain a reliable estimate.

2.2 EPT and QCM as Impedivity Inverse Problems
As we have seen in the previous section, most of the conventional EPT methods [26, 30–32,
69, 73, 74, 78, 98] eliminate the electric field from Maxwell’s equations to derive an equation
which directly relates themeasuredmagnetic field and the admittivity. This process yields the
higher-order derivative of themeasured𝐻+, making thesemethods sensitive tomeasurement
noise. Here, we regard the electric field 𝑬, as the dual field of the magnetic field𝑯 instead of
eliminating it. This reformulates the EPT inverse problem as follows:

Given the measured B1 field vector 𝑯 inside an ROI, reconstruct EPs 𝜆 = 𝛾−1 according
to

𝑬 = 𝜆∇ ×𝑯, (2.46)
∇ × 𝑬 = −i𝜔0𝜇0𝑯. (2.47)

This inverse problem reconstructs the impedivity defined as the ratio of the derivative of the
measured field to the dual field. In Eq. (2.47), the curl of the dual field is represented by the
measured field. Therefore, we refer to this form of problem as the curl-constraint impedivity
inverse problem.

We note that in the problem formulation given above, all three components of the mag-
netic field are assumed to be known. However, only𝐻+ is accessible via actual MRImeasure-
ments. Therefore, we introduce another form of impedivity inverse problem that contains
only 𝐻+. By substituting Eqs. (2.32) and (2.33) into Eq. (2.31), the (𝑥 + i𝑦)-component of
Faraday’s law can be rewritten as follows:

∂𝑥(
i𝐸𝑧
2 ) + ∂𝑦(−

𝐸𝑧
2 ) + ∂𝑧(−i𝐸+) = i𝜔0𝜇0𝐻+ (2.48)

This can be expressed as the divergence-constraint form

∇ ⋅ ̃𝑬 = i𝜔0𝜇0𝐻+, (2.49)

where we defined a new vector field

̃𝑬 ≔ (
i𝐸𝑧/2
−𝐸𝑧/2
−i𝐸+

) (2.50)
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that contains the (𝑥+i𝑦)- and 𝑧-components of the electric field. Using Eqs. (2.32) and (2.33),
these components are represented by 𝐻+ and 𝜆 as

i𝜆∂𝑧𝐻+ = 𝐸+, (2.51)
4i𝜆∂𝐻+ = 𝐸𝑧. (2.52)

Hence, the newly introduced vector field ̃𝑬 can be written as

̃𝑬 = 𝜆∇c𝐻+, (2.53)

where we define the complex-gradient operator as follows:

∇c ≔ (
2∂
2i∂
∂𝑧
) (2.54)

Therefore, the impedivity 𝜆, which was originally defined as the ratio of 𝑬 to ∇ ×𝑯, can also
be seen as the impedivity that relates ̃𝑬 and ∇c𝐻+. Combining Eqs. (2.49) and (2.53) enables
us to formulate a novel impedivity inverse problem:

Given themeasured positively rotating B1 field𝐻+ in anROI, reconstruct EPs 𝜆 according
to

̃𝑬 = 𝜆∇c𝐻+, (2.55)
∇ ⋅ ̃𝑬 = i𝜔0𝜇0𝐻+. (2.56)

Since Eq. (2.49) constraints the divergence of the dual field ̃𝑬 by the measured field, we refer
to the problem of this form as the divergence-constraint impedivity inverse problem.

This divergence-constraint problem can be also derived from the cr-EPT method [32] dis-
cussed in Chapter 1. Using the complex-gradient operator, Eq. (2.18) can be rewritten as

𝜆Δ𝐻+ + ∇𝜆 ⋅ ∇c𝐻+ − i𝜔0𝜇0𝐻+ = 0. (2.57)

It holds that

∇c = (
2∂
2i∂
∂𝑧
) = (

∂𝑥 − i∂𝑦
∂𝑦 + i∂𝑥
∂𝑧

) = ∇ − i∇ × 𝒆𝑧, (2.58)

where 𝒆𝑧 is the unit vector along the 𝑧-axis. The second term, ∇ × 𝒆𝑧 = (∂𝑦, −∂𝑥, 0) is called
the Hodge dual of ∇ and is normal to ∇ by definition. Taking advantage of this property, we
can prove that

∇ ⋅ ∇c = ∇ ⋅ (∇ − i∇ × 𝒆𝑧) = ∇ ⋅ ∇ = Δ. (2.59)

Hence, Eq. (2.57) can be represented in the following divergence-constraint form:

∇ ⋅ (𝜆∇c𝐻+) = i𝜔0𝜇0𝐻+. (2.60)

This is equivalent to the divergence-constraint impedivity inverse problemgiven byEqs. (2.49)
and (2.53). We note that a similar formulation can be derived for 𝐻− by introducing the con-
jugate operator, ∇̄c ≔ ∇+ i∇ × 𝒆𝑧. Specifically, it holds that

∇ ⋅ ̃𝑬′ = i𝜔0𝜇0𝐻−, (2.61)
̃𝑬′ = 𝜆∇̄c𝐻−, (2.62)
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where the vector field ̃𝑬′ is defined as

̃𝑬′ ≔ (
−i𝐸𝑧/2
−𝐸𝑧/2
i𝐸−

) . (2.63)

Next, we derive a similar formulation for the QCM inverse problem. According to the
standard QCMmethods [26, 99], we assume that ∇|𝐻±| ≃ 𝟎. Then, Eqs. (2.53) and (2.62) are
approximated as

̃𝑬 ≃ 𝜆|𝐻+|∇c exp(i∠𝐻+) = i|𝐻+|𝜆 exp(i∠𝐻+)∇c∠𝐻+, (2.64)
̃𝑬′ ≃ 𝜆|𝐻−|∇̄c exp(i∠𝐻−) = i|𝐻−|𝜆 exp(i∠𝐻−)∇̄c∠𝐻−. (2.65)

Taking the divergence of both sides of the above equations leads to

∇ ⋅ ̃𝑬 = i|𝐻+|(∇𝜆 ⋅ exp(i∠𝐻+)∇c∠𝐻+ + 𝜆∇ ⋅ (exp(i∠𝐻+)∇c∠𝐻+))
= i𝐻+(∇𝜆 ⋅ ∇c∠𝐻+ + 𝜆Δ∠𝐻+ + i𝜆∇∠𝐻+ ⋅ ∇c∠𝐻+)
= i𝐻+(∇ ⋅ (𝜆∇c∠𝐻+) + i𝜆|∇∠𝐻+|2), (2.66)

∇ ⋅ ̃𝑬′ = i|𝐻−|(∇𝜆 ⋅ exp(i∠𝐻−)∇̄c∠𝐻− + 𝜆∇ ⋅ (exp(i∠𝐻−)∇̄c∠𝐻−))
= i𝐻−(∇𝜆 ⋅ ∇̄c∠𝐻− + 𝜆Δ∠𝐻− + i𝜆∇∠𝐻− ⋅ ∇̄c∠𝐻−)
= i𝐻−(∇ ⋅ (𝜆∇̄c∠𝐻−) + i𝜆|∇∠𝐻−|2), (2.67)

where we used Eq. (2.59). Substituting them into Eqs. (2.49) and (2.61) and dividing them by
i𝐻± yields

∇ ⋅ (𝜆∇c∠𝐻+) + i𝜆|∇∠𝐻+|2 = 𝜔0𝜇0, (2.68)
∇ ⋅ (𝜆∇̄c∠𝐻−) + i𝜆|∇∠𝐻−|2 = 𝜔0𝜇0. (2.69)

According to the cr equation-based QCM method [97], we further assume that the con-
ductive property of tissues is dominant over their dielectric property, i.e., Re[𝜆] ≃ 𝜌, leading
to

∇ ⋅ (𝜌∇c∠𝐻+) = 𝜔0𝜇0, (2.70)
∇ ⋅ (𝜌∇̄c∠𝐻−) = 𝜔0𝜇0. (2.71)

These equations can be considered as the divergence-constraint forms for the dual fields

𝑭 ≔ 𝜌∇c∠𝐻+, (2.72)
𝑭′ ≔ 𝜌∇̄c∠𝐻− (2.73)

of the fields∠𝐻±. Therefore, by replacing the transmit field in Eq. (2.73) with the receive field
and adding it to Eq. (2.72), it holds that

∇ ⋅ 𝝍 = 2𝜔0𝜇0, (2.74)
𝝍 = 𝜌(∇c∠𝐻+ + ∇̄c∠𝐻−). (2.75)

As discussed by Gurler et al. [97], the spatial variation of ∠𝐻+ − ∠𝐻′− is sufficiently small,
and thus we can approximate 𝝍 as

𝝍 = 𝜌(
∂𝑥𝜙 − i∂𝑦(∠𝐻+ − ∠𝐻′−)
∂𝑦𝜙 + i∂𝑥(∠𝐻+ − ∠𝐻′−)

∂𝑧𝜙
) ≃ 𝜌∇𝜙. (2.76)

Therefore, the QCM problem can be reformulated as follows:
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Given the measured transceive B1 phase 𝜙 inside an ROI, reconstruct the conductivity
𝜎 = 𝜌−1 according to

𝝍 = 𝜌∇𝜙, (2.77)
∇ ⋅ 𝝍 = 2𝜔0𝜇0. (2.78)

This divergence-constraint problem can also be derived from the phase-based cr-EPT
method [97] discussed in Chapter 1. By Eq. (2.45), it immediately follows that

∇ ⋅ (𝜌∇𝜙) = 2𝜔0𝜇0. (2.79)

This is equivalent to Eqs. (2.78) and (2.77).
In our newly formulated EPT and QCM problems, either the divergence or curl of the

dual field is known from the measurement data. This means that the longitudinal or trans-
verse component of the dual field is known when considering Helmholtz’s decomposition.
Therefore, the inverse problems are to reconstruct the other component of the field. In the
next section, we derive various representation formulae of vector fields based on Helmholtz’s
decomposition, which is reviewed in detail in Appendix A.

2.3 Representation Formulae of Vector Fields Based on
Helmholtz’s Decomposition

Equation (A.54) is a representation formula of a vector field by both its divergence and curl. In
other words, the operators𝑷L and𝑷T project a vector field onto the irrotational and solenoidal
fields via its divergence or curl. Here, we modify these operators to obtain alternatives that
directly project the field without computing its divergence or curl.

By the product rule of vector differentiation

∇ ⋅ (𝒇∇𝑤) = ∇𝑤(∇ ⋅ 𝒇) + 𝒇 ⋅ ∇∇𝑤, (2.80)

the following integration by parts holds:

∫
𝛺
∇𝑤(∇ ⋅ 𝒇)d𝑉 = ∮

𝜕𝛺
∇𝑤(𝒏 ⋅ 𝒇)d𝑆 −∫

𝛺
𝒇 ⋅ ∇∇𝑤d𝑉. (2.81)

Using the above relation, the operator 𝑷L defined in Eq. (A.56) can be rewritten as follows:

𝑷L[𝒇](𝒓) = −∫
𝛺
𝒇(𝒓′) ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.82)

The representation of 𝑷L given by Eq. (2.82) allows projection of a vector field onto its longi-
tudinal component without giving or calculating its divergence. Using Eq. (2.82), Eq. (A.54)
is modified as

𝒇(𝒓) = ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝒇(𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝒇(𝒓′))d𝑉 ′

−∫
𝛺
𝒇(𝒓′) ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′ (2.83)

This is a representation formula of a vector field by the field itself and its curl.
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Similarly, by the vector field identity

∇𝑤 × (∇ × 𝒇) + (𝒇 × ∇) × ∇𝑤 = ∇(∇𝑤 ⋅ 𝒇) − ∇ ⋅ (∇𝑤𝒇), (2.84)

the following integration by parts holds:

∫
𝛺
∇𝑤 × (∇ × 𝒇)d𝑉 +∫

𝛺
(𝒇 × ∇) × ∇𝑤d𝑉 = ∮

𝜕𝛺
𝒏∇𝑤 ⋅ 𝒇 − 𝒏 ⋅ ∇𝑤𝒇d𝑆. (2.85)

Using the triplet identity

𝒏∇𝑤 ⋅ 𝒇 − 𝒏 ⋅ ∇𝑤𝒇 = ∇𝑤 × (𝒏 × 𝒇), (2.86)

it holds that

∫
𝛺
∇𝑤 × (∇ × 𝒇)d𝑉 +∫

𝛺
(𝒇 × ∇) × ∇𝑤d𝑉 = ∮

𝜕𝛺
∇𝑤 × (𝒏 × 𝒇)d𝑆. (2.87)

Using the above relation, the operator 𝑷T defined in Eq. (A.57) can be rewritten as follows:

𝑷T[𝒇](𝒓) = ∫
𝛺
(𝒇(𝒓′) × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.88)

The representation of 𝑷T given by Eq. (2.88) allows projection of a vector field onto its trans-
verse componentwithout giving or calculating its curl. Using Eq. (2.88), Eq. (A.54) ismodified
as

𝒇(𝒓) = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝒇(𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝒇(𝒓′))d𝑉 ′

+∫
𝛺
(𝒇(𝒓′) × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.89)

This is a representation formula of a vector field by the field itself and its divergence.
Using both Eqs. (2.82) and (2.88), we can represent a vector field by itself as

𝒇(𝒓) = −∫
𝛺
𝒇(𝒓′) ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′ +∫

𝛺
(𝒇(𝒓′) × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.90)

Although representing a field by itself might seem meaningless, the important point here is
that the field is decomposed into the longitudinal and transverse fields. Therefore, Eq. (2.90)
can be interpreted as Helmholtz’s decomposition of a vector field. Despite the fact that
Eq. (2.90) contains only volume integral terms and no surface integral appears, Eq. (2.90) is
still valid for general bounded domains.

This decomposition formula can be directly derived from the identity

Δ𝑤𝒇 = 𝒇 ⋅ ∇∇𝑤 − (𝒇 × ∇) × ∇𝑤. (2.91)

Taking𝑤 as𝐺 and integrating both sides over𝛺 yields Eq. (2.90). FromEq. (2.91), it is obvious
that Eq. (2.91) gives a decomposition of a vector field.
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2.4 EPT and QCM Reconstruction Based on Helmholtz’s
Representation Formula

In this section, we derive IEs for the impedivity using the representation formulae derived in
the previous section. First, we consider the case where all three components of the magnetic
field are measured. As proposed in [100], by applying the representation formula of a vector
field in terms of its curl and itself to 𝑬, we have

𝑬 = ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏 × 𝑬)d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝑬)d𝑉 ′ −∫

𝛺
𝑬 ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.92)

If 𝑯 is known, the first two terms corresponding to the transverse component of the electric
field can be calculated as follows:

𝑬T = ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏 × (𝜆∇ × 𝑯))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × i𝜔0𝜇0𝑯d𝑉 ′. (2.93)

Then, it holds that

𝑬 = 𝑬T −∫
𝛺
𝑬 ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.94)

Eda et al. [100] considered Eq. (2.94) as an IE for the vector field 𝑬 and proposed to solve it for
𝑬. However, this system of equations cannot be solved generally because of the orthogonality
of Helmholtz’s decomposition; the longitudinal and transverse components are completely
independent and one cannot be determined from the other. Later they extended the method
by adding a constraint using Ampère’s law and iteratively calculating the electric field that
satisfies both Eqs. (2.94) and (1.2) using the iterative projection onto convex sets [101]. Al-
though this iteration is guaranteed to converge on an intersection of the two convex sets, its
dependency of the initial guess and the rate of convergence is still unclear.

Instead of iteratively estimating the electric field, we propose to substitute Ampère’s law
into the IE and directly solve it for the impedivity. Specifically, substituting Eq. (2.46) into
Eq. (2.94) yields

𝜆∇ × 𝑯 = 𝑬T −∫
𝛺
(𝜆∇ × 𝑯) ⋅ ∇∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.95)

This equation can be seen as an IE for the scalar quantity 𝜆. Through numerical simulations,
we verify that this equation for 𝜆 is solvable, unlike the case of solving it for the vector field
𝑬. Equation (2.95) is an IE relating 𝜆 with 𝑯 globally and does not contain the Laplacian of
themeasured B1 field. Furthermore, Eq. (2.95) is linear for 𝜆, rendering themethod free from
local minima. Therefore, the proposed method is global, direct, and valid for 3D mapping.

We note that only the positively rotating component𝐻+ can be obtained in practical situa-
tions. One simple approach to fill this gap is to approximate𝑯 using𝐻+ by taking advantage
of the fact that |𝐻−| and |𝐻𝑧| is much smaller than |𝐻+| when the body is excited by the
quadrature birdcage coil typically used in modern MRI systems. By assuming 𝐻𝑧 = 𝐻− = 0,
𝑯 and ∇ ×𝑯 can be approximated as

𝑯 = (
𝐻+ + 𝐻−

−i(𝐻+ − 𝐻−)
𝐻𝑧

) ≃ (
𝐻+

−i𝐻+

0
) , (2.96)

∇ ×𝑯 = (
∂𝑦𝐻𝑧 − ∂𝑧𝐻𝑦
∂𝑧𝐻𝑥 − ∂𝑥𝐻𝑧

−4i∂𝐻+ − i∂𝑧𝐻𝑧

) ≃ (
i∂𝑧𝐻+

∂𝑧𝐻+

−4i∂𝐻+
) . (2.97)
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The error due to this approximation is investigated by numerical simulations.
Instead of neglecting𝐻− and𝐻𝑧, we can derive a reconstructionmethod that only uses the

measured 𝐻+ based on Eqs. (2.49) and (2.53) that we newly derived in the previous section.
By applying the representation formula of a vector field in terms of its divergence and itself
to ̃𝑬, we have

̃𝑬 = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ ̃𝑬)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)∇ ⋅ ̃𝑬d𝑉 ′ +∫

𝛺
( ̃𝑬 × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′ (2.98)

By Eqs. (2.49) and (2.53), the first two terms corresponding to the longitudinal component of
̃𝑬 can be calculated as follows:

̃𝑬L = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ 𝜆∇c𝐻+)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)i𝜔0𝜇0𝐻+d𝑉 ′. (2.99)

Substituting Eq. (2.53) into the above equation yields

𝜆∇c𝐻+ = ̃𝑬L +∫
𝛺
(𝜆∇c𝐻+ × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.100)

As is the case with Eq. (2.95), Eq. (2.100) provides a global, direct, and 3D EPT reconstruc-
tion method. Furthermore, in contrast to Eq. (2.95), Eq. (2.100) can be solved using only 𝐻+

measurable with the MRI scanner.
The same formula can be established for the QCM problem since it is also stated as the

divergence-constraint impedivity inverse problem as given in Eqs. (2.78) and (2.77). By ap-
plying the divergence-form representation formula of a vector field to 𝝍, we have

𝝍 = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ 𝝍)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝝍)d𝑉 ′ +∫

𝛺
(𝝍 ×∇) ×∇𝐺(𝒓′; 𝒓)d𝑉 ′ (2.101)

By Eqs. (2.78) and (2.77), the first two terms corresponding to the longitudinal component of
𝝍 can be calculated as follows:

𝝍L = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ 𝜌∇𝜙)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)2𝜔0𝜇0d𝑉 ′. (2.102)

Substituting Eq. (2.77) into the above equation yields

𝜌∇𝜙 = 𝝍L +∫
𝛺
(𝜌∇𝜙 × ∇) × ∇𝐺(𝒓′; 𝒓)d𝑉 ′. (2.103)

Using Eq. (2.103) QCM can be performed without calculating the higher-order derivatives of
the measured B1 phase 𝜙 nor being trapped by local minima.

2.5 Numerical Solution of the Integral Equation
2.5.1 FFT-CG-Based Method for Solving the Integral Equation
The IEs derived in the previous section can be rewritten as

(𝑰 − 𝑷L)[𝜆∇ × 𝑯] = 𝑬T, (2.104)
(𝑰 − 𝑷T)[𝜆∇𝑐𝐻+] = ̃𝑬L, (2.105)
(𝑰 − 𝑷T)[𝜌∇𝜙] = 𝝍L, (2.106)
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which will be denoted as 𝐿[𝑢] = 𝑓 for simplicity, and can be efficiently solved using the
CG method. In each iteration of the CG method, the forward operation must be performed,
which can be accomplished using the FFT since the integral operation is the convolution. We
note that the CGmethod can only solve the positive definite system. One approach to ensure
this condition is to solve the least-squares system 𝐿∗[𝐿[𝑢]] = 𝐿∗[𝑓] instead of the original
system, where 𝐿∗ means the adjoint operator of 𝐿. Therefore, it is necessary to consider the
expression of the adjoint operators. First, the adjoint operation of multiplying a function is to
multiply the complex conjugate of the function. Second, the adjoint operation of convoluting
a function𝑓(𝒓) is to convolute ̄𝑓(−𝒓). The Fourier transformof ̄𝑓(−𝒓) is the complex conjugate
of the Fourier transform of 𝑓(𝒓).

We also note that the Fourier transform of the convolution kernel becomes singular at the
origin. Vico et al. [102] derived amodified kernel that is regular in the entire domain including
the origin by exploiting the fact that the convolution is performed over a finite ROI instead of
the entire domain. We used this nonsingular kernel for our FFT-CG calculation.

2.5.2 Regularization of the Impedivity Estimation
The impedivity inverse problem could be ill-posed in a region where the dual field vanishes.
In EPT, it is known that the electric field becomes very low and vanishes around the center
of the body inside the quadrature birdcage coil [69]. In this region, the EPs cannot be de-
termined as the ratio of ∇ × 𝑯 or ∇c𝐻+ to 𝑬 or ̃𝑬. The same problem also occurs in QCM;
∇𝜙 becomes zero near the center of the body. Therefore, it is essential to stabilize the inver-
sion by applying regularization. We apply regularization in our proposed method using the
following approach. First, we get a temporal estimate of the impedivity by solving the IEs
without regularization. Then, by the estimated impedivity 𝜆∗, 𝜌∗, we calculate the dual fields
as follows:

𝑬∗ = 𝜆∗∇ ×𝑯 (2.107)
̃𝑬∗ = 𝜆∗∇c𝐻+ (2.108)

𝝍∗ = 𝜌∗∇𝜙 (2.109)

Then, the following equations hold:

⟨𝑬∗, ∇ × 𝑯⟩
|𝑬∗| − |𝑬∗|𝛾 = 0 (2.110)

⟨ ̃𝑬∗, ∇c𝐻+⟩
| ̃𝑬∗|

− | ̃𝑬∗|𝛾 = 0 (2.111)

⟨𝝍∗, ∇𝜙⟩
|𝝍∗| − |𝝍∗|𝜎 = 0, (2.112)

where 𝛾, 𝜎 are the admittivity to be reconstructed. We propose to apply regularization to the
above equations. Specifically, by simply denoting the above equations as 𝑓 − 𝑘𝑢 = 0, where
𝑢 = 𝛾, 𝜎, the objective functional is given as follows:

𝐽[𝑢] = 1
2 ∫𝛺

|𝑤f(𝑓 − 𝑘𝑢)|2d𝑉 + 𝜆𝑝
𝑝 ∫

𝛺
|𝑤r∇𝑢|𝑝d𝑉, 𝑝 = 1, 2 (2.113)

where 𝑤f and 𝑤r are weighting functions used in the morphology-based regularization de-
scribe later. Taking 𝑝 as 2 corresponds to Tikhonov regularization applied in the gradient
domain and taking 𝑝 as 1 corresponds to total variation (TV) regularization. The minimiza-
tion of Eq. (2.113) can be performed by solving the linear system at a single time when 𝑝 = 2
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and by iteratively solving the system using the split Bregmanmethod [103] when 𝑝 = 1. How-
ever, solving this system of equations ts too computationally expensive when the size of the
system matrix becomes large. Here, we used a method based on the variable splitting pro-
posed by Milovic et al. [104] for QSM inversion. In this method, instead of directly solving
the minimization of the above functional for 𝑢, we modify the functional by adding the two
variables 𝒗1 and 𝑣2, which are expected to be close to ∇𝑢 and 𝑢 as follows:

𝐽𝜼1,𝜂2[𝑢, 𝒗1, 𝑣2] =
1
2 ∫𝛺

|𝑤f(𝑓 − 𝑘𝑣2)|2d𝑉 + 𝜆𝑝
𝑝 ∫

𝛺
|𝑤r𝒗1|𝑝d𝑉

+
𝜇22
2 ∫

𝛺
|𝑣2 − 𝑢 − 𝜂2|2d𝑉 +

𝜇21
2 ∫

𝛺
|𝒗1 − ∇𝑢 − 𝜼1|2d𝑉, 𝑝 = 1, 2. (2.114)

The new functional will be minimized in an alternating manner for 𝑢 and (𝒗1, 𝑣2), while the
Bregman variables (𝜼1, 𝜂2) are also updated in each iteration. In the following, we describe
the detailed algorithm for each 𝑝 = 1, 2.

In Tikhonov regularization, the update rule for each variable is as follows:

𝑢(𝑖+1) = argmin
ᵆ

𝜇22
2 ∫

𝛺
|𝑣(𝑖)2 − 𝜂(𝑖)2 − 𝑢|2d𝑉 +

𝜇21
2 ∫

𝛺
|𝒗(𝑖)1 − 𝜼(𝑖)1 − ∇𝑢|2d𝑉 (2.115)

𝒗(𝑖+1)1 = argmin
𝒗1

𝜆2
2 ∫

𝛺
|𝑤r𝒗1|2d𝑉 +

𝜇21
2 ∫

𝛺
|𝒗1 − ∇𝑢(𝑖+1) − 𝜼(𝑖)1 |2d𝑉 (2.116)

𝑣(𝑖+1)2 = argmin
𝑣2

1
2 ∫𝛺

|𝑤f(𝑓 − 𝑘𝑣2)|2d𝑉 +
𝜇22
2 ∫

𝛺
|𝑣2 − 𝑢(𝑖+1) − 𝜂(𝑖)2 |2d𝑉 (2.117)

𝜼(𝑖+1)1 = 𝜼(𝑖)1 + ∇𝑢(𝑖+1) − 𝒗(𝑖+1)1 (2.118)

𝜂(𝑖+1)2 = 𝜂(𝑖)2 + 𝑢(𝑖+1) − 𝑣(𝑖+1)2 (2.119)

The updates of 𝑢 and (𝒗1, 𝑣2) are computationally very efficient. Equation (2.115) can be
minimized by solving the following equation:

(𝜇22 − 𝜇21Δ)𝑢(𝑖+1) = 𝜇22(𝑣
(𝑖)
2 − 𝜂(𝑖)2 ) − 𝜇21∇ ⋅ (𝒗(𝑖)1 − 𝜼(𝑖)1 ). (2.120)

This can be accomplished efficiently by performing a single iteration of the Gauss–Seidel
sweep [103]. The solutions of Eqs. (2.116) and (2.117) can be given analytically as

𝒗(𝑖+1)1 =
𝜇21(∇𝑢(𝑖+1) + 𝜼(𝑖)1 )

𝑤2
r𝜆2 + 𝜇21

(2.121)

𝑣(𝑖+1)2 =
𝑤2
f
̄𝑘𝑓 + 𝜇22(𝑢(𝑖+1) + 𝜂(𝑖)2 )
𝑤2
f |𝑘|2 + 𝜇22

. (2.122)

Therefore, all procedures can be performed without solving a large system of equations as
typically encountered in medical imaging.
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In TV regularization, the update rule for each variable is as follows:

𝑢(𝑖+1) = argmin
ᵆ

𝜇22
2 ∫

𝛺
|𝑣(𝑖)2 − 𝜂(𝑖)2 − 𝑢|2d𝑉 +

𝜇21
2 ∫

𝛺
|𝒗(𝑖)1 − 𝜼(𝑖)1 − ∇𝑢|2d𝑉 (2.123)

𝒗(𝑖+1)1 = argmin
𝒗1

𝜆∫
𝛺
|𝑤r𝒗1|d𝑉 +

𝜇21
2 ∫

𝛺
|𝒗1 − ∇𝑢(𝑖+1) − 𝜼(𝑖)1 |2d𝑉 (2.124)

𝑣(𝑖+1)2 = argmin
𝑣2

1
2 ∫𝛺

|𝑤f(𝑓 − 𝑘𝑣2)|2d𝑉 +
𝜇22
2 ∫

𝛺
|𝑣2 − 𝑢(𝑖+1) − 𝜂(𝑖)2 |2d𝑉 (2.125)

𝜼(𝑖+1)1 = 𝜼(𝑖)1 + ∇𝑢(𝑖+1) − 𝒗(𝑖+1)1 (2.126)

𝜂(𝑖+1)2 = 𝜂(𝑖)2 + 𝑢(𝑖+1) − 𝑣(𝑖+1)2 (2.127)

Only Eq. (2.124) is different from the previous section. The solution of Eq. (2.124) is also given
analytically by the so-called soft threshold operation as

𝒗(𝑖+1)1 =
∇𝑢(𝑖+1) + 𝜼(𝑖)1
|∇𝑢(𝑖+1) + 𝜼(𝑖)1 |

max(|∇𝑢(𝑖+1) + 𝜼(𝑖)1 | − 𝑤r
𝜆
𝜇21
, 0) (2.128)

Therefore, TV regularization can also be performed without solving a large system of equa-
tions.

The iterative algorithm described above requires additional parameters (𝜇1, 𝜇2). These
parameters are known to determine the convergence speed of the algorithmwithout affecting
the final result. We set (𝜇1, 𝜇2) as (𝜆, 1) throughout all numerical simulations and phantom
experiments.

2.6 Numerical Simulations
2.6.1 Setup and Conditions
As shown in Fig. 2.1, a 16-leg high-pass shielded birdcage coil with a diameter of 240mm and
a height of 270mm was constructed using FEM software COMSOL Multiphysics 5.5 (COM-
SOL Inc.). The optimal capacitance value of the birdcage coil was determined according to
the method proposed by Gurler [105]. The magnetic field was excited at 123.2MHz (corre-
sponding to a 2.89 TMRI system) in quadrature excitationmode, in which the coil was driven
by two ports 90∘ apart from each other and with a 90∘ phase difference. 𝐻+ was obtained
on a 180 mm × 180 mm × 80 mm square region centered at the origin with a matrix size of
128 × 128 × 16 (a resolution of about 1.4mm × 1.4mm × 5mm).

Two models (the sphere model in Fig. 2.2(a) and the brain model in Fig. 2.2(b)) were con-
structed as loading objects. The spheremodel consists of a cylindrical background regionwith
a conductivity of 0.5 S/m and a relative permittivity of 80, and spherical inclusions with the
conductivity 1 S/m and relative permittivity 50. The brainmodel was created from segmented
anatomical brain data called the BrainWebmodel [106, 107], in which the brain imagewas ac-
quired by high-resolutionMRI imaging and segmented into ten types of tissue: cerebrospinal
fluid (CSF), white matter (WM), gray matter (GM), fat, dura, scalp, muscle, skull, vessel, and
marrow. We simplified the model by reducing the number of tissue types to five: CSF, WM,
GM, skull, and scalp as per the approach of Hafalir et al. [32]. These five types of tissues and
their EPs are shown in Table 2.2.

The ROI was set to the 90mm×90mm×90mm rectangular region centered at the origin.
MATLAB R2020a (The MathWorks Inc.) was used for all reconstruction processes.
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Fig. 2.1: Configuration of numerical simulations. The time-harmonic magnetic field was ex-
cited from two orthogonal ports of the birdcage coil (green) and 𝐻+ was obtained on sixteen
slices at the center (blue).

(a) Sphere model (b) Brain model

Fig. 2.2: Simulation models. The sphere model consists of a cylindrical background region
and three spherical inclusions. The brain model was created from anatomical brainMRI data
provided by BrainWeb [106, 107].

In the proposed methods as well as the conventional methods, the derivatives of the mea-
sured𝐻+must be calculated. To mitigate noise amplification, the derivatives were calculated
by applying the Savitzky–Golay filter [108, 109] in which the function is fit by a second-order
polynomial in each neighboring region of the targeted voxel as

𝑓(𝒓) ≃ 𝑐000𝑖𝑗𝑘 + 𝑐100𝑖𝑗𝑘 𝑥 + 𝑐010𝑖𝑗𝑘 𝑦 + 𝑐001𝑖𝑗𝑘 𝑧 + 𝑐110𝑖𝑗𝑘𝑥𝑦 + 𝑐101𝑖𝑗𝑘𝑥𝑧 + 𝑐011𝑖𝑗𝑘𝑦𝑧

+ 𝑐200𝑖𝑗𝑘 𝑥2 + 𝑐020𝑖𝑗𝑘 𝑦2 + 𝑐002𝑖𝑗𝑘 𝑧2, 𝒓 ∈ 𝛺𝑖𝑗𝑘, (2.129)
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Table 2.2: Five brain tissue types and their EPs specified in the simulation.

Tissue Conductivity (S/m) Permittivity (𝜖0)

CSF 2.14 84
WM 0.34 52
GM 0.59 73
Skull 0.12 21
Scalp 0.54 62

Table 2.3: Conductivity and permittivity errors of proposed methods.

Method Given data Conductivity error (%) Permittivity error (%)

𝑯-based (𝐻+, 𝐻−, 𝐻𝑧) 5.5142 2.9007
𝑯-based (𝐻+, 0, 0) 11.306 4.2008
𝐻+-based 𝐻+ only 5.8221 3.3563

where 𝛺𝑖𝑗𝑘 includes the neighboring voxels of 𝒓𝑖𝑗𝑘. Then, the derivatives are analytically
expressed as follows:

∂𝑥𝑓(𝒓) = 𝑐100𝑖𝑗𝑘 + 𝑐110𝑖𝑗𝑘𝑦 + 𝑐101𝑖𝑗𝑘𝑧 + 2𝑐200𝑖𝑗𝑘 𝑥, ∂𝑥𝑥𝑓(𝒓) = 2𝑐200𝑖𝑗𝑘 , ∂𝑥𝑦𝑓(𝒓) = 𝑐110𝑖𝑗𝑘 ,

∂𝑦𝑓(𝒓) = 𝑐010𝑖𝑗𝑘 + 𝑐110𝑖𝑗𝑘𝑥 + 𝑐011𝑖𝑗𝑘𝑧 + 2𝑐020𝑖𝑗𝑘 𝑦, ∂𝑦𝑦𝑓(𝒓) = 2𝑐020𝑖𝑗𝑘 , ∂𝑥𝑧𝑓(𝒓) = 𝑐101𝑖𝑗𝑘 ,

∂𝑧𝑓(𝒓) = 𝑐001𝑖𝑗𝑘 + 𝑐101𝑖𝑗𝑘𝑥 + 𝑐011𝑖𝑗𝑘𝑦 + 2𝑐002𝑖𝑗𝑘 𝑧, ∂𝑧𝑧𝑓(𝒓) = 2𝑐002𝑖𝑗𝑘 , ∂𝑦𝑧𝑓(𝒓) = 𝑐011𝑖𝑗𝑘 .

If the number of voxels in 𝛺𝑖𝑗𝑘 is larger than the number of coefficients, i.e., 10, which is
always satisfied except for the boundary voxels, the coefficients can be computed by least-
squares fitting. At the boundary voxels, minimum norm estimation is applied. We also recal-
culated 𝐻+ itself using Eq. (2.129) to smooth the data.

2.6.2 Results and Discussion
Figure 2.3 shows the reconstruction results for the spheremodel by the conventionalmethods.
As shown in the middle row, the results of the standard method are severely artifactual at the
tissue-transition region where EPs vary spatially. This is because the spatial variation of EPs
is ignored in the standard method. As shown in the bottom row, the results of the cr method
exhibit spurious oscillation. This is due to the unstable nature of the convection-reaction
equation with no diffusion. Figure 2.4 shows the reconstruction results when the SNR is
40 dB. As shown in the top row, the results of the standard method are very noisy. This is
because the Laplacian of 𝐻+ is used, which amplifies the noise. As shown in the bottom row,
the results of the cr method are also very unstable. Therefore, both standard and cr methods
are infeasible in practical situations.

Next, we tested our proposed methods. Figure 2.5 shows the reconstruction results of
the proposed method based on the full 𝑯 measurement. When all the components of the
magnetic field are given, the proposedmethod yields very accurate results as shown in the top
row. However, when 𝐻− and 𝐻𝑧 are neglected, the results are slightly distorted. Figure 2.6
shows the reconstruction results of the proposed method using only 𝐻+. This method yields
very similar results to the proposed method using all the components of the magnetic field
even though it only uses 𝐻+. From the results using the proposed method, we observe some
ghosts: circular regions with higher conductivity and lower permittivity values at the end
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Fig. 2.3: Reconstructed (a) conductivity and (b) permittivity maps of the conventional meth-
ods for the sphere model without noise. (top) True maps, and results of (middle) standard
method and (bottom) cr method.

slices. This is because the derivatives of 𝐻+ are computed with the Savitzky–Golay filter in
which the data are smoothed to robustly calculate their derivatives. The voxel size is larger
in the through-plane direction than the in-plane direction (5mm and 1.4mm, respectively),
making the ghost more significant in the through-plane direction.

Table 2.3 shows the relative errors of the proposed methods measured using the relative
L2 norm expressed as

𝐸[𝑢] =
‖𝑢 − 𝑢true‖2
‖𝑢true‖2

=
√

∫𝛺|𝑢(𝒓) − 𝑢true(𝒓)|2d𝑉
∫𝛺|𝑢true(𝒓)|2d𝑉

, (2.130)

where 𝑢 = 𝜎, 𝜖. Although the method using full 𝑯 components yields the best results when
all these components are given, it has larger errors when 𝐻− and 𝐻𝑧 are neglected. In the
𝐻+-based method, the error values are very close to those of the 𝑯-based method using all
three components of 𝑯 even though it only uses 𝐻+. Therefore, the 𝐻+-based method is the
most practical choice.

Most of the conventional methods and the proposed methods assume that𝐻𝑧 = 0. To test
the validity of this assumption, we investigated the distribution of 𝐻𝑧 exported from the FEM
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Fig. 2.4: Reconstructed (a) conductivity and (b) permittivity maps of conventional methods
for spheremodel and SNRof 40 dB. Results of (top) standardmethod and (bottom) crmethod.

simulation and compared it with𝐻+. Figure 2.7 shows the magnitudes of 𝐻𝑧 and𝐻+ as well
as their ratio on two slices at the center and the bottom. The magnitude of 𝐻𝑧 is very low
compared with that of 𝐻+ at the center as shown in the top row. Although the magnitude of
𝐻𝑧 is higher on the bottom slice as shown in the bottom row, the value is still lower and less
than 15% compared with 𝐻+.

Figure 2.8 shows the reconstruction results of the proposedmethodwhen the SNR is 40 dB.
Without regularization, the resultant images are noisy especially near the center of the ROI.
This is because the electric field vanishes at the center of the body; this is known as the low-
electric field artifact of the low-convective field artifact [32]. In this region, both 𝐸𝑧 and ∂𝐻+

reach zero, and thus 𝛾 cannot be determined from Ampère’s law. This means that the inver-
sion becomes ill-posed and EPs are difficult to determine in this region. To overcome this, the
distribution of the electromagnetic fields inside the birdcage coil must be modified to move
the zero-point of the electric field by, for example, putting a dielectric pad inside the coil [110].
We also tested the results with Tikhonov and TV regularization with manually chosen regu-
larization parameter 𝜆. As shown in the middle and bottom rows, the results become stable
when regularization is applied. The TV regularization is better at preserving the edge of the
inclusions while making the background region more homogeneous. Figure 2.9 shows the
relative errors of the results of the proposed method with SNR of 30 dB–50 dB. Reconstruc-
tion was repeated 10 times for each SNR. By applying either TV or Tikhonov regularization,
the stability of the reconstruction results improves. Although the results for both TV and
Tikhonov regularization are associated with similar error values, TV regularization yields re-
sults that are visually preferable, as shown in Fig. 2.8.

Figure 2.10 shows the reconstruction results of the brain model. The results have an arti-
fact at the center of the ROI, especially in the permittivity map. This is due to the zero-point
of the electric field. To improve the reconstruction results, we could utilize the anatomi-
cal information available from MRI measurements as proposed in the morphology-enable
dipole inversion method in QSM [111]. As anatomical information, we used the simulated
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Fig. 2.5: Reconstructed (a) conductivity and (b) permittivity maps for sphere model. Results
of (top) method based on Eq. (2.95) using all components of 𝑯, and (bottom) method based
on Eq. (2.95) assuming 𝐻− = 𝐻𝑧 = 0.
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Fig. 2.6: Reconstructed (a) conductivity and (b) permittivity maps for sphere model by pro-
posed method using only 𝐻+.

T1-weighted (T1w) image of the brain model provided by the BrainWeb project [106, 107].
Figure 2.11 shows the T1w image and the weighted mask created from the T1w image that
excludes the transition region of different tissue types to suppress over-smoothing by regu-
larization. Figure 2.12 shows the reconstruction results with the anatomical information in-
corporated. Compared to the original results, both conductivity and permittivity maps have
sharper edges that coincide with the anatomical structure of the brain.

Figure 2.13 shows the reconstruction results when the SNR is 40 dB. As shown in the
middle row, TV regularization makes the resultant maps overly smooth to suppress the noise
contained in the image. With the anatomical information, the results became sharper while
being more stable.

We also estimated the SAR distribution for the brain model. Figure 2.14 shows the es-
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Fig. 2.7: Magnitudes of (a) 𝑧- and (b) (𝑥+ i𝑦)-components of magnetic field and (c) their ratio
for sphere model. Magnitudes at (top) central and (bottom) bottom slices.

timated SAR results by the proposed method using full 𝑯 and the measured 𝐻+ and their
errors for the brain model. In both of the proposed methods, SAR is well estimated except
for the boundary regions of different tissue. In practical contexts, it is important to find the
local spot where the SAR value is higher than other area, and thus the resolution of the re-
sultant SAR map is of less importance. Therefore, the results of the proposed methods are
suitable. In the proposed method using only 𝐻+, the error becomes larger especially in the
central region where the conductivity estimation is poor due to the zero-point of the electric
field. However, SAR is almost zero in this region because it is determined by themagnitude of
the applied electric field. Therefore, this additional error in the central region does not reduce
the efficacy of the method.

Figure 2.15 shows the reconstruction results of QCM. Similar to the ordinary EPT, the
standard method has severe artifact in the adjacent regions of different tissue types. The cr
method also generates a spurious oscillation in thewhole region. The proposedmethod yields
good reconstruction results, including the tissue-transition region.

2.7 Phantom Experiments
2.7.1 Setup and Conditions
A phantom composed of two cylindrical regions (inner and outer regions) was created. The
conductivity of the phantom was modified by adding NaCl. The permittivity was constant
and identical to that of water. Conducting experimental studies with phantoms with varying
permittivity [112, 113] will be a focus of our future work in this domain. We added 6 and 2 g/l
of NaCl in the inner and outer regions, respectively. The conductivities of the inner and outer
regions were 0.94 and 0.43 S/m, as measured using a conductivity meter (Hanna Instruments,
HI 8733). We further added CuSO4 (1.5 g/l) to adjust the 𝑇1 value of the phantom.

The magnitude of 𝐻+ can be measured using the B1 mapping technique. We used the
double-angle method proposed in [60]. Specifically, |𝐻+| is calculated from two GRE images
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Fig. 2.8: Reconstructed (a) conductivity and (b) permittivity maps for sphere model with
SNR of 40 dB. Results with (top) no regularization, (middle) TV regularization, and (bot-
tom) Tikhonov regularization.

with 60∘ and 120∘ flip angles as follows:

|𝐻+| =
cos−1 (|𝑆GRE,120|/2|𝑆GRE,60|)

𝜇0𝛾0𝜏
, (2.131)

where 𝛾0 is the gyromagnetic ratio and 𝜏 is the duration time of the RF pulse. The phase of
𝐻+ is calculated from two spin echo images with opposite readout directions as follows:

∠𝐻+ =
(∠𝑆SE,AP + ∠𝑆SE,PA)/2

2 . (2.132)

Note that we used the transceive phase approximation [114] to separate transmit phase ∠𝐻+

from receive phase ∠𝐻−.
The experiment was conducted using a 3 T MR scanner Magnetom Prisma (Siemens) at

the University of Tokyo.
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Fig. 2.9: Relative errors of (a) conductivity and (b) permittivity maps for sphere model with
SNR of 30–50 dB.
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Fig. 2.10: Reconstructed (a) conductivity and (b) permittivity maps for brain model. (top)
True maps and results of (bottom) proposed method based on Helmholtz’s formula.

2.7.2 Results and Discussion
Figure 2.16 shows the reconstructed conductivity of the phantom. The results of the stan-
dard method show a severe artifact at the boundary of the inner and outer cylinders, whereas
the proposed method yields good results in this region, as shown in Fig. 2.16(b) and (c). In
the proposed method, the conductivity maps was reconstructed using TV regularization. In
Fig. 2.16(b), TV regularization is applied with nomasking, whilst the results of TV regulariza-
tion with morphology-based masking are shown in Fig. 2.16(c). The edge between the inner
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Fig. 2.11: (a) SimulatedT1-weighted image and (b) a binarymask created from theT1w image
to incorporate anatomical information in regularization.
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Fig. 2.12: Reconstructed (a) conductivity and (b) permittivity maps for brain model by pro-
posed method based on Helmholtz’s formula.

and outer regions is better preserved when the regularization is applied with morphology-
based masking.

Figure 2.17 shows the reconstructed conductivity of the phantom. Conductivity images
are reconstructed using only the phase of 𝐻+ field data. We applied TV regularization to get
stable reconstruction results using the proposed method. As shown in Fig. 2.17 the proposed
method successfully reconstructs the conductivity map from only the phase of 𝐻+. The edge
feature is better preserved when the TV regularization is applied with the morphology-based
mask. Although the results deviates slightly from the results of EPT shown in Fig. 2.16 due
to the assumption that ∇|𝐻+| is negligible, the overall structure and contrast are maintained
well. Therefore, QCM is feasible for clinical applications where fast measurement is of great
importance.

2.8 Conclusion of This Chapter
In this chapter, we developed novel reconstruction methods for EPT and QCM. First, we in-
troduced the notion of dual fields of the measured fields and formulated the EPT and QCM
problems as impedivity inverse problems with either a divergence or curl constraint. Then
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Fig. 2.13: Reconstructed (a) conductivity and (b) permittivity maps for brain model with SNR
of 40 dB. Results with (top) no regularization, (middle) ordinary TV regularization, and (bot-
tom) morphology-based TV regularization.

representation formulae of vector fields including their divergence and curl as well as them-
selves were derived and used to construct global and direct EPT and QCM reconstruction
methods. The proposed method was validated by numerical simulations and phantom exper-
iments. Our proposedmethod successfully reconstructed EPs from onlymeasured𝐻+ data in
EPT and the phase of 𝐻+ in QCM and was stable against measurement noise compared with
the conventional methods. While the results of EPT, in which both the magnitude and the
phase of 𝐻+ are utilized, are slightly better than those of QCM, the latter has advantages in
its applicability because it only requires the phase of 𝐻+, which is easily obtained using fast
sequences.
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method
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Fig. 2.14: Estimated SAR distributions by the proposed methods and their errors for brain
model. (a) True, (b) results of 𝑯-based method, (c) results of 𝐻+-based method, (d) relative
error of 𝑯-based method, and (e) relative error of 𝐻+-based method.
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Fig. 2.15: Reconstructed conductivity maps for brain model. (a) True, (b) standard method,
(c) cr method, and (d) proposed method.
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ordinary TV reg.
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Fig. 2.16: Reconstructed conductivity maps at 𝑧 = 0 mm for experimental phantom. (a)
Standard method, (b) proposed method with ordinary TV regularization, and (c) proposed
method with morphology-based TV regularization.
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Fig. 2.17: Reconstructed conductivity maps at 𝑧 = 0mm for experimental phantom by QCM
methods. (a) Standard method and (b) proposed method with ordinary TV regularization,
and (c) proposed method with morphology-based TV regularization.
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Chapter 3

Shear Modulus and Viscosity
Mapping from Displacement Field
Measurement

In this chapter, we develop a global and direct method for MRE that can reconstruct 3DMPs.
After describing the backgrounds and the conventionalmethods in section 3.1, we first formu-
late MRE as an impedivity inverse problem in section 3.2 as per the previous chapter. Unlike
EPT and QCM, the dual field in MRE is a tensor field. Therefore, section 3.3 is devoted to
present representation formulae of tensor fields in terms of their divergence and curl as well
as themselves; this is accomplished by the same procedure as the case of vector fields. The rep-
resentation formulae are utilized in section 3.4 to derive an IE for the impedivity and produce
our proposed reconstruction formula. In section 3.5, we confirm that the same computational
procedure as the proposed EPT and QCM method is applicable for obtaining the numerical
solution of the proposed MRE method. The proposed method is validated by numerical sim-
ulations in section 3.6. Finally, section 3.7 concludes this chapter.

3.1 Introduction of This Chapter
3.1.1 Mechanical Properties of Biological Tissues
The stiffness of tissues is affected by diseases, both directly and indirectly. As tissues be-
come fibrotic, collagen density increases in the extracellular matrix, affecting macroscopic
stiffness [4]. For example, the aortic wall with an aneurysm can be significantly stiffer than
the normal aortic wall due to overabundance of collagen and calcification [115–117]. Fibrosis
of the liver, which is the preliminary stage of cirrhosis, occurs when cytokines generated by
hepatocyte necrosis act on hepatic stellate cells to promote the production of an extracellular
matrix consisting of collagen and elastin that determine the elasticity of the tissues and inhibit
their degradation, leading to an abnormal increase in the extracellular matrix [118]. There-
fore, in liver cirrhosis, the diseased liver becomes fibrotic and less compliant when compared
with a healthy liver. In other words, the liver becomes very hard and nodular [119].

Many breast cancers are also significantly stiffer than benign tumors or normal surround-
ing fibroglandular tissues [120]. During tumor growth, increased cellular stiffness and com-
paction of surrounding tissue can combine to alter MPs of the tissues [3].
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3.1.2 Conventional Reconstruction Methods
As explained in Chapter 1, the dual field 𝞼 is eliminated and the measured field and the im-
pedivity are directly related in most of the conventional methods. Taking the divergence of
Eq. (1.4) and substituting it into Eq. (1.3) gives Navier’s equation

𝜔21𝜌0𝒖 + ∇ ⋅ (𝜇∇̌𝒖) + ∇(𝜆∇ ⋅ 𝒖) = 𝟎. (3.1)

Equation (3.1) directly relates Lame’s parameters and the measured displacement field.
A typical approach for the MRE inverse problem neglects the spatial variation of the MPs

to derive the following algebraic equation [121]:

Δ̌𝒖𝜇 + ∇∇ ⋅ 𝒖𝜆 = −𝜔21𝜌0𝒖, (3.2)

where Δ̌𝒖 ≔ ∇ ⋅ ∇̌𝒖 = Δ𝒖 + ∇∇ ⋅ 𝒖. The pointwise least-squares solution can be directly
calculated, leading to the following full-AIDE reconstruction formula:

𝜇 = −𝜔21𝜌0
|∇∇ ⋅ 𝒖|2⟨Δ̌𝒖, 𝒖⟩ − ⟨Δ̌𝒖,∇∇ ⋅ 𝒖⟩⟨∇∇ ⋅ 𝒖, 𝒖⟩

|Δ̌𝒖|2|∇∇ ⋅ 𝒖|2 − |⟨∇∇ ⋅ 𝒖, Δ̌𝒖⟩|2
. (3.3)

If we further assume that the media is incompressible, i.e., ∇ ⋅ 𝒖 = 0, the following algebraic
equation for 𝜇 holds:

Δ𝒖𝜇 = −𝜔21𝜌0𝒖 (3.4)

the pointwise least-squares solution of which yields the incompressible-AIDE reconstruction
formula

𝜇 = −𝜔21𝜌0
⟨Δ𝒖, 𝒖⟩
|Δ𝒖|2 . (3.5)

Although tissues are nearly incompressible, 𝜆 is very large and thus 𝑝 ≔ 𝜆∇ ⋅ 𝒖 is not negli-
gible. For the methods based on the incompressible assumption, it is essential to remove the
contribution of the compressible wave from the measured data using a high-pass filter [122].
The compressiblewave can also be removed by taking the curl of Eq. (3.1) as proposed in [123]:

𝜔21𝜌0∇ × 𝒖 + 𝜇∇ × ∇ ⋅ ∇̌𝒖 = 𝟎. (3.6)

However, this increases the order of derivatives of the measured displacement data, making
the method very sensitive to noise.

Several methods beyond LHA and the incompressibility assumption have been proposed
and can be divided into iterative methods and direct methods.

Iterative methods optimize MPs so that the discrepancy between the displacement field
calculated according to the forward equation and the measured data is minimized. Given the
temporal estimate of MPs, the forward solution is found by solving Eq. (3.1) by FEM. Doy-
ley et al. [124] and Miga et al. [125] solved the optimization problem by Gauss–Newton and
Levenberg–Marquardt methods by assuming a nearly incompressible value of 𝜆. Oberai et
al. [126, 127] used the Gradient descent. They solved for both 𝜇 and 𝑝 to avoid the incom-
pressibility assumption. Van Houten et al. [128, 129] proposed the subzone-based method to
increase the computational efficiency.

Direct methods solve Eq. (3.1) directly for 𝜇 (and 𝑝) [130, 131]. Honarvar et al. [132] pro-
posed the curl-based FEMmethod in which the compressible term is eliminated by taking the
curl of Eq. (3.1) and then the PDE is directly solved for 𝜇. Although directmethods are usually
much less computationally expensive, the main disadvantage is that second-order derivatives
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must be calculated, which amplifies the noise. Sparsity-based regularization has been adopted
to stabilize the estimate [133, 134].

Kojima et al. [135] proposed a novel MREmethod based on the complex form of the equa-
tion of motion. In this method, the following quantities were introduced first:

𝜖±s ≔ 𝜖𝑥𝑧 ± i𝜖𝑦𝑧, 𝜎±s ≔ 𝜎𝑥𝑧 ± i𝜎𝑦𝑧,

𝜖±p ≔
𝜖𝑥𝑥 − 𝜖𝑦𝑦

2 ± i𝜖𝑥𝑦, 𝜎±p ≔
𝜎𝑥𝑥 − 𝜎𝑦𝑦

2 ± i𝜎𝑥𝑦.

We call 𝜖±s and 𝜎±s the complex shear-strain and stress and 𝜖±p and 𝜎±p the complex plane-strain
and stress hereafter. Then, the following relations hold:

𝜎+s = 2𝜇𝜖+s = 2𝜇(∂̄𝑢𝑧 + ∂𝑧𝑢+), (3.7)
𝜎−s = 2𝜇𝜖−s = 2𝜇(∂𝑢𝑧 + ∂𝑧𝑢−), (3.8)
𝜎+p = 2𝜇𝜖+p = 4𝜇∂̄𝑢+, (3.9)
𝜎−p = 2𝜇𝜖−p = 4𝜇∂𝑢−. (3.10)

In addition, the in-plane and through-plane components of the normal strain and stress were
defined as follows:

𝜖⊥n ≔ 𝜖𝑥𝑥 + 𝜖𝑦𝑦, 𝜎⊥n ≔ 𝜎𝑥𝑥 + 𝜎𝑦𝑦,
𝜖||n ≔ 𝜖𝑧𝑧, 𝜎||n ≔ 𝜎𝑧𝑧.

Then, the following relations hold:

𝜎⊥n = 2𝜆∇ ⋅ 𝒖 + 2𝜇𝜖⊥n = 2𝜆∇ ⋅ 𝒖 + 4𝜇(∂𝑢+ + ∂̄𝑢−), (3.11)
𝜎||n = 𝜆∇ ⋅ 𝒖 + 2𝜇𝜖||n = 𝜆∇ ⋅ 𝒖 + 2𝜇∂𝑧𝑢𝑧. (3.12)

Using Eqs. (3.7)–(3.10) and Eqs. (3.11)–(3.12), the equation of motion can be rewritten as
follows:

∂𝜎+p + 1
2∂̄𝜎

⊥
n + 1

2∂𝑧𝜎
+
s = −𝜔21𝜌0𝑢+, (3.13)

∂̄𝜎−p + 1
2∂𝜎

⊥
n + 1

2∂𝑧𝜎
−
s = −𝜔21𝜌0𝑢−, (3.14)

∂𝜎+s + ∂̄𝜎−s + ∂𝑧𝜎||n = −𝜔21𝜌0𝑢𝑧. (3.15)

Eqs. (3.13) and (3.14) can be seen as the so-called Dbar equation for 𝜎+p and 𝜎−p if 𝜎±s and 𝜎⊥n
are known and its solution can be explicitly given by the Cauchy–Pompeiu formula [86] as
follows:

𝜎+p (𝜁) = − 1
2πi ∮𝜕𝐷

𝜎+p (𝜁′)
̄𝜁′ − ̄𝜁

d ̄𝜁′ + ̄𝑇[−𝜔21𝜌0𝑢+ −
1
2∂̄𝜎

⊥
n − 1

2∂𝑧𝜎
+
s ],

𝜎−p (𝜁) =
1
2πi ∮𝜕𝐷

𝜎−p (𝜁′)
𝜁′ − 𝜁

d𝜁′ + 𝑇[−𝜔21𝜌0𝑢− −
1
2∂𝜎

⊥
n − 1

2∂𝑧𝜎
−
s ].

(3.16)

If we assume ∂𝑧𝒖 ≃ 𝟎, which holds well when the loading object has homogeneous EPs
along the 𝑧-axis, and ∇ ⋅ 𝒖 = 0, which means that the object is incompressible, it holds that
𝜎±s = 𝜎⊥n = 0 by Eqs. (3.7)–(3.8) and (3.11), and thus Eq. (3.16) gives an explicit reconstruction
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formula for 𝜎±p . Once 𝜎±p is reconstructed inside the ROI, it is straightforward to calculate 𝜇
according to Eqs. (3.9) and (3.10) as follows:

𝜇 =
𝜎+p
4∂̄𝑢+

,

𝜇 =
𝜎−p
4∂𝑢− .

(3.17)

Since this method can avoid using the Laplacian of the measured 𝑢±, it is robust against mea-
surement noise. If the loading object is also inhomogeneous along the 𝑧-axis, the following
iterative correction method can be constructed:

𝜎+,(𝑛)p = − 1
2πi ∮𝜕𝐷

𝜎+p
̄𝜁′ − ̄𝜁

d ̄𝜁′ + ̄𝑇[−𝜔21𝜌0𝑢+ −
1
2∂̄𝜎

⊥,(𝑛)
n − 1

2∂𝑧𝜎
+,(𝑛)
s ], (3.18)

𝜎+,(𝑛+1)s = 2𝜇(𝑛)(∂̄𝑢𝑧 + ∂𝑧𝑢+) =
∂̄𝑢𝑧 + ∂𝑧𝑢+

2∂̄𝑢+
𝜎+,(𝑛)p , (3.19)

𝜎⊥,(𝑛+1)n = 4𝜇(𝑛)(∂𝑢+ + ∂̄𝑢−) = ∂𝑢+ + ∂̄𝑢−

∂̄𝑢+
𝜎+,(𝑛)p . (3.20)

Although this procedure can successfully correct the estimate of MPs in a numerical simula-
tion, the error does not decrease monotonically and convergence is not guaranteed.

3.2 MRE as an Impedivity Inverse Problem
Similar to the EPT problem inChapter 2, theMREproblem can be formulated as the following
impedivity inverse problem:

Given the measured data of 𝒖 inside a ROI, reconstruct 𝜆, 𝜇 according to the following
equations:

𝞼 = 𝜆∇ ⋅ 𝒖𝙄 + 𝜇∇̌𝒖, (3.21)
∇ ⋅ 𝞼 = −𝜔21𝜌0𝒖. (3.22)

This inverse problem is to reconstruct the impedivity defined as the ratio of the derivative of
the measured field to the dual field. Unlike EPT, the dual field 𝞼 is a tensor field, and thus the
representation formulae derived in the previous chapter are extended to tensor fields in the
next section based on Helmholtz’s decomposition for tensor fields explained in Appendix A.

3.3 Representation Formulae of Tensor Fields Based on
Helmholtz’s Decomposition

Equation (A.55) is a representation formula of tensor fields by both its divergence and curl. In
other words, the operators 𝙋L and 𝙋T project a tensor field onto the irrotational and solenoidal
fields via its divergence or curl. Here, we modify these operators to obtain alternatives that
directly project the field without computing its divergence or curl. The procedure presented
in this section is analogous to the case of vector fields described in Chapter 2.

By the product rule of tensor differentiation

(∇ ⋅ (𝙛∇𝑤))⊤ = ∇𝑤(∇ ⋅ 𝙛 ) + (𝙛⊤ ⋅ ∇∇𝑤)⊤, (3.23)
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the following integration by parts holds:

∫
𝛺
∇𝑤(∇ ⋅ 𝙛 )d𝑉 = ∮

𝜕𝛺
∇𝑤(𝒏 ⋅ 𝙛 )d𝑆 −∫

𝛺
(𝙛⊤ ⋅ ∇∇𝑤)⊤d𝑉. (3.24)

Using the above relation, 𝙋L defined in Eq. (A.60) can be rewritten as follows:

𝙋L[𝙛 ](𝒓) = −∫
𝛺
(𝙛⊤(𝒓′) ⋅ ∇∇𝐺(𝒓′; 𝒓))⊤d𝑉 ′. (3.25)

We note that the transpose operator is required to give the proper result. This can be rewritten
without the transpose symbol as

𝙋L[𝙛 ](𝒓) = −∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇⃖ ⋅ 𝙛 (𝒓′))d𝑉 ′, (3.26)

where the left arrow over the nabla symbol means that the differentiation applies to∇𝐺 (and
∇𝐺 only). The representation of 𝙋L given by Eq. (3.26) allows projection of a tensor field onto
its longitudinal component without giving or calculating its divergence. Using Eq. (2.82),
Eq. (A.55) is modified as

𝙛 (𝒓) = ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝙛 (𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝙛(𝒓′))d𝑉 ′

−∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇⃖ ⋅ 𝙛 (𝒓′))d𝑉 ′. (3.27)

This is a representation formula of a tensor fields by the field itself and its curl.
Similarly, by the tensor field identity

∇𝑤 × (∇ × 𝙛) + ((𝙛⊤ × ∇) × ∇𝑤)⊤ = ∇(∇𝑤 ⋅ 𝙛 ) − ∇ ⋅ (∇𝑤𝙛), (3.28)

the following integration by parts holds:

∫
𝛺
∇𝑤 × (∇ × 𝙛)d𝑉 +∫

𝛺
((𝙛⊤ × ∇) × ∇𝑤)⊤d𝑉 = ∮

𝜕𝛺
𝒏∇𝑤 ⋅ 𝙛 − 𝒏 ⋅ ∇𝑤𝙛d𝑆. (3.29)

Using the triplet identity

𝒏∇𝑤 ⋅ 𝙛 − 𝒏 ⋅ ∇𝑤𝙛 = ∇𝑤 × (𝒏 × 𝙛), (3.30)

it holds that

∫
𝛺
∇𝑤 × (∇ × 𝙛)d𝑉 +∫

𝛺
((𝙛⊤ × ∇) × ∇𝑤)⊤d𝑉 = ∮

𝜕𝛺
∇𝑤 × (𝒏 × 𝙛)d𝑆. (3.31)

Using the above relation, 𝙋T can be rewritten as follows:

𝑷T[𝙛 ](𝒓) = ∫
𝛺
((𝙛⊤(𝒓′) × ∇) × ∇𝐺(𝒓′; 𝒓))⊤d𝑉 ′, (3.32)

which can also be rewritten using the operator ∇⃖ as

𝑷T[𝙛 ](𝒓) = ∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × 𝙛 (𝒓′))d𝑉 ′. (3.33)
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The representation of 𝙋T given by Eq. (3.33) allows projection of a tensor field onto its
transverse component without giving or calculating its curl. Using Eq. (3.33), Eq. (A.55) is
modified as

𝙛 (𝒓) = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝙛 (𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝙛 (𝒓′))d𝑉 ′

+∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × 𝙛 (𝒓′))d𝑉 ′. (3.34)

This is a representation formula of a tensor field by the field itself and its divergence.
Using both Eqs. (3.26) and (3.33), we can represent a tensor field by itself as

𝙛 (𝒓) = −∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇⃖ ⋅ 𝙛 (𝒓′))d𝑉 ′ +∫

𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × 𝙛 (𝒓′))d𝑉 ′. (3.35)

This relation can be seen as Helmholtz’s decomposition of a tensor field. In fact, the first term
is the longitudinal component, and the second term is the transverse component of the field.
This decomposition formula can be derived directly from the identity

Δ𝑤𝙛 = ∇𝑤(∇⃖ ⋅ 𝙛 ) − ∇𝑤 × (∇⃖ × 𝙛 ). (3.36)

Taking𝑤 as𝐺 and integrating both sides over𝛺 yields Eq. (3.35). FromEq. (3.36), it is obvious
that Eq. (3.35) gives a decomposition of a tensor field.

3.4 MRE Reconstruction Based on Helmholtz’s
Representation Formula

In this section, we derive an IE for the impedivity using the representation formula derived
in the previous section. By applying the representation formula of a tensor field in terms of
its divergence and itself to 𝞼, we have

𝞼(𝒓) = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ 𝞼)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝞼)d𝑉 ′

+∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × 𝞼)d𝑉 ′. (3.37)

The longitudinal component of the stress field can be calculated as follows:

𝞼L = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏 ⋅ 𝞼)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(−𝜔21𝜌0𝒖)d𝑉 ′. (3.38)

Substituting Eq. (3.21) into the above equation yields

𝞼(𝒓) = 𝞼L(𝒓) +∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × 𝞼)d𝑉 ′. (3.39)

This is an IE for the tensor field 𝞼. However, this system cannot generally be solved because of
the orthogonality of Helmholtz’s decomposition, that is, because the longitudinal and trans-
verse components of a tensor field are completely independent. To make the system solvable,
we utilize Hooke’s law, which relates the measured field 𝒖 and the dual field 𝞼 via impedivity
𝜆 and 𝜇.

𝜆∇ ⋅ 𝒖𝙄 + 𝜇∇̌𝒖 = 𝞼L +∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇⃖ × (𝜆∇ ⋅ 𝒖𝙄 + 𝜇∇̌𝒖))d𝑉 ′ (3.40)
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This equation can be seen as an IE for the scalar quantities 𝜆 and 𝜇 and is solvable, as will be
revealed in the numerical simulations. Equation (3.40) is an IE that relates 𝜆 and 𝜇 with 𝒖
globally and does not contain the Laplacian of themeasured displacement field. Furthermore,
Eq. (3.40) is linear for both 𝜆 and 𝜇, making the method free from local minima. Therefore,
the proposed method is global, direct, and valid for 3D mapping.

3.5 Regularized Solution of Field-to-Impedance Inversion
Similar to EPT,we apply regularization in our proposedmethod using the following approach.
First, we get the temporal estimate of the impedivity by solving the IE without regularization.
Then, by the estimated impedivity 𝜆∗, 𝜇∗, we calculate the temporal estimate of the stress
fields as follows:

𝞼∗ = 𝜆∗∇ ⋅ 𝒖𝙄 + 𝜇∗∇̌𝒖. (3.41)

Then, the following equations hold:

(
|∇ ⋅ 𝒖𝙄| ⟨∇⋅𝒖𝙄,∇̌𝒖⟩

|∇⋅𝒖𝙄|
⟨∇̌𝒖,∇⋅𝒖𝙄⟩

|∇̌𝒖|
|∇̌𝒖|

) (𝜆𝜇) = (
⟨∇⋅𝒖𝙄,𝞼∗⟩
|∇⋅𝒖𝙄|
⟨∇̌𝒖,𝞼∗⟩
|∇̌𝒖|

) (3.42)

We propose to apply regularization to the above equations. Specifically, by simply denoting
the above equations as 𝑓 − 𝑘𝑢 = 0, where 𝑢 = (𝜆, 𝜇)⊤, the objective functional is given as
follows:

𝐽[𝑢] = 1
2 ∫𝛺

|𝑤f(𝑓 − 𝑘𝑢)|2d𝑉 + 𝜆𝑝
𝑝 ∫

𝛺
|𝑤r∇𝑢|𝑝d𝑉, 𝑝 = 1, 2 (3.43)

which is exactly the same form as Eq. (2.113), and thus can be minimized by the method
explained in Chapter 2.

3.6 Numerical Simulations
3.6.1 Setup and Conditions
As shown in Fig. 3.1, a 240 mm wide and 270 mm height block was constructed using FEM
software COMSOL Multiphysics 5.5 (COMSOL Inc.). The viscoelastic wave was excited at
30 Hz in the 𝑦-direction from the red plane in Fig. 3.1. The green plane was set as fixed and
the other four planes were free surfaces.

Two models (the cylinder model in Fig. 3.2(a) and the sphere model in Fig. 3.2(b)) were
constructed as loading objects. Both models consist of a rectangular background region with
constant MPs and the inclusions with higher shear modulus and viscosity.

MATLAB R2020a (The MathWorks Inc.) was used for all reconstruction processes. The
derivatives of the measured data were calculated using the Savitzky–Golay filter as explained
in Chapter 2.

3.6.2 Results and Discussion
Figure 3.3 shows the reconstruction results of the cylinder model. As shown in Fig. 3.3(b)
and (c), both the standard method and the previous method have low estimate in the inclu-
sions, and they are distorted in some regions. This is because of the assumption that tissues
are incompressible, which is not the case in our simulation. On the other hand, the proposed
method yields good reconstruction results, as shown in Fig. 3.3(d). The subtle distortion ob-
served both in the standard and proposed methods is due to the nodes of the stationary wave
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Fig. 3.1: Configuration of the numerical simulations. The mechanical vibration was excited
from the red plane and the fixed boundary condition was assigned on the green plane. The
displacement field was obtained on eight slices shown in blue.

(a) Cylinder model (b) Sphere model

Fig. 3.2: Simulation models. The cylinder model has constant MPs along the 𝑧-axis whereas
the sphere model has 3D structure.

formed by reflective waves. To alleviate this, post-processing filters that remove the reflected
wave can be applied [136]. Multifrequency MRE [137–140] in which the displacement fields
measured at different frequencies are combined also helps to stabilize the results.

Figure 3.4 shows the reconstructed shear viscosity of the cylindrical model. Note that
we assume the Voigt model for viscoelastic materials; the shear viscosity is calculated as the
imaginary part of the complex shear modulus divided by the angular frequency. The overall
results exhibit a similar trend to that of the shear modulus. However, the results using the
proposed method are also distorted. This is because with a current excitation frequency of
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(d) Proposed method

Fig. 3.3: Reconstructed shear modulus maps at 𝑧 = 0 mm for cylinder model. (a) True
map, and results of (b) standard method, (c) Dbar equation-based method, and (d) proposed
method.

30 Hz, the contribution of shear viscosity in the complex shear modulus is smaller than that
of the shear modulus, and this is difficult to reconstruct. The results could be improved by
using a higher frequency, but in that case, the wave would attenuate faster, making the SNR
low.

Figure 3.5 shows the reconstruction results when the SNR is 40 dB. In the standard
method, the resultant images are too noisy, and the inclusions are not discernible. Although
the previous method yields relatively stable results, the estimated value of the shear mod-
ulus is still lower than the true value. The proposed method still provides accurate results
especially in terms of the shear modulus.

In all methods, the results become noisy in the 𝑥 > 0 region. This is because the wave
emanates from the 𝑥 < 0 direction and attenuates as 𝑥 increases. Figure 3.6 shows the mag-
nitudes of the stress tensor and the gradient of the displacement field, which are themeasured
and dual fields in the proposedmethod. The results of the proposedmethod becomes less sta-
ble in the region where these fields are small.

Figure 3.7 shows the reconstruction results of the proposedmethodwhen the SNR is 40 dB
and TV regularization is applied to the proposedmethod. Due to regularization, the proposed
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(c) Dbar equation-based method
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(d) Proposed method

Fig. 3.4: Reconstructed shear viscosity maps at 𝑧 = 0 mm for cylinder model. (a) True
map, and results of (b) standard method, (c) Dbar equation-based method, and (d) proposed
method.

method yields accurate results even with the noise.
Figure 3.8 shows the reconstruction results of the sphere model. In this case, the previous

method yields lower estimates because it is valid only for 2D problems. The proposedmethod
performs well in the general 3D case.

Figure 3.9 shows the reconstruction results of the proposedmethodwhen the SNR is 40 dB
and TV regularization is applied to the proposed method. With proper regularization, the
proposed method yields accurate results even with the noise.
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(a) Standard method
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(b) Dbar equation-based method
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(c) Proposed method

Fig. 3.5: Reconstructed (top) shear modulus and (bottom) shear viscosity maps at 𝑧 = 0mm
for cylinder model. (a) True maps, and results of (b) Dbar equation-based method and (c)
proposed method.
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Fig. 3.6: Reconstructed (top) shear modulus and (bottom) shear viscosity maps at 𝑧 = 0mm
for cylinder model. (a) True maps, and results of (b) Dbar equation-based method and (c)
proposed method.

3.7 Conclusion of This Chapter
In this chapter, we developed a novel reconstruction method for MRE. First, we formulated
the MRE reconstruction as impedivity inverse problems with divergence-constraint. Then
representation formulae of vector fields were extended to tensor fields and the derived for-
mulae were used to develop an MRE reconstruction method. The proposed method was vali-
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(b) Shear viscosity

Fig. 3.7: Reconstruction results of the proposed method at 𝑧 = 0mm for the cylinder model
with the SNR of 40 dB. Results of (a) shear modulus and (b) shear viscosity.

dated by numerical simulations; it successfully reconstructed MPs in the general 3D case and
was robust against measurement noise compared with the conventional method.
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Fig. 3.8: Reconstructed (a) shear modulus and (b) shear viscosity maps for sphere model.
(top) True maps, and results of (2nd row) standard method, (3rd row) 2D Dbar equation-
based method, and (bottom) proposed method.
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Fig. 3.9: Reconstructed (a) shear modulus and (b) shear viscosity maps of proposed method
with TV regularization for sphere model with SNR of 40 dB.



53

Chapter 4

Electrical Properties Tomography
Based on Integral Equations
Derived from the Dbar Equation

In Chapter 2, we proposed an IE-based approach for 3D EPT reconstruction. The limitation
of this method is that EPs must be given on the boundary of the ROI. Therefore, in this chap-
ter, we propose a reconstruction method that does not require the information of EPs on the
boundary.

First, we derive a slicewise reconstruction method based on a 2D IE in section 4.1. This
method is an extension of our previous method that iteratively reconstructs 3D EPs based
on the Cauchy–Pompeiu formula, and can solve 3D problems without iteration. Since this
method reconstructs EPs in a slicewise manner, boundary EPs are required only on the
closed curves enclosing each slice. In section 4.2, we develop another slicewise reconstruc-
tion method that is completely free from boundary EPs by deriving an explicit solution
formula of the Dbar equation with the complex-derivative BC. In section 4.3, we derive a
hybrid formula that uses EPs only on a fraction of the boundary of the ROI. The numerical
calculation of the proposed method is discussed in section 4.4. We test the proposed method
by numerical simulations in section 4.5 and phantom experiments in section 4.6. Finally,
section 4.7 concludes this chapter.

4.1 Slicewise Reconstruction Based on the
Cauchy–Pompeiu Formula

4.1.1 Linear Integral Equation for the Electric Field
In this section, we deduce Eq. (2.34), which was used in our previous method. It explicitly
reconstructs 2D EPs and iteratively corrects the results for 3D reconstruction as explained in
Chapter 1, starting from Eq. (2.100) derived from Helmholtz’s representation formula.

By the relations

∇c𝐻+ ⋅ ∇𝑤 = 4∂𝐻+∂̄𝑤 + ∂𝑧𝐻+∂𝑧𝑤, (4.1)
∇c𝐻+ ⋅ 𝒏 = 4∂𝐻+𝑛+ + ∂𝑧𝐻+𝑛𝑧, (4.2)

Equation (2.100) can be rewritten as follows:

∫
𝛺
𝜆(4∂𝐻+∂̄𝑤 + ∂𝑧𝐻+∂𝑧𝑤)d𝑉 = ∮

𝜕𝛺
𝜆(4∂𝐻+𝑛+ + ∂𝑧𝐻+𝑛𝑧)𝑤d𝑆 −∫

𝛺
i𝜔0𝜇0𝐻+𝑤d𝑉, (4.3)
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where 𝑛+ ≔ (𝑛𝑥 + i𝑛𝑦)/2. Let 𝐹 be the fundamental solution of the ∂̄-operator, i.e., ∂̄𝐹(𝜁′) =
−𝛿(𝜁′). If we take 𝑤 as 𝛿(𝑧′ − 𝑧)𝐹(𝜁′ − 𝜁), then it holds that

∫
𝐷
𝜆4∂𝐻+∂̄𝐹d𝜁′ ∧d ̄𝜁′+∫

𝛺
𝜆∂𝑧𝐻+𝐹∂𝑧𝛿d𝑉 = ∮

𝜕𝐷
𝜆4∂𝐻+𝐹d𝜁′−∫

𝐷
i𝜔0𝜇0𝐻+𝐹d𝜁′ ∧d ̄𝜁′. (4.4)

By the properties of the delta function, we have

∫
𝐷
𝜆4∂𝐻+∂̄𝐹d𝜁′ ∧ d ̄𝜁′ = −𝜆4∂𝐻+, (4.5)

∫
𝛺
𝜆∂𝑧𝐻+𝐹∂𝑧𝛿d𝑉 = −∫

𝐷
∂𝑧(𝜆∂𝑧𝐻+𝐹)d𝜁′ ∧ d ̄𝜁′ = −∫

𝐷
∂𝑧(𝜆∂𝑧𝐻+)𝐹d𝜁′ ∧ d ̄𝜁′, (4.6)

where we used the fact that 𝐹 is independent of 𝑧. Hence, it holds that

−𝜆4∂𝐻+ −∫
𝐷
∂𝑧(𝜆∂𝑧𝐻+)𝐹d𝜁′ ∧ d ̄𝜁′ = ∮

𝜕𝐷
𝜆4∂𝐻+𝐹d𝜁′ −∫

𝐷
i𝜔0𝜇0𝐻+𝐹d𝜁′ ∧ d ̄𝜁′, (4.7)

which can be explicitly written as

𝜆4∂𝐻+ = 1
2πi ∮𝜕𝐷

𝜆4∂𝐻+

𝜁′ − 𝜁
d𝜁′ + 1

2πi ∫𝐷

i𝜔0𝜇0𝐻+ − ∂𝑧(𝜆∂𝑧𝐻+)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′. (4.8)

Substituting Eqs. (2.32) and (2.33) gives

𝐸𝑧 =
1
2πi ∮𝜕𝐷

𝐸𝑧
𝜁′ − 𝜁

d𝜁′ + 1
2πi ∫𝐷

𝜔0𝜇0𝐻+ + ∂𝑧𝐸+

𝜁′ − 𝜁
d𝜁′ ∧ d ̄𝜁′. (4.9)

This is a linear IE for 𝐸𝑧 and can be directly solved. Then, substituting the resultant 𝐸𝑧 into
Eq. (2.33) yields the final EP maps. This method reconstructs EPs in a slicewise manner.
Therefore, the boundary 𝜕𝐷 of each slice 𝐷 is a closed curve on this slice. This eases the need
of boundary EPs in the Helmholtz’s decomposition-based 3D reconstruction method.

4.1.2 Comparison with Iterative Correction Method
In this section, we compare the proposed method with our previous method that uses the 2D
assumption to obtain the initial estimate given by

𝐸0𝑧 ≔
1
2πi ∮𝜕𝐷

−4i∂𝐻+/𝛾
𝜁′ − 𝜁

d𝜁′ + 1
2πi ∫𝐷

𝜔0𝜇0𝐻+

𝜁′ − 𝜁
d𝜁′ ∧ d ̄𝜁′, (4.10)

and iteratively correct the effect of ∂𝑧𝐸+ in Eq. (4.9).
With the current estimate of the electric field 𝐸(𝑛)𝑧 , the updated estimate 𝐸(𝑛+1)𝑧 is obtained

by substituting 𝐸(𝑛)𝑧 into the right-hand side of Eq. (2.34) and performing forward integral
calculation. By denoting the forward operator as 𝐾, this update procedure can be written as
follows:

𝐸(𝑛+1)𝑧 = 𝐸0𝑧 + 𝐾[𝐸(𝑛)𝑧 ]. (4.11)

Iteration of this procedure can be represented as follows:

𝐸𝑧 = 𝐸0𝑧 + 𝐾[𝐸0𝑧] + 𝐾[𝐾[𝐸0𝑧]] +⋯ , (4.12)

which corresponds to the Neumann expansion of the IE given in Eq. (4.9). Comparing
Eq. (4.12) with Eq. (4.9) indicates that the 𝑛-th estimate of the iteration method corresponds
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to the solution of Eq. (2.34) when (𝐼 − 𝐾)−1[𝐸𝑧] is approximated as the first 𝑛 terms of
Eq. (4.12).

Note that the Neumann expansion of (𝐼 − 𝐾)−1 is valid only when ‖𝐾‖ < 1 holds, where
‖𝐾‖ represents the operator norm of 𝐾. In our case, 𝐾[𝑓] = −𝑇[∂𝑧(𝐴𝑓)] with 𝐴 given as
−∂𝑧𝐻+/(4∂𝐻+). Therefore, the norm of 𝐾 depends on ∂𝑧𝐻+ and ∂𝐻+. It is known that when
the birdcage coil typically used in modern MR scanners is driven in quadrature mode, ∂𝐻+

gets very small around the center of the human body. Thus, if we include the center of the
body in the ROI, ‖𝐾‖ < 1 does not hold, resulting in a nonconvergent case of the iteration
method. In contrast, our proposed method is free from such nonconvergent results because
it does not use the Neumann expansion.

4.2 An Explicit Solution of the Complex-Derivative
Boundary Value Problem of the Dbar Equation

In this section, we derive an explicit solution formula of the boundary value problems of the
Dbar equation to propose a reconstruction method that is completely free from boundary EP
values.

First, we consider the case of a holomorphic function. Let𝐷 be a domain whose boundary
is a piecewise smooth Jordan curve. If 𝜙 is holomorphic in 𝐷 and ∂𝜙 ∈ 𝐶0(𝐷), then ∂𝜙 is also
holomorphic in 𝐷. Applying Cauchy’s formula to ∂𝜙 yields

∂𝜙(𝜁) = 1
2πi ∮𝜕𝐷

∂𝜙(𝜁′)
𝜁′ − 𝜁

d𝜁′, (4.13)

where 𝜁 ∈ 𝐷. Integrating Eq. (4.13) gives

𝜙(𝜁) = − 1
2πi ∮𝜕𝐷

log (1 −
𝜁
𝜁′
) ∂𝜙(𝜁′)d𝜁′ + 𝑐, 𝜁 ∈ 𝐷. (4.14)

Equation (4.14) is a representation formula of a holomorphic function inside a domain. In
contrast to the ordinary Cauchy’s formula, which requires the function itself on the boundary,
Eq. (4.14) uses its complex derivative on the boundary.

The constant 𝑐 reflects the fact that for a function 𝜙 that satisfies the complex-derivative
BC, the function ̃𝜙 ≔ 𝜙 + 𝑐 also satisfies the same BC. Therefore, the value of the function
must be given for at least one point to uniquely determine the function.

Next, we extend the formula to a general function that is not necessarily holomorphic. Let
us define a function 𝜙 as

𝜙(𝜁) ≔ 𝑓(𝜁) − 𝑇[∂̄𝑓](𝜁), (4.15)

where ∂𝑓 ∈ 𝐶0(𝐷). Differentiating both sides leads to

∂𝜙(𝜁) = ∂𝑓(𝜁) − 𝛱[∂̄𝑓](𝜁), (4.16)

where the operator𝛱 is defined in Eq. (A.92). Since ∂𝜙 is holomorphic, we can apply Eq. (4.14)
to get

𝜙(𝜁) = − 1
2πi ∮𝜕𝐷

log (1 −
𝜁
𝜁′
) (∂𝑓(𝜁) − 𝛱[∂̄𝑓](𝜁))d𝜁′ + 𝑐, 𝜁 ∈ 𝐷. (4.17)

Hence, we obtain the formulae shown in the following:
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Let 𝐷 be a domain whose boundary is a piecewise smooth Jordan curve. If ∂𝑓 ∈ 𝐶0(𝐷)
and ∂̄𝑓 ∈ 𝐶0,𝛼(𝐷), 0 < 𝛼 < 1, then it holds that

𝑓(𝜁) = − 1
2πi ∮𝜕𝐷

log (1 −
𝜁
𝜁′
) (∂𝑓(𝜁) − 𝛱[∂̄𝑓](𝜁))d𝜁′ + 𝑇[∂̄𝑓](𝜁) + 𝑐, 𝜁 ∈ 𝐷,

where 𝑐 is a constant. If ∂̄𝑓 ∈ 𝐶0(𝐷) and ∂𝑓 ∈ 𝐶0,𝛼(𝐷), 0 < 𝛼 < 1, then it holds that

𝑓(𝜁) = 1
2πi ∮𝜕𝐷

log (1 −
̄𝜁
̄𝜁′
) (∂̄𝑓(𝜁) − 𝛱̄[∂𝑓](𝜁))d ̄𝜁′ + ̄𝑇[∂𝑓](𝜁) + 𝑐, 𝜁 ∈ 𝐷,

where 𝑐 is a constant.

This is a representation formula of a function 𝑓 not necessarily holomorphic in terms of its
complex derivative ∂𝑓 on the boundary and ∂̄𝑓 inside the region.

4.2.1 Reconstruction Formula without the Boundary Value of EPs
In what follows, Eq. (4.2) is applied to the EPT problem to derive the boundary-value-free
reconstruction formulae of 𝐸𝑧, and thus 𝛾. By taking the (𝑥 − i𝑦)-component of Eq. (1.1), it
holds that

∂𝐸𝑧 = −𝜔0𝜇0𝐻− + ∂𝑧𝐸− = −𝜔0𝜇0𝐻− − ∂𝑧𝐻−

4∂̄𝐻−
𝐸𝑧. (4.18)

Here, we used the relations ∂𝑧𝐻− = −𝜔0𝛾𝐸− and 4∂̄𝐻− = 𝜔0𝛾𝐸𝑧, which are deduced by
taking the (𝑥−i𝑦)- and 𝑧-components of Eq. (2.33). Thus, under the assumption that ∂𝑧𝐻− =
0, we get

∂𝐸𝑧 = −𝜔0𝜇0𝐻−. (4.19)

Applying 𝑓 = 𝐸𝑧 to Eq. (4.2), we have

𝐸𝑧(𝜁) = − 1
2πi ∮𝜕𝐷

log (1 −
𝜁
𝜁′
) (𝜔0𝜇0𝐻− − 𝛱[𝜔0𝜇0𝐻+](𝜁′))d𝜁′

+ 1
2πi ∫𝐷

𝜔0𝜇0𝐻+(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′ + 𝑐, (4.20)

since ∂̄𝐸𝑧 and ∂𝐸𝑧 are given by Eqs (2.31) and (4.19), respectively. It is known that |𝐻+| ≫
|𝐻−| when the body is excited using a quadrature birdcage coil, which is commonly used in
modernMRI systems [69]. Hence, substituting Eqs. (2.31) and (4.19) into Eq. (4.20) under the
condition that |𝐻−| ≪ |𝛱[𝐻+]| gives

𝐸𝑧(𝜁) =
1
2πi ∮𝜕𝐷

log (1 −
𝜁
𝜁′
)𝛱[𝜔0𝜇0𝐻+](𝜁′)d𝜁′ + 1

2πi ∫𝐷

𝜔0𝜇0𝐻+(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′ + 𝑐. (4.21)

The validity of the assumption |𝐻−| ≪ |𝛱[𝐻+]| is shown using numerical simulations in
section 4.4. Equation (4.21) gives 𝐸𝑧 using only 𝐻+ up to a constant 𝑐.

The constant 𝑐 can be determined as described in the following. It is known that in
the quadrature birdcage coil setting, the zero-point of 𝐸𝑧 appears around the center of the
body [32]. Accordingly, from Eq. (2.33), ∂𝐻+ = 0 here. From this fact, we determine the zero
point 𝜁∗ of 𝐸𝑧 as the point where ∂𝐻+, which is computed from the measured𝐻+, is minimal
as follows:

𝜁∗ = argmin
𝜁∈𝐷

|∂𝐻+(𝜁)|. (4.22)
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Then, 𝑐 is obtained from

𝐸𝑧(𝜁∗) = − 1
2πi ∮𝜕𝐷

log (1 −
𝜁∗

𝜁′
) (𝜔0𝜇0𝐻−(𝜁′) + 𝛱[𝜔0𝜇0𝐻+](𝜁′))d𝜁′

+ 1
2πi ∫𝐷

𝜔0𝜇0𝐻+(𝜁′)
𝜁′ − 𝜁∗

d𝜁′ ∧ d ̄𝜁′ + 𝑐 = 0. (4.23)

Using this 𝑐, 𝐸𝑧 can be determined uniquely by Eq. (4.21). Once 𝐸𝑧 is obtained, 𝛾 can be
directly calculated as the ratio of 4∂𝐻+ to i𝐸𝑧 according to Eq. (2.33). Here, we estimate 𝛾
using the total variation regularization by minimizing the functional

𝐽[𝛾] = ∫
𝐷
|4∂𝐻+(𝜁) − i𝛾𝐸𝑧(𝜁)|2d𝜁 ∧ d ̄𝜁 + 𝜆𝑝

𝑝 ∫
𝐷
|∇𝛾(𝜁)|𝑝d𝜁 ∧ d ̄𝜁, (4.24)

where we chose 𝑝 as 1 to suppress the artifact caused by the zero point of 𝐸𝑧 [32].

4.3 An Explicit Solution of the Mixed Boundary Value
Problem of the Dbar Equation

In this section, we derive an explicit solution formula of the mixed boundary value problems
of theDbar equation to propose a hybridmethod that requires boundary EP values only on the
fraction of the boundary of theROI.Thiswill reduce the reconstruction error due to neglecting
𝐻− when EPs are known in a part of the boundary. Specifically, the mixed BC we consider
here is stated as follows:

• 𝐶: Dirichlet BC
• 𝜕𝐷 ⧵ 𝐶: Complex-derivative BC

First, we rewrite Eq. (4.14) by dividing the boundary 𝜕𝐷 into 𝐶 and 𝜕𝐷 ⧵ 𝐶 as follows:

𝜙(𝜁) = − 1
2πi ∫𝐶

log (1 −
𝜁
𝜁′
) ∂𝜙(𝜁′)d𝜁′ − 1

2πi ∫𝜕𝐷⧵𝐶
log (1 −

𝜁
𝜁′
) ∂𝜙(𝜁′)d𝜁′ + 𝑐 (4.25)

Replacing the first term by integrating by parts gives

𝜙(𝜁) = 1
2πi ∫𝐶

𝜙(𝜁′)
𝜁′ − 𝜁

d𝜁′ − 1
2πi [log (1 −

𝜁
𝜁′
) 𝜙(𝜁′)]

𝑏

𝑎
− 1
2πi ∫𝜕𝐷⧵𝐶

log (1 −
𝜁
𝜁′
) ∂𝜙(𝜁′)d𝜁′ + 𝑐′

(4.26)
This is an integral formula that represents 𝜙 in 𝐷 in terms of 𝜙 on 𝜕𝐷 ⧵ 𝐶 and ∂𝜙 on 𝐶. If we
consider the limit of 𝐶 → 𝜕𝐷, this reduces to the original Cauchy integral formula, and if we
consider the limit of 𝐶 → ∅, it reduces to Eq. (4.14).

Next, we extend the formula to the general case of not necessarily holomorphic functions.
Let us define the function 𝜙 as 𝑓(𝜁) − 𝑇[∂̄𝑓](𝜁). Then it holds that

∂𝜙(𝜁) = ∂𝑓(𝜁) − 𝛱[∂̄𝑓](𝜁), (4.27)
∂̄𝜙(𝜁) = ∂̄𝑓(𝜁) − ∂̄𝑓(𝜁) = 0. (4.28)

Since ∂̄𝜙 = 0, 𝜙 is holomorphic, and we obtain the formulae shown in the following:

Let 𝐷 be a domain whose boundary is a piecewise smooth Jordan curve. If ∂𝑓 ∈ 𝐶0(𝐷)
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and ∂̄𝑓 ∈ 𝐶0,𝛼(𝐷), 0 < 𝛼 < 1, then it holds that

𝑓(𝜁) = 1
2πi ∫𝐶

𝑓(𝜁′) − 𝑇[∂̄𝑓](𝜁′)
𝜁′ − 𝜁

d𝜁′ − 1
2πi [log (1 −

𝜁
𝜁′
) (𝑓(𝜁′) − 𝑇[∂̄𝑓](𝜁′))]

𝑏

𝑎

− 1
2πi ∫𝜕𝐷⧵𝐶

log (1 −
𝜁
𝜁′
) (∂𝑓(𝜁′) − 𝛱[∂̄𝑓](𝜁′))d𝜁′ + 𝑇[∂̄𝑓](𝜁) + 𝑐′ (4.29)

and if ∂𝑓 ∈ 𝐶0(𝐷) and ∂̄𝑓 ∈ 𝐶0,𝛼(𝐷), 0 < 𝛼 < 1, then it holds that

𝑓(𝜁) = − 1
2πi ∫𝐶

𝑓(𝜁′) − ̄𝑇[∂𝑓](𝜁′)
̄𝜁′ − ̄𝜁

d ̄𝜁′ + 1
2πi [log (1 −

̄𝜁
̄𝜁′
) (𝑓(𝜁′) − ̄𝑇[∂𝑓](𝜁′))]

𝑏

𝑎

+ 1
2πi ∫𝜕𝐷⧵𝐶

log (1 −
̄𝜁
̄𝜁′
) (∂̄𝑓(𝜁′) − 𝛱̄[∂𝑓](𝜁′))d𝜁′ + ̄𝑇[∂𝑓](𝜁) + 𝑐′ (4.30)

where 𝑐 is a constant.

The above represents 𝑓 in 𝐷 by 𝑓 in 𝐶 and ∂𝑓 on 𝜕𝐷 ⧵ 𝐶. If we consider the limit of 𝐶 → 𝜕𝐷,
this reduces to the original Cauchy-Pompeiu formula, and if we consider the limit of 𝐶 → ∅,
it reduces to Eq. (4.2). By using Eq. (4.29) instead of Eq. (4.2), 𝐸𝑧 is reconstructed from the
mixed BC.

4.4 Numerical Calculation
4.4.1 FFT-Based Calculation of the Convolution over a Bounded Domain
In the method described above, 2D IEs must be solved. This can be accomplished using the
CG method. In the CG method, the forward operation must be calculated for each iteration.
In our case, the operator 𝑇 is defined as a convolution and thus can be efficiently calculated
using the FFT. Note that the convolution is executed in a finite domain𝐷, instead of thewhole
complex plane. As we mentioned in Chapter 2, the nonsingular kernel that can calculate the
convolution over a finite domain was derived by Vico et al. [102] for the Laplace kernel. Here,
we derive the nonsingular kernel associated with the Cauchy kernel used in our 2D IE.

By extending the integrand 𝑓 with zero-padding, the operation 𝑇[𝑓] can be regarded as a
convolution of 𝑓 with the Cauchy kernel as follows:

𝑇[𝑓](𝜁) = 1
π∬ℝ2

̃𝑓(𝜁′)
𝜁 − 𝜁′

d𝑥′d𝑦′ = ̃𝑓(𝜁) ∗ 1
π𝜁
, (4.31)

where
̃𝑓(𝜁) = {

𝑓(𝜁) 𝜁 ∈ 𝐷,
0 𝜁 ∈ ℝ2 ⧵ 𝐷.

(4.32)

To realize this convolution as a pointwise product in the Fourier domain, we derive the
Fourier-domain representation of 𝐺(𝑥, 𝑦) = 1/(π(𝑥 + i𝑦)). Given that 𝐺(𝑥, 𝑦) is a fundamen-
tal solution of the Dbar equation, it holds that

1
2(∂𝑥 + i∂𝑦)𝐺(𝑥, 𝑦) = 𝛿(𝑥)𝛿(𝑦). (4.33)
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Applying the Fourier transform to both sides of Eq. (4.33) yields

ℱ[𝐺] = 1
πi

1
𝑢 + i𝑣 . (4.34)

Note that this function is singular at the origin. Following Vico [102], we modify the function
to derive a nonsingular version without any approximation.

Because ̃𝑓 has a finite support 𝐷 by definition and thus the range that the convolution has
nonzero value is bounded, it holds that

𝐼(𝜁) = ̃𝑓(𝜁) ∗
𝜒𝑅(𝜁)
π𝜁

(4.35)

without any approximation, where 𝜒𝑅 is the characteristic function of the region 𝑅. 𝑅 can
be taken as a circle with radius 𝑎, where 𝑎 is determined according to 𝐷. In this case, 𝜒𝑅 =
𝑈(𝑎 − 𝑟) holds, where 𝑈 is the step function and 𝑟 = √𝑥2 + 𝑦2. Then, the Dbar derivative of
𝜒𝑅𝐺 can be calculated as follows:

1
2(∂𝑥 + i∂𝑦)(𝜒𝑅(𝑥, 𝑦)𝐺(𝑥, 𝑦)) = 𝑈(𝑎 − 𝑟)𝛿(𝑥)𝛿(𝑦) −

exp(i𝜃)𝛿(𝑟 − 𝑎)
2

1
π𝜁

= 𝛿(𝑥)𝛿(𝑦) − 𝛿(𝑟 − 𝑎)
2π𝑟 , (4.36)

where 𝜃 = tan−1(𝑦/𝑥). Compared to Eq. (4.33), Eq. (4.36) has an additional term, namely the
delta function at 𝑟 = 𝑎, reflecting the effect of 𝑈(𝑎 − 𝑟). The Fourier spectrum of the second
term on the right-hand side is given as follows:

ℱ[−𝛿(𝑟 − 𝑎)
2π𝑟 ] = − 1

2π∬ℝ2

𝛿(𝑟 − 𝑎)
𝑟 exp(−2πi(𝑢𝑥 + 𝑣𝑦))d𝑥d𝑦

= −𝐽0(2π𝑎𝜌), (4.37)

where 𝜌 = √𝑢2 + 𝑣2 and 𝐽0 is the zeroth-order Bessel function of the first kind. By applying
the Fourier transform to Eq. (4.36) and substituting Eq. (4.37), it holds that

ℱ[
𝜒𝑅(𝑥, 𝑦)
π(𝑥 + i𝑦)]

= 1
πi
1 − 𝐽0(2π𝑎𝜌)

𝑢 + i𝑣 . (4.38)

This function can be used to calculate the convolution with the Cauchy kernel in a finite
domain and is not singular at the origin.

4.4.2 CG-FFT-Based Efficient Method for Solving the Integral Equation
Similar to the 3D IEs derived in Chapters 2 and 3, the slicewise IEs derived in this chapter
can be efficiently solved by the CG method. Here we briefly describe the adjoint operators
required for solving the least-squares system. The adjoint operator of the differentiation ∂𝑧
is −∂𝑧. Here, the original operation is performed by the forward difference scheme with the
Neumann BC, while the adjoint operation is executed by the backward difference scheme
with the Dirichlet BC. Therefore, if the forward operation is described as

𝐿 = 𝐼 − 𝛱𝐵 − 𝑇∂𝑧𝐴, (4.39)

then the adjoint operator is given as

𝐿∗ = 𝐼 − ̄𝐵𝛱∗ − ̄𝐴∂∗𝑧𝑇∗, (4.40)

and the least-squares system 𝐿∗[𝐿[𝑢]] = 𝐿∗[𝑓] is solved.
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(a) No iteration
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(b) 5 iterations
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(c) Proposed method

Fig. 4.1: Reconstructed conductivity maps at (top) 𝑧 = 12.5mm and (bottom) 𝑧 = −12.5mm
for short cylinder model. (a) Previous method with no iteration, (b) previous method with
five iterations, and (c) proposed method.

4.5 Numerical Simulations
Numerical simulations were performed with the same conditions as explained in Chapter 2
except for the loading objects. In this section, we construct two cylinder models (a short-
cylinder model and a long-cylinder model) as well as the brain model described in Chap-
ter 2. Cylinder models consist of a large cylindrical background region with a conductivity of
0.5 S/m and a relative permittivity of 80, and small cylindrical inclusions with the conductiv-
ity 1 S/m and relative permittivity 50. The lengths of inclusions in the short-cylinder model
and the long-cylinder model are 25mm and 240mm, respectively.

First, we compare the results of our previous method that iteratively reconstructs 3D EPs
with the IE-based direct method proposed in this chapter. Then, we test the results of the
boundary-value-freemethod by comparing the resultswith the casewhere boundaryEPswere
given.

Figures 4.1 and 4.2 show the reconstruction results for the cylindrical phantom by our pre-
vious and proposedmethods. As shown in Figs. 4.1 and 4.2(a), in the previousmethodwith no
iteration, both conductivity and relative permittivity have lower values than those in the true
maps. This is because the 𝑧 derivative of the magnetic field is ignored in the previous method
with no iteration. The effect of ∂𝑧𝐻+ is properly corrected for in the previousmethod after five
iterations, as shown in Figs. 4.1 and 4.2(b). The proposed method also accurately estimated
the conductivity and relative permittivity maps without iteration, as shown in Figs. 4.1 and
4.2(c).

Figure 4.3 shows relative errors after each iteration measured using the relative L2 norm
expressed as

𝐸[𝑢] =
‖𝑢 − 𝑢true‖2
‖𝑢true‖2

=
√√√

√

∫𝐷|𝑢(𝜁) − 𝑢true(𝜁)|2d𝜁 ∧ d ̄𝜁
∫𝐷|𝑢true(𝜁)|2d𝜁 ∧ d ̄𝜁

, (4.41)
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(a) No iteration
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(b) 5 iterations
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(c) Proposed method

Fig. 4.2: Reconstructed permittivity maps at (top) 𝑧 = 12.5mm and (bottom) 𝑧 = −12.5mm
for short cylinder model. (a) Previous method with no iteration, (b) previous method with
five iterations, and (c) proposed method.
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(b) Relative Permittivity

Fig. 4.3: Relative errors of (a) conductivity and (b) permittivity maps at each iteration of pre-
vious method and for proposed method (shown as∞).

where 𝑢 = 𝜎, 𝜖. The difference from Eq. (2.130) is that the error is calculated for each slice
instead of the entire volume. As shown in Fig. 4.3, both conductivity and relative permittivity
converged after a single iteration. The relative errors of the proposed method are lower than
those of the previous method after five iterations.

Figure 4.4 shows the reconstruction results for the human brain model when no noise
was added. As shown in Fig. 4.4(a), both conductivity and relative permittivity have lower
values than those in the true maps. This brain model has EPs varying along the 𝑧-axis and
thus the effect of ∂𝑧𝐻+ is more prominent here than in the cylindrical model. The results of
the previous method after five iterations have serious errors as shown in Fig. 4.4(b). This is



62 Chapter 4 EPT Based on IEs Derived from the Dbar Equation
 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40

y 
(m

m
)

0.5

1

1.5

2

C
on

du
ct

iv
ity

 (S
/m

)

 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40

y 
(m

m
)

0.5

1

1.5

2

C
on

du
ct

iv
ity

 (S
/m

)

 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40

y 
(m

m
)

0.5

1

1.5

2

C
on

du
ct

iv
ity

 (S
/m

)

 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40

y 
(m

m
)

20

40

60

80

R
el

at
iv

e 
pe

rm
itt

vi
ty

(a) No iteration

 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40
y 

(m
m

)

20

40

60

80

R
el

at
iv

e 
pe

rm
itt

vi
ty

(b) 5 iterations

 

-40 -20 0 20 40
x (mm)

-40

-20

0

20

40

y 
(m

m
)

20

40

60

80

R
el

at
iv

e 
pe

rm
itt

vi
ty

(c) Proposed method

Fig. 4.4: Reconstructed (top) conductivity and (bottom) permittivity maps at 𝑧 = −22.5 mm
for brain model. Results of (a) previous method with no iteration, (b) previous method with
five iterations, and (c) proposed method.
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Fig. 4.5: Relative errors of (a) conductivity and (b) permittivity maps at each iteration of pre-
vious method and for proposed method (shown as∞).

because the zero-point artifact is severe in this model and convergence is not guaranteed in
this case. The proposed method correctly incorporates the effect of ∂𝑧𝐻+ and gives relatively
stable results, as shown in Fig. 4.4(c). This is confirmed in Fig. 4.5. The relative errors of the
previousmethod do not decrease as the number of iterations increases. The proposedmethod
yields the lowest errors in both conductivity and relative permittivity results.

The difference between the results of the two models is explained below. For the cylin-
drical model, the iterative correction was successful and only a single iteration was needed to
obtain converged results. This is because the zero-point artifact is not severe in the cylindrical
model and thus the condition ‖𝐾‖ < 1 may be satisfied when sufficient regularization is ap-
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Fig. 4.6: Magnitude of magnetic field maps and their ratio for cylindrical phantom. (a) |𝐻+|,
(b) |𝐻−|, (c) |𝐻−|/|𝐻+|, and (d) |𝐻−|/|𝛱[𝐻+]|.
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Fig. 4.7: Reconstructed (top) conductivity and (bottom) permittivity results for cylindrical
phantom and SNR of 40 dB. Results of (a) previousmethodwith true BC, (b) previousmethod
with background BC, and (c) proposed method.

plied to calculate the inverse of ∂𝐻+. For the human brainmodel, in contrast, the iteration did
not converge. This is because the zero-point artifact is severe in this model and the condition
‖𝐾‖ < 1may not be satisfied even when the inversion of ∂𝐻+ is regularized.

Figure 4.6 shows the 𝐻+ and 𝐻− maps obtained from the FEM calculation. As shown in
Fig. 4.6(c) and (d), |𝐻−| ≪ |𝐻+| and |𝐻−| ≪ |𝛱[𝐻+]| hold well. Note that the assumption
|𝐻−| ≪ |𝛱[𝐻+]| only needs to hold on the boundary of the ROI.

Figure 4.7 shows the reconstruction results for the cylindrical phantom when Gaussian
noise was added to make the SNR 40 dB. As shown in Fig. 4.7(a), the previous method with
the true boundary EP values yields accurate results throughout the ROI. However, when the
BC was specified as the background value of the true EPs on the boundary, which would be
the most natural choice, the reconstructed images were distorted, as shown in Fig. 4.7(b).
In contrast, the proposed method keeps the image quality as shown in Fig. 4.7(c). Table 4.1
shows the relative L2 error of each result. We observe that the proposed method has smaller
error for both conductivity and permittivity, which means that the proposed method yielded
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Table 4.1: Relative errors for cylindrical phantom.

Method Conductivity error (%) Permittivity error (%)

Dirichlet with true BC 3.33 2.85
Dirichlet with background BC 23.41 24.12

Complex-Derivative BC 7.52 8.65
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Fig. 4.8: Reconstruction errors of (a) conductivity and (b) permittivity maps for cylindrical
phantom with SNR of 20 dB–40 dB.

Table 4.2: Relative errors for cylindrical phantom.

Method Conductivity error (%) Permittivity error (%)

1/4 Dirichlet BC 7.21 8.01
2/4 Dirichlet BC 7.02 7.93
3/4 Dirichlet BC 5.38 5.48

better results.
We also tested the proposed method on the cylindrical phantom with different SNR be-

tween 20 dB and 40 dB. Figure 4.8 shows the relative L2 error of the conductivity and the
relative permittivity. The proposed method has consistently lower errors than the previous
method with the background BC. It should be emphasized that the reconstruction results of
our proposed method are comparable to those of the previous method with the unpractical
assumption that the true boundary values of EPs are available. In contrast to the previous
method, the proposed method does not use any prior information concerning the boundary
EP values, which means that the proposed method greatly enhances the applicability of EPT
to practical situations.

Figure 4.9 shows the reconstruction results when the Dbar equation is solved with the
mixed BC. In this case, we prescribe the Dirichlet BC to 1, 2, or 3 out of 4 sides of the rect-
angular boundary. The rest are given the complex-derivative BC. As shown in Fig. 4.9, the
results gradually improved as more sides of the boundary were given the Dirichlet BC. Ta-
ble 4.2 shows the relative error of each method. As expected from Fig. 4.9, the error reduces
as more sides of the boundary are given the Dirichlet BC. Although the proposed method
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Fig. 4.9: Reconstructed results of (top) conductivity and (bottom) permittivity maps for cylin-
drical phantom by giving mixed BC. (a) 1/4 Dirichlet and 3/4 complex-derivative BC, (b) 2/4
Dirichlet and 2/4 complex-derivative BC, and (c) 3/4 Dirichlet and 1/4 complex-derivative BC.

based on the complex-derivative BC gives fair results, combining available information about
boundary EPs using the method based on the mixed BC will enhance the flexibility of the
proposed method.

4.6 Phantom Experiments
Figure 4.10 shows the reconstructed conductivities of the experimental phantom. The results
of the standard EPT method are also shown in Fig. 4.10(a) because standard EPT is free from
2D approximation and, with sufficient smoothing filtering, it yields accurate results except
at tissue-transition regions. The conductivity values obtained using the previous method are
lower than those of the standardmethod, whereas those of the proposedmethod are very close
in both the inner and outer cylindrical regions. These values alsomatch thosemeasured using
an electric probe.

Figure 4.11 shows the reconstructed conductivities of the experimental phantom. As
shown in Fig. 4.11(b), large error appears in the inner regions when the boundary EP values
are given as the background value. The proposed method yields a less distorted map even
when no information concerning the EP values on the boundary is given.
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Fig. 4.10: Reconstructed (top) conductivity and (bottom) permittivity maps for phantom ex-
periment. (a) Standard method, (b) previous method with no iteration, and (c) proposed
method.
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Fig. 4.11: Reconstructed conductivity maps for phantom experiment. (a) Previous method
with true BC, (b) previous method with background BC, and (c) proposed method.

4.7 Conclusion of This Chapter
In this chapter, we proposed an explicit reconstruction method for EPT that does not require
prior information concerning EPs on the boundary of the ROI. The proposed method solves
the Dbar equation with the novel complex-derivative BC instead of the Dirichlet BC. By as-
suming that |𝐻+| ≫ |𝛱[𝐻−]|, EPs were reconstructed from only the measurable quantity,
𝐻+ without the prior information concerning the EP values on the boundary of the ROI. We
also proposed a hybrid method that requires EPs on only a part of the boundary to reduce
the reconstruction error arising from the approximation of 𝐻−. Numerical simulations and
phantom experiments showed that the proposed method can reconstruct EPs without prior
information concerning EPs on the boundary on the ROI.
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Chapter 5

Simultaneous Conductivity and
Susceptibility Mapping Using
Multiecho Gradient Echo
Acquisition

For studying electromagnetic tissue properties [26], QCM [69] reconstructs conductivity from
transceive B1 phase data without B1 magnitude mapping, and QSM [21] retrieves the mag-
netic susceptibility of tissues from B0 field data typically estimated from a multiecho GRE
signal. In a traditional QCM, the transceive B1 phase is obtained from spin echo (SE) acqui-
sition, which is free from the B0 inhomogeneity effect and reflects only the B1-related phase.
Several studies show that the transceiver B1 phase can also be estimated from a multiecho
GRE signal by extrapolating phase evolution along echo time [27]. In this chapter, we esti-
mate the B1 phase and B0 field distributions simultaneously from a multiecho GRE signal by
applying nonlinear least squares on the complex signal equation, which can achieve the max-
imum likelihood estimation. This enables us to combine QCM and QSM to simultaneously
map both electromagnetic properties of tissues.

5.1 Introduction of This Chapter
5.1.1 Magnetic Properties of Biological Tissues
The susceptibility of most biological tissues is in a range of about ±20% of that of water [25].
The dominant determinants of tissuemagnetic susceptibility are iron and calciumdue to their
higher abundance.

Iron can be both the donor and acceptor of an electron by converting between ferrous
and ferric forms; as such, iron compounds play key roles in physiological processes. Iron in
tissues exists as storage iron such as ferritin and hemosiderin, or is bound to heme proteins
in hemoglobin. More than 60% of iron in the human body is in the ferrous form bound to the
hemoglobin in red blood cells (RBCs) and is involved in oxygen binding and transportation.
Oxyhemoglobin is weakly diamagnetic, whereas ferrous iron in deoxyhemoglobin is strongly
paramagnetic [141]. Following the onset of a hemorrhage, someRBCsmay be endocytosed by
microglia or macrophages. Most RBCs undergo cell lysis and hemoglobin degradation from
deoxyhemoglobin into methemoglobin and hemosiderin.

Beyond iron in RBCs, there is also a tiny labile iron pool. Labile iron actively participates
in energy metabolism, mitochondrial respiration, lipid and DNA syntheses, and many other
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important functions [142]. Although labile iron is contained in various shielding metallo-
proteins, it still exhibits the redox property, being harmful to nucleic acids, proteins, and
lipid membranes [142]. Therefore, iron uptake, transport, and storage are highly regulated
to maintain homeostasis and iron overload can cause extensive tissue damage. Most of the
iron is stored as ferritin and is readily available for conversion into the labile iron pool. In
pathological conditions, the amount of iron can exceed the storage capability of cellular fer-
ritin. The excessive iron may be stored in ferric form in other proteins such as neuromelanin,
hemosiderin, and hemosiderin [143, 144]. Ferric iron also accumulates as magnetite in the
characteristic amyloid plaque in Alzheimer’s disease [5].

Calcium in tissues has substantially lower magnetic susceptibility than water. Compared
to iron, calcium is muchmore abundant in the human body with a small fraction in the labile
calcium pool and the vast majority stored in bones. Sufficient labile calcium ions are needed
for important cellular functions including signal transduction, muscle contraction, and cell
membrane potential. On the other hand, excess labile calcium can cause cellular damage
such as neurodegeneration and apoptosis. The concentration of labile calcium is in equilib-
riumwith bone calcium through release and reabsorption processes that are strictly regulated
by homeostasis. Calcium homeostasis also controls calcium absorption and secretion in the
intestines and calcium filtration and reabsorption in the kidneys.

Disruption in calcium homeostasis can result in several pathologic conditions including
osteoporosis resulting from decreased bonemass and strength, calcification in atherosclerotic
plaques, and calcification in tumors. Osteoporosis is a highly prevalent disorder among the
older population, causing fractures [7] and impaired mobility. Although hemorrhages from
leaky blood vessels or angiogenesis are specifically found in high-grade tumors, calcification
can be found in various low-grade tumors. However, the mechanisms of tumor calcification
have yet to be fully investigated [145, 146].

5.1.2 Conventional Reconstruction Methods
According to Choi et al. [147], we first review the derivation of the QSM forward equation
given as a convolution [148].

If we use 1 ± 𝜒(𝒓) ≃ 1 as an approximation, the perturbed magnetic field is expressed as
follows:

∇ ⋅ 𝑩m(𝒓) = −23∇𝜒(𝒓) ⋅ 𝑩
e, (5.1)

∇ × 𝑩m(𝒓) = 1
3∇𝜒(𝒓) × 𝑩

e, (5.2)

where𝑩e is the constantmagnetic field generated by theMRI scanner and𝑩m is the perturba-
tion caused by tissues. Taking the gradient of Eq. (5.1) and the curl of Eq. (5.2) and summing
them gives

Δ𝑩m(𝒓) = 1
3Δ𝜒(𝒓)𝑩

e − ∇∇𝜒(𝒓) ⋅ 𝑩e, (5.3)

which directly relates the magnetic field perturbation and the susceptibility. Taking the 𝑧-
component of Eq. (5.3) and substituting 𝑩e = (𝐵e𝑧 , 0, 0) gives

Δ𝑏𝑧 = (13Δ − ∂2𝑧)𝜒, (5.4)

where 𝑏𝑧 ≔ 𝐵m𝑧 /𝐵e𝑧 is the normalized magnetic field. This is the Poisson equation for 𝐵m𝑧 and
its solution can be represented as follows:

𝑏𝑧(𝒓) = ∫
ℝ3

1
4π|𝒓 − 𝒓′|(−

1
3Δ

′ + ∂2𝑧′)𝜒d𝑉 ′. (5.5)
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By integrating by parts, it holds that

𝑏𝑧(𝒓) = ∫
ℝ3
( 3(𝑧 − 𝑧′)2
4π|𝒓 − 𝒓′|5 −

1
4π|𝒓 − 𝒓′|3 )𝜒d𝑉

′. (5.6)

The integral kernel

𝑑(𝒓) = 3(𝑧 − 𝑧′)2
4π|𝒓 − 𝒓′|5 −

1
4π|𝒓 − 𝒓′|3 (5.7)

is called the dipole kernel [21] and its frequency spectrum is represented as follows:

ℱ[𝑑](𝒌) = 1
3 −

𝑤2

|𝒌|2 , (5.8)

where 𝒌 = (𝑢, 𝑣, 𝑤).
The total B0 field can be divided into two contributions: the local and background fields.

The local field is generated by the tissues of interest, while the background field is generated
by the sources outside the ROI. This background field must first be removed. This is called
background field removal and several methods have been proposed to accomplish this [149].
Then Eq. (5.6) is deconvolved to yield the susceptibility map.

A primitive approach is to perform the deconvolution in k-space as follows:

𝜒 = ℱ−1[
ℱ[𝑏𝑧]
ℱ[𝑑] ]

. (5.9)

However, this method produces a streaking artifact due to the zero cone of the dipole kernel
given as 𝑢2 + 𝑣2 − 2𝑤2 = 0. Therefore, regularization must be adopted to obtain feasible
reconstruction results. Shmueli et al. [150] proposed the truncated k-space division (TKD)
method inwhich the dipole kernel is truncated to avoid the division of small values as follows:

𝜒 = ℱ−1[
signℱ[𝑑]

max(ℱ[𝑑], 𝜆)
ℱ[𝑏𝑧]], (5.10)

where 𝜆 is a threshold that determines the trade-off between the streaking artifact and the dis-
tortion in the resultant image. Similarmethods using truncated singular value decomposition
(SVD) and Tikhonov regularization have also been proposed [151, 152].

A more sophisticated approach is to utilize anatomical information available from MRI
images [153–155]. The rationale is that the edges in the desired susceptibility map are likely
to be collocated with edges in known anatomical images since they reflect the same anatomy.
The morphology enabled dipole inversion (MEDI) method [154–156] is formulated as

𝜒 = argmin
𝜒

‖𝑊(𝑏𝑧 − 𝑑 ∗ 𝜒)‖22 + 𝜆‖𝑀∇𝜒‖1, (5.11)

where𝑊 is a weight that reflects the variance of errors in 𝑏𝑧 data and 𝑀 is the binary mask
defined using the anatomical MR image 𝐼 as

𝑀(𝒓) = {
1 |∇𝐼(𝒓)| < threshold,
0 otherwise.

(5.12)

MEDI has produced promising results in in vivo experiments [157] and has been applied to
various anatomical regions such as the brain [158], bone [159, 160], liver [161], and cardiac
MRI [162], and various diseases such asAlzheimer’s disease [163], andmultiple sclerosis [164,
165].
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5.2 B0 and B1 Field Estimation from multiecho GRE Data
Using Nonlinear Regression

The governing equation of the multiecho GRE signal can be modeled as follows:

𝑑(𝑡) = 𝑠(𝑡) + 𝑛(𝑡) = 𝜌 exp(−𝑅∗2𝑡) exp(i𝜑) exp(−i𝛾Δ𝐵0𝑡) + 𝑛(𝑡), 𝑡 = 𝑡1, 𝑡2,… , 𝑡𝑁, (5.13)

where 𝜌 is the proton density, 𝜑 is the B1 transceive phase, 𝑅∗2 = 1/𝑇∗
2 is the apparent T2

relaxation ratio, and Δ𝐵0 is the B0 field variation. QCM is a technique that reconstructs a
conductivity map from the information of 𝜑 and QSM is a technique that reconstructs a sus-
ceptibility map from the information of Δ𝐵0. Here, we consider the full complex signal of
GRE, while only the phase of the GRE signal was considered in the conventional method.
Unlike the phase signal, both real and imaginary parts of the noise 𝑛(𝑡) can be regarded as
Gaussian.

For simplicity, we denote the multiecho GRE signal at 𝑡 = 𝑡𝑗 as

𝑑𝑗 = 𝑐 exp(𝑠𝑡𝑗), (5.14)

where 𝑐 = 𝜌 exp(i𝜙) and 𝑠 = −(𝑅∗2 + i𝛾Δ𝐵0).

5.2.1 Initial Estimation Based on the AR Model
An initial guess of the nonlinear iteration can be given by, for example, the AR model-based
approach proposed in [166, 167]. In multiecho GRE acquisition for QSM, the initial echo
time is minimized as much as possible, and subsequent measurement intervals are often kept
constant. In such cases, the 𝑗-th echo time 𝑡𝑗 is represented as 𝑡𝑗 = 𝑡𝐼+ (𝑗 − 1)Δ𝑡, and thus the
signal is written as

𝑑𝑗 = 𝑐 exp(𝑠𝑡𝐼) exp((𝑗 − 1)Δ𝑡) + 𝑛𝑗, 𝑗 = 1, 2,… ,𝑁. (5.15)

By defining ̃𝑐1 ≔ 𝑐 exp(𝑠𝑡𝐼) and 𝑧1 ≔ exp(𝑠Δ𝑡), it follows that

𝑑𝑗 = ̃𝑐1𝑧
𝑗−1
1 + 𝑛𝑗, 𝑗 = 1, 2,… ,𝑁. (5.16)

Then 𝑧1 and ̃𝑐1 can be estimated as parameters of the first-order auto regressionmodel (𝑎1, 𝑏0),
where

̃𝑐1
1 − 𝑧1𝑧−1

=
𝑏0

1 + 𝑎1𝑧−1
, (5.17)

i.e., 𝑧1 = −𝑎1, ̃𝑐1 = 𝑏0. The AR parameters can be estimated by the Prony method [167].
Once the estimates ̂𝑐, ̂𝑠 are obtained, 𝜙 and Δ𝐵0 are calculated as

𝜑 = ∠ ̂𝑐1, (5.18)
Δ𝐵0 = − Im[ ̂𝑠]/𝛾. (5.19)

5.2.2 Optional Estimation Based on Nonlinear Regression
Using the initial guess given in the previous section, the B1 phase 𝜙 and the B0 field 𝐵m0 were
estimated according to a Gaussian noise model in complex multiecho GRE data by nonlinear
regression of the following function:

̂𝑐, ̂𝑠 = argmin
𝑐,𝑠

𝑁
∑
𝑗=1

|𝑑𝑗 − 𝑐 exp(𝑠𝑡𝑗)|2 = argmin
𝑐,𝑠

‖𝐝 − 𝐟(𝑐, 𝑠)‖22 (5.20)
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The minimization is performed using the Levenberg–Marquardt method [168, 169]. The up-
date formula is written as follows:

(𝑐
(𝑖+1)

𝑠(𝑖+1)) = (𝑐
(𝑖)

𝑠(𝑖)) + (Δ𝑐Δ𝑠) , where (𝗝∗𝗝 + 𝜆 diag(𝗝∗𝗝)) (Δ𝑐Δ𝑠) = 𝗝∗(𝐝 − 𝐟(𝑐(𝑖), 𝑠(𝑖))), (5.21)

where 𝗝 is the Jacobian of the function and is explicitly given as

𝗝 =
⎛
⎜
⎜
⎝

exp(𝑠𝑡1) 𝑐𝑡1 exp(𝑠𝑡1)
exp(𝑠𝑡2) 𝑐𝑡2 exp(𝑠𝑡2)

⋮ ⋮
exp(𝑠𝑡𝑁) 𝑐𝑡𝑁 exp(𝑠𝑡𝑁)

⎞
⎟
⎟
⎠

(5.22)

Hence, the update formula can be explicitly written as

(
(1 + 𝜆)∑ 𝑡2𝑗 |𝑐|2 exp(2Re[𝑠]𝑡𝑗) ∑ 𝑡𝑗 ̄𝑐 exp(2Re[𝑠]𝑡𝑗)

∑ 𝑡𝑗𝑐 exp(2Re[𝑠]𝑡𝑗) (1 + 𝜆)∑ exp(2Re[𝑠]𝑡𝑗)
) (Δ𝑠Δ𝑐)

= ( ∑ exp( ̄𝑠𝑡𝑗)(𝑑𝑗 − 𝑐 exp(𝑠𝑡𝑗))
∑ ̄𝑐𝑡𝑗 exp( ̄𝑠𝑡𝑗)(𝑑𝑗 − 𝑐 exp(𝑠𝑡𝑗))

) (5.23)

Because the estimation is conducted in a voxelwise manner, the estimated B0 field and
B1 phase must first be spatially unwrapped. We used the FFT-based fast unwrapping
method [170, 171] typically used in the QSM literature.

5.3 Morphology Enabled Conductivity and Susceptibility
Reconstruction

Once the unwrapped B1 phase image 𝜙 was obtained, its Laplacian was calculated using the
Savitzky–Golay filter, which is based on second-order weighted polynomial fitting in each
local region around the voxel of interest. The kernel size was 15 × 15 × 5 voxels and the
weighting factor was determined frommagnitude image 𝐼 as follows: 𝑤(𝒓) = 𝐺(|𝐼(𝒓)−𝐼(𝒓0)|),
where 𝐺 represents Gaussian function. Finally, conductivity 𝜎 was reconstructed by our pro-
posed IE-based QCM method presented in Chapter 2. For the boundary EP values required
in Eq. (2.103), we use the result of the standard QCM method with the morphology-based
regularization given as

𝜎̂ = argmin
𝜍

‖𝜎 − Δ𝜙/(2𝜔0𝜇0)‖22 + 𝜆‖𝑀∇𝜎‖1, (5.24)

where𝑀 represents the mask that removes boundaries of different anatomical regions and is
used in the MEDI method [172] in QSM. Then, Eq. (2.103) was solved using the CG method
and from the temporal estimate of 𝜌∗ the dual field 𝝍∗ = 𝜌∗∇𝜙 was calculated and the
morphology-based regularization was again applied to give the final result of QCM.

QSM was also reconstructed using nonlinear MEDI [172] with automatic uniform cere-
brospinal fluid zero reference (MEDI+0) [111]. This electromagnetic tissue property estima-
tion from a multiecho GRE complex signal is referred to as QCM+QSM hereafter.

5.4 In-vivo Experiments
5.4.1 Setup and Conditions
MRI acquisitions were performed on 5 healthy human subjects and brain data were obtained
using 2D FSE and 3D multiecho GRE in a 3 T clinical scanner (MR750, GE Healthcare,
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Fig. 5.1: Transceive B1 phase maps estimated from multiecho GRE data by (left) linear ex-
trapolationmethod, (center) proposed nonlinear least-squares method, and (right) transceive
B1 phase map directly measured by FSE acquisition.

Fig. 5.2: Laplacian of transceive B1 phase maps estimated from multiecho GRE data by (left)
linear extrapolation method, (center) proposed nonlinear least-squares method, and (right)
transceive B1 phase map directly measured by FSE acquisition.

Waukesha, WI). A 32-channel head receiver coil was used. The imaging parameters for mul-
tiecho GRE were as follows: TR: 53.2 ms, first TE: 4.4 ms, echo spacing: 4.9 ms, flip angle:
15 deg; and for FSE: TR: 5350ms, eff. TE: 87.9ms, echo train length: 24, flip angle: 111 deg,
NEX: 2. FOVwas 240mm×240mm×144mm and voxel size was 0.4688mm×0.4688mm×
3mm for both sequences. We then tested the proposed QCM+QSMmethod using these mul-
tiecho GRE data.

5.4.2 Results and Discussion
Figures 5.1 and 5.2 show the estimated transceiver B1 phase of one representative subject
and its Laplacian. The estimated B1 phase maps were similar in both the linear extrapola-
tion method (left) and the proposed nonlinear least-squares method (center). Although the
B1 phase is less smooth compared with the SE phase in both linear and nonlinear methods,
the proposed method yielded relatively stable results compared with the linear extrapolation
method. This is because the proposed method correctly accounted for the noise distribution
and achieves maximum likelihood estimation. Figure 5.3 shows the conductivity maps re-
constructed from the B1 phase estimated by the nonlinear least-squares method. We varied
the regularization parameter and chose the value that maximizes the curvature of the L-curve
plot as shown in Fig. 5.4. When no regularization is adopted (middle), the conductivity map
is very noisy. When the anatomical image is utilized as a regularizer (top), the conductivity
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results are less noisy and anatomical structures are discernible. Simultaneously, we obtained
B0 fieldmap by solving Eq. 5.2 and reconstructedQSM (Fig. 5.5). Thismeans that electromag-
netic tissue properties can be successfully obtained from a single multiecho GRE acquisition.
Figure 5.6 shows the reconstructed conductivity and susceptibility maps along with T1w (3rd
row) and T2w (4th row) images for data spanning five tumor patients. Lesion structures are
consistent between the conductivity and susceptibility maps, but the conductivity maps have
higher values in all cases. Therefore, conductivity maps can give additional pathological in-
formation.

5.5 Conclusion of This Chapter
Wedescribe a simultaneous quantitative conductivity and susceptibilitymapping (QCM+QSM)
method by estimating B1 phase and B0 field distributions from multiecho gradient echo
signal. B1 phase and B0 filed maps are simultaneously estimated by applying a nonlinear
least-squares method on the complex signal equation of the multiecho GRE signal. Then,
conductivity and susceptibility are reconstructed by incorporating anatomical information
as a regularizer. QCM+QSM is feasible and promising for studying electromagnetic tis-
sue properties in healthy brains and in brains with tumors using a single multiecho GRE
acquisition.
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Fig. 5.3: Conductivity maps reconstructed by proposed method with three different values of
morphology-based regularization parameter (1st, 2nd, and 3rd rows) and without (bottom)
morphology-based regularization.
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Fig. 5.4: L-curve plot to determine optimal regularization parameter in conductivity recon-
struction.

Fig. 5.5: Susceptibility map reconstructed from B0 field map simultaneously estimated from
multiecho GRE data.
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Fig. 5.6: Conductivity (top) and susceptibility (2nd row) results for 5 tumor patients. T1w
(3rd row) and T2w (bottom) images are included for reference. Lesion structures are consis-
tent between the conductivity and susceptibility maps, but the conductivity maps have higher
values in all cases.
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Chapter 6

Conclusion

This thesis explored EPT, QCM, MRE, and QSM, which are noninvasive modalities to re-
construct electrical, mechanical, and magnetic properties of biological tissues using MRI.
Thematerial properties of biological tissues reflect physiological and pathological conditions.
Therefore, an early diagnosis of a lesion is expected by detecting changes in these material
properties. EPT, QCM, and MRE were originally studied independently but they have some
similarities in their governing equations andmeasurementmethods. First, this thesis showed
that EPT, QCM, and MRE can be formulated in a common framework of the impedance esti-
mation inverse problem. Then, a global and direct method was proposed that can reconstruct
3D material properties; this has not been achieved using conventional methods. Second, we
improved the conductivity reconstruction in the framework of the simultaneous reconstruc-
tion of electromagnetic properties, i.e., QCM and QSM, by applying our proposed QCM re-
construction method. Its effectiveness was then shown in vivo.

In Chapter 2, a new formulation of the EPT problem was described, which considers the
impedance estimation problem. Then, a method was put forward to reconstruct the electrical
properties by solving the IEs derived fromHelmholtz’s decomposition of the vector field. The
proposed method achieved accurate reconstruction at different tissue boundaries and was
robust against noise. Its effectiveness was confirmed by numerical simulations and verified
by phantom experiments.

In Chapter 3, we discussed how the MRE problem can be described in a common frame-
work with the EPT problem. However, in the case of MRE, since the system is described by a
tensor field, the expression of the tensor field is derived based on Helmholtz’s decomposition
of the tensor field, and the IE for the mechanical properties was derived. Numerical simula-
tions showed that the proposed method can reconstruct the general 3D distribution without
making the assumptions about compressibility that characterize many of the previous meth-
ods.

In Chapter 4, we proposed a boundary-value-free reconstructionmethod for EPT that does
not require EPs on the boundary of theROI.Thiswas accomplished bymodifying our previous
method that reconstructs EPs in a slicewise manner. In addition, a hybrid reconstruction
formula was derived that uses the values of the EPs only on a fraction of the boundary of the
ROI to reduce the artifactwhenEP values are available on a fraction of the boundary. In future
researchwe intend to extend thismethod toHelmholtz’s decomposition-based reconstruction
method proposed in Chapter 2.

In Chapter 5, conductivity and susceptibility reconstruction were performed simultane-
ously from a single image acquisition. A method for maximum likelihood estimation of the
phase of the B1 field and the B0 field required for each reconstruction was proposed by con-
sidering the nonlinearity of the MRI signal equation; this has not been taken into account by
the conventional methods. In addition, we applied the proposed QCM method presented in
Chapter 2 with regularization based on morphological information used in the susceptibil-
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ity reconstruction to stabilize the B1 field to conductivity inversion. While conductivity and
susceptibility images have a consistent structure, they gave different contrasts as shown in
the analysis of in vivo data. Therefore, further information may be provided by performing
conductivity reconstruction in addition to susceptibility reconstruction.
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Appendix A

Fundamentals of Mathematical
Analysis

This appendix provides fundamental theorems used in this thesis to derive IEs for the impe-
divity. In section A.1, Helmholtz’s decomposition is reviewed in detail and the representation
formulae of vector and tensor fields by their divergence and curl are derived. The relation
between those representation formulae and Helmholtz’s decomposition is also discussed. In,
section A.2, some complex differential and integral operators playing fundamental roles in
complex analysis are introduced and the integral formulae of a complex function are reviewed.

A.1 Vector and Tensor Analysis
A.1.1 Helmholtz’s Decomposition
Helmholtz’s theorem gives a decomposition of vector fields and has numerous applications
in a wide range of fields [173]. First, we review Helmholtz’s theorem in the entire plane.

If a vector field 𝒇 ∈ 𝐶1(ℝ3) is continuous and rapidly vanishes at infinity, then 𝒇 can be
uniquely decomposed into the sum of an irrotational field 𝒇L and a solenoidal field 𝒇T as

𝒇 = 𝒇L + 𝒇T = −∇𝜙 + ∇ × 𝑨, (A.1)

where 𝜙 and 𝑨 are given as

𝜙(𝒓) = ∫
ℝ3

∇ ⋅ 𝒇(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′, (A.2)

𝑨(𝒓) = ∫
ℝ3

∇ × 𝒇(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′. (A.3)

Helmholtz’s theorem for tensor fields is discussed in [174]. If a tensor field 𝙛 ∈ 𝐶1(ℝ3) is
continuous and rapidly vanishes at infinity, then 𝙛 can be uniquely decomposed into the sum
of an irrotational field 𝙛L and a solenoidal field 𝙛T as

𝙛 = 𝙛L + 𝙛T = −∇𝝓 + ∇ × 𝘼, (A.4)

where 𝝓 and 𝘼 are given as

𝝓(𝒓) = ∫
ℝ3

∇ ⋅ 𝙛 (𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′, (A.5)

𝘼(𝒓) = ∫
ℝ3

∇ × 𝙛(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′. (A.6)
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The irrotational and solenoidal fields are also respectively known as the longitudinal and
transverse components of the original vector field. This is because the frequency spectrum of
the longitudinal component is parallel to the wave number vector 𝒌 and that of the transverse
component is perpendicular to it. In fact, it holds that

ℱ[∇ × 𝒇L](𝒌) = i𝒌 × ℱ[𝒇L](𝒌) = 𝟎, ℱ[∇ ⋅ 𝒇T](𝒌) = i𝒌 ⋅ ℱ[𝒇T](𝒌) = 0, (A.7)
ℱ[∇ × 𝙛L](𝒌) = i𝒌 × ℱ[𝙛L](𝒌) = 𝟬, ℱ[∇ ⋅ 𝙛T](𝒌) = i𝒌 ⋅ ℱ[𝙛T](𝒌) = 𝟎. (A.8)

This observation leads to the orthogonality and uniqueness of the decomposition. Since
ℱ[𝒇L] is parallel to 𝒌 and ℱ[𝒇T] is perpendicular to it, they are orthogonal with each other,
and thus it holds that

⟨ℱ[𝒇L](𝒌), ℱ[𝒇T](𝒌)⟩ ≡ 0, (A.9)
⟨ℱ[𝙛L](𝒌), ℱ[𝙛T](𝒌)⟩ ≡ 0 (A.10)

for all 𝒌 ∈ ℝ3. Therefore, it holds in the frequency domain that

⟪ℱ[𝒇L], ℱ[𝒇T]⟫ℝ3 = ∫
ℝ3
⟨ℱ[𝒇L](𝒌), ℱ[𝒇T](𝒌)⟩d3𝒌 = ∫

ℝ3
0d3𝒌 = 0, (A.11)

⟪ℱ[𝙛L], ℱ[𝙛T]⟫ℝ3 = ∫
ℝ3
⟨ℱ[𝙛L](𝒌), ℱ[𝙛T](𝒌)⟩d3𝒌 = ∫

ℝ3
0d3𝒌 = 0. (A.12)

Hence, Parseval’s theorem leads to the orthogonality in the original spatial domain.

⟪𝒇L, 𝒇T⟫ℝ3 =
1
2π⟪ℱ[𝒇L], ℱ[𝒇T]⟫ℝ3 = 0, (A.13)

⟪𝙛L, 𝙛T⟫ℝ3 =
1
2π⟪ℱ[𝙛L], ℱ[𝙛T]⟫ℝ3 = 0. (A.14)

Helmholtz’s theorem can be extended to a bounded domain as extensively discussed
in [173, 175].

Theorem A.1 (Helmholtz’s theorem for vector fields). Let 𝛺 ⊆ ℝ3 be a domain whose
boundary 𝜕𝛺 is a piecewise smooth surface. If a vector field 𝒇 ∈ 𝐶1(𝛺) is bounded and
continuous on 𝜕𝛺, then 𝒇 can be decomposed into the sum of an irrotational field 𝒇L
and a solenoidal field 𝒇T as

𝒇 = 𝒇L + 𝒇T = −∇𝜙 + ∇ × 𝑨, (A.15)

where 𝜙 and 𝑨 are expressed as

𝜙(𝒓) = ∫
𝛺

∇ ⋅ 𝒇(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′ −∮
𝜕𝛺

𝒏(𝒓′) ⋅ 𝒇(𝒓′)
4π|𝒓′ − 𝒓| d𝑆

′, (A.16)

𝑨(𝒓) = ∫
𝛺

∇ × 𝒇(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′ −∮
𝜕𝛺

𝒏(𝒓′) × 𝒇(𝒓′)
4π|𝒓′ − 𝒓| d𝑆′. (A.17)

Similarly, the following can be stated for tensor fields.

Theorem A.2 (Helmholtz’s theorem for tensor fields). If a tensor field 𝙛 ∈ 𝐶1(𝛺) is
bounded and continuous on 𝜕𝛺, then 𝙛 can be decomposed into the sum of an irrotational
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field 𝙛L and a solenoidal field 𝙛T as

𝙛 = 𝙛L + 𝙛T = −∇𝝓 + ∇ × 𝘼, (A.18)

where 𝜙 and 𝑨 are expressed as

𝝓(𝒓) = ∫
𝛺

∇ ⋅ 𝙛 (𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′ −∮
𝜕𝛺

𝒏(𝒓′) ⋅ 𝙛 (𝒓′)
4π|𝒓′ − 𝒓| d𝑆

′, (A.19)

𝘼(𝒓) = ∫
𝛺

∇ × 𝙛(𝒓′)
4π|𝒓′ − 𝒓|d𝑉

′ −∮
𝜕𝛺

𝒏(𝒓′) × 𝙛 (𝒓′)
4π|𝒓′ − 𝒓| d𝑆′. (A.20)

Note that the orthogonality and uniqueness of the decomposition do not hold in general [173].
To ensure orthogonality and uniqueness, one could impose that 𝒇L is normal to the surface
on 𝜕𝛺 and 𝒇T is tangential to the surface on 𝜕𝛺 [175]. Another way is to extend the function
defined over a bounded domain 𝒇∶ 𝛺 → ℂ3 to ̃𝒇∶ ℝ3 → ℂ3 in the following manner:

̃𝒇(𝒓) = {
𝒇(𝒓) 𝒓 ∈ 𝛺,
𝟎 𝒓 ∈ ℝ3 ⧵ 𝛺,

(A.21)

̃𝙛 (𝒓) = {
𝙛 (𝒓) 𝒓 ∈ 𝛺,
𝟬 𝒓 ∈ ℝ3 ⧵ 𝛺.

(A.22)

Then, for this extended function defined over the entire plane, the original Helmholtz de-
composition holds and so the orthogonality of the decomposition. In the following, we derive
several representation formulae of vector and tensor fields in terms of their gradient, diver-
gence, and curl as well as the fields themselves.

A.1.2 Green’s Identities for Vector and Tensor Fields
Integrating the product rules of differentiation

∇ ⋅ (𝑤∇𝒇) = 𝑤Δ𝒇 + ∇𝑤 ⋅ ∇𝒇, (A.23)
∇ ⋅ (𝑤∇𝙛) = 𝑤Δ𝙛 + ∇𝑤 ⋅ ∇𝙛 , (A.24)

and applying Gauss’ theorem yields Green’s first identities as presented below.
Let𝛺 be a domainwith a piecewise smooth boundary 𝜕𝛺. If 𝑤 ∈ 𝐶1(𝛺) and𝒇, 𝙛 ∈ 𝐶2(𝛺),

then it holds that

∫
𝛺
𝑤Δ𝒇d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ 𝑤∇𝒇d𝑆 −∫

𝛺
∇𝑤 ⋅ ∇𝒇d𝑉, (A.25)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ 𝑤∇𝙛d𝑆 −∫

𝛺
∇𝑤 ⋅ ∇𝙛d𝑉, (A.26)

where 𝒏 is the outward unit normal vector on 𝜕𝛺.
Eqs. (A.25) and (A.26) represent the second-order derivatives of the fields by their first-

order derivatives. We refer to Eqs. (A.25) and (A.26) as the grad versions of Green’s first iden-
tity. Once again integrating both sides of the product rules

∇ ⋅ (∇𝑤𝒇) = Δ𝑤𝒇 + ∇𝑤 ⋅ ∇𝒇, (A.27)
∇ ⋅ (∇𝑤𝙛) = Δ𝑤𝙛 + ∇𝑤 ⋅ ∇𝙛 (A.28)

and applying Gauss’ theorem yields Green’s second identities given below.
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Let𝛺 be a domainwith a piecewise smooth boundary 𝜕𝛺. If 𝑤 ∈ 𝐶2(𝛺) and𝒇, 𝙛 ∈ 𝐶2(𝛺),
then it holds that

∫
𝛺
𝑤Δ𝒇d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ (𝑤∇𝒇 − ∇𝑤𝒇)d𝑆 +∫

𝛺
Δ𝑤𝒇d𝑉, (A.29)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ (𝑤∇𝙛 − ∇𝑤𝙛)d𝑆 +∫

𝛺
Δ𝑤𝙛d𝑉, (A.30)

where 𝒏 is the outward unit normal vector on 𝜕𝛺.
Eqs. (A.29) and (A.30) represent the second-order derivatives of the fields by themselves.

We refer to Eqs. (A.29) and (A.30) as the grad versions of Green’s second identity.
The above equations represent vector and tensor fields using their gradient. Although

these formulae lead to a simple expression of a field, representing a field by its divergence
and curl provides us with geometric and physical insights. By the properties of the Laplacian,
it holds that

∫
𝛺
𝑤Δ𝒇d𝑉 = ∫

𝛺
𝑤∇(∇ ⋅ 𝒇)d𝑉 −∫

𝛺
𝑤∇ × (∇ × 𝒇)d𝑉, (A.31)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∫

𝛺
𝑤∇(∇ ⋅ 𝙛 )d𝑉 −∫

𝛺
𝑤∇ × (∇ × 𝙛)d𝑉. (A.32)

Using the identities

∇(𝑤∇ ⋅ 𝒇) = 𝑤∇(∇ ⋅ 𝒇) + ∇𝑤∇ ⋅ 𝒇, (A.33)
∇ × (𝑤∇ × 𝒇) = 𝑤∇ × (∇ × 𝒇) + ∇𝑤 × (∇ × 𝒇), (A.34)

∇(𝑤∇ ⋅ 𝙛 ) = 𝑤∇(∇ ⋅ 𝙛 ) + ∇𝑤∇ ⋅ 𝙛 , (A.35)
∇ × (𝑤∇ × 𝙛) = 𝑤∇ × (∇ × 𝙛) + ∇𝑤 × (∇ × 𝙛), (A.36)

and integrating by parts, we obtain Green’s first identity for vector and tensor fields.

TheoremA.3 (Green’s first identity). Let𝛺 be a domainwith a piecewise smooth bound-
ary 𝜕𝛺. If 𝑤 ∈ 𝐶1(𝛺) and 𝒇, 𝙛 ∈ 𝐶2(𝛺), then it holds that

∫
𝛺
𝑤Δ𝒇d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝒇) − 𝒏 × 𝑤(∇ × 𝒇)d𝑆 −∫

𝛺
∇𝑤(∇ ⋅ 𝒇) − ∇𝑤 × (∇ × 𝒇)d𝑉,

(A.37)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝙛 ) − 𝒏 × 𝑤(∇ × 𝙛)d𝑆 −∫

𝛺
∇𝑤(∇ ⋅ 𝙛 ) − ∇𝑤 × (∇ × 𝙛)d𝑉,

(A.38)

where 𝒏 is the outward unit normal vector on 𝜕𝛺.

Equations (A.37) and (A.38) relate the Laplacian of the fields with their first-order derivatives
like Eqs. (A.25) and (A.26), but they use the divergence and curl of the fields instead of their
gradient. We refer to Eqs. (A.37) and (A.38) as the div–curl version of Green’s first identity.
Once again integrating both sides of the identities

∇𝑤(∇ ⋅ 𝒇) − ∇𝑤 × (∇ × 𝒇) = ∇ ⋅ (𝒇∇𝑤) + ∇ ⋅ (∇𝑤𝒇) − ∇(∇𝑤 ⋅ 𝒇) − Δ𝑤𝒇, (A.39)

∇𝑤(∇ ⋅ 𝙛 ) − ∇𝑤 × (∇ × 𝙛) = (∇ ⋅ (𝙛∇𝑤))⊤ + ∇ ⋅ (∇𝑤𝙛) − ∇(∇𝑤 ⋅ 𝙛 ) − Δ𝑤𝙛 , (A.40)



A.1 Vector and Tensor Analysis 99

and integrating by parts, we obtain

∫
𝛺
𝑤Δ𝒇d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝒇) − 𝒏 × 𝑤(∇ × 𝒇)d𝑆

−∮
𝜕𝛺

𝒏 ⋅ 𝒇∇𝑤 + 𝒏 ⋅ ∇𝑤𝒇 − 𝒏∇𝑤 ⋅ 𝒇d𝑆 +∫
𝛺
Δ𝑤𝒇d𝑉, (A.41)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝙛 ) − 𝒏 × 𝑤(∇ × 𝙛)d𝑆

−∮
𝜕𝛺
(𝒏 ⋅ 𝙛∇𝑤)⊤ + 𝒏 ⋅ ∇𝑤𝙛 − 𝒏∇𝑤 ⋅ 𝙛d𝑆 +∫

𝛺
Δ𝑤𝙛d𝑉. (A.42)

Substituting the triplet identities

𝒏∇𝑤 ⋅ 𝒇 − 𝒏 ⋅ ∇𝑤𝒇 = ∇𝑤 × (𝒏 × 𝒇), (A.43)
𝒏∇𝑤 ⋅ 𝙛 − 𝒏 ⋅ ∇𝑤𝙛 = ∇𝑤 × (𝒏 × 𝙛) (A.44)

into the above equations yields the following theorem.

Theorem A.4 (Green’s second identity). Let 𝛺 be a domain with a piecewise smooth
boundary 𝜕𝛺. If 𝑤 ∈ 𝐶2(𝛺) and 𝒇, 𝙛 ∈ 𝐶2(𝛺), then it holds that

∫
𝛺
𝑤Δ𝒇d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝒇) − 𝒏 × 𝑤(∇ × 𝒇)d𝑆

−∮
𝜕𝛺

∇𝑤(𝒏 ⋅ 𝒇) − ∇𝑤 × (𝒏 × 𝒇)d𝑆 +∫
𝛺
Δ𝑤𝒇d𝑉, (A.45)

∫
𝛺
𝑤Δ𝙛d𝑉 = ∮

𝜕𝛺
𝒏𝑤(∇ ⋅ 𝙛 ) − 𝒏 × 𝑤(∇ × 𝙛)d𝑆

−∮
𝜕𝛺

∇𝑤(𝒏 ⋅ 𝙛 ) − ∇𝑤 × (𝒏 × 𝙛)d𝑆 +∫
𝛺
Δ𝑤𝙛d𝑉, (A.46)

where 𝒏 is the outward unit normal vector on 𝜕𝛺.

Equations (A.45) and (A.46) relate the Laplacian of the fields with themselves like Eqs. (A.29)
and (A.30), but they use the divergence and curl of the fields instead of their gradient on the
boundary of the domain. We refer to Eqs. (A.45) and (A.46) as the div–curl version of Green’s
second identities.

A.1.3 Representation Formulae of Vector and Tensor Fields
UsingGreen’s identities described above, several representation formulae of vector and tensor
fields can be deduced. First, taking the difference of the grad version of Green’s first and
second identities yields

∫
𝛺
Δ𝑤𝒇d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ ∇𝑤𝒇d𝑆 −∫

𝛺
∇𝑤 ⋅ ∇𝒇d𝑉, (A.47)

∫
𝛺
Δ𝑤𝙛d𝑉 = ∮

𝜕𝛺
𝒏 ⋅ ∇𝑤𝙛d𝑆 −∫

𝛺
∇𝑤 ⋅ ∇𝙛d𝑉. (A.48)



100 Appendix A Fundamentals of Mathematical Analysis

If we choose the fundamental solution 𝐺 of the Laplace operator as a weighting function 𝑤,
i.e.,

𝑤(𝒓′) = 𝐺(𝒓′; 𝒓) = 1
4π|𝒓′ − 𝒓| , (A.49)

then it holds that Δ𝑤(𝒓′) = −𝛿(𝒓′ − 𝒓), and thus we have

𝒇(𝒓) = −∮
𝜕𝛺

𝒏(𝒓′) ⋅ ∇𝐺(𝒓′; 𝒓)𝒇(𝒓′)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓) ⋅ ∇𝒇(𝒓′)d𝑉 ′, (A.50)

𝙛 (𝒓) = −∮
𝜕𝛺

𝒏(𝒓′) ⋅ ∇𝐺(𝒓′; 𝒓)𝙛 (𝒓′)d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓) ⋅ ∇𝙛 (𝒓′)d𝑉 ′. (A.51)

Equations (A.50) and (A.50) represent the fields defined on a bounded domain by their gra-
dient inside the domain and the fields themselves on the boundary.

Similarly, taking the difference of the div–curl version of Green’s first and second identities
yields

∫
𝛺
Δ𝑤𝒇d𝑉 = ∮

𝜕𝛺
∇𝑤(𝒏 ⋅ 𝒇) − ∇𝑤 × (𝒏 × 𝒇)d𝑆 −∫

𝛺
∇𝑤(∇ ⋅ 𝒇) − ∇𝑤 × (∇ × 𝒇)d𝑉,

(A.52)

∫
𝛺
Δ𝑤𝙛d𝑉 = ∮

𝜕𝛺
∇𝑤(𝒏 ⋅ 𝙛 ) − ∇𝑤 × (𝒏 × 𝙛)d𝑆 −∫

𝛺
∇𝑤(∇ ⋅ 𝙛 ) − ∇𝑤 × (∇ × 𝙛)d𝑉. (A.53)

If we again take 𝐺 as the weighting function 𝑤, we have the following theorem.

Theorem A.5 (The Div–Curl form representation formula). Let 𝛺 be a domain with a
piecewise smooth boundary 𝜕𝛺. If 𝒇, 𝙛 ∈ 𝐶1(𝛺), then it holds thats

𝒇(𝒓) = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝒇(𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝒇(𝒓′))d𝑉 ′

+∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝒇(𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝒇(𝒓′))d𝑉 ′, (A.54)

𝙛 (𝒓) = −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝙛 (𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝙛 (𝒓′))d𝑉 ′

+∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝙛 (𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝙛(𝒓′))d𝑉 ′. (A.55)

where 𝒏 is the outward unit normal vector on 𝜕𝛺.

Equations (A.54) and (A.55) represent the fields defined on a bounded domain by their diver-
gence and curl inside the domain and the fields themselves on the boundary.

This div–curl version of representation formulae is closely related toHelmholtz’s theorem.
To see this, let us first define the following operators:

𝑷L[𝒇](𝒓) ≔ −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝒇(𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝒇(𝒓′))d𝑉 ′, (A.56)

𝑷T[𝒇](𝒓) ≔ ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝒇(𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝒇(𝒓′))d𝑉 ′. (A.57)
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Using the relation∇𝒓𝐺(𝒓′; 𝒓) = −∇𝒓′𝐺(𝒓′; 𝒓), 𝑷L and 𝑷T are represented as 𝑷L[𝒇] = −∇𝜙 and
𝑷T[𝒇] = ∇ × 𝑨, where

𝜙(𝒓) = −∮
𝜕𝛺

𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝒇(𝒓′))d𝑆′ +∫
𝛺
𝐺(𝒓′; 𝒓)(∇ ⋅ 𝒇(𝒓′))d𝑉 ′, (A.58)

𝑨(𝒓) = −∮
𝜕𝛺

𝐺(𝒓′; 𝒓)(𝒏(𝒓′) × 𝒇(𝒓′))d𝑆′ +∫
𝛺
𝐺(𝒓′; 𝒓)(∇ × 𝒇(𝒓′))d𝑉 ′. (A.59)

Hence, for a given vector field𝒇,𝒇L = 𝑷L[𝒇] is the longitudinal component, and𝒇T = 𝑷T[𝒇]
corresponds to the transverse component of the field. Therefore, Eq. (A.54) gives the vector
Helmholtz decomposition. For tensor fields, we define the following operators:

𝙋L[𝒇](𝒓) ≔ −∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝙛 (𝒓′))d𝑆′ +∫
𝛺
∇𝐺(𝒓′; 𝒓)(∇ ⋅ 𝙛 (𝒓′))d𝑉 ′, (A.60)

𝙋T[𝙛 ](𝒓) ≔ ∮
𝜕𝛺

∇𝐺(𝒓′; 𝒓) × (𝒏(𝒓′) × 𝙛 (𝒓′))d𝑆′ −∫
𝛺
∇𝐺(𝒓′; 𝒓) × (∇ × 𝙛(𝒓′))d𝑉 ′. (A.61)

Using the relation ∇𝒓𝐺(𝒓′; 𝒓) = −∇𝒓′𝐺(𝒓′; 𝒓), 𝙋L and 𝙋T are represented as 𝙋L[𝙛 ] = −∇𝝓 and
𝙋T[𝙛 ] = ∇ × 𝘼, where

𝝓(𝒓) = −∮
𝜕𝛺

𝐺(𝒓′; 𝒓)(𝒏(𝒓′) ⋅ 𝙛 (𝒓′))d𝑆′ +∫
𝛺
𝐺(𝒓′; 𝒓)(∇ ⋅ 𝙛 (𝒓′))d𝑉 ′, (A.62)

𝘼(𝒓) = −∮
𝜕𝛺

𝐺(𝒓′; 𝒓)(𝒏(𝒓′) × 𝙛 (𝒓′))d𝑆′ +∫
𝛺
𝐺(𝒓′; 𝒓)(∇ × 𝙛(𝒓′))d𝑉 ′. (A.63)

Hence, for a given tensor field 𝙛, 𝙛L = 𝙋L[𝙛 ] is the longitudinal component, and 𝙛T = 𝙋T[𝙛 ]
corresponds to the transverse component of the field. Therefore, Eq. (A.55) gives the tensor
Helmholtz decomposition.

A.2 Complex Analysis
A.2.1 Integral Formulae for Complex Functions
Let 𝜄∶ ℝ2 → ℂ be a mapping given by the relation

𝜄∶ (𝑥, 𝑦) ↦ 𝑥 + i𝑦. (A.64)

The mapping 𝜄 is a bijection between ℝ2 and ℂ. Therefore, under the mapping 𝜄, we regard ℂ
andℝ2 as identical to each other. For a complex function 𝑓∶ ℂ → ℂ, we introduce a function
of two real variables 𝑓′∶ ℝ2 → ℂ such that 𝑓′ = 𝑓 ∘ 𝜄. Then, it holds that

𝑓′(𝑥, 𝑦) = (𝑓 ∘ 𝜄)(𝑥, 𝑦) = 𝑓(𝜄(𝑥, 𝑦)) = 𝑓(𝜁), (A.65)

where 𝜁 = 𝑥 + i𝑦. We regard 𝑓′ as identical to 𝑓 and write 𝑓(𝜁) = 𝑓(𝑥, 𝑦) hereafter. All
the continuous and differentiable properties of a complex function 𝑓 can be defined via the
continuity and differentiability of 𝑓′.

The following differential operators play a key role in the theory of complex functions that
are not necessarily holomorphic.

Definition A.1 (TheWirtinger operator). Let ∂𝑥 and ∂𝑦 be the partial differential opera-
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tors with respect to 𝑥, 𝑦 ∈ ℝ2. The linear differential operators

∂̄ ≔ 1
2(∂𝑥 + i∂𝑦), (A.66)

∂ ≔ 1
2(∂𝑥 − i∂𝑦), (A.67)

are called the Wirtinger operators.

Because ∂̄ and ∂ are defined simply as linear combinations of ∂𝑥 and ∂𝑦, basic properties such
as linearity, the product rule, and the chain rule are all inherited. Using theWirtinger opera-
tors, the Cauchy–Riemann equations can be written in a simple form as ∂̄𝑓 = 0.

The following Green’s theorem is an extension of the fundamental theorem of calculus.

Theorem A.6 (Green’s theorem). Let 𝐷 be a domain whose boundary 𝜕𝐷 is a piecewise
smooth Jordan curve. If 𝑓 ∈ 𝐶1(𝐷) ∩ 𝐶0(𝐷), then it holds that

∫
𝐷
∂̄𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = −∮

𝜕𝐷
𝑓(𝜁)d𝜁, (A.68)

∫
𝐷
∂𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = ∮

𝜕𝐷
𝑓(𝜁)d ̄𝜁. (A.69)

Proof. is found in, e.g., [176].

When 𝑓 is holomorphic in 𝐷 with respect to 𝜁 and ̄𝜁, respectively, the L.H.S. of Eqs. (A.68)
and (A.69) vanish and Theorem A.6 reduces to Cauchy’s theorem.

Using Theorem A.6, we can conduct the integration by parts. For smooth functions𝑤 and
𝑓, the following product rules hold:

∂̄(𝑤𝑓) = 𝑤∂̄𝑓 + 𝑓∂̄𝑤, (A.70)
∂(𝑤𝑓) = 𝑤∂𝑓 + 𝑓∂𝑤. (A.71)

Integrating both sides of Eqs. (A.70) and (A.71) and applying Theorem A.6 leads to

∫
𝐷
𝑤(𝜁)∂̄𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = −∮

𝜕𝐷
𝑤(𝜁)𝑓(𝜁)d𝜁 −∫

𝐷
𝑓(𝜁)∂̄𝑤(𝜁)d𝜁 ∧ d ̄𝜁, (A.72)

∫
𝐷
𝑤(𝜁)∂𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = ∮

𝜕𝐷
𝑤(𝜁)𝑓(𝜁)d ̄𝜁 −∫

𝐷
𝑓(𝜁)∂𝑤(𝜁)d𝜁 ∧ d ̄𝜁. (A.73)

The derivatives of 𝑓 in the L.H.S. of Eqs. (A.72) and (A.73) are replaced by the derivatives of
the weighting function 𝑤.

The following Cauchy–Pompeiu formula represents a complex function defined in a do-
main by its complex derivatives inside the domain.

Theorem A.7 (The Cauchy–Pompeiu formula). Let 𝐷 be a domain whose boundary 𝜕𝐷
is a piecewise smooth Jordan curve. If 𝑓 ∈ 𝐶1(𝐷) ∩ 𝐶0(𝐷), then it holds that

𝑓(𝜁) = 1
2πi ∮𝜕𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ + 1
2πi ⨍𝐷

∂̄𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′, (A.74)

𝑓(𝜁) = − 1
2πi ∮𝜕𝐷

𝑓(𝜁′)
̄𝜁′ − ̄𝜁

d ̄𝜁′ + 1
2πi ⨍𝐷

∂𝑓(𝜁′)
̄𝜁′ − ̄𝜁

d𝜁′ ∧ d ̄𝜁′ (A.75)
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for 𝜁 ∈ 𝐷.

Proof. For 𝑓 ∈ 𝐶1(𝐷) ∩ 𝐶0(𝐷), the function 𝑓/(𝜁′ − 𝜁) belongs to the same class in 𝐷 ⧵ {𝜁}.
Hence, applying Theorem A.6 to 𝑓/(𝜁′ − 𝜁) in 𝐷 ⧵ 𝑈𝜖, where 𝑈𝜀 is a disk centered at 𝜁 with a
radius of 𝜖, yields

∮
𝜕𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ −∮
𝜕𝑈𝜀

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ = −∫
𝐷⧵𝑈𝜀

∂̄𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′.

Let us evaluate the limit of each termof the above equation as 𝜖 approaches 0. By transforming
the variable of integration on 𝜕𝑈𝜖 as 𝜁′ = 𝜁 + 𝜀 exp(i𝜃), the second term of the L.H.S. can be
calculated as

lim
𝜀→0

∮
𝜕𝑈𝜀

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ = lim
𝜀→0

∫
+π

−π

𝑓(𝜁 + 𝜀 exp(i𝜃))
𝜀 exp(i𝜃)

𝜀i exp(i𝜃)d𝜃 = 2πi𝑓(𝜁),

where we changed the order of integration and the limit based on the continuity of 𝑓. By
transforming the variable of integration in𝑈𝜖 as 𝜁′ = 𝜁+𝑟 exp(i𝜃), the R.H.S. can be calculated
as

|||∫
𝑈𝜀

∂̄𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′||| ≤ ∫
𝑈𝜖

|∂̄𝑓(𝜁′)|
|𝜁′ − 𝜁|

|d𝜁′ ∧ d ̄𝜁′| = ∫
𝜀

0
∫

+π

−π

|∂̄𝑓(𝜁′)|
𝑟 𝑟d𝑟d𝜃 ≤ 2π𝜀𝑀,

where𝑀 = sup|∂̄𝑓|, the existence of which is guaranteed by the boundedness of ∂̄𝑓. Hence,
the R.H.S. can be evaluated as the principal value integral and thereby Eq. (A.74) holds. By
applying Eq. (A.74) to ̄𝑓 and taking the complex conjugate, we obtain Eq. (A.75).

When 𝑓 is holomorphic in 𝐷 with respect to each of 𝜁 and ̄𝜁, Theorem A.7 reduces to the
Cauchy formula.

The Cauchy–Pompeiu formula gives the explicit representation of the solution of the so-
called Dbar equation

∂̄𝑓 = 𝑔 (A.76)

with the Dirichlet BC, and is utilized in the 2D EPT and MRE problems [35, 135].

A.2.2 Integral Formulae for Integrable Functions
We extend the theorems discussed above to functions that are not continuous or differentiable
in a classical sense. The derivatives of such functions are defined through integration instead
of differentiation as described below.

Let 𝐷 be a domain and 𝑓 ∈ 𝐿1loc(𝐷). If there exists 𝑔 ∈ 𝐿1loc(𝐷) that satisfies the relation

∫
𝐷
𝑓(𝜁)∂𝜙(𝜁)d𝜁 ∧ d ̄𝜁 = −∫

𝐷
𝑔(𝜁)𝜙(𝜁)d𝜁 ∧ d ̄𝜁, (A.77)

∫
𝐷
𝑓(𝜁)∂̄𝜙(𝜁)d𝜁 ∧ d ̄𝜁 = −∫

𝐷
𝑔(𝜁)𝜙(𝜁)d𝜁 ∧ d ̄𝜁 (A.78)

for an arbitrary function 𝜙 ∈ 𝐶1
0(𝐷), then 𝑔 is called the weak derivative of 𝑓 with respect to

𝜁 and ̄𝜁, respectively. Given a piecewise smooth function 𝑓 ∈ 𝐶1(𝐷), its ordinary derivatives
𝑔 = ∂𝑓 and 𝑔 = ∂̄𝑓 obviously satisfy Eqs. (A.77) and (A.78), respectively. Therefore, we use
the same notation as the ordinary derivatives, i.e., ∂𝑓 and ∂̄𝑓, respectively. We note that it still
holds that 𝑓 is holomorphic inside 𝐷 if ∂̄𝑓 = 0 in 𝐷.

We define the domain integral operators in Eqs. (A.74) as the 𝑇-operators:
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Definition A.2 (𝑇-operator). Let 𝐷 be a bounded domain and 𝑓 ∈ 𝐶0(𝐷). We refer to
the integral operators

𝑇[𝑓](𝜁) = 1
2πi ⨍𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′, (A.79)

̄𝑇[𝑓](𝜁) = 1
2πi ⨍𝐷

𝑓(𝜁′)
̄𝜁′ − ̄𝜁

d𝜁′ ∧ d ̄𝜁′, (A.80)

where 𝜁 ∈ 𝐷, as the 𝑇-operators.

The existence of 𝑇[𝑓] and ̄𝑇[𝑓] for continuous functions 𝑓 are proved as follows. Let 𝑔 ∈
𝐿𝑝(𝐷), 𝑝 > 2 and let us consider the function

𝐺(𝜁) = ∫
𝐷

𝑔(𝜁′)
|𝜁′ − 𝜁|

d𝑥′d𝑦′ = ∫
𝐷∗

𝑔(𝜁″ + 𝜁)
|𝜁″|

d𝑥″d𝑦″, 𝜁 ∈ 𝐷 (A.81)

where 𝐷 is a bounded domain and 𝜁 = 𝑥 + i𝑦. The last equation is obtained by transforming
the variable of integration as 𝜁″ = 𝜁′ − 𝜁. The corresponding domain of integration 𝐷∗ is
bounded because 𝜁, 𝜁′ ∈ 𝐷. Using the Hölder inequality, the variation of 𝐺 can be evaluated
as follows:

𝐺(𝜁 + Δ𝜁) − 𝐺(𝜁) = ∫
𝐷∗

𝑔(𝜁″ + 𝜁 + Δ𝜁) − 𝑔(𝜁″ + 𝜁)
|𝜁″|

d𝑥″d𝑦″

≤ (∫
𝐷∗
|𝑔(𝜁″ + 𝜁 + Δ𝜁) − 𝑔(𝜁″ + 𝜁)|𝑝d𝑥″d𝑦″)

1/𝑝
(∫

𝐷∗

1
|𝜁″|𝑞

d𝑥″d𝑦″)
1/𝑞
,

where 𝑞 = 𝑝/(𝑝 − 1) is the conjugate index of 𝑝. The second factor of the last equation is
the Calderón–Zygmund integral and known to be finite [177], and the first factor vanishes
as Δ𝜁 approaches to 0 due to the mean-continuous property of 𝐿𝑝 functions. As a result, the
variation𝐺(𝜁+Δ𝜁)−𝐺(𝜁) goes to 0 asΔ𝜁 approaches to 0 and thereby𝐺 is continuous. Hence,
given an integrable function 𝑓, the function |𝑓|𝐺 is also integrable, and thus it holds that

∫
𝐷
|𝑓(𝜁)|𝐺(𝜁)d𝑥d𝑦 = ∫

𝐷
|𝑓(𝜁)|(∫

𝐷

𝑔(𝜁′)
|𝜁′ − 𝜁|

d𝑥′d𝑦′)d𝑥d𝑦 = ∫
𝐷
𝑔(𝜁′)(∫

𝐷

|𝑓(𝜁)|
|𝜁 − 𝜁′|

d𝑥d𝑦)d𝑥′d𝑦′,

from which the existence of

𝐹(𝜁) = ∫
𝐷

|𝑓(𝜁′)|
|𝜁′ − 𝜁|

d𝑥′d𝑦′, 𝜁 ∈ 𝐷 (A.82)

and |𝑇[𝑓](𝜁)| ≤ 𝐹(𝜁) is concluded.
By theorem 1.13 in [178], 𝑇[𝑓], ̄𝑇[𝑓] ∈ 𝐿𝑝(𝐷) where 𝑝 is an arbitrary number satisfying

1 ≤ 𝑝 < 2. By theorem 1.19 in [178], if 𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, then 𝑇[𝑓] belongs to the class
𝐶0,𝛼(𝐷), 𝛼 = (𝑝 − 2)/𝑝. Note that 𝑇[𝑓] and ̄𝑇[𝑓] could have discontinuities when 1 ≤ 𝑝 ≤ 2.

Nowwe consider the derivatives of 𝑇[𝑓]. Let 𝜙 ∈ 𝐶1
0(𝐷). Then 𝜙 vanishes on the boundary

𝜕𝐷, and thus it follows from Theorem A.7 that 𝜙 = 𝑇[∂̄𝜙]. Hence, it follows that

∫
𝐷
𝑇[𝑓](𝜁)∂̄𝜙(𝜁)d𝜁 ∧ d ̄𝜁 = ∫

𝐷
( 1
2πi ⨍𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ ∧ d ̄𝜁′) ∂̄𝜙(𝜁)d𝜁 ∧ d ̄𝜁

= −∫
𝐷
𝑓(𝜁′) ( 1

2πi ⨍𝐷

∂̄𝜙(𝜁)
𝜁 − 𝜁′

d𝜁 ∧ d ̄𝜁) d𝜁′ ∧ d ̄𝜁′ = −∫
𝐷
𝑓(𝜁′)𝜙(𝜁′)d𝜁′ ∧ d ̄𝜁′,
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implying that the weak derivatives of 𝑇[𝑓] and ̄𝑇[𝑓]with respect to ̄𝜁 and 𝜁, respectively, exist
and are given as

∂̄𝑇[𝑓] = 𝑓, (A.83)
∂ ̄𝑇[𝑓] = 𝑓. (A.84)

Next, we extend the Cauchy–Pompeiu formula to continuous but not differentiable func-
tions. Let us first introduce the following lemma.

Lemma A.1 (Cauchy integral of the 𝑇-operators). Let 𝐷 be a domain whose boundary
𝜕𝐷 is a piecewise smooth Jordan curve. If 𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, then it holds that

1
2πi ∮𝜕𝐷

𝑇[𝑓](𝜁′)
𝜁′ − 𝜁

d𝜁′ ≡ 0 (A.85)

for 𝜁 ∈ 𝐷.

Proof. Since 𝑇[𝑓] is Hölder continuous in𝐷 for 𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, the function is well-defined
on 𝜕𝐷. The L.H.S. of Eq. (A.85) can be expressed as

1
2πi ∮𝜕𝐷

𝑇[𝑓](𝜁′)
𝜁′ − 𝜁

d𝜁′ = 1
2πi ∮𝜕𝐷

( 1
2πi ⨍𝐷

𝑓(𝜁″)
𝜁″ − 𝜁′

d𝜁″ ∧ d ̄𝜁″) 1
𝜁′ − 𝜁

d𝜁′

= 1
2πi ⨍𝐷

( 1
2πi ∮𝜕𝐷

1
(𝜁′ − 𝜁)(𝜁″ − 𝜁′)

d𝜁′)𝑓(𝜁″)d𝜁″ ∧ d ̄𝜁″.

The factor inside the parentheses of the last equation can be calculated as

1
2πi ∮𝜕𝐷

1
(𝜁′ − 𝜁)(𝜁″ − 𝜁′)

d𝜁′ =
⎧⎪
⎨⎪
⎩

1
2πi

1
𝜁″ − 𝜁

∮
𝜕𝐷
( 1
𝜁′ − 𝜁

− 1
𝜁′ − 𝜁″

)d𝜁′ (𝜁 ≠ 𝜁″),

1
2πi ∮𝜕𝐷

1
(𝜁′ − 𝜁)2

d𝜁′ (𝜁 = 𝜁″),

which vanishes in both cases according to the residue theorem.

Using Lemma A.1, we can prove the Cauchy–Pompeiu formula.

Theorem A.8 (The Cauchy–Pompeiu formula). Let 𝐷 be a domain whose boundary 𝜕𝐷
is a piecewise smooth Jordan curve. If 𝑓 ∈ 𝐶0(𝐷) and ∂̄𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, then it holds
that

𝑓(𝜁) = 1
2πi ∮𝜕𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ + 𝑇[∂̄𝑓](𝜁), (A.86)

𝑓(𝜁) = − 1
2πi ∮𝜕𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d ̄𝜁′ + ̄𝑇[∂𝑓](𝜁) (A.87)

for 𝜁 ∈ 𝐷.

Proof. Let us consider a function 𝜙 ≔ 𝑓 − 𝑇[∂̄𝑓]. Since ∂̄𝜙 = ∂̄𝑓 − ∂̄𝑓 = 0, the function 𝜙 is
holomorphic in 𝐷. In addition, 𝑇[∂̄𝑓] is (Hölder) continuous in 𝐷 since ∂̄𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2.
Hence, 𝜙 is also continuous on 𝜕𝐷. Therefore, we can apply Cauchy’s formula to yield

𝜙(𝜁) = 1
2πi ∮𝜕𝐷

𝑓(𝜁′) − 𝑇[∂̄𝑓](𝜁′)
𝜁′ − 𝜁

d𝜁′ = 1
2πi ∮𝜕𝐷

𝑓(𝜁′)
𝜁′ − 𝜁

d𝜁′ − 1
2πi ∮𝜕𝐷

𝑇[∂̄𝑓](𝜁′)
𝜁′ − 𝜁

d𝜁′.
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The second term of the R.H.S. vanishes according to Lemma A.1, from which Eq. (A.86) fol-
lows.

Next, we extend Green’s theorem to continuous but not differentiable functions. Let us
first introduce the following lemma.

Lemma A.2 (Green’s theorem for the 𝑇-operators). Let 𝐷 be a domain whose boundary
𝜕𝐷 is a piecewise smooth Jordan curve. If 𝑓 ∈ 𝐶0(𝐷) and 𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, then it holds
that

∮
𝜕𝐷

𝑇[𝑓](𝜁)d𝜁 = −∫
𝐷
𝑓(𝜁)d𝜁 ∧ d ̄𝜁 (A.88)

∮
𝜕𝐷

̄𝑇[𝑓](𝜁)d ̄𝜁 = ∫
𝐷
𝑓(𝜁)d𝜁 ∧ d ̄𝜁 (A.89)

Proof. The functions 𝑇[𝑓] and ̄𝑇[𝑓] are (Hölder) continuous in 𝐷 for 𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2. In
addition, ∂̄𝑇[𝑓] = ∂ ̄𝑇[𝑓] = 𝑓 are continuous in 𝐷. Therefore, we can apply Theorem. A.6 to
𝑇[𝑓] and ̄𝑇[𝑓], yielding

∮
𝜕𝐷

𝑇[𝑓](𝜁)d𝜁 = −∫
𝐷
∂̄𝑇[𝑓](𝜁)d𝜁 ∧ d ̄𝜁 = −∫

𝐷
𝑓(𝜁)d𝜁 ∧ d ̄𝜁,

∮
𝜕𝐷

̄𝑇[𝑓](𝜁)d ̄𝜁 = ∫
𝐷
∂ ̄𝑇[𝑓](𝜁)d𝜁 ∧ d ̄𝜁 = ∫

𝐷
𝑓(𝜁)d𝜁 ∧ d ̄𝜁,

which was to be proved.

Using Lemma A.2, we can prove Green’s theorem.

Theorem A.9 (Green’s theorem). Let 𝐷 be a domain whose boundary 𝜕𝐷 is a piecewise
smooth Jordan curve. If 𝑓 ∈ 𝐶0(𝐷) and ∂̄𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, then it holds that

∫
𝐷
∂̄𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = −∮

𝜕𝐷
𝑓(𝜁)d𝜁, (A.90)

∫
𝐷
∂𝑓(𝜁)d𝜁 ∧ d ̄𝜁 = ∮

𝜕𝐷
𝑓(𝜁)d ̄𝜁. (A.91)

Proof. Let us consider a function 𝜙 ≔ 𝑓 − 𝑇[∂̄𝑓]. By integrating both sides, we obtain

∮
𝜕𝐷

𝑓(𝜁)d𝜁 = ∮
𝜕𝐷

𝜙(𝜁)d𝜁 +∮
𝜕𝐷

𝑇[∂̄𝑓](𝜁)d𝜁.

Since ∂̄𝜙 = ∂̄𝑓 − ∂̄𝑓 = 0, the function 𝜙 is holomorphic in 𝐷. Besides, 𝑇[∂̄𝑓] is (Hölder)
continuous in 𝐷 since ∂̄𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2. Hence, 𝜙 is also continuous on 𝜕𝐷. Therefore, the
first term of the R.H.S. vanishes according to Cauchy’s theorem. In addition, since 𝑓 ∈ 𝐶0(𝐷)
and ∂𝑓 ∈ 𝐿𝑝(𝐷), 𝑝 > 2, it holds by Lemma A.2 that

∮
𝜕𝐷

𝑇[∂̄𝑓](𝜁)d𝜁 = −∫
𝐷
∂̄𝑓(𝜁)d𝜁 ∧ d ̄𝜁,

from which Eq. (A.90) follows. Applying Eq. (A.90) to ̄𝑓 and taking the complex conjugate
yields Eq. (A.91).
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A.2.3 Differential Properties of the T -Operator
In the following, we review the derivative of the 𝑇-operator, which will be used in Chapter 4
to construct integral formulae for the boundary value problems of the Dbar equation.

DefinitionA.3 (𝛱-operator). Let𝐷 be a domain whose boundary 𝜕𝐷 belongs to the class
𝐶1,𝛼(𝐷), 0 < 𝛼 < 1. If 𝑓 ∈ 𝐶0,𝛼(𝐷), then the Cauchy principal value integral

𝛱[𝑓](𝜁) ≔ 1
2πi ⨍𝐷

𝑓(𝜁′)
(𝜁′ − 𝜁)2

d𝜁′ ∧ d ̄𝜁′, 𝜁 ∈ 𝐷, (A.92)

𝛱̄[𝑓](𝜁) ≔ 1
2πi ⨍𝐷

𝑓(𝜁′)
( ̄𝜁′ − ̄𝜁)2

d𝜁′ ∧ d ̄𝜁′, 𝜁 ∈ 𝐷 (A.93)

exists for all points in 𝐷.

The existence of the 𝛱-operator can be proved by considering the following integral over 𝐷 ⧵
𝑈𝜖, where 𝑈𝜖 is a disk centered at 𝜁 with radius 𝜖:

∫
𝐷⧵𝑈𝜖

𝑓(𝜁′)
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′ = ∫
𝐷⧵𝑈𝜖

𝑓(𝜁′) − 𝑓(𝜁)
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′+𝑓(𝜁)∫
𝐷⧵𝑈𝜖

1
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′ (A.94)

Let us evaluate the limit of each termof the above equation as 𝜖 approaches 0. By transforming
the variable of integration in 𝑈𝜖 as 𝜁′ = 𝜁 + 𝑟 exp(i𝜃), the Taylor series expansion of 𝑓(𝜁′)
around 𝜁 is given as

𝑓(𝜁′) = 𝑓(𝜁) + ∂𝑓(𝜁)𝑟 exp(i𝜃) + ∂̄𝑓(𝜁)𝑟 exp(−i𝜃) + 𝑜(𝑟2). (A.95)

Then, the first term of the R.H.S. can be evaluated as

|||∫
𝑈𝜖

𝑓(𝜁′) − 𝑓(𝜁)
(𝜁′ − 𝜁)2

d𝜁′ ∧ d ̄𝜁′||| ≤ ∫
𝑈𝜖

|𝑓(𝜁′) − 𝑓(𝜁)|
|𝜁′ − 𝜁|2

|d𝜁′ ∧ d ̄𝜁′|

= ∫
𝜖

0
∫

+π

−π
(|∂𝑓(𝜁)| + |∂̄𝑓(𝜁)| + 𝑜(𝑟))d𝑟d𝜃 ≤ 2π𝜖𝑀,

where𝑀 = sup(|∂𝑓|+|∂̄𝑓|), the existence of which is guaranteed because of the boundedness
of ∂𝑓 and ∂̄𝑓. Hence, it vanishes as 𝜖 approaches 0. The second term of the R.H.S. can be
calculated as

∫
𝑈𝜖

1
(𝜁′ − 𝜁)2

d𝜁′ ∧ d ̄𝜁′ = −∫
𝐷
∂( 1
𝜁′ − 𝜁

)d𝜁′ ∧ d ̄𝜁′. (A.96)

Applying Theorem A.6 to the R.H.S. of the above equation yields

∫
𝑈𝜖

1
(𝜁′ − 𝜁)2

d𝜁′ ∧ d ̄𝜁′ = ∮
𝜕𝑈𝜖

1
𝜁′ − 𝜁

d ̄𝜁′ = ∫
+π

−π

1
𝜖 exp(i𝜃)

(−i𝜖 exp(−i𝜃))d𝜃 = 0.

Hence, Eq. (A.94) can be evaluated as the principal value integral as follows:

1
2πi ⨍𝐷

𝑓(𝜁′)
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′ = 1
2πi ⨍𝐷

𝑓(𝜁′) − 𝑓(𝜁)
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′+
𝑓(𝜁)
2πi ⨍𝐷

1
(𝜁′ − 𝜁)2

d𝜁′∧d ̄𝜁′ (A.97)

Applying Eq. (A.94) to ̄𝑓 and taking the complex conjugate yields the other equation.
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By theorem 1.32 in [178], 𝛱[𝑓] and 𝛱̄[𝑓] belong to the class 𝐶0,𝛼(𝐷) if 𝑓 belongs to this
class. Further, also by theorem 1.32 in [178], if 𝑓 ∈ 𝐶0,𝛼(𝐷), then 𝑇[𝑓] ∈ 𝐶1,𝛼(𝐷) and it holds
that

∂𝑇[𝑓] = 𝛱[𝑓], 𝜁 ∈ 𝐷, (A.98)
∂̄ ̄𝑇[𝑓] = 𝛱̄[𝑓], 𝜁 ∈ 𝐷. (A.99)

This property is utilized in Chapter 4 to deduce the proposed integral formulae of the solution
of the Dbar equation.
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Appendix B

Principles of Magnetic Resonance
Imaging

This appendix reviews fundamental principles of MR imaging. This is a polished version of
previously published review article [179] by the author. In section B.1, we first describe the
fundamental physics on which MRI lies. Section B.2 explains how to generate and detect the
MRI signal using transmit and receive coils. The Fourier imaging in which the MR signal
is spatially resolved to create an image is explained in section B.3. Section B.4 describes the
sources of image contrast and the mechanism for encoding these information into the MRI
signal. Finally, section B.5 explains the usual imaging sequences by considering the principles
of echo formation.

For more detailed and comprehensive description of MRI including advanced imaging
techniques, hardware and software, and clinical applications, see, e.g., [180–182].

B.1 Nuclear Magnetic Resonance
B.1.1 Proton as a Spin
According to quantum physics, unpaired electrons and nucleons have their intrinsic proper-
ties of spic angular momentum 𝒔 and corresponding magnetic moment 𝝁. This fact can be
acknowledged to some extent by classical physics; if we consider electrons and nucleons as
spinning charged particles, they can be seen asmagnetic dipoles. Indeed, a particle withmass
𝑚, electric charge 𝑞 = 𝑔𝑒0, and angular momentum 𝒔 has magnetic moment

𝝁 = 𝑔
𝑒0
2𝑚𝒔, (B.1)

where 𝑒0 is the elementary charge. Note that the experimental values of 𝑔 for the electron,
neutron, and proton are 𝑔e = −2.002, 𝑔n = −3.826, and 𝑔p = 5.585, respectively, which are
significantly different from theoretically expected values of 𝑔e = −1, 𝑔n = 0, and 𝑔p = 1. To
accurately predict the value of 𝑔 for each particle, quantum physics is required.

In most MRI studies, we focus on hydrogen nuclei, or protons, due to their abundance in
the human body as water molecules. The coefficient 𝛾0 ≔ 𝑔p𝑒0/2𝑚p ≃ 2π × 42.58 MHz/T,
where𝑚p is the mass of protons, is called the gyromagnetic ratio of protons.

What we can detect using an MR scanner is not magnetic moments of individual protons
but the net magnetic moment of their microscopic ensemble, which is called spin in MRI
literature. In the absence of an external magnetic field, the individual protons are oriented
in random directions and therefore no net magnetic moment is generated. However, once
they are exposed to an external magnetic field, the angle between the magnetic field and the
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protons are constrained, resulting in the macroscopic net magnetization given as

𝑴 = ∑
𝑖∈𝑉

𝝁𝑖 = 𝛾0 ∑
𝑖∈𝑉

𝒔𝑖 = 𝛾0𝑱, (B.2)

where 𝑖 is the index of protons inside the microscopic volume and 𝑱 is angular momentum of
the spin. We will study the time evolution of𝑴 in the preceding sections.

B.1.2 Precession of a Spin
A spin with magnetization𝑴 in a magnetic field 𝑩 experiences a torque𝑴×𝑩 to change the
angular momentum 𝑱 as follows:

d𝑱
d𝑡 = 𝑴 × 𝑩. (B.3)

By substituting Eq. (B.2), the time evolution of𝑴 is described as

d𝑴
d𝑡 = −𝛾0𝑩 ×𝑴. (B.4)

Hence, the magnetization moves towards the direction perpendicular to both 𝑩 and𝑴, caus-
ing it rotating around the magnetic field at the velocity 𝝎 = −𝛾0𝑩. The magnitude of 𝝎 is
referred to as the Larmor frequency 𝜔 = |𝛾0𝑩|.

Let us examineEq. (B.4) in theCartesian coordinate system, or the laboratory frame, whose
bases are denoted as (𝒆𝑥, 𝒆𝑦, 𝒆𝑧). The following relations hold:

[
d𝒇
d𝑡 ]lab

≔
d𝑓𝑖
d𝑡 𝒆𝑖 =

d(𝑓𝑖𝒆𝑖)
d𝑡 =

d𝒇
d𝑡 , (B.5)

[𝒈 × 𝒇]
lab

≔ 𝜖𝑖𝑗𝑘𝑔𝑖𝑓𝑗𝒆𝑘 = 𝑔𝑖𝒆𝑖 × 𝑓𝑗𝒆𝑗 = 𝒈 × 𝒇, (B.6)

where 𝒇 = 𝑓𝑖𝒆𝑖 and 𝒈 = 𝑔𝑖𝒆𝑖. By using them, Eq. (B.4) can be rewritten as

[d𝑴d𝑡 ]lab
= [−𝛾0𝑩 ×𝑴]

lab
. (B.7)

Hence, it holds for𝐌 ≔ (𝑀𝑥,𝑀𝑦,𝑀𝑧), 𝐁 = (𝐵𝑥, 𝐵𝑦, 𝐵𝑧) that

d𝐌
d𝑡 = −𝛾0𝐁 ×𝐌. (B.8)

In MRI, a static and homogeneous magnetic field is applied to the human body, which is
called the B0 field. Following convention, we assume the B0 field to be oriented to the positive
𝑧-axis with the magnitude of 𝐵0. Then, the governing equation is decoupled and written as

d𝑀⟂
d𝑡 = −i𝛾0𝐵0𝑀⟂, (B.9)

d𝑀𝑧
d𝑡 = 0, (B.10)

where we defined𝑀⟂ as𝑀𝑥 + i𝑀𝑦. The solutions are given as follows:

𝑀⟂(𝑡) = 𝑀0
⟂ exp(−i𝜔0𝑡), (B.11)

𝑀𝑧(𝑡) ≡ 𝑀0
𝑧 . (B.12)

In other words, once the magnetization is tilted to the 𝑥𝑦-plane, it rotates in the azimuth
direction at −𝜔0 while maintaining its zenith angle.
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B.2 Signal Transmission and Reception
To tip the magnetization toward the 𝑥𝑦-plane, we apply an RF magnetic field rotating in the
𝑥𝑦-plane, which is called the B1 field. To clarify the effect of the B1 field while the B0 field
is also present, we introduce the so-called rotating frame. The bases in the rotating frame are
denoted as ( ̃𝒆𝑥, ̃𝒆𝑦, ̃𝒆𝑧). While 𝒆𝑖 are static, ̃𝒆𝑖 change with time as follows:

d ̃𝒆𝑖
d𝑡 = 𝝎′ × ̃𝒆𝑖, (B.13)

where 𝝎′ is the angular velocity of the rotation. Then, the following relations hold:

[
d𝒇
d𝑡 ]rot

≔
d ̃𝑓𝑖
d𝑡 ̃𝒆𝑖 =

d( ̃𝑓𝑖 ̃𝒆𝑖)
d𝑡 − ̃𝑓𝑖

d ̃𝒆𝑖
d𝑡 =

d𝒇
d𝑡 − 𝝎′ × 𝒇, (B.14)

[𝒈 × 𝒇]
rot
≔ 𝜖𝑖𝑗𝑘 ̃𝑔𝑖 ̃𝑓𝑗 ̃𝒆𝑘 = ̃𝑔𝑖 ̃𝒆𝑖 × ̃𝑓𝑗 ̃𝒆𝑗 = 𝒈 × 𝒇, (B.15)

where 𝒇 = ̃𝑓𝑖 ̃𝒆𝑖, 𝒈 = ̃𝑔𝑖 ̃𝒆𝑖. By using them, Eq. (B.4) can be rewritten as

[d𝑴d𝑡 ]rot
= [−𝛾0(𝑩 +

𝝎′
𝛾0
) ×𝑴]

rot
= [−𝛾0𝑩eff ×𝑴]

rot
. (B.16)

The effective field 𝑩eff ≔ 𝑩+𝝎′/𝛾0 represents the magnetic field experienced by a spin on the
rotating frame. Hence, it holds for 𝐌̃ ≔ (𝑀̃𝑥, 𝑀̃𝑦, 𝑀̃𝑧), 𝐁̃ = ( ̃𝐵𝑥, ̃𝐵𝑦, ̃𝐵𝑧) that

d𝐌̃
d𝑡 = −𝛾0𝐁̃eff × 𝐌̃. (B.17)

B.2.1 Signal Transmission
From the above discussion, a stationary magnetic field oriented horizontally in a rotating
frame needs to be applied to tip down the magnetization. We generate a magnetic field at
the target position by applying a current oscillating at 𝜔1 to the transmit coil perpendicular to
the 𝑥𝑦-plane. When a current oscillating at 𝜔1 with the complex amplitude 𝐼(𝑡) is applied to
the transmit coil with the area 𝐴T, we can assume that there is an equivalent magnetic dipole
perpendicular to the cross section of the coil with intensity

𝑚(𝑡) = Re[𝐴T𝐼(𝑡) exp(−i𝜔1𝑡)]. (B.18)

The magnetic field created by this magnetic dipole also oscillates with frequency 𝜔1, and its
amplitude and phase depend on the configuration of the coil and its relative position to the
target location. Let the magnetic field generated at the target position be

𝑩1T = Re[𝐵1T,𝑥 exp(−i𝜔1𝑡)]𝒆𝑥 + Re[𝐵1T,𝑦 exp(−i𝜔1𝑡)]𝒆𝑦. (B.19)

If the complex magnetic field 𝐵⟂ ≔ 𝐵𝑥 + i𝐵𝑦 is divided into positively and negatively rotating
components with respect to −𝜔1, it can be expressed as follows:

𝐵1T,⟂ = Re[𝐵1T,𝑥 exp(−i𝜔1𝑡)] + iRe[𝐵1T,𝑦 exp(−i𝜔1𝑡)]

=
𝐵1T,𝑥 + i𝐵1T,𝑦

2 exp(−i𝜔1𝑡) +
̄𝐵1T,𝑥 + i ̄𝐵1T,𝑦

2 exp(i𝜔1𝑡)

= 𝐵+1T exp(−i𝜔1𝑡) + ̄𝐵−1T exp(i𝜔1𝑡), (B.20)
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where 𝐵± ≔ (𝐵𝑥 ± i𝐵𝑦)/2. We assume 𝜔1 ≃ 𝜔0, hereafter. Only the positively rotating
component of the magnetic field can continuously act on the magnetization flipping onto
the 𝑥𝑦-plane. The counter-rotating component does not contribute to the MR signal; it only
causes tissue heating. Quadrature excitation from two channels (I and Q channels) is often
used to suppress this unwanted tissue heating. Let the transfer functions from the equiva-
lent magnetization at the I-channel coil to each component of the magnetic field be 𝑐T,𝑥 and
𝑐T,𝑦. Then it holds that 𝐵1T,𝑥 = 𝐴T𝐼(𝑡)𝑐T,𝑥 and 𝐵1T,𝑦 = 𝐴T𝐼(𝑡)𝑐T,𝑦. From geometric consid-
erations, the transfer functions from the equivalent magnetization at the Q-channel coil to
each component of the magnetic field are given as −𝑐T,𝑦 and 𝑐T,𝑥. If the phase of the cur-
rent flowing in the Q-channel coil is set to be delayed by 90° (advanced by 90° degrees in the
direction of rotation), the magnetic field is expressed as 𝐵′1T,𝑥 = −i𝐴𝐼(𝑡)𝑐T,𝑦 = −i𝐵1T,𝑦 and
𝐵′1T,𝑦 = i𝐴𝐼(𝑡)𝑐T,𝑥 = i𝐵1T,𝑥 and the complex magnetic field is written as

𝐵′1T,⟂ = Re[−i𝐵1T,𝑦 exp(−i𝜔1𝑡)] + iRe[i𝐵1T,𝑥 exp(−i𝜔1𝑡)]

=
−i𝐵1T,𝑦 + i(i𝐵1T,𝑥)

2 exp(−i𝜔1𝑡) +
i ̄𝐵1T,𝑦 + i(−i ̄𝐵1T,𝑥)

2 exp(i𝜔1𝑡)

= 𝐵+1T exp(−i𝜔1𝑡) − ̄𝐵−1T exp(i𝜔1𝑡). (B.21)

Summing them up leads to 𝐵1T,⟂ = 2𝐵+1T exp(−i𝜔1𝑡), which means that the transmission effi-
ciency is doubled and the SAR is reduced by half. In the following, wewill denote this doubled
value as 𝐵+1T.

Let us investigate the time evolution of magnetization due to RF excitation. The governing
equations of the magnetization in the rotating frame are expressed as follows:

d𝑀̃⟂
d𝑡 = i𝛾0 ̃𝐵T,⟂𝑀̃𝑧 = i𝛾0 ̃𝐵+1T𝑀̃𝑧, (B.22)

d𝑀̃𝑧
d𝑡 = − Im[𝛾0 ̄𝐵T,⟂𝑀⟂] = − Im[𝛾0 ̄𝐵+1T𝑀̃⟂], (B.23)

where we used the identity 𝑓𝑥𝑔𝑦 − 𝑓𝑦𝑔𝑥 = i(𝑓⟂ ̄𝑔⟂ − ̄𝑓⟂𝑔⟂)/2 = Im[ ̄𝑓⟂𝑔⟂]. Note that the ampli-
tude of the 𝐵±1 is a function of time but its phase is independent of time. The solution is given
as

𝑀⟂(𝑡) = i𝑀0 sin(∫
𝑡

0
𝛾0|𝐵+1T(𝑡′)|d𝑡′) exp(i∠𝐵

+
1T) exp(−i𝜔0𝑡), (B.24)

𝑀𝑧(𝑡) = 𝑀0 cos(∫
𝑡

0
𝛾0|𝐵+1T(𝑡′)|d𝑡′), (B.25)

which can be confirmed by substituting it into the original governing equations. In the az-
imuth direction, the magnetization rotates at the Larmor frequency 90° behind the phase of
the B1 field (multiplying i means 90° delay since the rotation is negative), and in the zenith
direction, it flips at the angular velocity of 𝜔B1 = 𝛾0|𝐵+1T|. The angle of tilt

𝛼𝜏 ≔∫
𝜏

0
𝜔B1(𝑡)d𝑡 ≔ ∫

𝜏

0
𝛾0|𝐵+1T(𝑡)|d𝑡 (B.26)

when an RF pulse of duration 𝜏 is applied is called the flip angle.

B.2.2 Signal Reception
When the B1 field is turned off after 𝜏, themagnetization rotates in the 𝑥𝑦-plane at an angular
velocity 𝜔0 while maintaining the flip angle 𝛼𝜏. The transverse component of the magneti-
zation𝑀⟂ follows the solution of the governing equation of the static field, where the initial
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condition is the solution of the equation at 𝜏. We will denote this as

𝑀𝜏
⟂ ≔ 𝑀⟂(𝜏) = i𝑀0 sin(∫

𝜏

0
𝛾0|𝐵+1T(𝑡)|d𝑡) exp(i∠𝐵

+
1T) exp(−i𝜔0𝜏). (B.27)

The receive coil detects themagnetic field generated by this rotatingmagnetization as induced
electromotive force.

From the principle of reciprocity, the magnetic field generated at the receive coil by the
magnetization at the target location is equal to the magnetic field generated at the target lo-
cation by the transmit coil. Suppose that a current with complex amplitude 𝐼 and carrier
frequency −𝜔0 is applied to the receive coil with area 𝐴R to generate a magnetic dipole of
magnitude 𝑚′(𝑡) = Re[𝐴R𝐼 exp(−i𝜔0𝑡)] and direction perpendicular to the receive coil, cre-
ating a magnetic field Re[𝐵1R,𝑥 exp(−i𝜔0𝑡)]𝒆𝑥,Re[𝐵1R,𝑦 exp(−i𝜔0𝑡)]𝒆𝑦 at the target location.
This means that the transfer functions can be expressed as

𝑐R,𝑥 = 𝐴R𝐼𝐵1R,𝑥, (B.28)
𝑐R,𝑦 = 𝐴R𝐼𝐵1R,𝑦. (B.29)

The reciprocity principle means that the transfer functions remain the same when the po-
sitions of the source and target are switched. Therefore, the magnetic fields at the receive
coil perpendicular to it created by the magnetic dipoles at the target position orienting 𝑥-
and 𝑦-directions with magnitudes of 𝑀𝜏

𝑥 = Re[𝑀𝜏
⟂ exp(−i𝜔0𝑡)],𝑀𝜏

𝑦 = Im[𝑀𝜏
⟂ exp(−i𝜔0𝑡)] =

Re[−i𝑀𝜏
⟂ exp(−i𝜔0𝑡)] are given as

𝐵𝑥R = Re[𝑀𝜏
⟂𝑐R,𝑥 exp(−i𝜔0𝑡)] = Re [

𝑀𝜏
⟂

𝐴R𝐼
𝐵1R,𝑥 exp(−i𝜔0𝑡)] , (B.30)

𝐵𝑦R = Re[−i𝑀𝜏
⟂𝑐R,𝑦 exp(−i𝜔0𝑡)] = Re [−i

𝑀𝜏
⟂

𝐴R𝐼
𝐵1R,𝑦 exp(−i𝜔0𝑡)] . (B.31)

Therefore, the induced electromotive force detected by the receive coil is given as

𝑉(𝑡) = −𝐴R
d(𝐵𝑥R + 𝐵𝑦R)

d𝑡 = Re [
2𝜔0
𝐼 i𝑀𝜏

⟂𝐵−1R exp(−i𝜔0𝑡)] . (B.32)

Nowwe consider the case of using the quadrature birdcage coil for signal reception. From
geometric considerations, it holds that 𝑐′𝑥,R = −𝑐R,𝑦 and 𝑐′𝑦,R = 𝑐R,𝑥. This time, we add the
signals detected by the Q-channel coil with the phase advanced by 90° (delayed 90° with re-
spect to the direction of rotation). In Practical situations, the phase of the Q-channel signal
after detection is shifted and added, but here we consider that the phase of the magnetic field
is shifted hypothetically and added to the I-channel signal as follows:

𝐵𝑥′R = Re[−i
𝑀𝜏

⟂
𝐴R𝐼

𝐵1R,𝑦 exp(−i𝜔0𝑡)], (B.33)

𝐵𝑦′R = Re[
𝑀𝜏

⟂
𝐴R𝐼

𝐵1R,𝑥 exp(−i𝜔0𝑡)]. (B.34)

In this case, the induced electromotive force detected by the Q-channel coil is given as

𝑉Q(𝑡) = −𝐴R
d(𝐵𝑥′R + 𝐵𝑦′R )

d𝑡 = Re [
2𝜔0
𝐼 i𝑀𝜏

⟂𝐵−1R exp(−i𝜔0𝑡)] . (B.35)

Therefore, the combined signal of both channels is doubled, and the SNR is improved by a
factor of √2. In the following, the combined signal will be denoted as 𝑉.
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By substituting the transmission equation, 𝑉 is expressed as

𝑉(𝑡) = Re[
2𝜔0
𝐼 i𝑀0 sin(∫

𝜏

0
𝛾0|𝐵+1T(𝑡′)|d𝑡′)|𝐵−1R| exp(i(∠𝐵

+
1T + ∠𝐵−1R)) exp(−i𝜔0𝜏) exp(−i𝜔0𝑡)].

(B.36)
Then, this signal is demodulated by the quadrature detection during which the phase factor
−𝜔0𝜏 is also compensated. The final detected signal is written as

𝑆 =
2𝜔0
𝐼 i𝑀0 sin(∫

𝜏

0
𝛾0|𝐵+1T(𝑡′)|d𝑡′)|𝐵−1R| exp(i(∠𝐵

+
1T + ∠𝐵−1R)). (B.37)

The contribution of the B1 magnetic fields and other constants are combined together and
written as 𝑆 = 𝑐𝑀0, hereafter.

B.3 Image Formation
In the previous section, we considered the signal generated by a single proton. However, the
purpose of MRI is to measure the spatial pattern of magnetization 𝑀0(𝒓) generated by an
ensemble of spins inside the human body. The essence of the nuclear magnetic resonance is
that a magnetization is excited with a frequency proportional to the intensity of the external
magnetic field. Therefore, changing the field strength spatially by creating a gradient in the
B0 field, or rotational frequency allows to encode spatial information into the phase of the
MR signal.

B.3.1 Spatially Selective Excitation
It is necessary to limit themagnetization to be excited to a certain range to prevent signals out-
side the FOV from being mixed in unless the FOV completely encloses the object. Io achieve
this, the magnitude of the B1 field |𝐵+1T| in the rotating frame needs to change in time. To
see the time evolution of the RF excitation, we generally divide the RF pulse into small time
segments Δ𝑡 and approximate each segment as a hard pulse with constant value and consider
the limit of Δ𝑡 to be 0. However, the solution cannot be obtained analytically, and numerical
calculation is required. A special case where the analytical solution can be obtained is called
the small tip-angle approximation (STA). In STA, we consider the case where the flip angle
is sufficiently small. In this case, if we consider a coordinate system rotating clockwise at
𝜔0 + 𝛾0𝑮 ⋅ 𝒓, the magnetic field produced by a hard pulse with a small time width Δ𝑡 starting
at time 𝑡 is written as 𝐵+1T exp(i𝛾0𝑮 ⋅ 𝒓𝑡) and the magnetization excited by this field is given as

Δ ̃𝑀̃⟂ = i𝑀0 exp(i∠𝐵+1T) exp(i𝛾0𝑮 ⋅ 𝒓𝑡) sin(𝛾0|𝐵+1T|Δ𝑡) (B.38)
≃ i𝛾0𝑀0 exp(i∠𝐵+1T) exp(i𝛾0𝑮 ⋅ 𝒓𝑡)|𝐵+1T|Δ𝑡. (B.39)

Each hard pulse is considered to excite the spins independently by a small angle. The sum of
all the effects is given as

̃𝑀̃⟂ = i𝛾0𝑀0 exp(i∠𝐵+1T)∫
𝜏

0
|𝐵+1T| exp(i𝛾0𝑮 ⋅ 𝒓𝑡)d𝑡. (B.40)

Returning to the rotating frame at 𝜔0 yields

𝑀̃⟂(𝒓) = i𝛾0𝑀0 exp(i∠𝐵+1T) exp(−i𝛾0𝑮 ⋅ 𝒓𝜏)∫
𝜏

0
|𝐵+1T(𝑡)| exp(i𝛾0𝑮 ⋅ 𝒓𝑡)d𝑡. (B.41)
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If the support of 𝐵+1T is restricted between 0 and 𝑡, then the interval of integration can be
extended to infinity as

𝑀̃⟂(𝒓) = i𝛾0𝑀0 exp(i∠𝐵+1T) exp(−i
𝛾0𝑮 ⋅ 𝒓𝜏

2 )∫
+𝜏/2

−𝜏/2
|𝐵+1T(𝑡 + 𝜏/2)| exp(i𝛾0𝑮 ⋅ 𝒓𝑡)d𝑡 (B.42)

= i𝛾0𝑀0 exp(i∠𝐵+1T) exp(−i
𝛾0𝑮 ⋅ 𝒓𝜏

2 )∫
+∞

−∞
|𝐵+1T| exp(i𝛾0𝑮 ⋅ 𝒓𝑡)d𝑡 (B.43)

= i𝛾0𝑀0 exp(i∠𝐵+1T) exp(−i
𝛾0𝑮 ⋅ 𝒓𝜏

2 )ℱ[|𝐵+1T|](−Δ𝜔(𝒓)). (B.44)

The magnetization is determined by the temporal frequency spectrum of the B1 field.
After the RF pulse is applied, a negative gradient fieldmust be applied to re-phase the spin.

This is because the gradient field causes the frequency to change linearly within the FOV, and
thus the phase at each point in the region is dispersed after the RF pulse is applied. There-
fore, the phase difference between each point in the region is compensated for by applying a
gradient field of opposite polarity as follows:

𝑀̃⟂(𝒓) = i𝛾0𝑀0 exp(i∠𝐵+1T)ℱ[|𝐵
+
1T|](−Δ𝜔(𝒓)). (B.45)

Since the Fourier transform of a real symmetric function (even function) is a real function, the
magnitude and phase of the magnetization become 𝛾0𝑀0ℱ[|𝐵+1T|](−Δ𝜔(𝒓)) and ∠𝐵

+
1T + π/2.

In practice, a gradient field 𝐺𝑧𝑧 is applied simultaneously with the RF pulse to change the
resonance frequency along the 𝑧-axis as follows:

𝜔(𝑧) = 𝛾0(𝐵0 + 𝐺𝑧𝑧) = 𝜔0 + 𝛾0𝐺𝑧𝑧. (B.46)

Consider that this excites only a specific slice or slab [𝑧c − Δ𝑧/2, 𝑧c + Δ𝑧/2] with a uniform
intensity and does not excite outside the section. We should apply a waveform that has finite
values only in the corresponding band [𝜔0 + 𝛾0𝐺𝑧(𝑧c − Δ𝑧/2), 𝜔0 + 𝛾0𝐺𝑧(𝑧c + Δ𝑧/2)] and not
in the outer band. Such a frequency spectrum can be realized by the sinc function.

Since the sinc function has an infinite support, it must be truncated at a certain timewidth,
causing the Gibbs ringing in the excitation profile. A windows function such as the Hann
window is used to suppress the Gibbs ringing.

B.3.2 Spatial Information Encoding
We consider the situation where only the magnetization in a particular slice or slab is excited
by slice-selective excitation explained above. After the excitation by an RF pulse, a magnetic
field𝑮PE ⋅ 𝒓 linearly varying with position is applied in the axial direction for a time period 𝑇,
and the phase is offset to

𝜙PE(𝒓) = 𝛾0∫
𝑇

0
𝑮PE(𝑡) ⋅ 𝒓d𝑡. (B.47)

The above method is called phase encoding because spatial information is encoded into the
phase offset.

Next, let us consider the situation where only the magnetization in a specific slice is ex-
cited by slice-selective excitation, and the initial phase is offset by applying a phase-encoding
gradient field. By applying a constant gradient field 𝑮FE ⋅ 𝒓 during the signal readout, the
precession frequency is shifted from 𝜔0 to

𝜔FE(𝒓, 𝑡) = 𝛾0𝑮FE(𝑡) ⋅ 𝒓 (B.48)
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so that the phase at the time 0 < 𝑡 < 𝑇acq after the application of the gradient field is given in
the rotating frame as follows:

𝜙(𝒓, 𝑡) = 𝜙PE(𝒓) +∫
𝑡

0
𝜔FE(𝒓, 𝑡′)d𝑡′, 0 ≤ 𝑡 ≤ 𝑇acq. (B.49)

In order to make the temporal profile of the signal symmetrical, a gradient field of opposite
polarity is applied beforehand, and the correct method is as follows:

𝜙(𝒓, 𝑡) = 𝜙PE(𝒓) +∫
𝑡

0
𝜔FE(𝒓, 𝑡′)(𝑡′ −

𝑇acq
2 )d𝑡′, 0 ≤ 𝑡 ≤ 𝑇acq. (B.50)

The above method is called frequency encoding because spatial information is encoded into
the frequency change.

Finally, the signal is read out as a time-series signal:

𝑠(𝑡) = ∫
𝑉
𝑐(𝒓)𝑀0(𝒓) exp(−i𝒌(𝑡) ⋅ 𝒓) exp(−i𝜔0𝑡)d3𝒓, (B.51)

where

𝒌(𝑡) = 𝛾0∫
𝑇

0
𝑮PE(𝑡′) ⋅ 𝒓d𝑡′ + 𝛾0∫

𝑡

0
𝑮FE(𝑡′) ⋅ 𝒓(𝑡′ −

𝑇acq
2 )d𝑡′. (B.52)

Since it holds that 𝛾0𝑮⋅𝒓 ≪ 𝜔0, the signal 𝑠(𝑡) is narrow-band with its central frequency being
𝜔0. Therefore, we can filter out the career frequency by the quadrature detection to obtain

𝑆(𝒌(𝑡)) = ∫
𝑉
𝑐(𝒓)𝑀0(𝒓) exp(−i𝒌 ⋅ 𝒓)d3𝒓. (B.53)

Since the magnetization outside the FOV is not excited, the integration range can be consid-
ered as an infinite domain, and the inverse Fourier transform gives

𝑐(𝒓)𝑀0(𝒓) = ℱ−1[𝑆(𝒌)](𝒓). (B.54)

When the B1 field is sufficiently uniform and 𝑐 can be regarded as a constant, it directly rep-
resents the distribution of magnetization𝑀0.

From the above equation, 𝒌 represents the spatial frequency and 𝑆 can be regarded as the
spatial frequency spectrum of 𝑐𝑀0. The trajectory of 𝒌 depends on the profile of 𝑮. The
region of spatial frequency is called the k-space, and Fourier imaging is the technique to fill
the k-space by repeatedly measuring signals while changing 𝑮.

There are two major methods for filling k-space: the spin warp method, which is based on
Cartesian coordinates, and the radial method, which is based on the polar coordinates. In the
spin warp method, phase encoding is performed in the 𝑦-direction in 2D imaging, and in the
𝑦- and 𝑧-directions in 3D imaging, and frequency encoding is performed in the 𝑥-direction.
In the case of the 𝑦-direction, the phase is changed by applying a gradient magnetic field 𝐺𝑦𝑦
for a fixed time 𝑇p as follows:

𝜙(𝑥, 𝑦) = 𝛾0𝐺𝑦𝑦𝑇p. (B.55)

For each fixed value of 𝐺𝑦, a point𝑘𝑦 = 𝛾0𝐺𝑦𝑦𝑇p in the k-space is filled. Therefore, by repeating
this phase encoding while varying the magnitude of 𝐺𝑦, a line of the k-space along with the
𝑦-axis is filled.
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B.4 Image Contrast
So far, we have considered a population of isolated spins with no interaction. As a result,
magnetization (proton density) is a sole factor of image contrast. There are actually electrons
and lattices in addition to protons. The interactions between these protons as well as electrons
and lattices beget the image contrast reflecting the cellularity, molecularity, and vascularity
of the living organism and provides superb rich contrast.

B.4.1 Longitudinal and Transverse Relaxation
Molecules inside tissue experience tumbling: intramolecular rotation and intermolecular col-
lision, but proton–proton interaction affecting relaxation can be considered to act only in-
tramolecularly. There are two types of proton–proton interaction: spin–lattice relaxation
(longitudinal relaxation) and spin–spin relaxation (transverse relaxation). The equation of
precession is modified to incorporate the effect of relaxation as follows:

∂𝑴
∂𝑡 = −𝛾0𝑩 ×𝑴 −

𝑀𝑥𝒆𝑥 +𝑀𝑦𝒆𝑦
𝑇2

−
(𝑀0 −𝑀𝑧)𝒆𝑧

𝑇1
, (B.56)

where 𝑇1 and 𝑇2 is the time constants of the longitudinal and transverse relaxation. This phe-
nomenological equation is called the Bloch equation and is extensively discussed in e.g., [183].
The solution of Eq. (B.56) is given as

𝑀⟂(𝑡) = 𝑀0
⟂ exp(−

𝑡
𝑇2
), (B.57)

𝑀𝑧(𝑡) = 𝑀0
𝑧 exp(−

𝑡
𝑇1
) + 𝑀0(1 − exp(− 𝑡

𝑇1
)). (B.58)

The above equations provide fundamentals of MR echo formation.
The Bloch equation has been extended to incorporate other proton interactions such as

chemical exchange and magnetization saturation transfer [183].

B.4.2 Coherent and Incoherent Motion
Diffusion and blood flow can be analyzed using gradient encoding. Diffusion is caused by an
incoherent microscopic motion, whereas macroscopic flow is caused by a coherent motion.

The Torrey equation describes the time evolution of the magnetization under diffusion:

∂𝑴
∂𝑡 = −𝛾0𝑩 ×𝑴 +∇ ⋅ (𝘿 ⋅ ∇𝑴), (B.59)

where 𝘿 is the diffusion tensor. By ignoring the spatial variation of 𝘿, the governing equation
for 𝑀̃⟂ is written as

∂𝑀̃⟂
∂𝑡 = −i𝛾0𝑮 ⋅ 𝒓𝑀̃⟂ + 𝘿 ∶ ∇∇𝑀̃⟂, (B.60)

the solution of which is given as

𝑀̃⟂(𝒓, 𝑡) = 𝑀̃0
⟂ exp(−∫

𝑡

0
𝒒(𝑡′) ⋅ 𝘿 ⋅ 𝒒(𝑡′)d𝑡′) exp(−i𝒒(𝑡) ⋅ 𝒓), (B.61)

where

𝒒(𝑡) ≔ ∫
𝑡

0
𝛾0𝑮(𝑡′)d𝑡′. (B.62)



118 Appendix B Principles of Magnetic Resonance Imaging

A bipolar gradient with duration 𝛿 and gap 𝛥 − 𝛿 is used to encode the diffusion tensor into
the MRI signal. Let be the additional gradient field 𝑮 expressed as

𝑮(𝑡) =
⎧

⎨
⎩

𝑮0 0 ≤ 𝑡 ≤ 𝛿
𝟎 𝛿 < 𝑡 < 𝛥
−𝑮0 𝛥 ≤ 𝑡 ≤ 𝛥 + 𝛿

(B.63)

is applied after RF excitation. Then it follows that

𝒒(𝑡) =
⎧

⎨
⎩

𝛾0𝑮0𝑡 0 ≤ 𝑡 ≤ 𝛿
𝛾0𝑮0𝛿 𝛿 < 𝑡 < 𝛥
𝛾0𝑮0(𝛥 + 𝛿 − 𝑡) 𝛥 ≤ 𝑡 ≤ 𝛥 + 𝛿

, (B.64)

and thus we obtain

𝑀̃⟂(𝒓, 𝛥 + 𝛿) = 𝑀̃0
⟂ exp(−𝛾20𝑏𝑮0 ⋅ 𝘿 ⋅ 𝑮0), 𝑏 ≔ 𝛿2(𝛥 − 𝛿

3). (B.65)

The other factors contributing to magnitude decay are cancelled by considering the ratio of
the measurement without bipolar gradient. The symmetric tensor 𝘿 can be determined by
changing the direction of the gradient field in six or more directions and repeating the mea-
surement.

The effect of any incoherent movement on the voxel scale such as the flow through the
complex capillary is included in the above relation. Therefore, the estimated 𝘿 using the
above method is called the apparent diffusion coefficient (ADC).

The time evolution of the magnetization under the velocity 𝒗 is governed by the following
equation:

∂𝑴
∂𝑡 = −𝛾0𝑩 ×𝑴 −∇ ⋅ (𝒗𝑴), (B.66)

which can be solved analytically by neglecting the spatial variation of 𝒗 and assuming that the
spatial variation of the initial magnetization is sufficiently small. In this case, the governing
equation is written as

∂𝑀̃⟂
∂𝑡 = −i𝛾0𝑮 ⋅ 𝒓𝑀̃⟂ + 𝒗 ⋅ ∇𝑀̃⟂, (B.67)

and the solution is given as

𝑀̃⟂(𝒓, 𝑡) = 𝑀̃0
⟂ exp(−i(𝒒(𝑡) ⋅ 𝒓 +∫

𝑡

0
𝒒(𝑡′) ⋅ 𝒗(𝑡′)d𝑡′)). (B.68)

A bipolar gradient with no gap is used to encode the velocity into the MRI signal. Let be the
additional gradient field 𝑮 expressed as

𝑮(𝑡) = {
𝑮0 0 ≤ 𝑡 ≤ 𝛿
−𝑮0 𝛿 ≤ 𝑡 ≤ 2𝛿

(B.69)

is applied after RF excitation. Then it follows that

𝒒(𝑡) = {
𝛾0𝑮0𝑡 0 ≤ 𝑡 ≤ 𝛿
𝛾0𝑮0(2𝛿 − 𝑡) 𝛿 ≤ 𝑡 ≤ 2𝛿,

(B.70)

and thus we obtain
𝑀̃⟂(𝒓, 2𝛿) = 𝑀̃0

⟂ exp(−i𝛾0𝛿2𝑮0 ⋅ 𝒗). (B.71)
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Other phase contributions are canceled by taking the difference between two measurements
with the reversed bipolar gradient.

We note that the blood flow and perfusion can be analyzed by some other techniques such
as spin labeling and contrast enhanced imaging.

B.4.3 Other Contrast Sources Treated in This Thesis
The relaxation effect considered in the former section arises from short-range intramolecu-
lar interactions. There are also long-range intermolecular interactions in which spins at a
macroscopically distant location can alter the MRI signal.

Magnetic properties of tissues caused by proton–electron interaction modulate the B0
field, resulting in precession frequency shift, while electric properties of tissues modulate ini-
tial phase and magnitude of the B1 field. Therefore, these electromagnetic tissue properties
can be investigated by measuring the B0 and B1 fields, giving the fundamental concepts of
EPT and QSM explored in Chapters 2, 4, and 5. Mechanical properties of tissues affect how
viscoelastic waves propagate when externally oscillated. This long-range effect can be studied
by MRE as described in Chapter 3.

B.5 Echo Formation
This section explains how to form MR echo signals. We first refer to the notion of 𝑇∗

2 -
relaxation. Depending on the magnetic field distribution in a voxel, phase dispersion occurs
in the voxel and transverse relaxation is further enhanced. If we assume that the magnetic
field distribution in the voxel follows the Lorentz distribution (also known as the Cauchy
distribution), then the frequency spectrum of the magnetization in a voxel is expressed as

ℱ[𝑀](𝜔) = 𝑀0
(𝛾0𝐵FWHM/2)2

(𝛾0𝐵FWHM/2)2 + (𝜔 − 𝜔0)2
. (B.72)

Note that the Lorentz distribution does not have moments such as expectation and variance
and the full width at half maximum (FWHM) is usually taken as the parameter characterizing
the distribution. Then, the time constant 𝑇∗

2 is given as

1
𝑇∗
2
= 1
𝑇2

+ 1
2𝛾0𝐵FWHM. (B.73)

Note that 𝑇∗
2 does not purely reflect the property of the object but depends on the imaging

parameters such as the size of the voxels.

B.5.1 Spin Echo (SE)
SE imaging reverses the 𝑇∗

2 -relaxation effect to produce a strong echo. The longitudinal mag-
netization 𝑇E/2 after the 90°-pulse is given as

𝑀𝑧,−(𝑇E/2) = 𝑀0(1 − exp(−
𝑇E/2
𝑇1

)). (B.74)
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After that, the longitudinalmagnetization is negated by the reversal pulse, and then recovered
by longitudinal relaxation for 𝑇R − 𝑇E/2.

𝑀ss
𝑧,− = −𝑀0(1 − exp(−

𝑇E/2
𝑇1

)) exp(−
𝑇R − 𝑇E/2

𝑇1
) + 𝑀0(1 − exp(−

𝑇R − 𝑇E/2
𝑇1

))

= 𝑀0(1 − 2 exp(−
𝑇R − 𝑇E/2

𝑇1
) + exp(−

𝑇R
𝑇1
))

≃ 𝑀0(1 − exp(−
𝑇R
𝑇1
)), (B.75)

where we assumed that 𝑇R ≫ 𝑇E. In this situation, the horizontal magnetization disappears.
The initial value of the transverse magnetization is the one that tips to the horizontal plane
with a 90°-pulse, and the transverse magnetization relaxes horizontally

𝑀⟂(𝑇E) = 𝑀0(1 − exp(−
𝑇R
𝑇1
)) exp(−

𝑇E
𝑇2
). (B.76)

This is the peak value of the envelope of the MR signal.
The SE signal shows different contrast depending on 𝑇E and 𝑇R. When 𝑇E ≪ 𝑇2, we can

assume that 𝑇R ∼ 𝑇1, yielding

𝑀⟂(𝑇E) ≃ 𝑀0(1 − exp(−
𝑇R
𝑇1
)), (B.77)

which reflects 𝑇1 distribution and is called the T1 weighted (T1w) image. On the other hand,
when 𝑇R ≫ 𝑇1, we can assume that 𝑇E ∼ 𝑇2, yielding

𝑀⟂(𝑇E) ≃ 𝑀0 exp(−
𝑇E
𝑇2
), (B.78)

which reflects 𝑇2 distribution and is called the T2 weighted (T2w) image.

B.5.2 Gradient Echo (GRE)
Since no inversion pulse is applied in GRE, the transverse relaxation proceeds with the time
constant 𝑇∗

2 . Instead, 𝑇R can be shortened, which makes GRE sequence suitable for high-
speed imaging. In this case, a spoiler gradient is applied to eliminate the residual transverse
magnetization due to the short repetition interval. The echo signal at the steady state is given
as

𝑀ss
𝑧,− = 𝑀ss

𝑧,+ exp(−
𝑇R
𝑇1
) + 𝑀0(1 − exp(−

𝑇R
𝑇1
)). (B.79)

Substituting
𝑀ss

𝑧,+ = 𝑀ss
𝑧,− cos𝛼 (B.80)

into the above equation yields

𝑀ss
𝑧,− =

𝑀0(1 − exp(−𝑇R/𝑇1))
1 − cos𝛼 exp(−𝑇R/𝑇1)

. (B.81)

Since the transverse magnetization relaxes with 𝑇1 with the initial value being the flipped
magnetization by the 𝛼-pulse, it holds that

𝑀⟂(𝑇E) =
𝑀0(1 − exp(−𝑇R/𝑇1))
1 − cos𝛼 exp(−𝑇R/𝑇1)

sin𝛼 exp(−
𝑇E
𝑇∗
2
). (B.82)

If we set 𝛼 as a large value and make 𝑇E short, the image becomes a T1w image; if we make
𝑇R relatively long, the image becomes a T2w image.
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