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Abstract

The achievements made through the development of science and technology have been chang-
ing our lifestyles more conveniently. The integrated circuits introduced in almost every
electronic device nowadays enable such devices more portable, more convenient, and more
energy-efficient. Recently, the Internet of Things (IoT) has been widely known to peo-
ple around the globe; collecting a considerable amount of information will become a new
paradigm for humans to yield better quality of life, efficient operations in factories, and so
forth. In making this paradigm, low power operations of sensor devices become one of the
keys as the power supply becomes cumbersome when all these devices need to be connected
through the cable or embed batteries that require periodic recharge frequently. An extreme
version of low power operated sensors is the devices that work without batteries, which can
be seen in daily life as a radio frequency identifier (RFID) tags, transportation cards, and
as such. These devices cannot operate computationally intense tasks; however, simple sens-
ing tasks can be substituted by these devices. Recent progress has made it possible to add
software-programmable functions by users to such devices known as wireless identification
sensing platforms (WISPs), which will expand the wide use of battery-less devices.

Battery-less devices require an external power source for operations. Radio frequency
(RF) wireless power transfer (WPT) technology is receiving a lot of attention as a means of
power supply to support the spread use of these battery-less devices. Recently the oppor-
tunities to exchange information through wireless transmission have been increasing, which
results in flowing enormous amount of electromagnetic (EM) waves around us. In addition,
the technologies to extract power from the EM waves have made it possible to extract suf-
ficient power to drive simple sensors; conveniently harvest from the environment becomes
one of the reasons for gaining the attention for the battery-less devices as a primary source of
energy. However, the integration of power consumption from the clock, peripheral modules
results in requiring mW of power even for battery-less devices to operate, which is beyond
the limit that the ambient energy harvesting can supply. Therefore, relying on ambient energy
from the environment still has a leap for supplying such devices; dedicated RF power sources
are necessary to power these devices.



The origins of RF WPT date back to more than 100 years. In the past, researches on
wireless power to devices such as helicopters and to the ground from space were prevalent
applications for the RF WPT. Beamforming techniques were applied to such applications to
deliver high power. Although such techniques are very promising for powering the battery-
less devices, the required knowledge of channel state information (CSI) burdens the devices to
calculate and deliver the information, which is cost-full operations for such devices. Recently,
there is a growing expectation for WPT using multitone waveforms, where multiple tones are
added to form beat-tones waveforms so that it generates a high peak to average power ratio.
This nature results in having better efficiency without increasing the transmit power due to the
nonlinear behaviors at the receiver side. In addition, naive multitone waveforms require very
simple feedback techniques, if any, as opposed to beamforming, which is attractive for compu-
tationally limited devices. Thus, these techniques become necessary for operating battery-less
devices. However, there are few studies that discuss the relationship between the parameters
of multiple sine waves and the configuration of the receiver, and it is not clear what kind of
waveforms should be created for the actual receiver circuit configuration in order to have bet-
ter efficiencies or sensitivities. Failing to design proper waveforms results in deterioration of
such performances, and thus it is important to tackle such problems.

Based on these issues, this paper proposes the following for RF WPT using multitone
waveforms.

• Waveform design method for improving power conversion efficiency (PCE) perfor-
mances based on the receivers’ parameter characterizations are proposed. Prior to that,
the PCE performances depending on the configurations of rectifiers are characterized
based on rigorous experiments at UHF, including wire and wireless transmissions as
well as noise conditions. The experiments show that there exist specific points (satura-
tion points) for frequency spacing that multitone waveforms have to assign to improve
the PCEs, and the saturation points can be controlled or strongly affected by the value of
storage capacitance at the receiver. These investigations result in introducing the design
instructions for multitone waveforms depending on the receiver circuits.

• Waveform design methods of increasing the sensitivities or peak voltage acquisitions
are proposed. The performance of sensitivity or peak voltage acquisitions has also
been characterized prior to this. Similar to the previous case, the saturation points can
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be controlled or strongly affected by the value of storage capacitance at the receiver.
However, based on the results, the frequency spacing of the multitone waveforms needs
to be smaller than the saturation point of the peak voltage acquisition, which is one of
the unique findings in contrast to the case for the PCE cases. In addition, the relation
between the saturation point of PCEs and peak voltage acquisitions have been revealed.
Based on the sensitivity analysis using practical devices, it has been revealed that the
characterizations of the sensitivities of receiver devices depend on the types of DC–DC
converters.

• Waveform design method for transmitting both information and power simultaneously
has been proposed using multitone waveforms. The design waveform utilizes the nature
of nonlinear devices, thereby generating varieties of output by shifting the tone config-
urations of the waveforms. Based on the analysis by simulations and experiments, it
is possible to categorize the nonlinear outputs based on the arrangements of the inter-
modulation products (IM2s). It is also tested by the manufactured SWIPT circuits and
verify that design waveforms can transmit information while transmitting power, which
results in suppressing the voltage drop that occurred when transmitting information by
utilizing frequency-shifted multitone waveforms.
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Chapter1.

Chapter 1

Introduction

1.1 Background

With the development of science and technology so far, integrated circuits have made it possi-

ble to achieve higher performance and smaller sizes in various electronic devices. This drives

the prevalent use of terms, the Internet of Things (IoT); collecting a considerable amount of

information will become a new paradigm for humans to yield better quality of life, efficient

operations in factories, and so forth. In making this paradigm, low power operations of sensor

devices become one of the keys as the power supply becomes cumbersome when all these de-

vices need to be connected through the cable or embed batteries that require periodic recharge

frequently. Nowadays, battery-free sensor devices have been gradually introduced in daily

life. The prices of the items are automatically calculated using RFID tags, and transporta-

tion payments are conducted through the transportation cards. RFID/NFC tags unleash from
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1.1. Background Chapter1.

periodic charging, in contrast to smartphones. These devices cannot operate computationally

intense tasks; however, simple sensing tasks can be substituted by these devices. In addition,

recent progress has introduced wireless identification sensing platforms (WISPs), which add

programable functionalities to the sensors, so the user can modify the sensors as they like; this

will become the way things should be for the next generation of RFIDs.

Battery-less devices require an external power source for operations. Radio frequency

(RF) wireless power transfer (WPT) technology is receiving a lot of attention as a means of

power supply to support the spread use of these battery-less devices. Recently the oppor-

tunities to exchange information through wireless transmission have been increasing, which

results in flowing enormous amount of electromagnetic (EM) waves around us. In addition,

the technologies to extract power from the EM waves have made it possible to extract suf-

ficient power to drive simple sensors; conveniently harvest from the environment becomes

one of the reasons for gaining the attention for the battery-less devices as a primary source of

energy. However, the integration of power consumption from the clock, peripheral modules

results in requiring mW of power even for battery-less devices to operate, which is beyond

the limit that the ambient energy harvesting can supply. Therefore, relying on ambient energy

from the environment still has a leap for supplying such devices; dedicated RF power sources

are necessary to power these devices.

There are various methods of receiving energy from the outside, such as photovoltaic and

wind power, and the methods summarized by N. Garg et al. and their characteristics are

shown in Fig. 1.1 [1]. With respect to harvest energy from wind energy and human motion,

the availability of these energy is limited due to the geographical limitations of implementing

the source or limited amount of harvesting energy. Therefore, utilizing these techniques to

the applications to battery-less IoT devices is challenging. Unlike such techniques where the

energy can be obtained continuously, the methods of energy harvesting using sunlight, light,

and electromagnetic waves can obtain energy occasionally, but the geographical limitations

are relatively small. Wireless power transmission using electromagnetic waves is particularly

attractive because it can superimpose power as well as information. In addition, installing

transmit sources are easy if the regulations are met. With the resent advances of using WPT

2



1.1. Background Chapter1.

Fig. 1.1: Energy harvesting methods and available energy by N. Garg, et al [1]

technique applies multiple energy harvesting techniques. In [2, 3], battery-less devices and

rectifiers combine one or more of these harvesting techniques with the wireless power transfer

techniques to acquire energy as needed. In this thesis, I focus on far field wireless power

transfer technology that is relatively resistant to misalignment. Although they have a relatively

low receiveable energy density of approximately 1 µW/cm2, especially in urban areas, they

can always receive energy from the towers and increase this receiveable energy density by

installing new transmission sources. The evolution of wireless power transfer technology and

trends in wireless power transfer technology for battery-less IoT devices are described in the

subsequent sections.

1.1.1 Classifications of Wireless Power Transfer Method and Features

Wireless power transfer (WPT) method can be classified into two methods; coupled-based

and radiated-based [4]. The former method is also known as near field WPT and can be fur-
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ther classified according to whether it resonates between transmission and reception. One of

the problem with regard to the couple-based WPT is that misalignment between the transmit-

ter and the receiver sides causes severe performance degradation. Furthermore, because the

system performance relay on the coupling state, it has been vulnerable to the change of the

distances between the transmitter and receiver sides. However, when resonance based near

field WPT has been explored from Massachusetts Institute of Technology (MIT) in 2007,

these problems are mitigate to some extent and the couple-based WPT has gained attentions

not only in the research field, but also industrial perspectives [5, 6]. Nowadays, the area of ap-

plications expands not only from point to point wireless transmission, but also to 2-dimension

as well as 3-dimension [7, 8]. One of the epoch making research with regard to couple-based

WPT system is that it is possible to make a room-scale cavity where the nodes can receive

power anywhere inside it [9, 10].

In contrast, radiated-based or far field WPT does not assume the coupling between the

transmitter and the receivers. Therefore, the distance between the transmitter and receiver

sides are assumed to be far. In this thesis, the distance between the both sides are assumed

to be far more than 2D2/λ, where D is the antenna length and λ is the wave length of the

transmitted waveforms. In far field WPT, the movement of the antennas at the receiver side

does not affect to the behavior of transmitter unlike in near field WPT [11]. However, when

the transmitted waveforms formed narrow beam to increase gain, the antenna placement also

becomes problem in this method as well [12, 13].

1.1.2 History and the Transition of Microwave Power Transfer

Nicola Tesla firstly attempted the experiment with regard to radiated WPT in 1899. Because

it had conducted with relatively low frequency (150 kHz), the received power was very small.

One of the major works have been conducted by W. Brown where he wirelessly powered to

the flying helicopter [14, 15]. In addition to this, he developed the WPT system that can

achieve 54% DC to DC transfer efficiency, which has never been beaten by now [16]. At that

time, the transmitter produces a narrow beam to concentrate on the microwave power and sent

to the receiver. The structure of the receiver at that time consisted of the combinations of
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(a) (b)

Fig. 1.2: (a). Nikola Tesla’s experiment with radio waves in his Colorado Springs Laboratory by Brown

et al [17]. (b). High efficient wireless power transmission achieved 54% DC to DC conversion efficiency

by Brown et al [16].

the multiple rectennas in order to increase aperture of the antenna. As a results the wireless

power is transferred in a Fresnel’s region (in between the near field and far field ) where the

waveforms are treated as the spherical wave. These techniques resulted in having high RF–RF

conversion efficiency which was assumed to be obtained more than 90% efficiency [13]. Also,

space solar power systems (SSPS) have been advocated by Dr. Peter Glaser around this age

(1968) [14, 15]. It has been said that SSPS needs to be accomplished using the Fresnel’s region

to efficiently deliver power from the space by increasing the antenna aperture areas [13].

However, thanks to the development of amplifiers or electric circuits, wireless signals

can be obtained even with very small signal level [13]. This had resulted in the growth of

wireless communication technology faster than the wireless transfer technology. Along with

that the standards with regard to wireless communications had developed in order to han-

dle interference. Because wireless power transfer signal deal with higher power than wireless

communications, high power transmissions were gradually regulated to prevent wireless com-

munications, which made the WPT system to develop harder from what it used be [17].

Nowadays, as the use of wireless communication such as the Internet connection through

phones, e-mails, and TV broadcasts expands, electromagnetic waves ubiquitously spread
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around our environment. Thus, energy harvesting techniques that receives the electromagnetic

waves and extracts electric power from these technologies from them has emerged [18, 19].

Although typical receiving power can be approximately µW power level, simple sensing sys-

tems that are consisted of low power microcontrollers and sensors can be operated around

several 100 µW nowadays, so the level of the power reception and the operation power of

sensing systems become closer [13]. Because of this, microwave power transfer has been

regaining its attention for the sake of enabling IoT. In contrast to the circuit system so far

where the receiver needs to embed a lot of rectennas to have wider antenna aperture area with

high power reception [17], the power receiving circuit has become more simple; with only

one receiving antenna is embedded to the system and the rectifiers are designed not only for

the sake of increasing the RF–DC conversion, but also for having higher voltage acquisition

at relatively low power range (−10 dBm input power or smaller) [20]. For the former single

shunt-type rectifiers are gaining attracted as well as voltage doubler-type rectifiers that are

seen in the commercial devices [21, 22, 23, 24]. For the latter, multi-stage rectifiers have been

developed, which helps operating the DC–DC converter by applying higher voltage to the

system with low receiving power [25, 2, 26]. In this thesis, relevantly used voltage doubler-

type rectifiers are used. However still in practical use of the sensors, operation power exceeds

1 mW of power, which is hard to collect from ambient electronic waves [27]. Therefore, pos-

sible solution still requires dedicated RF power sources in order to give the sensors to have

necessary power for operations.

Based on these transitions, the recent research areas of wireless power transfer technology

for the battery-less IoT can be broadly classified into the development of circuit elements,

innovations in radio wave transmission technology, optimization in the upper layer, and ap-

plication studies [28]. The following is an overview of research trends in these areas.

1.1.3 Research Overview on Low Power Devices for Wireless Power Transmission

Circuit Level Explorations

Typical circuit structure is consisted of antennas, matching networks, rectifiers, storage, and

loads including DC–DC or boost converter. At each component, extensive researches have
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been conducted. Recent explorations of the antenna techniques can receive multiple fre-

quencies by printing different length of antenna in a patch [29]. Other work produced the

rectenna without having matching network by placing the feeding point in an asymmetric

manner in such a way that the antenna impedance should match to the subsequent circuit

components [30]. The antennas and the rectifier designs are some times developed at the

same time as rectenna [2, 31].

Usually, impedance matching is conducted to align the impedances between the antenna

and the subsequent circuit system. Therefore, the network fulfills the impedance transformer [32,

33]. When the impedance of the subsequent circuit system is significantly higher than the an-

tenna impedance, higher voltage can be induced to the system. In [34], sensitivity increase

can be achieved by utilizing this technique. In its implementation, transformer was used,

which was connected to the amplifier. Transformer enabled matching network was often im-

plemented on-chip circuits [35, 36, 37]. One of the difficulties of using transformer impedance

matching is that the number of coil turns are determined by the input impedance of the sub-

sequent circuit system, which means that turning many times does not lead to yielding higher

voltage. Therefore, for usual rectifier design, LC circuits are utilized, which also can filter out

the unnecessary frequency bands.

One of the important element in developing a rectifier is diodes. Schottky diodes have

been utilized due to the low forward voltage drop and fast switching speed. The diodes’

efficiency comparisons are shown in Fig. 1.3. As it can be seen from the figure, the trends

show that diodes have been used for relatively higher power (0 dBm input power) in order

to achieve higher RF–DC conversion efficiencies. After SMS7630 or HSMS285 series have

been manufactured, higher RF–DC conversion efficiency can be achieved with lower input

power (−20 dBm) [20, 39]. In order to further increase the RF–DC conversion efficiency

within the same input power X. Gu et al gave attention to the nature of the diode in that

when the temperature is low, the efficiency becomes better [38]. In addition the same group

achieved a higher efficiency by adding current flowing to the diode by using different energy

harvesting source such as solar power [40].

In contrast, recently, the use of the tunnel diodes have been attracted [41, 42]. One of the
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Fig. 1.3: Diode RF–DC conversion comparison by X. Gu et al [38]

features of them is that the Zener effect occurs even with near around the zero biased point.

Therefore, if the tunnel diodes are oppositely placed and negatively biased to the diode, the

rectification can be achieved with very small input power level (−40 dBm). The state of the

art rectifier can achieve RF–DC efficiency more than 10% with −30 dBm input power [3].

Another effect of the use of the tunnel diode is the existence of the negative resistance where

at some voltage range, when the applied voltage is increased the amount of the current that

goes through the diode decreases. Some works have used these techniques to amplify the

backscatter signal radiated from radio frequency identification (RFID) tag, or even amplify

the transmitter signal by reflecting the already sent signal that has been backscattered by the

tag around it [43, 44, 45, 46]. Because the operated power is very small the tunnel diodes

are useful in such scenario to increase the backscatter signal range or wireless communication

without using amplifiers, so they will become one of the most important devices in the future.

However at this moment, the tunnel diodes are not commercially available and it is required

to be biased. Therefore it is harder to utilized them as a way to increase the power conversion

rate with the rage of −20 to 0 dBm input power whose power is required to drive battery-less

IoT devices [38].
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System Level Exploration In terms of system level explorations, a lot of studies focused

on developing devices with low-power operations; wake-up circuit, backscatter communica-

tions, compressed sensing, and so forth. The implementation of a wake-up circuit that keeps

the system in deep sleep except when sensing is needed to achieve low-power operation can

extend the devices operational distances [47]. A low-power circuit waits for the wake-up sig-

nal to come in, where they embed low-power comparators so that even the wake-up signal is

weak, they can detect the signal and starts its operation. Although it consume some amount

of power during the sleep state read range became −32 dBm, which is a significant increase

compared to other devices that does not require active elements for wake-ups [48]. However,

This receiver circuit consumes 152 nW in standby mode and requires 600 µW to operate

the reading circuit. Along with wake-up methods, Duty-Cycling methods are also reported

where the devices cyclically wakes up by themselves instead of waiting until others forces

to [49, 50, 51, 52].

Recently, the application spaces of battery-less devices are growing. One of the epoch

making devices are the wireless identification sensing platforms (WISPs), which are imple-

mented at the University of Washington [26]. Unlike the conventional RFID systems where

the RFID tags are hidden to the manufacturers, WISPs added the functionalities of computa-

tional resources to the sensors thereby users can implement sensing devices by their needs.

WISPs do not require batteries; instead they collect energy from RF energies or other energy

harvesting devices such as solar power. So far these devices can probe not only temperatures,

but also taking photos, streaming videos, making calls through Skypes [2, 53]. However,

the more people demand for such devices to do expensive operations, the more energy they

require for operation. For example, capturing per frame image consumes 10.4 mJ, so increas-

ing frame rate requires more energy for operation, and there is a trade off between level of

operations and working range [54]. In [55], an RF source is obtained from a TV tower to

enable inter-tag communication without the need for an RF source of its own. Because ambi-

ent radio waves in the environment does not power enough to drive sensors that can perform

expensive process when combined with peripheral circuits there have been enormous contri-

butions to be investigated. Firstly, a power-saving method for information retrieval has been
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proposed in a way to smooth the received radio wave without using a high power-consuming

oscillator or AD converter, which has been used in conventional tags. Secondly, the Analog

Digital Converter (ADC) and Digital Analog Converter (DAC), which were essential for con-

ventional communication, were eliminated and the power consumption of communication is

reduced to 3.48 µW by communicating directly with backscatter. It has been reduced to the

lowest possible level [2]. A method of using the power radiated from the Wi-Fi access point to

drive sensors attached to the tag side has also been investigated, where dummy packets, called

power packets, are radiated to Wi-Fi while no communication is taking place to compensate

for the lack of power at the receiver side [54].

Transmission Techniques for WPT Transmitted waveform designs have been designs in order

to increase the received power or to send both power and information simultaneously. For the

former case, beamforming methods are one of the common methods to increase the higher

power at the receiver side from multiple sources or antennas. This enables to reduce output

power from transmitter side but increase the received power at the receiver side [56, 57].

Instead of stearing beam to a specific receiver, distributed beamforming enables to deliver

waveform to have wide area coverage. However these techniques require synchronizations

between the transmit antennas or require to have channel state information (CSI) in order to

stear specific point [58, 59].

In contrast, these days other type of waveform has been investigated, which enables to

design it using a single antenna. Therefore, it does not require to have synchronizations. The

method focuses on designing waveforms such that they produce higher peak to average power

ratios thereby increasing the power conversion efficiency due to the use of the nonlinearity in

the diodes. This results in having better efficiency than using the continuous wave that has

been assumed to be utilized usually as a way to convey power.

The technology for transmitting power and information has been studied in various fields.

Power Line Communication (PLC) is an well known techniques to achieve through wire trans-

mission [60]. In wireless communication field, it is generally granted as Simultaneous Wire-

less Information and Power Transfer (SWIPT). Although the transmission of information and

the transmission of electric power are technologies that use the same electromagnetic waves,
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they have been evolved as two separate fields [61]. Because digital communication is com-

monly used in wireless communications, it is difficult to combine wireless power transmission

that requires analog processing with the same circuit structure. Therefore, SWIPT in wireless

communication field mainly focuses on the trade-off between power allocation and commu-

nication capacity, such as how to distribute the required power resources between wireless

communication and wireless power transmission, or when to switch the transmission lines be-

tween power rectifier or information decoder depending on the battery status of the receiving

devices [57, 62, 63, 64]. Therefore, the waveform design for wireless transfer in such field

assumes continuous wave and there are few papers that discuss how to realize power transmis-

sion in practice. In addition, SWIPT in devices that are predicated on digital communication

is impractical because the power obtained by receiver devices is limited to about −10 dBm,

which is very small compared to the power consumed by wireless communication. In contrast,

for SWIPT system in wireless power transmission, the method of superimposing information

on the power transmission waveform has been investigated in recent years [65, 66, 67, 68].

Since this technique often demodulates information in an analog fashion, it can exchange

information with low power consumption without the need to use modern digital wireless

communication technologies. True that in such case, the communication rate cannot be as

fast as what is achieved in the state of the art wireless communication techniques. However,

in battery-less IoT devices, the communication rate relatively small is enough for most of the

applications. As battery-independent IoT devices become more widespread in the future, this

kind of technology that can transmit information while reducing power consumption will be

very attractive.

Trends in Standardization The standardization of WPT systems began in 1978 at the Comité

consultatif international pour la radio (CCIR), the predecessor of the International Telecom-

munication Union Radiocommunication Sector (ITU-R). After that, due to the technological

development of the coupled radio power transfer, the coupled WPT and the radiated WPT

were discussed separately as NON BEAM WPT and BEAM WPT, respectively, at the SG1

meeting of ITU-R in 2013 [69, 70]. Particularly for BEAM WPT, Report ITU-R SM.2392

was published in 2016, which envisages detailed target applications and wireless power trans-
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mission in the frequency domain [71]. In addition, the recent ITU-R SM.[WPT.BEAM.FRQ]

recommendations for BEAM WPT applications are (1). Wireless Charging of Mobile/Portable

Devices and (2). The frequencies to be used for each are (1). The frequencies to be used are

(1) 915 MHz band (902 MHz–928 MHz), 2.4 GHz band (2400 MHz–2500 MHz), and

5.7 GHz band (5725 MHz–5875 MHz) for (2) 920 MHz band (915 MHz–930 MHz), and

5 GHz band (Sub-GHz wireless power supply [72, 73].

Based on the above, the Wireless Power Transmission Working Group (WPT-WG) of

the Broadband Wireless Forum (BWF) has proposed milestones for practical applications.

Especially, in sub GHz band, WPT system assumes to power IoT sensors in factories and

mobile devices in indoor/outdoor [74]. The waveform designs of sub GHz band is allowed

to have flexibilities so that the power and information can be transmitted depending on the

designs of the waveforms, which is different from other frequency band where the information

is transmitted through other communication modules like Bluetooth. On the other hand, due

to gain limitations, the transmit power is relatively small compared to other systems (50 W

equivalent isotropically radiated power EIRP at most) [74]. Although it is difficult to narrow

down the beam and increase gain compared to high frequency, sub GHz band can spread the

electromagnetic wave dispersively to power many sensors and devices, which is essential for

enabling the sustainable IoT where the devices are located ubiquitly. Thus it plays crucial

roles, and investigating this band is important. These propositions are established with the

help of wireless power transfer consortium for Practical Applications (WiPoT), which is a

Japanese organization established in 2013 for the purpose of standardization, safety, and

discovery of needs for the practical use of microwave wireless power supply, and proposes

possible applications and power requirements based on the frequencies used [75].

On the other hand, the handling of radio waves needs to be established as soon as possible.

In Japan, NON BEAM WPT can be used as a high-frequency application facility as long as it

is not used for communication, while radiated BEAM WPT has no system in place at this time,

and it is basically necessary to apply to the Ministry of Internal Affairs and Communications

as a radio facility and conduct experiments. The system for BEAM WPT is not yet in place.

These systems are being developed and are expected to become internationally advanced.
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Fig. 1.4: Example multitone waveform in the time domain. The number of tones is 2, 4, and 8. Blue colored

waveform is the multitone waveform and the gray colored waveform is the continuous wave. As increasing the

number of tones, the peak amplitude increases to
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N times larger than the continuous waveform.
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Fig. 1.5: Multitone waveform in the time domain vs in the frequency domain. Left hand side of the waveform

is time domain multitone waveform and the right hand side shows the frequency spectrum of the corresponding

multitone waveform.

1.1.4 Multitone Waveform Descriptions and Related Works

Multitone Waveform Characterizations

The multitone waveforms are made by the summations of the tones whose carrier frequencies

are slightly different from each other. The designed waveforms can be expressed as follows;

X (t) = Re
{ N−1∑

m=0

amexp
(
2π(fc + ∆fm)t

)}
, (1.1)
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N = 1 N = 2 N = 4 N = 8

200 kHz 200 kHz 200 kHz 200 kHz

Fig. 1.6: Example Multitone waveforms in the frequency domain that are captured by a spectrum analyzer. The

number of tones is 1, 2, 4, and 8. Total bandwidth is 200 kHz and the total power is set to −10 dBm. Increasing

the number of tones by 2 times results in having 3 dB smaller power in each tone.

where X(t) is the time domain designed waveform, N is the number of tones, am is the am-

plitude of the mth tone, fc is the carrier frequency, and ∆fm is the frequency spacing of the

mth tone from the 0th tone. When the tones are evenly distributed in the frequency domain,

∆fm becomes m × ∆f , where ∆f is the spacing between the adjacent tones. In order to set the

total power to be the same for any number of tones, the amplitudes of the waveform must be

normalized. As an example, when each tone has the same amplitude, am becomes 1/N . The

example time domain multitone waveforms of N = 2, 4, and 8 are shown in Fig. 1.4. The

blue colored waveforms for each figure corresponds to the multitone waveforms and grey box

corresponds to the single tone as a reference. When the frequency spacings are set to ∆f , the

period becomes 1/∆f . This period can be determined based on the smallest spacing between

neighboring tones. Also, the relationship between the time domain and the frequency domain

of the multitone waveforms is shown in Fig. 1.5, where the number of tones is 4, but the

notation is generalized to N . The total bandwidth BW can be expressed as (N − 1)∆f as the

number of spacings is N − 1. In the time domain, the nodes are coming at every Ts/N , where

Ts = 1/∆f . The characteristic of this waveform is that the peak amplitude becomes
√

N

times larger than the single tone, which results in having a higher PAPR. Also, the multitone
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waveforms of N = 1, N = 2, N = 4, and N = 8 that are captured by a real time spectrum

analyzer (RSA306) is shown in Fig. 1.6. The spacing for each tone is that 100 kHz, 50 kHz,

and 25 kHz for N = 2, N = 4, and N = 8 respectively. When increasing the tones by 2 times,

the power of each tone decreases by 3 dB. The center frequency is set to 916.8 MHz, which

is one of the channel band that has been conformed to the RFID standard in Japan (ARIB

STD-T106) [76, 77, 78]. Along with 916.8 MHz, 918 MHz, 919.2 MHz, and 3 consecu-

tive bands (920.4 MHz, 920.6 MHz, and 920.8 MHz) are allowed to transmit 1 W transmit

power. Under this restrictions, the total transmit waveform bandwidth is 200 kHz, 400 kHz,

or 600 kHz [76, 77, 78].

Research Trends

These waveforms have been firstly introduced in the context of microwave power transfer by

M. S. Trotter et al as power optimized waveforms (POWs) [79] where they showed that the

minimum power that the tag can be turned on using POWs decreased by 1.9 dB compared

with continuous wave when the number of tones are added up to 8. From then on, enormous

contributions in terms of designing waveforms have been conducted. Aside from multitone

based waveforms, various waveforms have been investigated in terms of having higher PAPR

values, such as orthogonal frequency division multiplexing (OFDM) signal, chaotic signal,

pulse width modulation (PWM) signals [80, 81, 82]. It has shown that chaotic wave has

got higher peat to average power ratio (PAPR) generation [80, 81]. However, one of the

problems for these waveforms is that it is challenging to design the specific waveforms that can

yield better efficiencies due to the fact that the waveforms are needed to be consider various

parameters such as channel distortion while traversing in the air, transceivers’ nonlinear effect

not just at receiver rectifier, but also amplifier at the transmitters, antennas, matching circuit

and so forth. In addition, most of the studies have been conducted experimental and simulation

verification when the load is optimal. However, when looked at the recent IoT prototypes

the load is not always optimal. Usually, these devices embed DC–DC converters after the

rectifiers and the DC–DC converters are supposed to set rectifier load to be optimal. However,

when it comes to low power operation where the rectified voltage is too small for DC–DC
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converters to work continuously, they fail to set the rectifier load to be optimal. Therefore,

designing waveforms when the rectifier load does not always optimal should be considered as

well. For these reasons, vast majorities of the works have been investigated using multitone

based waveforms. By using multitone waveforms,

Optimal waveforms for multitone based signals have long been sought in the past years,

analyzing performance through circuit simulation, measurement, or modeling analytically [83,

84, 85, 86, 87, 88]. The research trends in terms of waveform optimizations have three folds;

power allocations to each of the tones, bandwidth effects, and voltage transitions in a recti-

fiers. The researches related to the first content have discussed how to allocate the power to

each tones in the waveforms under the conditions with wireless channels. The frequency se-

lectivity in wireless channels causes the waveform distortions, so the proper power allocation

should be taken into consideration. In addition, the frequency dependencies also have effects

on the waveforms inside the receiver circuit since these circuits have high Q factor elements

that prevents the widespread tones in the frequency domain to enter into the circuit elements.

This comes into the second contents in that the what how the bandwidths are required to be

when considering the circuit conditions. Lastly, there has been a lot of researches in terms of

interpreting the voltages inside the circuit. Since there are multiple tones in a multitone wave-

forms, the voltage transitions are very challenging when considering the nonlinear effects.

In [84], time domain analysis has been conducted. Based on the conditions between the

incident waveforms and closed-form equations of the diode, the authors determined the ap-

plied voltage across the diodes into three states. However, since the voltage transitions are

made without considering the nonlinear effects, the efficiency performances are poor when

the incident power is small. Frequency domain analysis has also conducted in such a way that

receiver circuit has modeled as transfer functions [83], which becomes one of the mile stones

for multitone waveforms that the amplitudes and phases are needs to be the same amount in

order to have better performances. The difficulties of the modeling of voltage transition inside

the receiver circuit is that the existences of the nonlinear elements, which results in having

the same variables at both sides of the equations. To deal with this problem, approximation

methods have been investigated, where the Taylor expansions have been conducted to the volt-
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ages across the diodes [86]. In addition, the authors reveal that the optimal waveforms were

obtained by applying the geometric programming methods in terms of having better power

conversion efficiencies for the use of the multitone waveforms.

Furthermore, the same group achieved the optimal transmitting waveforms under the con-

ditions where the frequency selectivity has existed. The results have claimed that for the fast

fading channels, the multitone waveforms whose tones are evenly distributed in the frequency

domain or the single tone becomes the best performances. On the other hand, when the chan-

nel has frequency selectivity the power allocation needs to be so that more power should be

allocated to the tones whose frequency responses are good [86, 87, 88]. However one of the

problems reside in this method is that it is required to calculate channel state information

(CSIs), which is an expensive process for battery-less devices to conduct.

Applications: The application of multitone waveforms can be localization, power har-

vest to in-body sensors or farther places, and increase the read range of the wake-up sen-

sors [89, 90, 91, 92, 93, 94]. Especially in the biomedical field, the multitone waveforms have

been applied for the use of the electrical impedance spectroscopy (EIS) which is one of the

methods for inspecting the characterization of the target structure, level of the batteries, and so

forth from the spectrum of the reflected waveforms from the source [95, 96, 97]. Aside from

that, the waveform designs are desired as a means for localizing in-body sensors so that the

backscatter tag avoids the interference that otherwise causes the transmitter side to read the re-

flected signals from the in-body sensor tag [92]. Biomedical field does not the only field to be

applied. In terms of increasing the read range of RFID tags, multitone waveforms have been

investigated [91]. Also in [89], waveforms have been tuned for the wake-up receiver. Recent

years have seen the use of multitone waveforms in order to achieve SWIPT [98, 90, 67, 66, 65].

In the SWIPT concept, multitone signals are sent as a usual manner to deliver power; however,

the trick is that waveforms are modulated by changing frequency spacing, or PAPR ratio so

that at the receiver, it is possible to acquire information based on the outputs produced by the

nonlinear elements [99, 66, 68, 100, 101].
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1.2 Research Challenges for Powering Battery-less Devices

The first challenge for the recent battery-less device is that the operating range of the devices

is very small. At present, granted that transmit power can be approximately 4 W equivalent

isotropically radiated power (EIRP), and that the antenna gain of the receiver device is at

most approximately 7 dBi. In order to receive more than 100 µW of power, the devices

needs to be placed closer than 12 m away from the sources. Although recently, there exists

the movement for easing the regulation with regard to transmit power, the operation range

still be suffered. Therefore, it is required to maximizing the ranges of which the battery-less

devices can be operated, and designing waveforms are noteworthy approaches to meat these

requirements. There are two main methods to be achieved: increasing the power conversion

efficiency and increasing the reception sensitivity. The former is how the power received

during operation can be received with high efficiency, and the latter is the key to delivering

the voltage necessary for the device to recover from a power-off state (cold start). More

specifically, PCEs are measured in terms of how much power can be delivered to the load.

If the more power can be delivered to the system, the system can keep working even when

the transmitter and the receiver is away from each other. On the other hand, the sensitivities

are measured in terms of knowing how much power is required for the system to start their

process. Since most of the case, the system embeds the boost converter, system starts working

their process when the boost converter starts working. Most of the time, a boost converter has

the threshold voltage to start its operation, so in such case, it is important to apply the voltage

with smaller input power. Goal of obtaining higher voltage and delivering power is different

in that the former can be realized by using very high impedance at the load whereas for the

latter case, the relatively low resistance the system can obtain more power (roughly voltage

times current).

The next step is to establish a method for transferring information and power. So far, how

to send signals with low power consumption has been investigated with respect to the uplink

communication technology for IoT devices such as backscatter communications. However,

few efforts have been made for signal reception. Most of the studies assume to communicate

using a simple signal system such as ASK is used. One of the problem of these methods is that
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Fig. 1.7: Design considerations for multitone waveforms. The left hand side of the figure shows the challenges

encountered when designing waveforms, and the right hand side of the figure shows the parameters to be con-

cerned when designing the waveforms.

the power supply capacity is reduced during signal reception, which becomes crucial matter

for battery-less devices. Therefore, it is necessary to design waveforms that can transmit

information and power simultaneously and receive continuous power supply even when the

IoT device is receiving information. For these reasons, it is important to design waveforms

that can transfer both information and power simultaneously whose waveforms yields better

performances (PCE or sensitivity). However, designing such waveforms does not simple since

there are multiple factors to be considered.

1.2.1 Waveform Design Challenges

When designing multitone waveforms for RF harvesting to the devices, it is required to con-

sider the effects of diode nonlinearity and the bandwidth tradeoffs. The effects to be consid-

ered and the waveform parameter considerations are listed in Fig. 1.7.

Diodes’ Nonlinearities and Breakdown Voltage Limitations

Increasing the number of tones leads to applying a higher voltage to the diodes, which results

in having a larger output current, but excessive voltage over the breakdown voltage of the
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diode results in performance degradation. Thus, a suitable number of tones needs to be se-

lected. In terms of bandwidth tradeoffs, there are mainly two kinds of effects to be considered,

as discussed in the introduction; over the air effect and internal circuit effects.

Over the Air Effect on Bandwidth

While the transmitted waveforms are traversing in the air, they would get reflections around

the surrounding objects, which is called multipath effect. Because these reflected waveforms

are mixed at the receiver side, the received waveforms are distorted. If the bandwidth of the

waveforms is large, the distortions will be more severe. In particular, the different arrival times

of signals could cause the phase changes between them by 2πfBWTd, where fBW is a frequency

difference of assigned bandwidth, and Td is the delay based on multipath. Typically, Td is

1 µs for the outside condition and dozens of nano seconds for the inside conditions, but these

parameters are primarily determined by the surrounding environment [102, 103]. When the

bandwidth is large this phase difference also becomes large, which results in a misalignment

between the tones, and this severely deteriorates the quality to deliver power in a multipath

scenario [83, 102]. The coherent bandwidth which is determined by 1
2Td

is one of the indicators

that can regard the wireless channel as flat [102]. Typically, the coherent bandwidth becomes

500 kHz in outdoor environment and 50 MHz in the indoor environment. [102, 103]. In

addition, assigning large bandwidth occupies a lot of available bandwidth, which could cause

interference. For example, in the UHF band which is one of the ISM band, total bandwidth

could be assigned at a maximum of 26 MHz. The transmitted signal that has bandwidth close

to 26 MHz might interfere with other signals from different signals within the same band.

Thus, the bandwidth assignment should be small enough to suppress this effect.

Internal Circuit Effect

For the internal circuit effect, because the receiver devices are supposed to have high Q fac-

tors, antennas and matching networks are all meant to be narrowband. For this reason, the

bandwidth of the multitone waveforms needs to be small. In contrast, the diode’s internal

resistance and the storage capacitor forms a low-pass filter (LPF). Therefore, if the frequency
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Fig. 1.8: Waveform design considerations. On the left, designing multitone waveform properly results in having

better PCEs and longer operational distances. In the middle of the figure, proper multitone waveforms results in

having higher voltage acquisitions and improving the sensitivity performances. On the right, designing SWIPT

waveform using multitone waveforms results in having better WPT performances while sending information.

spacing is small, the LPF allows the alternative current (AC) component to go through the

load resistor. This results in deteriorating the system efficiency but obtaining a higher peak

voltage at the load [20]. In addition, total bandwidth for transmission is usually determined

by the government. For example, in the UHF band, FCC limits the available bandwidth to be

at most 26 MHz. Because multitone waveforms utilize multiple tones, the frequency spacings

and the number of tones need to be carefully considered under the bandwidth effect.

1.2.2 Thesis Goal of this thesis

The research goal for this thesis is to design the multitone waveforms that can transmit both

power and information simultaneously so that the design waveforms can improve operation

range of the battery-less devices, or increase the sensitivity read ranges as shown in Fig. 1.8.

Especially, for my thesis, I am interested in designing multitone waveforms with narrow band-

width, since the sub GHz band requires limited bandwidth (under 1 MHz) for transmission.

Such narrowband multitone waveforms have not been studied thoroughly in other researches

to best of our knowledge. In order to properly design multitone waveforms, it is required to

characterize the performances of the waveforms for different rectifier parameters under lim-
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Fig. 1.9: Chapter relations.

ited bandwidth conditions. Therefore, in this thesis I have conducted investigations of the

performance characterizations of the narrowband multitone waveforms in terms of PCEs or

higher peak output voltage through experiments. Prior to the experiments, based on the excis-

ing studies with regard to multitone waveforms, I assume that the rectifier performance can be

determined by the number of tones, frequency spacing between the tones, the storage capac-

itances and the load resistances when considering the bandwidth tradeoffs. The input power

may also affect the performance, but for simplicity, I decide to fix them to −10 dBm. Then, I

formulate the design formula for improving better PCEs or having higher peak output voltage

according to the rectifier parameters. Because analytically deriving them requires nonlinear

behaviors, it is extremely challenging. Thus, I rely on the experiments for characterizing the

narrowband multitone waveforms. Finally, I design the multitone SWIPT waveforms that can

transmit power and information simultaneously. The design waveform utilizes the nature of
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nonlinear devices, thereby generating varieties of output by shifting the tone configurations

of the waveforms. These varieties of outputs can be classified in the groups depending on the

configurations of the tones separations. I reveal such relationships and verified with simula-

tion and experiments. Based on this, I proposed the modulation method to send information

that is superimposed on the multitone waveforms. Overall, I propose the waveform designs

for WPT as well as SWIPT. The former is utilized when the devices needs to be harvested and

the latter is utilized for sending information.

Based on the above, this thesis is organized as follows. Chapter 2 discuss the waveform

design for improving PCEs depending on the rectifier characteristics. Element by element ex-

periments are conducted to see which circuit component has the dominant effects on multitone

WPT. Then the design instructions for improving PCEs are introduced. Chapter 3 discuss the

waveform design for improving peak voltage acquisitions. Similar to the previous chapter,

the waveform characteristics are investigated in order to have higher peak voltages. Also the

characteristic differences between the waveform design for higher PCEs and higher peak volt-

age acquisitions are discussed. Finally, the sensitivity analyses are experimented using real

IoT devices to see the impact of using multitone waveforms and pros and cons of using them.

Chapter 4 introduces the waveform design for sending both power and information simulta-

neously by using frequency shifted multitone waveforms. Prior to the proposed waveform

design, the mechanism of how frequency shifted waveforms can achieve varieties of outputs

through nonlinear devices. The manufactured SWIPT circuits are utilized for the verification

of the proposed method. Finally, Chapter 5 concludes my thesis including the summary as

well as the future works of this topic. The waveform optimization methods for the future

works are introduced for giving insights for the future works.
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Chapter 2

MultitoneWaveform Design for Improving

Power Conversion Efficiencies

2.1 Introduction

Recently, a growing number of devices have been connected to wireless networks in order

to make the quality of lives better. By contrast, these devices generally embed batteries for

their operation; thus, they are bulky and heavy, and consequently, incompatible with the cir-

cuits, which are relatively small. Eliminating batteries would make these devices light-weight

and ubiquitous, and thus, maintenance-free. This elimination could potentially be realized

via wireless via wireless power transfer. Particularly in an outdoor environment, microwave

power transfer is utilized to have wide area coverage. However, unlike battery enabled de-

vices where wake-up modules could sense incoming signals with high sensitivity, battery-free

24



2.1. Introduction Chapter2.

Table 2.1: Related Works of Bandwidth Effect on Microwave Waveforms

work carrier frequency type of effect noise effect modeling based on waveform type PCE (input power) tested devices

[86] 5.18 GHz Over the air effect No Analytical Multitone 30% (-20 dBm) rectifier

/Measurement

[104] 1.6 GHz Internal circuit effective No Measurement Multitone 39% (-10 dBm) rectifier

[105] 2.45 GHz Internal circuit effective No Analytical Pulse Width Modulated 50–70% (0 dBm) rectifier

/Measurement

This work 915 MHz Internal circuit effective Yes Measurement Multitone 39% (-10 dBm) rectifier and receiver devices

devices suffer from limited operation range. Increasing transmit power could be one of the

solutions; however, the transmit power is regulated by the government [106]. Therefore,

transmitting signals beyond the limit would not be appropriate.

Multitone waveforms, also known as power-optimized waveforms (POWs), can be con-

sidered as they exhibit the potential to overcome this problem [107, 79, 108]. They comprise

multiple sine waves that are summed with each other and generate a high peak to average

power ratio (PAPR) [109, 110, 111, 112]. This technique boosts the efficiency of a diode-

based rectifier due to the nonlinear behavior of the diode without increasing the transmit

power [113, 20, 21]. Aside from multitone based waveforms, various waveforms have been

investigated, such as orthogonal frequency division multiplexing (OFDM) signal, chaotic sig-

nal, and pulse-width modulation (PWM) signals [80, 81, 82, 114, 115, 105]. In this chapter, I

focus on multitone based waveforms.

Optimal waveforms for multitone based signals have been sought in the past years, analyz-

ing performance through circuit simulation, measurement, or modeling analytically [83, 84,

85, 86, 87, 88]. In [84], closed-form equations of the diode modeling have been presented so

that the voltage that is applied to the diode has been characterized as three states based on the

behaviors of the diode and the waveform. In [86, 87, 88], both transmitter and receiver sides

were modeled, and waveforms have been optimized based on the channel state information

(CSI). In its implementation, the transmitter and receiver first communicate with each other

using OFDM to obtain CSI and based on that, the waveforms are optimized.

While the advantages of using multitone waveforms have been proven in theory, some

papers have also addressed their limitations. In [116], the limitation of using multitone wave-

forms have been investigated for the case of voltage-doubler rectifiers. The claim was that
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during the negative half cycle of the waveforms, the voltage did not seem to be stored in

the clamp capacitor, resulting in a relatively small peak voltage at the load, and PCE perfor-

mance is negatively affected [116]. However, our investigations show that depending on the

load resistance, the PCE performance can be improved over the single tone [117]. Thus, it is

important to design proper multitone waveforms depending on the rectifier properties.

When designing multitone waveforms, it is also important to consider the bandwidth of the

waveforms. There are two types of effects towards performance with regard to bandwidths

of waveforms: over-the-air effect and internal circuit effects. The first is primarily due to

waveform distortions resulting from multipath [86, 56, 118]. In [86], algorithms to optimize

waveforms have been proposed to account for multipath effects. It has concluded that the

proposed algorithm allocates more power to subcarriers whose channels are better than others,

which is similar to the idea of a water-filling algorithm. In [56, 118], further investigations

have been conducted to meet the requirements of such scenarios using large-scale multiple-

transmit antennas or backscatter communication.

For the second case, narrowband circuitry systems for radio frequency (RF) energy har-

vesting (an antenna, a matching circuit, or RC filter of rectifier) cause a frequency selectivity,

which degrades the system performance as some frequency band could not pass through the

circuit system [119, 104]. In terms of bandwidth effects on the receiver circuit, there is a

trade-off between the frequency spacing of each tone and cut-off RC filter of a rectifier at

1.6 GHz [119, 104]. These authors argue that setting an index of frequency spacing over

cut-off frequency to be 100 would be suitable in terms of the power conversion efficiency

(PCE).

Although bandwidth effects on the performances have been discussed recently, most of the

researches have dealt with relatively large bandwidth assignment (over 1 MHz), which may

not be beneficial at ultra-high frequency band (UHF) [87, 104]. This is because allocating

such bandwidth causes signal distortions resulting from frequency selectivity, particularly

in multipath scenarios [119]. In addition, bandwidth occupation causes severe interference

against other wireless communication systems that run in the same frequency band.

This chapter is extended from the preliminary results obtained in [117] with the follow-
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ing contributions. I characterize the PCE and the peak output voltage acquisition based on

the configurations of rectifiers through experiments. Based on them, I introduce the design

instructions of multitone waveforms to improve the PCEs or the sensitivities at UHF. Further,

I characterize the sensitivity performances of two types of receiver devices with an embedded

boost converter and discuss analyses based on the waveform instruction. The key findings are

summarized as follows;

• There exist specific points (saturation points) for frequency spacing that multitone wave-

forms have to assign to improve the PCEs, and the saturation points can be controlled

or strongly affected by the value of storage capacitance (CL) at the receiver.

• In terms of having better PCEs, the multitone waveform has to assign more frequency

spacing than the saturation points of PCEs. I characterize how much spacing needs to be

assigned in order to improve the PCE performances depending on the rectifier designs.

The comparison between my work and the related researches are listed in Table 2.1. In

contrast to [104], I consider narrow bandwidth because the industry, science, and medical

(ISM) band can only have a total bandwidth of 26 MHz, and less than 1 MHz when con-

sidering transmitting information as well. The bandwidth effect smaller than 1 MHz has not

been considered in the paper. In addition I have tested not only rectifiers but also the receiver

devices that can be obtained commercially. I also tested the wireless transmission under noise

effect.

The remainder of this chapter is structured as follows. In Section 2.2, I describe the

behaviors of the multitone waveforms at the transmitter and receiver side. Then, I analyze

the waveform characterizations of the multitone waveforms and suggest the waveform de-

sign to obtain higher efficiency of the receiver device based on the rectifiers’ parameters in

Section 2.3. Finally, I will summarize this chapter in Section 2.4.

2.2 System Model

Based on the discussions from the existing papers, I set the condition for designing multitone

waveforms so that the tones are equally distributed in the frequency domain [83, 120, 104].
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Also, because I aim to design waveform to be suitable for narrow bandwidth, the wireless

channel effect can be regarded as flat. In such a case, the amplitude and phase of each tone

needs to be the same for having better performances [86, 83].

2.2.1 Waveform Generation

Let us assume that the multitone based waveform is modeled as a summation of sine waves of

size N whose bandwidth is determined by BW . The waveform is first generated as a baseband

signal, expressed as;

xb(t) =
N−1∑
m=0

Sej2π∆fmt, (2.1)

where S =
√

Pout/N represents a normalized amplitude of output power (Pout) at a trans-

mitter side to maintain the same average power, and ∆f = BW/(N − 1) is a frequency

spacing between the tones. An mth tone could be expressed as, xbm(t) = Sej2π∆fmt , where

m = 0, 1, ..., N − 1. Then, the passband signal is generated by shifting its frequency in such

a way that the center frequency is fixed to fc, which is expressed as follows;

x(t) = ℜ
{ N−1∑

m=0

xbm(t)ej2π(fc− BW
2 )t

}
. (2.2)

PAPR can be employed to comprehend how high the signal power goes, based on average

power. It can be expressed as;
Max

{
x(t)2

}
E
{
x(t)2

} . (2.3)

2.2.2 Receiver Side Behavior

A system model of the receiver circuit is presented in Fig. 2.1. First, a voltage is induced at the

antenna port (vant), and then it goes through a matching circuit consisting of an inductor (Lm)

and a capacitor (Cm). Thus, the signal is rectified. The rectifier circuit is composed of a clamp

capacitor (Cc) and, two series diodes (D1 and D2). Finally, it is stored in the storage capacitor

(CL) with the load (RL). Granted that the received power is determined by Pin = Pouth, where
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Fig. 2.1: System model of a voltage doubler type rectifier. It consists of a matching network (Cm, Lm), a voltage

doubler rectifier (Cc, D1, D2), a storage capacitor (CL), and a load resistor (RL). In our experiment, a signal is

injected through a signal generator.

h is an attenuation coefficient. If the impedance of the antenna and the matching network are

the same, then the receiver circuit consumes Pin [121]. Therefore, vant(t) can be expressed as;

vant(t) =
N−1∑
m=0

Vantcos(wmt + ϕm), (2.4)

where Vant =

√
PinRant

N is an amplitude of the induced voltage at the receiver’s antenna, wm is

2π(∆fm + fc − BW/2), and ϕm is a phase rotation factor at the mth tones [86]. In addition,

Rant is the impedance of the antenna.

As discussed in the prior works, a matching network serves as a transformer. The voltage

at an input of the matching network would be enhanced as the relatively high impedance of

circuitry structure after the impedance matching is transformed to 50 Ω [116, 104]. Because

the impedance of the rectifier changes depending on the voltage applied across the diode, the

input impedance after the matching network also changes. Therefore, the voltage enhance-

ment factor would not be the same all the time. This makes modeling hard to establish. After

the impedance transformation, the signal is rectified.

Based on the discussions which relate to the voltage-doubler circuits, the voltage at the

first stage of the rectifier (vrect(t)), and the instantaneous output voltage at time t (vout(t)) could
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be expressed as follows [116];

Cc
d(vimp(t) − vrect(t))

dt
= −Is

{
exp

(
−vrect(t)

nVT

)
− 1

}
, (2.5)

CL
dvout(t)

dt
= Is

{
exp

(
vrect(t) − vout(t)

nVT

)
− 1

}
− vout(t)

RL
. (2.6)

Output voltage, Vout(t) which is the average voltage applied at a resistor or a capacitor could

be expressed as follows;

Vout = E
{
vout(t)

}
. (2.7)

Overall, the PCE is obtained based on the following expressions;

PCE =
V 2

out

RL
. (2.8)

2.3 PCE Performance Analysis of Rectifier for Narrowband Multitone

Signal

To see the effects of frequency spacing and the number of tones of the multitone waveforms

on the performance of efficiencies, I conducted experiments using rectifiers. Most of the

parameters of the rectifiers, including clamp capacitance (Cc), types of diodes, storage capac-

itance (CL), and load resistance (RL) were tested in order to see the characteristics against

transmitting waveforms.

2.3.1 Experimental Setup

The experimental setup is shown in Fig. 2.2. I have conducted experiments under both wired

and wireless conditions. In experiments under wire transmission, I connected a signal genera-

tor (SG) to a rectifier through a cable. For the case of experiments under wireless transmission,

I connected antennas to both the SG and the tested rectifiers and they were separated for 50 cm

away from each other in an anechoic chamber. Since the both antennas have antenna length

of 16.4 cm, antenna distance away from 16.4 cm can be regarded as far field. Therefore,
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Fig. 2.2: Experimental setting for the wire transmission on the top and for the wireless transmission on the

bottom.The waveforms are generated using a signal generator (SMBV100A) and transmitted through media.

Various types of the diodes, storage capacitors, or load resistances to see how these parameters and designed

waveforms affect PCEs.

this experiment can be regarded as far field transmission. To measure the induced voltage

at the rectifiers, I used an oscilloscope. The input impedance from the probe to the oscillo-

scope consisted of Rprobe and Cprobe. I monitored the performance of PCEs by changing the

conditions of multitone waveforms excited from the SG. All the instruments were connected

to a monitor computer through LAN cables and all the experiments have conducted through

automated processes. In the following section, I explain the experimental setups in detail. All

the parameters for the experiments are listed in Table 2.2.

Transmit Signal Generation

For signal transmission, I used a Rohde & Schwarzs SMBV100A vector signal generator

(SG). Multitone waveforms were excited using arbitrary (ARB) waveform mode in the instru-
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Fig. 2.3: Actual experimental setup for wireless transmission. (a). overview and (b). inside the anechoic

chamber.

ment. waveforms were generated by setting the multicarrier tab in the ARB subsystem.The

number of tones was 1, 2, 4, 8, and 16, and the frequency spacing was varied from 1 kHz up

to 5 MHz. The center frequency was set to 915 MHz. In addition, before start experiment, the

input power is measured by power meter (R&S NRP-Z Power Sensor) so that the input power

is maintained with different number of tones or different frequency spacing.

Rectifier Design

I tested voltage-doubler type rectifiers. Diodes to be used were mostly SMS7630-005LF

(Skyworks), but I also tested PCC110 (Powercast) and HSMS285C (Avego) in order to see

the performance differences when using different diodes. CL was 100 pF, 1 nF, or 10 nF, and

the resistance of RL was varied from 10 kΩ to 1 MΩ. The manufactured rectifiers were all

follow the same circuit layout as shown in Fig. 2.4 (a) and one of the manufactured rectifier

for the experiments is shown in Fig. 2.4 (b).

For matching networks, an input impedance of a rectifier was tuned to 50 Ω by trial and

error. The input power was set to −10 dBm when I perform impedance matching. I matched

the network by observing the S11 using Rohde & Schwarzs vector network analyzer (ZNB20).
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Fig. 2.4: (a). Layout of the rectifier for the experiment. All the tested rectifiers are implemented using this

layout. (b). One of the manufactured circuit.

Note that here I produced different rectifiers according to the value of the RL and CL and for

each rectifier, I matched the impedance matching network. The tested S11 parameters of one

of the manufactured rectifiers (CL of 100 pF and RL of 100 kΩ) was shown in Fig. 2.5. The

result showed that manufactured rectifier achieved up to −23 dB return loss, and at least −10

dB return loss for the tested bandwidth (900 MHz–930 MHz) at −10 dBm input power. In

addition, even when the input power ranged S11 maintained −10 dB return loss for varieties

of tested frequency with different input powers. Note that at each input power, I calibrated the

VNA.

Voltage Measurements

Rectified voltages were measured using Rohde & Schwarzs RTO2014 oscilloscope. I obtained

the mean value of the voltages from RTO2014 and calculated the PCE using Equation (2.8).

The input impedance of the probe was 10 MΩ and 9.5 pF.

2.3.2 Measurement Result

The measurement results of the PCE performance of the rectifiers when using multitone wave-

forms are shown in Figs. 2.6 - 2.14. Based on the results, I summarized the results as the

following;
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Fig. 2.5: Measured S parameters (S11) using VNA. The tested rectifier had parameter CL of 100pF and RL of

100kΩ

Table 2.2: Measurement parameters

Variable Values

Number of tones (N) 1, 2, 4, 8, and 16

Center frequency 915 MHz

Transmit power from −30 to 0 dBm

Diodes SMS7630-005LF, PCC110, HSMS285C

Storage Capacitance (CL) 100 pF, 1 nF, 10 nF, 100 nF

Load Resistance (RL) 1 kΩ – 1 MΩ

Frequency spacing (∆f ) from 1 kHz to 5 MHz

Device placement (wire transmission) On the table in the shield room

Device placement (wireless transmission) On the table in the anechoic chamber

1. The PCE increases according to the frequency spacing, and it does not increase beyond

a certain point, which I call the saturation point.

2. The saturation points move in the frequency domain according to the CL, RL, and Pin,

but CL primarily dominates the behavior. Increasing the CL can reduce the frequency
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Fig. 2.6: PCE performances comparison against the different number of tones (1, 2, 4, 8, and 16) through wire

transmission. The input power is set to −10 dBm. The tested rectifiers had parameters, (a). CL of 1 nF and RL

of 10 kΩ, and (b). CL of 1 nF and RL of 100 kΩ.

spacing required to saturate the PCE performance.

3. The performance of PCE depends on the RL; increasing RL causes PCE to be smaller.

However, when RL is bigger, I see the advantage of using a large number of tones.

I discuss these closures in detail in the following sections.

PCE Characteristics against Load Resistance

I measured the PCEs of rectifiers with the different RL in order to see the impact of frequency

characterization, which is shown in Figs. 2.6 (a), (b). I tested rectifiers with the same ca-

pacitance 1 nF but different RLs (10 kΩ and 100 kΩ). Based on these results, I determine

two observations: there exists frequency selectivity for both tested rectifiers, and the PCE

performance of multitone waveforms gives opposite characteristics depending on the value of

RL.
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Fig. 2.7: PCE performance comparison versus the different number of tones (1, 2, 4, 8, and 16). I tested various

rectifiers whose RLs were varied from 1 kΩ to 1 MΩ. CL was set to 1 nF, and input power was set to −10 dBm.

As for the first observation, I find that assigning more frequency spacing gives better PCE

performance for multitone waveforms. However, after a certain point, the PCE performance

does not improve. I define this point as the saturation point. The saturation points occur at

approximately 100 kHz for these results. I analyze these points in the following section.

Next, it is found that for the rectifier with low load-resistance, the PCEs using multitone

signals are inferior to the continuous wave (CW), or single tone case (N = 1) as shown in

Fig. 2.6 (a). In addition, increasing the number of tones deteriorates the PCEs. Therefore, in

this case, using a single tone gives the best PCE performance. In contrast, if the rectifier has

high load-resistance, the situation becomes the opposite. In this case, increasing the number

of tones gives better performance in terms of PCEs, and multitone signals give better per-

formance against a single tone, as shown in Fig. 2.6 (b). Therefore, when using multitone

waveforms, rectifiers should embed higher load-resistances.

I also tested various rectifiers with different load-resistances to see whether the aforemen-

tioned contrasting characteristics occur. The results are shown in Fig. 2.7. The PCEs were
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Fig. 2.8: PCE performances comparison against different capacitance (100 pF, 1 nF, 10 nF, and 100 nF). The

number of tones was 16. RL of tested rectifiers was the same (100 kΩ), and input power was set to −10 dBm.

taken from the saturated point (1 MHz), and the capacitance was 1 nF for these results. In-

put power Pin was set to −10 dBm. Based on the results, I find that there is a transition

region where the highest PCE performances differ depending on the number of tones in the

following manner. When RL is smaller than around 10 kΩ, the PCE performance of a single

tone is the highest. In contrast, when the RL reaches above 10 kΩ, the performance of mul-

titone waveforms becomes superior to the single tone. Within the transition region, during

RL = 10 kΩ − 100 kΩ, and as the RL increases, the required number of tones that can yield

the highest PCE increases. When RL reaches more than 100 kΩ, the highest PCE is obtained

when the number of tones is 16. During the transition region, the highest PCEs obtained for

the number of tones is 2 from 10 kΩ to 20 kΩ, 4 from 20 kΩ to 40 kΩ, 8 from 40 kΩ to

100 kΩ, and 16 after 100 kΩ as shown in Table 2.3.

Frequency Spacing Characteristics against Storage Capacitance

Next, I tested rectifiers with different CL to see how the saturation points correspond to this

parameter. I compared the result with different capacitance 100 pF, 1 nF, 10 nF, and 100 nF.

The load resistance was fixed to 100 kΩ. The measurement result is shown in Fig. 2.8. Based
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on the result, the saturate points move depending on the capacitance. Moreover, when the

value of CL becomes 10 times, the saturate points become 1/10 in the frequency domain.

This means that by determining CL, I am able to assign the amount of the frequency spacing.

For example, if a rectifier embeds 100 pF storage capacitor, the frequency spacing of the

multitone signal should assign more than 1 MHz in order to get maximum PCE, whereas

when 10 nF is chosen for CL, assigning 10 kHz for spacing is enough for multitone signals to

obtain the best performance.

Frequency Spacing Characteristics against Load Resistance

I also tested the frequency spacing characteristics against different resistances. I compared

with different load resistances: 10 kΩ, 100 kΩ, and 1 MΩ. CL was fixed to 1 nF for this

experiment, and the input power was −10 dBm. In addition, the number of tones was set

to 16. The measurement result is shown in Fig. 2.9. I could not clearly find the tendency

between the value of RL versus frequency spacing except, the saturation points for the rectifier

with 10 kΩ require more spacing than the other cases. One of the reasons is that when RL is

small the output voltage drops faster than the case when the RL is high. This leads to requiring

larger frequency spacing. I choose to set the saturation point to 100 kHz in order to agree

with all the cases.

In terms of PCEs, the performance is the best when RL is 100 kΩ. This is because the

PCE of the waveform with 16 numbers of tones has its maximum at approximately 100kΩ as

shown in Fig. 2.7.

Frequency Spacing Characteristics against Input Power Level

Further, I tested with different input power levels (0 dBm, −10 dBm, and −20 dBm) to see

how it impacts on the frequency dependence. CL and the load resistance of the tested rectifier

were 1 nF and 100 kΩ. The measurement result is shown in Fig. 2.10. As it can be seen,

when the input power increases, the required saturation points need more spacing. This is be-

cause when the power level increases, the internal resistance of the diode decreases due to the

self-bias. Because this resistor and CL form a low-pass filter (LPF), the cut-off frequency of
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Fig. 2.9: PCE performances comparison against different load resistances (10 kΩ, 100 kΩ, and 1 MΩ). The

number of tones was 16. CL of tested rectifiers were all the same (1 nF), and input power was set to −10 dBm.

this LPF becomes larger, which means that the output voltage fluctuates even with higher fre-

quency. However, because I matched the network for −10 dBm, I choose to use the threshold

of setting saturation point from −10 dBm case.

Note that referring to Fig. 9, the highest PCE for −20 dBm input is approximately 0.1,

and it is improved to 0.3 for −10 dBm input, and goes back down to approximately 0.23 for

0 dBm input. This is due to several reasons. First, the matching network of the measured

rectifier circuit is optimized to −10 dBm input power. Therefore, a higher or a lower power

than −10 dBm may cause impedance mismatch, which results in absorption of smaller power

than the actual received power and deterioration of the PCE performance. Another reason is

that the diodes I used is assumed to be low power usage. Here, low power is assumed to be

approximately −30 dBm to −10 dBm. When the received power is relatively high (0 dBm in-

put power), the diode cannot handle the high amplitude voltage, which causes current leakage

from rectifier output to the matching network reversely, leading to performance degradation.

The similar tendency can be observed in different paper as well [20]. The optimal input power

for different number of tones is the future work.
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Fig. 2.10: PCE performance comparison against different input power levels (0 dBm, −10 dBm, and −20 dBm).

The number of tones was 16. RL and CL of tested rectifiers were all the same (100 kΩ and 1 nF, respectively).

Frequency Spacing Characteristics against Different Diode Types

In addition, I tested rectifiers with different diode types to determine if I have the same

tendency regardless of the types of the diodes. I used SMS7630–005LF, HSMS285C, and

PCC110. The manufactured rectifiers are all voltage doubler type, and the parameters of the

rectifier of CL is 1 nF, and RL is 100 kΩ for this experiment. The measurement result is shown

in Fig. 2.11. Based on these results, I find a similar tendency in terms of frequency spacing

characteristics, even with different diode types.

2.3.3 Simulation and Experimentation Comparison

In this section I discuss how the simulation can align to the experimental results. I have

conducted simulation using Advanced Design System (ADS). The circuit diagram is the same

as in Fig. 2.2. Impedance matching was conducted with Large-Signal S-Parameter Simulation

(LSSP) at 915 MHz and manually tuned so that I obtained S11 to be smaller than −10 dB

for 10 MHz bandwidth. The Q factor of the inductor in the matching circuit was set to

70 [122]. I have simulated using Harmonic Balance simulation to see the PCE performances
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Fig. 2.11: PCE performances comparison against different types of diodes (SMS7630-005LF, HSMS285C,

PCC110). The number of tones was 16. RL and CL of tested rectifiers were all the same (100 kΩ and 1 nF,

respectively), and input power was set to −10 dBm.

when varying the frequency spacings between the tones. The RL was set to 100 kΩ and

different CL were used, which is 100 pF, 1 nF, and 10 nF. Owing to the limitations of

computational resources, The tested using the number of tones was set to 8.

The experimental and simulated results are shown in Fig. 2.12. Based on the results, the

simulation results and experimental results have the same tendency in that increasing CL by

10 times results in requiring larger frequency spacing by 10 times. However, in terms of the

alignment with simulations and experiments, it shows that the simulation results show that

it requires more frequency spacing than the experiment. For example, when RL = 100 kΩ

and CL = 1 nF, the experimental result show that the saturation point occur at 100 kHz, but

when it comes to simulation the point moves to approximately 300 kHz. One of the reasons

to this misalignment may come from the stray elements in the actual circuits. Stray resistor

causes the LPF formed based on the diode and load resistances to be changed so that the cutoff

frequency becomes smaller than the simulation case.
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Fig. 2.12: PCE performances comparison against measurement and ADS simulations. Different capacitance

(100 pF, 1 nF, and 10 nF) were used. The number of tones was 8. RLs of tested rectifiers were all the same

(100 kΩ). The input power was −10 dBm.

PCE Characteristics Under Wireless Channel Conditions

In this section I discuss how the PCE characterizations are affected by a wireless channel

condition. The experimental conditions are the following: Both transmitter and receiver used

6.1 dBi patch antennas and were separated by 50 cm in an anechoic chamber (MY5310 from

MICRONIX [123]). I tested with and without noise conditions in order to see the impact of

noise channel. Because the SG does not support option for noise generation through ARB

tool, I generated arbitrary signals using a Python library called RSWaveformGenerator [124]

and feed them to SG in order to obtain signals with additive noise. I defined the multitone

waveforms as symbols and varied the symbol-to-noise ratio Es/N0 from 40 dB to 10 dB.

Here, Es/N0 is defined as follows [125];

Es/N0 = 10log10
Tsymbol

Tsampling
+ SNR, (2.9)

where Tsymbol =
1
∆f , and Tsampling is the sampling cycle, and SNR is the signal-to-noise ratio. I

set the sampling frequency to 30 times larger than the ∆f . Noise was assumed to be a white

Gaussian noise. When generating signal using a Python library, the generated waveforms
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Fig. 2.13: PCE performances comparison against the different number of tones (1, 2, 4, 8, and 16) for the case

of wireless transmission without noise condition. The tested rectifier had CL of 1 nF and RL of 100 kΩ. The

received power was set to −10 dBm.

should not exceed amplitude over 1. This means that the generated waveforms have different

power levels depending on the number of tones and the noise level. Therefore, the transmitted

power must be tuned for each tested waveform in such ways that the received power has to

reach −10 dBm. The tested rectifier has the parameters, RL = 10 kΩ, and 100 kΩ, and

CL = 1 nF. The frequency spacings are varied from 1 kHz to 5 MHz.

The experimental results for wireless transmission without noise effects is shown in Fig.

2.13. I compared the number of tones from 1 to 16 for the case of (RL = 100 kΩ, and

CL = 1 nF). The result demonstrate that the bandwidth limitation of the tested antenna can

be observed when the total bandwidth becomes more than 32 MHz. Because increasing the

number of tones results in having larger total bandwidth for a fixed ∆f . Note that by changing

or designing the antennas that can handle larger bandwidths, the PCE performance can be

improve even with larger bandwidth. Considering that the bandwidth can be allocated up to

26 MHz at UHF, the working range of the antennas are proper.

I also tested how the noise affects the PCE characterizations. I show the results of the

PCE performance when varying the Es/N0 from 40 dB to 10 dB in Fig. 2.14 (a) and (b),
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Fig. 2.14: PCE performances comparison against noise level for the case of wireless transmission with noise

condition. The number of tones was set to 16. The received power was set to −10 dBm. The tested rectifier had

parameters, (a). CL of 1 nF and RL of 10 kΩ, and (b). CL of 1 nF and RL of 100 kΩ.

respectively. The tested rectifiers have the following parameters; RL = 10 kΩ and 100 kΩ,

and CL = 1 nF. The number of tones was set to 16 for these cases. I noticed that when RL is

low, addition of noise results in better PCE performances. In contrast, when RL is high, the

PCEs becomes inferior to the case without nose conditions. These results partially agree with

the results from previous research that chaos wave which can be regarded as noise signal yield

better PCE performances [80]. Based on the results, noise like waveforms are better when RLs

are low.

2.3.4 Necessary Bandwidth Allocation

To summarize the results, the frequency spacing has to be large enough so that the PCE of

the rectifier needs to be saturated for UHF narrowband multitone waveforms (from Section

2.3.2). The necessary frequency spacing (∆f ) for CL is experimentally obtained as follows
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Table 2.3: The best number of tones (Nbest) depending on RL when the input power Pin was −10 dBm.

The best number of tones (Nbest) suitable RL range

1 < 10 kΩ

2 10 kΩ – 20 kΩ

4 20 kΩ – 40 kΩ

8 40 kΩ – 100 kΩ

16 > 100 kΩ

(from Section 2.3.2);

∆f ≥ 1
104 × CL

, (2.10)

In addition, the necessary number of tones is determined based on RL to have better PCEs

(from Section 2.3.2), which is listed in Table 2.3. For example, if RL is more than 100 kΩ,

then assigning 16 number of tones for the waveform gives the best PCE performance. From

the table, I am able to obtain suitable multitone waveforms in order to obtain better PCE

performances. The total bandwidth (BW ) for the best scenario is as follows;

Nbest − 1
104 × CL

≤ BW ≤ BWcircuit, (2.11)

, where Nbest is defined based on Table 2.3, and BWcircuit is the bandwidth limit that internal

circuit can handle. In this case, BWcircuit = 32 MHz from previous results. Now, given that

CL = 10 nF, the suitable bandwidth should be more than 150 kHz in order to employ the

advantage of the multitone waveform. Note that if the total bandwidth exceeds the avail-

able bandwidth at UHF, it is required to use a smaller number of tones or smaller frequency

spacing.

2.4 Summary

In this chapter, the impact of multitone was characterized in terms of PCE performances with

different parameters of rectifiers as well as the parameters of multitone waveforms in the UHF

band. Based on the experiments, the existences of the saturation points have been revealed at
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which the performance of PCE was maximised. The indication of the saturation point is that

it is required to allocate sufficient frequency spacing to have the best PCE performance. In

addition, by changing the parameters of each rectifier component, the most important element

with regard to the saturation point was obtained, which is the storage capacitor. Based on

the results obtained by the thorough experiments of both wire and wireless transmissions,

the suitable waveforms for the specific rectifier parameters have been revealed. Finally, to

observed a more practical channel, the experiments through wireless transmission under noise

conditions have been tested.
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Chapter 3

MultitoneWaveform Design for Improving

Sensitivities

3.1 Introduction

Application spaces of low power devices have expanded with the help of using wireless power

transfer technologies. Wireless identification sensing platform (WISP) is one of such devices,

which not only sense simple thing like temperature, but also take photos using camera, con-

vey vocal information through Skype without battery [2, 53]. It contains energy harvesting

module as well as communication module connecting to micro controller. The platform ac-

cepts various types of sensors. The reason that these devices can operate rich tasks without

the use of battery is that they have done varieties of techniques with regard to the low power

operations. For example, in order to do communications, they use backscatter communication
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which does not require devices to actively radiate wireless signal. In addition, some devices

do not embed analog to digital converters (ADCs), which enables them to do tasks like taking

photos and receiving vocal information [2, 55, 27].

However, the more people demand for such devices to do expensive operations, the more

energy they require for operation. For example, capturing per frame image consumes 10.4 mJ,

so increasing frame rate requires more energy for operation [54]. In addition, the operation

range of the WISPcam is only 2 m even with the 4 W EIRP [27]. Therefore, there is a trade

off between level of operations and the working range. One of the obstacles that prevents

these devices are limited to very short range is that it is required relatively large power to

power them up. The Wispcam requires −12.1 dBm to start from the cold state, but once

they powered up, they require only −15 dBm power for its operation. This indicates that it is

required to charge twice as much as power in order to start from the cold states. In order to

increase their operation range, it is important to apply higher voltage or increase the sensitivity

to the rectifier since the rectified voltage or boost converted to the rectified voltage is watched

by the voltage monitor modules [126].

Since there is a limitation of transmit power by Federal Communication Commissions

(FCC), increasing its working range within the same average power is a critical problem. It is

this reason that multitone based waveforms are assumed to be attractive to increase the sen-

sitivity of these devices. As in regulation, FCC limits total power for transmission, however

it does not specify the waveforms which means that as long as one keep the average power

within the limits, it would be possible to transmit signal which has high peak to average ra-

tio [127]. In the past years, many kinds of high PAPR signals have been explored, but I take

into account the multitone waveforms [109].

In this chapter, I characterize the sensitivity performances based on the configurations of

rectifiers and introduce the design instructions of multitone waveforms to improve the sensi-

tivity based on rigorous experiments at UHF. In addition, I have conducted experiments not

only through wired transmission, but also through wireless transmissions with noise effects

in order to observe the impact of the performance in terms of the waveform distortions. Fur-

thermore, I have tested the sensitivity characterizations with the real receiver circuits that are
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commercially available to see the feasibility of using multitone waveforms as well as suggest-

ing the design instructions of the devices in order to improve the sensitivities under multitone

waveforms. The contributions of this chapter is summarized as follows;

• I have confirmed that the saturation point for the sensitivity (saturation point of peak

voltage acquisition) exist similar to the PCE case, and the saturation points can be con-

trolled or strongly affected by the value of storage capacitance (CL) at the receiver.

However, in contrast to the saturation point of PCEs, the saturation point of peak volt-

age acquisition comes approximately 100 times smaller than the saturation point of

PCEs. In addition, the multitone waveform should assign less frequency spacing than

the saturation points of the peak voltage acquisition, in order to obtain better sensitivity.

• The characterizations of the sensitivities of receiver devices depend on the DC–DC con-

verters’ roles. First, if the types of the receiver devices are such that the rectified voltage

goes directly to DC-DC converter and stored in a tank capacitor with boosted voltage,

then the characterizations of sensitivities have to consider both the storage capacitance

before the DC–DC converter and the tank capacitance after the converter. Further, the

input impedance of the DC–DC converter should be considered as well. Second, if the

types of the receiver devices are such that the rectified current first stores in a storage

capacitor and the DC–DC converter boost the voltage until the voltage in the storage

capacitor exceeds the threshold value, then the characterizations of the receiver are the

same as the rectifiers with high input impedance.

This chapter is structured as follows. In section. 3.2 the sensitivity characteristics of dif-

ferent types of rectifiers have been analyzed. The design guideline for having higher peak

voltage or sensitivity can be modeled as well. In Section 3.3, the characteristics of commer-

cially available receiver devices for multitone waveforms have been analyzed. The design

nature of DC–DC converter that is included along with rectifier decides the characteristics of

the performance when using multitone waveforms. These characteristics have been experi-

mented through wireless transmissions. Finally, the summary of this chapter is discussed in

Section 3.4.
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3.2 Sensitivity Characterizations of Rectifiers

As having better PCEs is important, it is also vital to have better sensitivity in some appli-

cations such as wake-up devices from deep sleep [89, 27]. Typically, such devices equip a

power management unit after the rectifier circuit, watching the voltage at the storage capaci-

tor to see if the voltage goes beyond the threshold. The sensitivity is defined as the minimum

input power when the voltage at the storage capacitor goes beyond the threshold voltage. Be-

cause achieving a higher voltage at the storage capacitor is different from obtaining higher

PCEs, the waveform design for having better sensitivities should be different from what is

required to improve PCEs. To formulate the waveform design instructions, I first characterize

the output voltage (both peak and mean) of the various rectifiers. Then, I characterize the

sensitivities of the two rectifier circuits that contain DC–DC converters, each of which has

different circuit designs in the following sections. All the experiments are conducted with the

same instruments and conditions as the previous section.

3.2.1 Frequency Spacing Characteristics against load resistances and The Number of
Tones

I evaluated the output mean and peak voltages of two rectifiers whose parameters were (CL =

1 nF and RL = 10 kΩ, and CL = 1 nF and RL = 100 kΩ). The experimental results are shown

in Fig. 3.1 and two distinct trends are observed.

First, in terms of frequency spacing response versus the mean voltages, the performance

of mean voltages is similar to that obtained for the PCE cases. However, in contrast to the

PCE cases, higher mean voltages are obtained when higher resistances are used. The mean

voltage is saturated when the frequency spacing reaches the saturation point of PCE cases,

and when it reaches this region, the mean voltage and the peak voltage converge to the same

value.

Second, for the case of the peak voltage acquisition, the responses behave differently from

what I observed in PCE cases, meaning that if the frequency spacing is small, the peak voltage

becomes large. This is why the voltage ripple becomes large when the frequency spacing is

50



3.2. Sensitivity Characterizations of Rectifiers Chapter3.

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

1000 10000 100000 1000000

O
ut

pu
t v

ol
tg

e 
(V

) 

Frequency spacing (Hz)

N=16, 1nF, 10kΩ, PEAK
N=16, 1nF, 10kΩ, MEAN
N=16, 1nF, 100kΩ, PEAK
N=16, 1nF, 100kΩ, MEAN

Fig. 3.1: Frequency spacing characteristics of rectifiers in terms of output voltage acquisition (both peak and

mean voltages). The number of tones was 16. RLs were 10 kΩ and 100 kΩ and CL was 1 nF. The input power

was set to −10 dBm.

small [128]. When the frequency spacing of the multitone waveforms is small, LPF formed

by a diode and a storage capacitor cannot cut off the AC component. Thus, the outputs have

ripples.

I also experimented the peak voltage acquisition of a rectifier (CL = 1 nF and RL =

100 kΩ) with a different number of tones. The result of the relationship between the number

of tones and the frequency spacing is shown in Fig. 3.2. As can be seen, increasing the

number of tones results an increment in the peak voltage. In addition, when the frequency

spacing reaches the saturation point of PCE, the highest peak voltage depends on RL. In this

case, the load resistance is 100 kΩ; thus the highest peak voltage is yielded when setting the

number of tones to be 16 based on Table 2.3. This concludes that when the frequency spacing

is smaller or equal to 1
104×CL

, increasing the number of tones yields better performance in terms

of obtaining higher peak output voltage. In contrast, when the frequency spacing is larger than

that, selecting number of tones is required to refer to Table 2.3.
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Fig. 3.2: Frequency spacing characteristics of rectifiers in terms of peak output voltage acquisition though wire

transmission under ideal condition (without noise). The number of tones was varied from 1 to 16. The input

power was set to −10 dBm. The rectifier parameter had, (a). RL of 10 kΩ and CL of 1 nF, and (b). RL of 100 kΩ

and CL of 1 nF.

Finally, I tested how high the peak voltage can be available depending on RL and the

number of tones (Fig. 3.3). The frequency spacings are taken from the saturated points of

peak voltage acquisition. For this case, 1 nF is used for CL, so the saturation point comes at

1 kHz. As it can be seen, increasing the load resistance as well as the number of tone lead to

obtaining higher peak voltages.

3.2.2 Frequency Spacing Characteristics against Storage Capacitance

To see the impact of CL versus frequency spacing, I tested rectifiers with different CL (100 pF,

1 nF, 10 nF) whose result is shown in Fig. 3.4. RL was set to 100 kΩ. Based on the result,

a strong relationship between CL and the frequency spacing exists, similar to the PCE case,

indicating that increasing the capacitance 10 times reduces the frequency spacing by a factor

of 10 to obtain a saturation point of the peak voltage acquisition. Therefore, by varying the
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Fig. 3.3: The characterizations of peak voltage at the saturation point of output voltage acquisition (∆f = 1 kHz

the rectifiers whose for CL had 1 nF) versus different load resistances. The number of tones was varied from 1

to 16. RL was varied from 1 kΩ to 1 MΩ. CL was 1 nF. The input power was set to −10 dBm.

capacitance, it is possible to control the saturation points of peak voltage acquisitions. In

addition, the saturation point of peak voltage acquisition is 10 kHz when CL = 100 pF, which

means that the saturation points of the peak voltage acquisition need around 100th times

smaller frequency spacing than the saturation points of PCE, because from Section 2.3.2,

the saturation point of PCE requires 1 MHz when CL = 100 pF. Thus, in contrast to the

characterization of the saturation point of PCE (Equation 2.10), the saturation points of peak

voltage acquisition for the multitone waveforms can be obtained from the following equation;

∆f ≤ 1
106 × CL

. (3.1)

3.2.3 Peak Voltage Characterization with Noise Conditions

I tested the sensitivity performances under the noise condition with wireless transmissions.

The wireless transmission conditions are the same as explained in Section 2.3.3. I show
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Fig. 3.4: Frequency spacing characteristics of rectifiers in terms of peak output voltage acquisition. The number

of tones was 16. RL was 100 kΩ, and CL was 100 pF, 1 nF, or 10 nF. The input power was set to −10 dBm.

the results of the sensitivity performance when varying the Es/N0 from 40 dB to 10 dB in

Fig. 3.6 (a) and (b). The tested rectifiers have the following parameters; RL = 10 kΩ and

100 kΩ and CL = 1 nF. The number of tones is set to 16 for these cases. The results show

that when RL is small, the adding noise for small frequency spacing result in deteriorating to

obtain higher peak voltage slightly. However, when the frequency spacing becomes more than

200 kHz, adding noise signals yield better output voltage acquisition. In contrast, when RL is

large, addition of noise resulted in deterioration of the performances.

3.2.4 Waveform Design Instruction for Obtaining High Peak Voltage

Based on the previously discussed rectifier characteristics in terms of output voltage, I can

design instruction for the multitone waveforms. I divided into three regions (a, b, and c).

a. During the region (∆f ≤ 1
106×CL

), the obtained peak voltage is increased by adding the

number of tones or increasing RL. This region is a saturation region of peak voltage,
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Fig. 3.5: The region explanation of peak voltage using the rectifiers that had CL = 100 pF, RL = 100 kΩ. The

input power was −10 dBm.

and thus the peak voltage becomes the highest.

b. During the region, ( 1
106×CL

< ∆f ≤ 1
104×CL

) a higher peak voltage is obtained by the same

rule in (a). The difference between (a) and (b) is whether the region is in the saturation

region. In this region, as the ∆f increases, the peak voltage becomes smaller.

c. During the region (∆f > 1
104×CL

), a higher peak voltage is maximized depending on the

load resistance. Therefore, it is required to refer to the Table 2.3. Note that if the

rectifier can change RL, then having a higher resistance results in yielding a higher peak

voltage.

As an example, for the case of a rectifier whose CL = 100 pF and RL = 10 kΩ as in Fig. 3.5,

from 1 kHz to 10 kHz (saturation region), the peak voltage of the rectifier yields the highest

when the number of tones is 16 (region a). During the region from 10 kHz to 1 MHz (region

b), the peak voltage for the case when the number of tones can still be obtained by increas-

ing the number of tones, but the peak voltage decreases as the frequency spacing increases.
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Fig. 3.6: Peak voltage characterizations under noise condition through wireless transmissions. The number of

tones was set to 16. Frequency spacing was varied from 1 kHz to 5 MHz. The received power was set to

−10 dBm. The circuit parameter had (a). RL of 10 kΩ and CL of 1 nF, and (b). RL of 100 kΩ and CL of 1 nF.

Finally, if the spacing becomes larger than 1 MHz, the peak voltage can be achieved when

the number of tones is 2. In this region, the output voltage is saturated because it corresponds

to the saturation point of PCE. In such case, the peak and mean voltages correspond to each

other. Because the PCEs are relative to output mean voltage, the peak voltage acquisition

performances correspond to the PCE performances. The PCE performance when saturated

depends on the Table 2.3. This indicates that the number of tones is selected based on Ta-

ble 2.3 in the region c. The number of tones in this case must be 2 from the table. I also plot

the case when RL is 100 kΩ and the capacitance is 100 pF. I observe that the frequency re-

sponse becomes similar to the case where RL is 100 kΩ and the capacitance is 100 pF, where

the frequency response becomes similar irrespective of RL. In this case, N = 16 yielded the

highest voltage based on Table 2.3.
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Table 3.1: input impedance analysis of Seiko charge pump (S882Z)

state current (µA) voltage (mV) impedance (kΩ)

output ends 32.2 300 10.3

output starts 19.5 300 15.4

3.3 Sensitivity Characterizations of Rectifiers with DC–DC Converters

3.3.1 Circuit Structure Differences

On the one hand, the rectified voltage goes to the DC–DC converter before being stored in

a large capacitor for the WISP 5.1 case. In such a case, the DC–DC converter continuously

absorbs rectified current, so it is necessary to consider the input impedance of the DC-DC

converter. Based on the result of measuring the input impedance of the Seiko charge pump

(Table 3.1), it is found that the input impedance is approximately 10 kΩ, so in this case, the

rectifier is modeled as a low resistance model.

On the other hand, for the case of P2110B, the rectified voltage goes to the storage ca-

pacitor before the DC-DC converter. Therefore, while it is required to consider the input

impedance of the DC-DC converter for WISP 5.1, P2110B can be modeled as a rectifier with-

out load because the voltage monitor disconnect the path between the capacitor and boost

converter until the voltage across the capacitor reaches a threshold value. In the next subsec-

tion, I observe the sensitivities of each receiver device with respect to the frequency spacing.

3.3.2 Sensitivity Analysis of WISP 5.1

Previously, the output voltage performance of the rectifiers has been characterized. The trends

show that for lower frequency spacing, large voltage ripple occurs, which is useful in terms of

sensitivities of receiver circuits as the higher voltage overcomes the voltage threshold to wake-

up devices. To observe these effects, I conducted sensitivity experiments using rectifiers with

DC–DC converters; one is WISP 5.1, and the other is P2110B. The differences between these

stem from the circuit designs [126, 129].
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Fig. 3.7: Brief schematic of WISP 5.1

(a) (b)

Fig. 3.8: WISP 5.1 actual circuit. (a): manufactured WISP unmodified. (b). modified WISP 5.1 for experiments.

Antenna was cut and SMA connector was connected. In addition, matching networks were modified.

WISP 5.1 Schematics and Modification for Experiments

Part of its schematic is shown in Fig. 3.8. 33 pF was used for both a DC blocking capac-

itor (Cc) and a storage capacitor (CST). HSMS285C was utilized for rectifications. For the

boost converter, Seiko’s charge pump (S-882Z) was used. This charge pump stores in a tank

capacitor (CT = 47 nF) until it reaches a certain voltage threshold. I skipped the detailed

schematics of the communication module. 1 MΩ, was placed on the load resistor. Because

the internal power management unit of the charge pump determines the start of output from

the tank capacitor and the input impedance of S882Z is approximately 10 kΩ from Table 3.1,

the suitable rectifier model is 47 nF capacitor with 10 kΩ.
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Fig. 3.9: Sensitivity comparison against various tones and bandwidth were measured using the WISP 5.1. The

number of tones was varied from 1 to 16, and the frequency spacing was varied from 1 kHz to 1 MHz. The

experiments have done through wireless transmission.

To perform the measurements, some part of WISP 5.1 should be modified because it em-

beds an antenna to a printed circuit board (PCB), and could not receive the signal from SG

through cable originally. First, I cut out an antenna part and placed a SubMiniature version A

(SMA) connector to a port. Then, I reconfigured the matching network so that the impedance

is matched to 50 Ω. I redo the impedance matching from old configurations to the new ones

(20 nH (Coilcraft 0603CT), and 6 pF). I evaluated the sensitivity of the WISP 5.1 device

against multitone signals and a single tone signal under the noise condition through wireless

transmission. The experimental setups for wireless transmissions are the same as before. The

sensitivity of the device is obtained based on minimum input power when a boost converter

triggers its output (Vout).
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Fig. 3.10: Frequency spacing characteristics of a rectifier (model: Fig. 2.2) in terms of voltage acquisition. The

number of tones was varied from 1 to 16 with wire transmission under ideal condition (without noise). The input

power was set to −10 dBm. The rectifier’s parameter was (a). RL = 10 kΩ, and CL = 47 nF measuring peak

voltage, and (a). RL = 10 kΩ, and CL = 33 pF measuring mean voltage.

Sensitivity Characterization of WISP 5.1 through Wireless Channel

The measurement results of WISP 5.1’s sensitivity with different frequency spacing through

wireless transmissions is shown in Fig. 3.9. Different number of tones were tested under noise-

less conditions. There are three things to be noticed in this experiment. First, the sensitivity

of using multitone waveforms are deteriorated as the number of tones is added. Because the

boost converter (S-882Z) has relatively low input impedance (10 kΩ from Table 3.1), adding

the number of tones degrades the sensitivity.

Second, when the assigned frequency spacing is up to 100 kHz the sensitivity of the WISP

5.1 increases, or deteriorates, as the frequency spacing increases. This behavior is similar to

the frequency spacing response of a rectifier that has CL = 47 nF and RL = 10 kΩ. As shown

in Fig. 3.10 (a), the peak voltage of a rectifier that has CL = 47 nF and RL = 10 kΩ decreases

as the frequency spacing is decreased up to 100 kHz. This partially confirms that the WISP

5.1 can be modeled as the rectifier with CL = 47 nF and RL = 10 kΩ. This also clarifies the
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Fig. 3.11: Sensitivity comparison against different noise level were measured using WISP 5.1. The number of

tones was set to 16 and the frequency spacing was varied from 1 kHz to 5 MHz. The experiments have done

through wireless transmission with noise condition.

fact that adding the number of tones deteriorates the sensitivity performance as mentioned in

the previous paragraph. However, when the frequency spacing is greater than 100 kHz, the

sensitivity of the WISP 5.1 improves while the performance of the modeled rectifier is stable.

Therefore, additional modeling is required to explain the sensitivity behavior of the WISP 5.1.

Third, when the frequency spacing becomes more than 100 kHz the sensitivity of WISP

5.1 increases, as shown in Fig. 3.9. This behavior is because the storage capacitor (33 pF)

of the WISP 5.1 improves the charging capability after 100 kHz. That is to say, the mean

voltage applied to the storage capacitor increases as the frequency spacing increases, and the

amount of the current that goes into the charge pump increases. To check this, I conducted an

experiment using a rectifier that has CL = 33 pF and RL = 10 kΩ (Fig. 3.10 (b)). The result

shows that when the frequency spacing becomes more than 100 kHz, the mean voltage of the

output gradually increases. This is why the sensitivity of WISP 5.1 improves in the region.

I tested the sensitivity performances under the noise conditions whose number of tones
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are set to 16, as shown in Fig. 3.11 (a). Increasing the noise level results in having better sen-

sitivity performances. This tendency corresponded to the results of peak voltage acquisitions

obtained from the rectifier whose parameters are (CL = 47 nF and RL = 10 kΩ) in Fig. 3.11

(b).

Discussions

Overall, to understand the sensitivity of the receiver device that has boost converter embedded,

it is required to consider both the storage and tank capacitors that are located before and after

the converter, respectively. In particular, it is important to have a stable high mean voltage

at the input of the converter and to have a high peak voltage at the output stage. For these

observations, to obtain the best performance in terms of sensitivity, the storage capacitance

should be large enough to saturate the mean voltage with smaller frequency spacing, and

relatively smaller value for the tank capacitor so that higher peak voltage can be obtained. For

example, if one want to have the best sensitivity performance, I can choose storage capacitance

to be 1 nF and the tank capacitance to be 100 pF. Then multitone waveforms with 10 kHz

frequency spacing yield the best performance in terms of sensitivities.

However, the values of storage and the tank capacitance of the original WISP 5.1 are fixed

at the factory; thus, it is not generally possible to arrange after being manufactured. Thus, to

maximize the sensitivity within this configuration (original WISP 5.1), the waveform has to be

set so that the frequency spacing is 21 Hz or smaller, based on the discussion of the previous

section (section 3.2.4, closure a). However, due to the measurement equipment’s limitation, I

could not confirm the sensitivity behavior with frequency spacing smaller than 1 kHz.

3.3.3 Sensitivity Characterizations of P2110B

Next, I conducted a sensitivity experiment using P2110B. This module consists of matching

networks, rectifier circuits, and boost converter, as shown in Fig. 3.12. The rectified current

is stored in the storage capacitor, and this current does not enter into the boost converter

until it starts to output. The output process starts when the voltage across the capacitor goes

over the threshold value determined by the voltage monitor. Therefore, this type of rectifier
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Fig. 3.12: Brief schematic of P2110B and a photo of the manufactured circuit.

could be modeled as a high load-resistance type, and thus, adding the number of tones may

improve the sensitivities. Here, the sensitivity defined as the input power when the output

voltage is induced from the storage capacitor. As for the capacitance, I used 22 µF aluminum

electrolysis. Because this module is matched already, I did not modify the matching network.

The experiments were conducted through wireless transmission.

The measurement result through wireless transmission without noise interference is shown

in Fig. 3.13 (a). As expected, the sensitivity of the P2110B-type receiver improves as the

number of tones is increased. As shown in Fig. 3.2 (b), when RL is large, increasing the

number of tones yields better PCEs. Because PCEs are measured based on mean voltage

and when the frequency spacing is in the saturation point of PCE, the peak voltage and mean

voltage converge, increasing the number of tones results in obtaining larger peak voltage.

Because the tested device uses 22 µF capacitor, the saturation point of PCE is approximately

4.5 Hz. These facts confirm that sensitivity behavior is reasonable in this case. In addition,

because the saturation point of PCE already occurs at approximately 4.5 Hz, the sensitivity

performance does not improve depending on the frequency spacing in the experiment. Here,

note that the capacitance does not affect to the PCE performance. This is confirmed from

Fig. 3.4. When the frequency spacing has more than saturation point of PCE, the peak output

voltage converges to the same value regardless of capacitance.

The sensitivity characterizations through wireless transmissions under the noise conditions
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Fig. 3.13: Sensitivity comparison against various tones and bandwidth using the P2110B. The frequency spacing

was varied from 1 kHz to 5 MHz. The experiment was conducted through wireless transmission; (a). under ideal

condition (without noise), and the number of tones was varied from 1 to 16, (b). under noise condition whose

Es/N0 was varied from 40 dB to 10 dB, and the number of tones was set to 16. Different number of tones also

yielded the same trend. The received power to −10 dBm for both experiments

are shown in Fig. 3.13 (b). The number of tones was set to 16, and the received power was

set to −10 dBm. In this case, adding noise level deteriorates the sensitivity performances,

which is different from the trends for the case of sensitivity characterization of WISP 5.1. As

discussed in Section 3.2.3, when RL is low, addition of noise contributes to positive effect in

term of sensitivity and vice versa. Because P2110B can be modeled as high-load resistance,

addition of noise deteriorates the sensitivity performance.

3.4 Summary

In this chapter, I characterized the effect of the frequency spacing of multitone waveforms in

terms of rectifiers’ sensitivities for voltage-doubler type rectifiers in the UHF band. The ex-

periments conducted help demonstrate that that rectifiers exhibit frequency selectivity; thus,
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a suitable frequency spacing (saturation point) of multitone waveforms is required to have

better sensitivities. In addition, I have revealed that the saturation points and storage capaci-

tance have strong relationships. Further, the advantages of using multitone waveforms depend

primarily on RL. Therefore, by observing CL and RL, I could design suitable multitone wave-

forms in order to obtain better PCE performances or sensitivities. These characterizations are

similar to those of PCEs. However, the saturation point movements are different from each

other. Specifically, the required frequency spacing needs to be as short as possible in order

to have higher peak voltage in contrast to the PCE cases where the frequency spacing has to

be assigned adequately large enough. In addition, the relationship between PCE saturation

points and the sensitivity ones approximately are revealed. Based on the experiments through

wire and wireless transmissions, the PCE saturation points comes 100 times larger spacing

than the saturation point of peak voltage acquisitions.

Furthermore, I tested the sensitivities of practical receiver devices that have a DC–DC

converter when using multitone waveforms. I have found that for the devices where the tank

capacitor stores the voltage after the DC–DC converter boosts the rectified voltage, the sen-

sitivities with respect to the frequency spacing are affected by input impedance, storage ca-

pacitance at the rectifier, and the tank capacitance after the DC-DC converter. In contrast, for

the devices where the rectified voltage is stored in a storage capacitor and boosted after the

voltage of the capacitor reaches a certain value, the input impedance of DC-DC converter is

negligible so that the behavior of the performances resembles the rectifier with a high load

resistance.

Despite the fact that I modeled using individual parameters, it is challenging to model

the suitable waveforms using different parameters such as load resistances and capacitances,

which is the future work.
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Chapter 4

Waveform Design for Frequency-Shifted

SWIPT UsingMultitoneWaveform

4.1 Introduction

The Internet of Things (IoT) has gained much attention as billions of devices can be connected

through networks capturing information and influencing our decisions in our daily lives [59].

However, as numerous devices are installed everywhere, battery management is becoming

cumbersome, as most of them require batteries or wired power sources. Eliminating batter-

ies would ease the recharging processes; devices would sustainably exist ubiquitously and

seamlessly around us [130]. These devices need external power sources for the substitution of

batteries, and among the emerging energy harvesting methods, wireless power transmission

is attractive. This is because devices can obtain RF transmitted power based on their needs
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instead of harvesting occasionally from solar power, vibration, or other harvesting technolo-

gies. Among the wireless power transmission methods, I aim to utilize the radio frequency

(RF) power harvesting method instead of coupling based methods so that the devices can be

operated without being in close proximity to the transmitter [131].

It has been revealed that using the same waveforms, not only power but also information

can be delivered, known as simultaneous wireless and information power transfer (SWIPT). In

such context, the information is superimposed on wireless power transferred waveforms [58,

68, 132, 133, 62]. In addition, it is possible to share the antennas for information and power

reception, which is attractive in terms of reducing additional costs for embedding extra anten-

nas and meeting the requirements for a small form factor of IoT devices.

However, realizing the SWIPT system with high speed and high power efficiency is chal-

lenging for battery-less IoT nodes since its low power operation restricts the conventional

communication method, which uses power-hungry RF front end (power amplifiers, local os-

cillators, etc) [131, 134]. Recently, a method for optimizing power allocation for commu-

nication and power harvesting for a nonlinear circuit has been proposed [135]. However,

designing SWIPT waveforms based on conventional communication modules is still a chal-

lenging task. In specific, it is necessary to design transmit waveforms such that IoT nodes

can handle wireless information without using active devices that would reduce the power

efficiency.

Recently, a multitone RF harvesting method has been proposed in order to produce higher

power conversion efficiency with the same transmit power compared with continuous wave

(CW) power harvesting waveforms [66, 68, 136]. This waveform consists of summations

of multiple sine waves and produces high peak-to-average power ratios. This nature gives

a higher power conversion efficiency (PCE) at the receiver node due to the nonlinearity ef-

fects of diodes in the rectifiers. Therefore, using these waveforms has more advantages than

continuous wave (CW) [79, 108, 137].

In addition, this multitone waveform can also be used for conveying information without

the need for power-hungry elements; this is called multitone SWIPT. Since nonlinear elements

output intermodulation products of the input waveform, it is possible to generate varieties of
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outputs using multitone waveforms. Therefore, differently designed input waveforms can be

distinguishable by measuring the rectified outputs.

Multitone SWIPT can be realized by arranging the amplitudes, frequencies, phases of each

tone or by varying the number of tones [101, 138, 98, 66, 98, 139]. Among these methods,

modulation based on the number of tones is one of the attractive approaches in that it uses peak

to average power ratio (PAPR) fluctuations by varying the number of tones in the transmitted

waveform [99, 140]. These authors revealed the tradeoff between the communication rate

and the DC supply capability. While an increased number of tones results in larger rectified

voltage, the communication rate becomes poor. This is due to the fact that increasing the

number of tones in a fixed bandwidth results in shortening the frequency spacing. Since

the communication rate severely depends on the frequency spacing, shortening frequency

spacing leads to having poor communication rate. On the other hand, if the number of tones

is minimized, the communication rate can be maximized. However, DC rectified voltage

cannot be improved so much. Therefore, it is important to design the waveforms based on the

requirements of the SWIPT devices, which is also discussed in [67].

Frequency shift-type SWIPT has been considered as one of the solutions to increase the

modulation orders within the same number of tones [67]. In this method, the spacing of the

frequency tones is varied in order to perform modulation. They employ the intermodulation

products of the harmonic signal generated by the diodes in the rectifiers to retrieve informa-

tion. Since different frequency tone configurations generate different intermodulation prod-

ucts, the receiver could solve the inverse problem by evaluating the spectrum of the waveform

in the frequency domain. This enables the use of higher-order modulation within the same

number of tones. However, in most cases, fast Fourier transfer (FFT) is applied to acquire

the variations of frequency spacing in this scheme, which is more challenging for battery-less

devices to implement in terms of calculating cost. Therefore, achieving high-performance

communication while maintaining high PCE with simple receiver hardware is a challenging

task. It is true that a passive bandpass filter bank can be used for frequency separation in-

stead of calculating FFTs. However, especially when the communication bandwidth is small,

designing a passband passive filter becomes challenging due to the requirement of a high Q
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factor. For example, at UHF, the passive bandpass filter needs to have a bandwidth of at least

1.5 MHz, which means that tones that reside within 1.5 MHz cannot be differentiated through

the filter. Therefore, at UHF, where communication is typically suppressed under 1 MHz,

conventional multitone FSK SWIPT needs to rely on the FFT calculation.

In this chapter, I applied a PAPR based signal detection method to the frequency shift-

type multitone SWIPT scheme. Based on our analysis, different tone configurations in the

frequency domain yield varieties of nonlinear outputs from a rectifier. In addition, specific

nonlinear output patterns depend on the tone configurations. Due to this feature, it is possible

to demodulate a signal at the receiver side in the time domain instead of in the frequency

domain by introducing PAPR based measurements. This makes it possible to demodulate fre-

quency shift-type SWIPT with a simple circuit structure. Our contributions are the following;

• I showed the principles of how frequency shift tones change the PAPRs at the receiver

side and demonstrate the validity of the scheme through simulation and experiments.

• I estimated and verified how many PAPRs could be produced with the same number of

tones and investigated the communication rate with the optimal tone configurations.

• I verified that our introduced receiver circuit can differentiate all the possible PAPRs

generated by the same number of tones through circuit simulation as well as experi-

ments.

This chapter is structured as follows. In Section 4.2, I show the relationship between the

configuration of tones and the PAPR values of the outputs at the receiver side. In Section 4.3,

I categorize the tone configurations based on the PAPRs, and estimate how many different PA-

PRs could be generated within the same number of tones. In addition, I estimate the maximal

communication rate. Then, in Section 4.4, I introduce the receiver circuit that can realize this

idea and show the feasibility of the PAPR based method. I compared the with the most related

method in Section. 4.5. Finally, I summarize this chapter in Section 4.6.
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4.2 PAPR based Signal Detection Principle

4.2.1 Signal Description

Multisine based waveforms xT(t) at a transmitter are modeled as follows;

xT(t) = Re
{ N∑

i=1

√
PTRTxAnt

N
exp

(
j(ωit + ϕi)

)}
, (4.1)

where N , PT, RTxAnt, ωi , and ϕi represent the number of tones, the transmit power, the

impedance of the transmitter antenna, the angular frequency of the ith tone that is equal to

2πfi , and the phase of the ith tone, respectively. Here, fi is a carrier frequency of the ith tone.

I assume that each fundamental tone has the condition;

fi < fj, for i < j ∈ N. (4.2)

In addition, the bandwidth BW is fixed, so fN − f1 always becomes BW .

At the receiver side, when the impedance between the antenna and the input impedance

seen from the antenna to the rest of the circuit (Rin) are matched, the received power (PR) that

is consumed at the impedance Rin can be derived using Friss’s equation [11];

PR = PTGTGR

( λ

4πd

)2
, (4.3)

where GT, GR, λ, and d are the transmitter gain, the receiver gain, the wavelength of the

traversing signal, and the distance between the transmitter and the receiver, respectively.

Therefore, the received signal yR(t) can be expressed as;

yR(t) =

√
PTGTGR

( λ

4πd

)2
Rin. (4.4)

Here, I assume that the antenna impedance of the receiver and transmitter sides are the same.

In addition, I assume that the antenna impedance and the impedance of the following circuit

system are the same at the receiver side. In such condition, the excited voltage at the receiver

circuit (vin(t)) is the same as yR(t). Since PT = E
{
x2

T(t)/Rin
}
, the excited voltage is expressed

as vin(t) = hxT(t), where h is the degradation factor.
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4.2.2 Harmonic Signal Generation and Rectification

During the process of the rectification, diodes in the receiver circuit generate harmonic signals,

and they modulate with each other due to the diodes’ nonlinearity [33]. As a result, the signals

are downconverted to the baseband (BB) region. The harmonic signals (vinh(t)) become the

following;

vinh(t) = h
{
C1xT(t) + (C2xT(t))2 + (C3xT(t))3 + ...

}
= C′1xT(t) + (C′2xT(t))2 + (C′3xT(t))3 + ..., (4.5)

where C′1 = hC1, C′2 =
2√
hC2, C′3 =

3√
hC3. For example, if a 3-tone signal is transmitted, the

transmitted and excited voltage at the receiver side would become following;

xT(t) =
N∑

i=1

acos(ωit), (4.6)

vinh(t) =
3
2

C′22 a2

+ C′22 a2
∑
i<j

cos(ωit − ωjt)

+

{
C′1a +

15
4

C′33 a3
} 3∑

i=1

cos(ωit)

+
3
4

C′33 a3
{∑

i<j

cos(2ωit − ωjt)
}

+
3
2

C′33 a3
{ ∑

i,j,k, i<j

cos(ωit + ωjt − ωkt)
}

+ higher − order terms, (4.7)

where a =
√

PT
N , and I assume that up to a 3rd order signal would be generated through the

diode, and the input waveform contains 3 tones in this case. Among the higher order terms

in Eq. (4.7), the direct current (DC) term and the second order intermodulation products

(IM2) terms dominate the output behaviors [33]. The latter terms in Eq. (4.7) consist of the

frequency differences between the fundamental tones, which indicates that these tones are

scattered around the baseband region, and the farthest tones are located as fN − f1 = BW . The

waveforms of the output voltage change depending on the arrangement of the tones in the

71



4.2. PAPR based Signal Detection Principle Chapter4.

frequency domain.

In addition, the output voltage behaviors are affected by the RC design of the rectifiers.

According to the previous papers, the cutoff frequencies of the RC filter in the rectifiers can

be determined by Fcutoff =
1

2πRLCL
[104]. When the rectified signal contains the tones that have

frequencies higher than the Fcutoff , these tones are ceased and the output waveform does not

contain the ceased tones in the frequency domain. Therefore, a tradeoff exists between the

arrangement of the IM2s and the cutoff frequencies. In order to discuss the tradeoff between

the tone arrangement and the output waveform behavior, I bring the idea of Fratio, which is de-

termined by the ratio between the frequency difference (∆f ) and the cutoff frequency, namely,

∆f/Fcutoff from the previous papers [67, 104]. In order to take the nonlinear effect of the diodes

into account, it is required to compare the cutoff frequency with the IM2 tone that is the far-

thest, or BW = fN − f1, away from 0 Hz. In that context, ∆f in this case needs to be BW .

Therefore, Fratio in this context is BW/Fcutoff.

PAPRs are utilized as a way to decode output symbols. Assuming that the output voltage

is obtained as Vout, then the PAPRs are obtained based on the following;

PAPR =
{max(Vout(t))

E(Vout(t))

}2
. (4.8)

Note that, usually for obtaining PAPR, it is required to calculate average powers and peak

powers. However, since the output Vout is in the DC region, obtaining the verage voltage and

peak voltage first and then calculating the square of peak voltage divided by the average volt-

age is enough. This may reduce the calculation cost. The behaviors of the voltage transitions

from the rectification processes to the output are discussed in [104, 116, 56].

As an example, consider the case of N = 3, and each tone is located at f1, f2, and f3,

respectively in the frequency domain. As in Fig. 4.1 on the top, when the tones are evenly

distributed, the frequency spacing between the adjacent tones are the same, namely |f2 − f1| =
|f3 − f2| = ∆f . In such a case, the frequency differences of the IM2 in the waveform become

multiples of ∆f , and the IM2 tones whose frequencies are ∆f overlaps in the frequency domain

as indicated at the top center in Fig. 4.1. On the other hand, if the frequency spacings are

different from each other, namely ∆f (1, 2) , ∆f (2, 3), then the IM2s scatter in the frequency

domain. These differences enable the differentiation of the PAPR values, and hence allow the
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Fig. 4.1: Explanation of how output voltage changes depending on the tone configurations for the case of N = 3.

Depending on the tone configurations of the input waveforms, intermodulation products of harmonic generated

signals range through the process of rectification.

receiver devices to decode the signal. As it can be seen in Fig. 4.1 at the top right, when the

IM2 tones are inside the RC cutoff frequency, all the tones can be seen at the outputs. This

results in having varieties of output behaviors. However, when the RC cutoff frequency is too

small, the output behaviors between the two examples do not differ with each other. Thus, it

is required to properly design the RC filters in order to differentiate the tone configurations

based on the outputs.

4.2.3 Simulation and Experimental Setup

In order to see the PAPR differences caused by changing the tone arrangements of the mul-

titone waveforms and how they differ with the total bandwidth, I conducted simulations and
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𝐶"# SMS7630 1 pF𝐶"$

𝐿" 33 pF

100 kΩ

Matching Network Rectifier LoadSource

50 Ω

Fig. 4.2: The tested rectifier circuit for the experiment and simulation. Matching networks for hardware and

software are different from each other.

Table 4.1: PAPR differences for even and uneven tone configurations for Pin = −10 dBm and BW = 200 kHz.

even uneven (averaged) uneven (standard deviation)

simulation 2.00 1.83 0.01

experiment 4.69 3.48 0.38

experiments using the rectifier whose circuit diagram is shown in Fig. 4.2. As for the simu-

lation, I used a harmonic balance simulations from an advanced design system (ADS) circuit

simulator.

For the experiments, I implemented the rectifier and directly connected to a signal gener-

ator (SMB100A). I measured the output rectified voltage through an oscilloscope (RTO1024)

and calculated the PAPR values based on Eq. 4.8. For the signal generation, the number of

tones was set to 3, and the signal bandwidth was fixed to 200 kHz. The carrier frequency was

set to 915 MHz. The tone arrangements were fc− BW
2 , fc− BW

2 +xBW , and fc+
BW
2 respectively,

and x ranged from 0.1 to 0.9. Here, fc is the carrier frequency. The rectifier consisted of a

matching network, a voltage doubler rectifier, a storage capacitor, and a load resistor. I used

this type of rectifier since it is popular among the RF power harvesting community [55]. The

diode type was SMS7630-005LF. The capacitance and load resistance were set to 1 pF and

100 kΩ, respectively. I manually optimized the matching network for both simulation and
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Fig. 4.3: Simulation and experimental result of PAPR variations using a single rectifier circuit. x represents the

arrangement of the middle tone among the three tones. The number of tones of the multitone signal was 3, the

total bandwidth was set to 200 kHz, and the input power was −10 dBm.

experiment. As for the simulation, I conducted Large-Signal S-Parameter Simulation (LSSP)

at 915 MHz frequency and optimized for the input power of −10 dBm. For the real imple-

mentation, I used a Vector Network Analyzer (VNA) ZNB20 in order to perform impedance

matching.

4.2.4 Preliminary Results

The simulation and experimental results when sweeping the middle tone in the frequency

domain of the multitone waveforms were shown in Fig. 4.3 (a). When the tones are evenly

distributed in the frequency domain (x = 0.5), the obtained output PAPR became the largest

among the other cases for both simulation and experiment. I show the PAPR values for the

evenly distributed case and the uneven case in Table 4.1 when Pin = −10 dBm and BW = 200

kHz. Note that I compare the evenly distributed case with the unevenly distributed case that

are obtained by averaging the results of 8 cases (from x = 0.1 to x = 0.9, excluding x =
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0.5) including the standard deviations. Although the PAPR difference was only 0.17 for the

simulation result, that difference becomes larger in the experiment.

However, this tendency does not hold when the Fratio becomes large. I plot the simulation

and the experimental results of PAPR behavior differences against the Fratio in Fig. 4.3 (b). It

shows that when Fratio is higher than 0.2, the PAPR differences for the even and the uneven

cases become almost the same, and the relationship is reversed after that for the case of the

simulation. The experimental result also shows the same trend, but the threshold value be-

comes 0.4 instead of 0.2. This shows the limitation of this method. However, in terms of

using this method at UHF, where the communication bandwidth only requires 200 kHz, the

system does not require a larger Fratio [98].

Based on the aforementioned discussions, it is required to have the Fratio to be at most

0.4. Considering that the communication bandwidth requires only up to 200 kHz, under the

condition that Fratio ≤ 0.4, the cutoff frequency must be set according to:

Fcutoff ≥
BW

0.4
. (4.9)

Therefore, the RC product (RLCL) needs to be satisfied as;

RLCL ≤
0.4

2πBW
. (4.10)

When setting the load resistance to be 100 kΩ the capacitance must be smaller than 3.18 pF.

In the experiment, the selected 1 pF and 100 kΩ met these criteria.

4.3 Information Encoding Method

From the previous section (4.2.2–4.2.4), I revealed that the differences in PAPRs depend on

the number of equal values in the IM2s, which also correspond to how many overlaps occur at

the output in the frequency domain. Based on this, I would reveal how many different PAPRs

can be produced for a given number of tones and what kind of tone variations would yield

specific PAPRs. The former is needed for estimating the modulation order, which is required

to obtain the communication rate. The modulation order M is defined as the following;

M = log2{Ncategories}, (4.11)
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where Ncategories is the number of possible different PAPRs to be generated based on the tone

arrangements.

4.3.1 Modulation Order Estimation

Estimation of The Total Number of Frequency Spacings

When the number of tones are N , NTotalPairs = N(N − 1)/2 numbers of the IM2s are generated,

each of which is expressed as ∆f (i, j),∀i, j ∈ N, i < j. As an example, when N is 4, the IM2

are ∆f (1, 2), ∆f (1, 3), ∆f (1, 4), ∆f (2, 3), ∆f (2, 4), and ∆f (3, 4). Therefore, there are 6 IM2s

to be generated.

Categorizations

NTotalPairs number of IM2 tones generate the varieties of PAPRs depending on the arrangement

of the tones in the waveforms. One of my goal is to categorize the tone configurations of

the frequency tones according to PAPR values. This leads to revealing how many different

symbols can be produced within the number of tones. In order to correctly formulate the

categorizations, I start with an example case to get some insights.

4 tone case When N = 4, based on an exhaustive search, I can categorize the configurations

of the input waveforms to a receiver into 4, as shown in Fig. 4.4. In Category A, the tone

configurations are such that ∆f (1, 2) = ∆f (2, 3) = ∆f (3, 4) and ∆f (1, 3) = ∆f (2, 4). This

case occurs when all the tones are evenly distributed. There are 3 equals that can be observed

when one see the right hand side of Fig. 4.4, 3 overlaps occur at the output. In Category

B, there are two pairs of IM2s corresponding to the two frequency differences. For example,

one of the tone combinations is ∆f (1, 2) = ∆f (3, 4) and ∆f (1, 3) = ∆f (2, 4), but ∆f (1, 3) ,

∆f (3, 4). In this case, there are 2 overlaps at the output. In the same way, in Category C,

there is only one pair of IM2s that has the same frequency differences, where only 1 overlap

happens at the output. Finally, in Category D, each tone does not have the same frequency

difference. At the output side, the IM2 tones are scattered around in the frequency domain.
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Fig. 4.4: The categories of the tone configurations based on the different PAPR values generated at the output.

The key findings are the following. First, the number of equals does not exceed 3 among

the pairs of IM2s when N = 4. Moreover, this 3 consist of 2 equals coming from the adjacent

tones (∆f (1, 2) = ∆f (2, 3) = ∆f (3, 4)), and 1 from every other tone (∆f (1, 3) = ∆f (2, 4)).

No pair is more than two tones apart. In addition, at least on of the tone combinations exists

for the case when the number of equals are 0, 1, 2, or 3. Therefore, in total, the number of

categories obtained is 4 for N = 4.

General Case Based on the aforementioned discussions, in the general case, the number

of categories can be counted for all the cases when the number of equal values in the IM2

is 0, 1, ..., NEqualNumbers, where NEqualNumbers is the maximum number of equals that IM2 can

produce, which can be achieved when the tones are evenly distributed. Therefore, NEqualNumbers

consists of (N − 2) equals from the adjacent tones, (N − 3) equals from every other tone, ...,

1 equal. Therefore, I can derive NEqualNumbers =
(N−1)(N−2)

2 . Overall, the number of categories

(Ncategories) is NEqualNumbers+1 since the number of equal values in the IM2s have either 0, 1, ...,
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Fig. 4.5: The number of tones versus modulation orders; I compared my scheme with the conventional Tone-

PAPR based modulation scheme.

NEqualNumbers. As a result, the modulation order M can be obtained by the following equation;

M = log2{(N − 1)(N − 2)/2 + 1}. (4.12)

The relationship between the modulation orders with regard to the given N is shown in

Fig. 4.5. I compared with the conventional modulation scheme based on the number of tones,

which is labeled as Tone-PAPR in this figure [99]. Based on this result, my method can reduce

the number of tones in order to achieve a higher-order modulation scheme under the condi-

tion that N ≥ 5. On the other hand, the previous FSK PAPR method only requires to have

different IM2 tone arrangements for obtaining different symbols; the tone configurations can

be considered almost infinitely by varying the size of the frequency spacings [67]. Therefore,

in terms of modulation order, my scheme is inferior to the previous system.

4.3.2 Communication Rate

Next, I will estimate the communication rate in this section. The communication rate can be

obtained by the minimum frequency spacing ∆fmin among the tones and the modulation order

M . Therefore, the communication rate can be expressed as follows;

R = ∆fmin ×M. (4.13)

79



4.3. Information Encoding Method Chapter4.

However, revealing ∆fmin is not trivial since it is required to arrange the tone configuration in

the frequency domain, which results in having different frequency spacing among the symbols.

In order to analyze ∆fmin, I introduce two parameters; Scale and factor. Scale constrains the

minimum frequency spacing that adjacent tones can take. The adjacent tones have to be

separated by a multiple of ∆fscale = BW/Scale. The parameter, factor, represents how many

times the actual ∆fmin is multiplied by ∆fscale among the transmitting symbols. Therefore, the

minimum frequency spacing can be expressed as follows;

∆fmin =
factor × BW

Scale
. (4.14)

Finally, the spectrum efficiency can be determined by the normalized throughput, which is

expressed as;

SE =
R

BW
. (4.15)

In this section I will discuss how these parameters relate to each other and I will compare the

spectrum efficiencies with the existing methods.

4.3.3 Parameter Selections

In this section, I will discuss the relation between the communication rate and the choice of

Scale. If the Scale is large, the ∆fscale becomes small. Thus, many varieties of the combina-

tions of the IM2s can be considered. However, this results in having a low communication

rate as it is rate-limited by the ∆fscale. On the other hand, if Scale is small, the communication

rate becomes faster, but the number of combinations becomes poor, and not all the types of

combinations can be obtained. This may render the method unable to convey information in

the extreme case.

4 tone case

I show the relationship between the Scale and the tone placement in Fig. 4.6 (a). As it can be

seen from the figure, increasing the Scale results in having small ∆fscale and eventually having

small ∆fmin. However, the number of tone arrangements increases since the number of indices

that the second and the third tone can choose increases. Note that the 1st and the last tone are
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Fig. 4.6: Scale explanation. As the number of scale increases, the minimum frequency spacing between the

adjacent tones decreases.

always placed at each end, separated by BW and cannot be arranged in other places. In Fig.

4.6, all the cases represent ∆f (1, 2) = ∆f (3, 4) ∧ ∆f (1, 3) = ∆f (2, 4), for each Scale as an

example.

When the Scale is 4, the fscale becomes BW/4, so the communication rate is increased

as the fmin increases. However, in such a case, all the possible candidate tone configurations

are reduced to only 3: (0, 1, 3, 4), (0, 1, 2, 4), and (0, 2, 3, 4) whose types of the tone

configurations are ∆f (1, 2) = ∆f (3, 4)∧∆f (1, 3) = ∆f (2, 4), ∆f (1, 2) = ∆f (2, 3)∧∆f (1, 3) =

∆f (3, 4), and ∆f (2, 3) = ∆f (3, 4) ∧ ∆f (1, 2) = ∆f (2, 4), respectively. Note here that each

element stands for the index in the frequency domain in Fig. 4.6. Since these types of the

tone configurations all belong to Category B, it cannot send a bit of information in this case

because all the outputs fall into the same value without being differentiated.

On the other hand, when the Scale is 12, ∆fscale becomes BW/12. Therefore, the tone

combinations increase significantly. As it can be seen from Fig. 4.6 (a). at the bottom, there
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Table 4.2: The number of types of the tone configurations which is shown in Fig. 4.4, and the number of possible

candidate tone configurations for the case of N = 4 (Scale = 12).

categories Number of Types of Number of possible

tone configurations tone configurations

Category A 1 34

Category B 4 14

Category C 3 6

Category D 1 1

are 11 places for the second and third tones to be arranged (indexes 1 to 11). Note that the 1st

and the last tones are always placed at each end, separated by BW and cannot be arranged in

other places. I show the number of tone configurations for each category in Table 4.2. From

the table, there are 34, 14, 6, and 1 possible tone configurations of the frequency tones that

belong to categories A, B, C, and D, respectively. The 14 possible tone configurations in the

Category B yield the same PAPR values, and they are categorized into 4 types, as shown in

Fig 4.4.

At the same time, the number of tone configurations that belong to the same types is also

increased. These tone configurations include different factor. I show the example of the case

of different tone arrangements whose types of tone configurations (∆f (1, 2) = ∆f (3, 4) ∧
∆f (2, 4) = ∆f (1, 3)) are all the same in Fig. 4.6 (b). As in Fig. 4.6 (b), there are 4 different

tone configurations to be considered ((0, 5, 7, 12), (0, 3, 9, 12), (0, 2, 10, 12), and (0, 1,

11, 12)). Note that (0, 4, 8, 12) is in Category A because all the tones are evenly distributed,

so this case is omitted. Any of these tones fall into the Category B. The differences are

that they have different factors, which are 2, 3, 2, and 1, respectively. In order to obtain a

faster communication rate, ∆fmin needs to be large. In that perspective, (0, 3, 9, 12) is the

tone configuration whose minimum frequency spacing is the largest. The maximum value

of factor differs from the categories. Based on the brute force search, I found the values of

maximum factors for each category as 4, 3, 2, and 3 from categories A to D respectively.

Since the communication rate is rate-limited to the slowest fmin, the communication rate for
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Table 4.3: Relations of ∆fscale, factor, ∆fmin for different N

N 3 4 5 6 7

# of possible PAPRs 2 4 7 11 16

∆fscale
BW
4

BW
6

BW
12

BW
30

BW
48

factor 1 1 1 4 5

∆fmin
BW
4

BW
6

BW
12

2BW
15

5BW
48

the case of this example becomes, R = log2(4) × 2×BW
12 = BW

3 . Here, since 4 categories exist

for this example, the modulation order is obtained as M = log2(4).

The optimal case can be defined as the minimum Scale that at least one candidate set

exists for each category, which in this case, Scale = 6. In such a case, the number of types for

each category is 1, 1, 6, and 2 from categories A to D respectively. By reducing the Scale,

it is possible to find candidate tone configurations for symbols with smaller search space as

well. The total candidate tone configurations are reduced to 10 from 55 when the scale is 12.

Larger Number of Tones

Obtaining a suitable Scale analytically for a given number of N is difficult. Therefore, I solved

this by brute force search. I tested with a small value to see if the candidate tone configurations

included all the categories. Based on the brute force search, I obtained the ∆fscale, ∆ffactor, and

∆fmin for different N from 3 up to 7, which is shown in Table 4.3. Since increasing the number

of N requires a huge search space, I was unable to find a suitable Scale for N > 7 due to the

limitation of computational resources. As can be seen, up to N = 5, factor becomes 1, which

means that there exist at least one category whose factor is 1. On the other hand, for N > 5,

the minimum scale becomes 4 for N = 6, and 5 for N = 7, which indicates that by carefully

choosing the specific tone combinations, it is possible to have the tone combinations that can
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Table 4.4: The tone features depending on the categories for N = 3 and Scale = 4.

types of tone configurations the number of equals factors number of configurations candidate configurations
Category A ∆f (1, 2) = ∆f (2, 3) 1 2 1 (0, 2, 4).
Category B no features 0 1 2 (0, 1, 4), (0, 3, 4).

Table 4.5: The tone features depending on the categories for N = 4 and Scale = 6.

types of tone configurations the number of equals factors number of configurations candidate configurations

Category A ∆f (1, 2) = ∆f (2, 3) = ∆f (3, 4) ∧ 3 2 1 (0, 2, 4, 6).

∆f (1, 3) = ∆f (2, 4)

Category B ∆f (1, 2) = ∆f (3, 4) ∧ ∆f (1, 3) = ∆f (2, 4) 2 1 1 (0, 1, 5, 6).

Category C ∆f (1, 2) = ∆f (2, 3) ∨ (0, 1, 2, 6), (0, 1, 3, 6),

∆f (1, 2) = ∆f (2, 4) ∨ 1 1 6 (0, 2, 3, 6), (0, 3, 4, 6),

∆f (1, 3) = ∆f (3, 4) ∨ (0, 3, 5, 6),

∆f (2, 3) = ∆f (3, 4) (0, 4, 5, 6).

Category D No features 0 1 2 (0, 1, 4, 6), (0, 2, 5, 6).

increase the communication rate.

I show the detailed results for the case of N = 3, N = 4, and N = 5 in Table 4.4 –

Table 4.6. In the tables, I show the types of tone configurations, the number of equals, the

largest factor among the tone configurations, the number of combinations, and the actual

candidate set examples that resulted the fastest for each category. These results were obtained

by considering all the possible cases and categorizing them analytically. Note that for N = 5,

there are a lot of types to be considered, so I show only part of the results. Each factor in

Table 4.4 – Table 4.6 is the factor within the categories and the factor that is listed in Table

4.3 is the minimum value among categories. This is because the minimum value of the factor

among the categories is rate-limited in terms of communication rate.

I compared the spectrum efficiency with the most related papers in Fig. 4.7, which shows

that my case achieves the poorest performances. The spectrum efficiencies of the other

schemes were calculated based on the results in their papers [99, 67]. The spectral efficiency

becomes 4 times smaller than the conventional multitone FSK method. In addition, I see that

there is a slight degradation against PAPR based multitone SWIPT as well when N is a small

value. However, as the number of tones is increased, the efficiency improves and comes close

to the multitone-PAPR method. In fact, as shown in Fig. 4.5, increasing the number of tones
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Table 4.6: The tone features depending on the categories for N = 5 and Scale = 12.

types of tone configurations the number of equals factors number of configurations candidate configurations

Category A ∆f (1, 2) = ∆f (2, 3) = ∆f (3, 4) = ∆f (4, 5) ∧
∆f (1, 3) = ∆f (2, 4) = ∆f (3, 5) ∧ 6 3 1 (0, 3, 6, 9, 12).

∆f (1, 4) = ∆f (2, 5)

Category B ∆f (1, 2) = ∆f (2, 4) = ∆f (4, 5) ∧
∆f (1, 3) = ∆f (3, 5) ∧ 5 2 1 (0, 4, 6, 8, 12).

∆f (1, 4) = ∆f (2, 5) ∧
∆f (2, 3) = ∆f (3, 4)

Category C ∆f (1, 2) = ∆f (2, 3) = ∆f (3, 4) ∧ (0, 2, 4, 6, 12),

∆f (1, 3) = ∆f (2, 4) ∧ 4 2 11 (0, 4, 6, 10, 12),

∆f (1, 4) = ∆f (4, 5) (0, 6, 8, 10, 12)

, ... ..., (8 more).

Category D ∆f (1, 2) = ∆f (4, 5) ∧ (0, 2, 5, 10, 12),

∆f (1, 4) = ∆f (2, 5) ∧ 3 2 6 (0, 3, 5, 7, 12),

∆f (1, 3) = ∆f (3, 4) (0, 5, 7, 9, 12),

, ... ... (3 more)

Category E ∆f (1, 2) = ∆f (2, 3) ∧ (0, 2, 4, 7, 12),

∆f (2, 4) = ∆f (4, 5) 2 2 12 (0, 3, 5, 8, 12),

, ... ..., (10 more)

Category F ∆f (1, 2) = ∆f (2, 3) ∨ (0, 2, 4, 9, 12),

∆f (2, 3) = ∆f (3, 4) ∨ 1 2 4 (0, 2, 5, 8, 12),

∆f (3, 4) = ∆f (4, 5) ∨ (0, 3, 8, 10, 12),

∆f (2, 3) = ∆f (3, 4) ∨ (0, 4, 7, 10, 12).

Category G no features 0 1 14 (0, 1, 3, 7, 12), ... (13 more).

results in having a larger modulation order than the multitone-PAPR case. Therefore, for a

larger N, I could obtain a better performance against the multitone-PAPR method. Note that

my scheme stands for the fastest configuration whose tone combinations are selected from

Table 4.4 – 4.6.

Finally, I discuss the difference between the aforementioned tone selections and the previ-

ously published multitone FSK SWIPT method [67]. As opposed to the conventional method

where the tones are selected so that each IM2 from the tone combinations are different, my

method selects the combinations of tone configurations whose numbers of equal values in the

IM2s generated from the combinations, are different. Borrowing the expressions from [67],

the tone combinations include both uniform and nonuniform multitone FSK, which is also one

of the differences. While the previous paper reports the possibility to consider more varieties

of selections, I constrained the total bandwidth to be the same in order to make the choice of
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Fig. 4.7: Spectrum efficiency comparison; These results are refereed from the results of previous papers.

tone selection easier. This results in degrading the spectral efficiency.

4.4 Design Receiver System and Simulation Validations

Based on the previous results, I was able to encode bits based on the frequency tone arrange-

ments. In this section, I validate my method using the SWIPT receiver, which consists of both

information decoding units and the energy harvesting unit. The design requirement is that the

SWIPT receiver should both receive RF energy harvesting power and RF signal simultane-

ously using the same antenna. In addition, I assumed that the receiver circuit has very low

power computational resources.

4.4.1 Receiver System Model

The block diagram of the tested rectifier circuit to achieve SWIPT is shown in Fig. 4.8. It

consists of two units; the first unit is for obtaining RF energy, which works as a battery source

for the receiver circuit. The second rectifier unit works for obtaining PAPR by observing the

peak voltage and the averaged voltage. I connected these units after the matching network.
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Fig. 4.8: The circuit model for ADS circuit simulation and experiment. The impedance was matched using an

optimization tool in ADS. The received signal is split into two units; one is for the RF harvesting receiver (top),

and the other is for calculating PAPRs. Both of the modules consists of passive elements.

Note that by changing the DC block capacitors for each unit, I would change the RF input

power so that more power may flow into the energy harvesting unit [2]. I will refer to this

two-unit type rectifier as a 2 stream rectifier and the rectifier design shown in Fig. 4.2 as a

single-stream rectifier in later discussions.

4.4.2 PAPR Measurement Validation

I conducted simulations and experiments in order to see if the presented receiver circuit could

successfully distinguish PAPR differences based on the previously showed signal generation

method. The simulation and experiment setup is the same as that described in section 4.2.3.

Note that the impedance matching was optimized to −10 dBm and did not rematch even

with different input power since in a usual receiver system, changing the matching network

depending on its input power is not practical. The layout and the manufactured SWIPT circuit

are shown in Fig. 4.9.
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Fig. 4.9: (a). Layout of the SWIPT rectifier for the experiment. All the tested rectifiers are implemented using

this layout. (b). The manufactured SWIPT circuit.

PAPR Performance Characterization against Input Power

For the tone selections, I utilized some of the tones from Table 4.4 - Table 4.6. If the candidate

sets included multiple sets, I averaged the output PAPR of all the tested cases. The input

power was set to −10 dBm, the communication bandwidth was fixed to 200 kHz, and the

center frequency was set to 915 MHz. The output PAPR was derived based on the equation

(??). I show the simulation and experimental results in Fig. 4.10 (a) and (b) for N = 3 and

4, respectively. Both experimental and simulation results show that I was able to distinguish

(N −1)(N −2)/2+1 different combinations. However, for the experimental results, the PAPR

value became unstable for power lower than −18 dBm. When the obtained output voltage

was too small and the obtained peak voltage was relatively high, the peak to average power

raised significantly. This resulted in unstable PAPRs when the low input powers were induced.

Therefore, it is hard to use in practice for such small input power. In spite of this result, the

typical energy harvesting receiver commercially available requires more than −12 dBm input

power for its operation, so operating above −18 dBm is feasible for practical use [141].

Another thing to express is that the PAPR values change depending on the input power

level within the same category. This means that even if the receiver device obtains a specific

PAPR value, it cannot correctly identify which category it is in. For example, when the

receiver device receives the N = 4 tone waveforms and receives output PAPR that is indicated

as 8, the system cannot decide which category does the tone configuration of the transmitted
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Fig. 4.10: Simulation results of PAPR comparison based on the categories in Table 4.4 for N = 3 with the

introduced receiver circuit.

waveforms belongs to unless the receiver device obtained received power as well. This occurs

because Category A with input power −6 dBm, Category B with input power −10 dBm,

Category C with input power −12.2 dBm, and Category D with input power −14.1 dBm all

output PAPR values of 8. Therefore, in order to utilize this scheme, it is required to have an

initial reference signal used to measure the received power at the receiver node. Simply put,

the transmitter device sends the preambles of all the categories at first so that the receiver can

understand the mapping between the PAPR values and the categories. One might say that

input power level changes depending on the timing of the transmitted signal. However, in a

case where the transmitter and receiver nodes are in fixed places, the input power level would

not change unless the wireless channel changes dramatically, like in an urban city. Therefore,

assuming that in a rural area, where the wireless channel would not change dramatically, I

could assume that the wireless channel might be fixed for a short period of time, which is

enough time for the receiver node to receive information.
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Fig. 4.11: Simulation and experimental results of PAPR comparisons against Fratio for N = 3. The tested rectifier

was the 2 stream rectifier that is shown in Fig. 5.2 and the BW was varied from 10 kHz to 1 MHz. The input

power was set to −10 dBm.

PAPR Performance Characterization against Fratio

I further investigate the PAPR difference against Fratio for the case of N = 3, whose result

is shown in Fig. 4.11. The tested receiver circuit is the same as in Fig. 4.8. I varied the

bandwidth from 10 kHz to 1 MHz, which corresponds to Fratio of 0.01 to 1. From Fig. 4.11,

the PAPR difference between the categories A and B in Table 4.4 becomes smaller for larger

Fratio. When larger bandwidth is allocated, the generated IM2s are more likely to go beyond

the Fratio in the frequency domain, which results in having smaller AC components in the

output voltage. Therefore, the output voltage fluctuation between the categories resembles

each other. That is to say, my system fails to retrieve information for a larger bandwidth or

a lower RC factor, which resembles the results from a single-stream rectifier in Fig. 4.3 (b).

Note that I am assuming the use of this system to be for the UHF regime. In such a regime,

the required bandwidth is at most 200 kHz, which is relatively small. As discussed in section

4.2.4, even though my method works with a small Fratio regime, my method is enough for
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Fig. 4.12: Output voltage comparisons against bandwidth for (a). N = 3 and (b). N = 4. The tested rectifier was

the 2 stream rectifier that is shown in Fig. 5.2, and the output voltage was inspected from the main RF unit. A

single rectifier circuit was also tested for the case of (a). whose load resistance was 1 nF and 10 kΩ. The tested

bandwidth was varied from 10 kHz to 1 MHz, and input power was set to −10 dBm.

operating at UHF. On the other hand, when I consider using this method to the system where

the communication bandwidth can be much larger than my assumption, my method is not

suitable for adoption. In such scenarios, the previously published method is beneficial for

information retrieving [67].

PAPR Performance Characterization against Fratio

Finally, I compare the output voltage acquisitions of the main RF harvesting unit. The ex-

perimental result of the output voltage from the main RF harvesting unit of the 2 stream type

rectifier is shown in Fig. 4.12 (a). In addition, I compare it with the single-stream type rectifier

shown in Fig. 4.3, whose load resistance and capacitance were 10 kΩ, and 1 nF for N = 3.

The input power was set to −10 dBm, and bandwidth was varied from 10 kHz to 1 MHz. In

terms of Fratio, it corresponded to 0.6 to 62. This range is different from the aforementioned
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Fig. 4.13: Experimental results of output voltage comparisons against input power for N = 4. The input power

was varied from −18 to 0 dBm, and the bandwidth was set to 200 kHz. The tested rectifier was the 2 stream

rectifier that is shown in Fig. 5.2, and the output voltage was inspected from the main RF unit.

analysis due to the fact that the ∆fcutoff is different from those at the information unit. The ex-

perimental results show that increasing the bandwidth to some extent results in having higher

output voltages in both the 2 stream rectifier case and the single-stream case. When higher

bandwidth is allocated, the ripple of the output voltage ceases due to the RC filter effect, re-

sulting in higher output voltages. On the other hand, when the bandwidth is small, the RC

filter cannot cutoff the IM2 tones. In such case, the output voltage drops significantly during

the negative half cycle of the waveforms, which causes the degradation of WPT performances

especially for the case of a voltage doubler rectifier [116]. Comparing the single stream and

the 2 streams case, the single-stream case rectifier yields better output voltage performance.

This is due to the loss caused by separating the transmission line to the information unit,

which consumes some amount of power.

Furthermore, the experiments show that the output voltages for the case of categories

A and B flip when higher bandwidth is allocated. This shows that for evenly distributed

cases (Category A) when the cutoff frequency cannot slice IM2 tones, severe performance
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Table 4.7: Performance Summary

Method Efficiency Input power range carrier frequency number of tones calculation cost

(summation, multiplication)

Multitone PAPR [140, 99] 8% to 14% at −10 dBm −20 dBm to 15 dBm 900 MHz 4 O(N), O(N)

Multitone FSK [67] 7% to 9% at −5 dBm −30 dBm to 0 dBm 2.45 GHz 4 O(N logN), O(N logN)

Biased ASK [98] 22% to 28% at −15 dBm −25 dBm to −5 dBm 2.45 GHz 2 O(N), O(1)

Amplitude / Phase [66] 46% to 52% at −10 dBm −20 dBm to −6 dBm 650 MHz to 1 GHz 2 O(N), O(1)

This work 21% to 25% at −10 dBm −20 dBm to 0 dBm 915 MHz 4 O(N), O(1)

degradation occurs at the output voltage. It is also indicated that when the tones are unevenly

distributed, even with the RC filter cutoff AC component of the output voltage, the yielded

output voltage cannot improve similarly to the evenly distributed case. This corresponds to the

fact that evenly distributed multitone waveforms can maximize the output voltage [83]. The

results reveal that multitone waveforms with evenly distributed waveforms always yield the

highest output voltage under the conditions that allocated bandwidth must be large enough.

Investigating the tradeoff between the bandwidth and the tone arrangements is the future works

since it is out of the scope of this paper.

I also compare the output voltage for the case when N = 4 in Fig. 4.12 (a), which behaves

similarly to the case when N = 3. Increasing the number of tones results in having larger

differences in terms of the voltage acquisition results from categories A and D, except for the

case when the bandwidth reaches 100 kHz. It also shows that on one hand, it is required

to allocate larger bandwidth or higher Fratio, but on the other hand, in order to get better

communication performance, Fratio, should be small enough to distinguish the PAPR difference

between the categories, which is also indicated in previous papers [67, 66]. Thus, Fcutoff needs

to be designed properly for both the RF harvesting unit and the information unit. Finally, in

Fig. 4.13 I show the results for different input power. The bandwidth was set to 200 kHz.

As it can be seen from the result, by increasing the input power results in larger differences

between the categories in terms of output voltages.
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4.4.3 Optimizations

In the previous paper, due to the design of the receiver circuit, when the LP-filter is very nar-

row, the IM2s in the transmitted tones that reside far away from the DC region are attenuated.

This results in detection errors because some of the tones are missed while detecting in the

frequency domain. In order to tackle this problem, the previous paper [67], has dealt with pre

and post optimizations, which are done at the transmitter and receiver side, respectively. These

optimizations are executed based on the knowledge of the transfer function of the LP-filter at

the receiver circuit and by multiplying the scaling factor of the waveforms.

In my system, it may be possible to implement such optimizations at both sides, but these

optimizations suppress the communication rate eventually. This is because I fix the entire

communication bandwidth for each tone configuration in order to make the system easier to

select tones. As a result, the furthest IM2 tone generated from the candidate set is BW away

from the DC region. If the BW happens to be larger than Fcutoff , signal detection errors will

be prone to occur. In such a scenario, either BW or Fcutoff needs to be controlled so that BW

becomes smaller than Fcutoff . Since the circuit parameter is not easily controlled, BW needs to

be small. This results in degrading the communication rate.

Overall, in the perspectives of the pre and post optimizations, my system has less flexibility

compared to the conventional FSK method due to the adoption of fixed bandwidth for tone

selections. Finding a method to select tones from unfixed bandwidth conditions might be the

future research direction.

4.5 Discussions

Overall, I have investigated the PAPR detection based multitone FSK. In this section I discuss

the comparison with the conventional methods and the feasibility of optimizations that have

been discussed in [67].

The advantage of my method relies on the fact that it can eliminate the FFT calculation

and rely on a PAPR based method performed on the time domain. Typically, the calculation

cost of FFT requires O(N log N) for multiplications and summations while the PAPR based
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calculation requires O(1) for multiplications and O(N) for summations using the big-O nota-

tion. Therefore, in terms of the calculation cost, it is more applicable for a battery-less device.

As also discussed in the introduction, the conventional method can implement passive filter

banks in order to avoid the calculation of FFT to obtain information [67]. However, when

I implement at UHF where the communication bandwidth lies typically below 1 MHz, it is

hard to make a filter that can separate tones whose frequency spacing is around 1 MHz due

to the requirement of a high Q factor. Therefore, even under the uniform FSK case, it is quite

challenging to design such filters. It is also possible to implement the filter after the rectifi-

cation process. However, in such case, the system must embed roughly the same amount of

filters as the symbol index. Therefore, trade-off between the size of the receiver circuit and

the modulation order needs to be considered. On the other hand, there are also disadvantages

from the perspectives of interference or flexibility against the structures.

In terms of interference duration, the conventional method can post compensate the chan-

nel effect as they have shown by calculating and negating the channel effect. In addition, in

the former paper, signals can be detected even with a small input power (typically around −30

dBm receive power) since it can inspect the spectrum using FFTs [67]. On the other hand in

my system, based on the results, −18 dBm received power level is the minimum threshold

for the device to correctly detect signals even under the non-interfered condition. Therefore,

I conclude that under interference, my system is inferior to the conventional method. Note

that the same discussion could be made for noise duration. However, typically, the microwave

power transfer signal is significantly above the noise level, so this infers that there is no dif-

ference between the method in terms of noise.

As discussed in the previous section, the conventional method is more flexible with regard

to the receiver structure since their method can pre or post optimize the waveform depending

on the LP-filter at the receiver side. In order to select tone configurations more simply, I fixed

the total bandwidth for each condition which in turn hinders optimization. Even though I

could do pre-optimization so as not to be affected by the LP-filter, the communication rate

deteriorates severely due to this operation.

Finally, I compared the performances with existing papers [140, 99, 67, 98, 66] in Table
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4.7. The calculated values are based on the reported results in each paper. Compared with

the Multitone FSK, the computational cost is significantly reduced which result from elimi-

nating the calculation o FFT and utilizing PAPR measurement [67]. In addition, I was also

able to reduce the calculation complexity against conventional multitone PAPR method. The

conventional method calculates average power in order to obtain PAPRs whereas in my case,

I only need to measure average output voltage and calculate the power after that, which indi-

cates that multiplication occurs only one time per symbol for obtaining average power [140].

Although modulation based on amplitude or phase controlling method [66] gained the highest

efficiency, the modulation method is too complex to be employed for N > 3. In my case, the

efficiencies varies from 21% to 25% for the case when the number of tones were 4 and the

input power range varied from −20 dBm to 0 dBm, which is feasible as I discussed in section.

4.4.2.

4.6 Summary

In this chapter, a frequency shift-type multitone signal SWIPT system based on the PAPR de-

tection method is introduced. Different from FFT based signal detection, my method realizes

signal detection more simply. I revealed that when the tones vary, the contents of frequency

tones in the output voltage varies due to the diode’s nonlinearity. In addition, I formulated

the relation between the number of tones and the modulation orders and verified it using ADS

circuit simulation as well as experiments with my introduced receiver circuit. Based on the

results, I could distinguish the (N−1)(N−2)
2 +1 different PAPRs for N = 3, and N = 4, which cor-

responded to my formula. The limitation of my method is with power values under −18 dBm,

the PAPR differences are no longer detected.
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Chapter 5

Conclusions

5.1 The main contributions of this thesis

In this thesis, waveform design using multitone waveforms have been investigated in order

to improve the operation range of battery-less devices as well as to transmit information and

power simultaneously. The contributions of this thesis is as follows;

• Waveform designs for improving the performance of PCEs were proposed. The ex-

periments showed that there exists saturation points in the frequency domain which

indicates that the multitone waveforms have to allocate necessary frequency spacing in

order to achieve better PCEs. In addition, the saturation points can be controlled pri-

marily by the storage capacitances. For these findings, the necessary frequency spacings

and the number of tones were suggested based on the parameters of the rectifiers. These

characteristics agree with the wire and wireless transmission experiments. However,
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when experiment with wireless transmissions, the bandwidth limitations of antennas

are observed, which makes the design instructions to be modified.

• Waveform designs for improving the performance of sensitivities or peak voltage acqui-

sitions were proposed. The effect of the frequency spacing of multitone waveforms in

terms of rectifiers’ sensitivities for voltage-doubler type rectifiers in the UHF band was

revealed. In contrast to the PCE cases, the saturation point of peak voltage acquisitions

exist approximately 100 times smaller than the saturation point of PCEs and the nec-

essary frequency spacings need to be smaller than the saturation points of peak voltage

acquisitions, which indicates that the design guideline for improving PCEs and peak

voltage acquisitions were totally different. The experiments were conducted not only

with simple rectifiers, but with receiver circuit that can be obtained commercially to see

the effect of this guideline.

• Waveform designs for enabling the transmission of power and information simultane-

ously using multitone waveforms was proposed. The waveforms are frequency shift-

type multitone and the output PAPRs are measured for information detection. This

process can reduce the need of the FFT operations that have been required for the con-

ventional methods. The principles of how frequency shift tones change the PAPRs at

the receiver side were revealed and demonstrated through simulation and experiments.

The distinguishable output PAPRs were estimated to (N−1)(N−2)
2 + 1 and based on the

experiments, this scheme can be operated with the minimum input of −18 dBm power.

5.2 Future Works

The future works related to this thesis are the following.
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5.2.1 PCE or Peak Output Voltage Improvement of Using Multitone Waveforms

Theoretical realizations of waveform designs

This thesis mainly focused on the realizations to design better PCE or sensitivity performances

through exhaustive experiments and simulation for voltage doubler-type rectifiers. However,

when the types of the rectifier change it requires another experiments for corresponding rec-

tifiers which is cumbersome to do. In order to systematically achieve these realizations, theo-

retical analysis should be explored. However, because of the difficulties of analyzing rectifiers

reside in their nonlinear behaviors. Some works have shown the abilities of analyzing these

rectifier behaviors for single diode rectifiers, but no other literature has achieved with recti-

fiers with more than one diode at this point. It might be required some approximations, but

analytical realizations should be one of the research areas that will be explored in the future.

One of the straight forward ways are to expand all the components of the rectifiers to elements

(capacitors, inductors, or resistors) and see the transfer functions of them. This maybe one of

the first steps to go through.

Other Diode Effectivities

Recently, the use of tunnel diodes have been widely used in spite of the difficulties of obtaining

the manufactured ones. The behaviors of such diodes have some differences from schottky

diodes, which might be required for designing waveforms. Most of the cases, these diodes will

be used as a way to increase the sensitivities or to increase the backscatter waveforms, when

designing the waveforms one might be wanted to design in order to increase these natures

(sensitivities or backscatter capabilities).

Noise and Wireless Channel Effect

Although I have tested the additive white Gaussian noise (AWGN) channel conditions assum-

ing that the wireless channel is flat. However, for more practical situation, channel might

be more frequency selective. In addition, when considering the combination between the

multiple-input multiple-output (MIMO) technique and the multitone technique, the channel
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effect becomes very important since the beam forming technique requires to have CSIs [88,

142]. Therefore, exploring the effect of channel needs to be investigated. There are several

related works with this topic, so how the experimental results align with the existing works

also are interesting to see [56].

The Effect of Transmitter Nonlinearity

In this thesis, I assume the transmitter nonlinearity as optimal. However, in reality, the trans-

mitter has amplifier has saturation region, so transmitting extremely high PAPR signals are

distorted before traversing in the air. Therefore, the number of tones are needs to be care-

fully selected when considering the nonlinearity of the transmitter side or to apply some pre-

distortion method used in MIMO techniques [143, 144].

Modeling with Multiple Elements

Despite the fact that I modeled using individual parameters, it can be achievable to model the

suitable waveforms using different parameters such as load resistances and capacitances. In

fact, it is natural to think that the output voltages are affected by the output load resistance

and storage capacitance although the weight of the effectiveness is different. One could think

the 2 stage model, where the first stage can be determined by the cutoff frequency formed

by the storage capacitance and diode parasitic resistance, and the second stage behavior can

be determined by the load resistance and the storage capacitance. Based on the experiments,

the effect of the load resistance is increased. Specifically, when the load resistance becomes

smaller, the PCE characteristics lean toward the right at the frequency domain or calming.

This indicates that the load resistance especially when it is small, the PCE performances were

affected in no small part. Therefore, the second stage might be some form of RC cutoff filter

determined by the load resistance and the storage capacitance.

Low Power Feedback Method

When designing waveforms, it is crucial to understand the receivers’ storage capacitances

and the load resistances. Currently, these values are given at the transmitter side, but when it
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Fig. 5.1: The system model for Bayesian Optimization method is shown. Input value X is generated based

on Bayesian optimization algorithm which learns a wireless channel in between the transmitter side and the

receiver side, rectifiers’ condition (antenna characteristics, matching network, and rectifier topologies). It learns

by seeing rectified voltage as a key that is feed back from receiver side which I assume backscatter technology,

but in this implementation, I did not implement the backscatter communication feedback.

comes to implement, it is becoming required to feedback in some way with low power. One

of the naive solutions is that the receiver backscatter these values when the power probe signal

is transmitted from the source. Given that backscatter signal, the transmitter can design the

waveforms according to it.

5.2.2 Multitone Waveform Optimizations Using Bayesian Optimizations

One of the solutions for the aforementioned future challenges is to design the optimal wave-

forms through learning method. This method is promising because the learning system can

understand the saturation due to the amplifier at the transmitter, wireless channels, and the

parameters of the receiver devices. In order to learn them, it is required to feedback the

knowledge about the wireless channels and the receiver parameters from receiver to transmit-

ter either explicitly or implicitly feedback [145]. Unlike explicit feedback where a receiver

has to calculate channel state information out of pilot signals from the transmitter side, the
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Fig. 5.2: Example experimental setup is shown. It consists of amplitudes, phases for each number of subcarriers

N , and bandwidth(BW ); all of which is represented by an input vector X. f (X) represents transmit signal. I aim

to maximize the rectified voltage Vout using Bayesian Optimization algorithm.

receiver sends a pilot signal to the transmitter so that all the necessary calculation are pushed

to transmitter side for implicit feedback [145, 146]. For the case of battery-free devices,

implicit feedback needs to be done through backscatter communication which piggybacks in-

coming signals and modulates onto it though simply changing antenna impedance by switch-

ing. Therefore, actively sending feedback to a transmitter side that has been explored in some

of the existing paper may not be practical for battery-less devices to achieve [86, 147, 148].

One of the promising feedback method is to use the received signal strength indicator

(RSSI) for a feedback, and transmitter side iteratively updates the coefficient of beamforming

vectors [149, 150, 151]. While this method eliminates a significant amount of energy, how-

ever, acquiring RSSI still require a large amount of energy for battery-free devices, which

could shorten the working range of them. In [152], an energy-efficient method has been

proposed where the transmitter side determine beamforming vectors by seeing the reflected

signal from receiver devices. In this way, receiver devices do not require energy for calibra-

tion. However, these methods have been introduced for realizing the beamforming technique

where a system tries to increase the received power, I am aiming to increase rectified voltage

or power conversion efficiency. Because the system needs to deal with nonlinearities, PCE

should be changed even with the same input power.
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Therefore, one can utilize a Bayesian estimation method to blindly harvest energy so that

power harvester adaptively update condition of waveform generation. Also, I use rectified

voltage as a key to learning. This does not require power hungry operational amplifier that is

included in RSSI, which could potentially save power. Moreover, utilizing rectified voltage

means that I could update a better waveform depending on rectifier topology. As opposed

to RSSI which just see power level at the receiver side front end, seeing rectified voltage

interpret internal receiver circuit, matching network, antenna bandwidth, rectifier topology,

load resistance and so forth. Updating transmit waveforms based on these nonlinear behaviors

just by watching RSSI might not be enough for the measurement.

System Model for Promising Bayesian Estimation Approach

The system block of the example system is shown in Fig. 5.1. An inputs for a transmit signal

is generated based on Bayesian Optimization, which uses a rectified voltage as a feedback in

order to improve waveforms. Let input parameters are denoted as X. Bayesian optimization

optimize can be realized as following;

max
X

g(X), (5.1)

where g is assumed to be Gaussian distribution, which represents a system of the channel

between the transmitter side and the receiver side and rectification process at the receiver side

for this case.

In order to find a new point x, Expected Improvement can be utilized. Expected improve-

ment finds a new x based on previously observed pairs of inputs and outputs and expectations

of output value for each candidate inputs [153]. Assuming that k different pairs of X and g(X)

are obtained in the first place. In the Bayesian optimization, these initial values are assumed

to have Gaussian distributions, so the prior distribution can be expressed as;

g(x1:k) ∼ N(
µ0(x1:k),Σ0(x1:k, x1:k)

)
, (5.2)

where, g(x1:k)，Σ0(x1:k, x1:k) can be expressed as;

g(x1:k) =
[
g(x1), g(x2), ..., g(xk)

]
(5.3)
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Σ0(x1:k, x1:k) =



∑
0(x1, x1)

∑
0(x1, x2) · · · ∑

0(x1, xk)∑
0(x2, x1)

∑
0(x2, x2) · · · ∑

0(x2, xk)
...

...
. . .

...∑
0(xk, x1)

∑
0(xk, x2) · · · ∑

0(xk, xk)


. (5.4)

Here, is expectations of g(x) µx is the expectation of g(x) around x , and Σ0(x1:k, x1:k)
)

is the

covariance, or kernel, for any pair of two points xi , xj. There are many kernels to be consider,

but taking the Gaussian kernel as an example, it can be expressed as follows;

Σ(x, x ′) = α0exp(−||x − x′||2), (5.5)

where，α0 is a constant value. Now, the distribution of gx at around the new point点 x can

be obtained using Bayes Theory as follows;

g(x)|g(x1:k) ∼ N(µn(x), σ2
n(x)), (5.6)

where, µn(x) and σ2
n (x) is expressed as follows, respectively [154];

µn(x) = Σ0(x, x1:k)Σ0(x, x1:k)−1(f (x1:k) − µ0(x1:k)) + µ0(x)

σ2
n (x) = Σ0(x, x) − Σ0(x, x1:k)Σ0(x1:k, x−1

1:k)Σ0(x1:k, x)

Next, in order to select next point x to explore requires to utilize an acquisition function.

For example consider using the Expected Improvement as the acquisition function, then the

selecting next point requires following steps. If the maximum reward value up to k trials is

f ∗k , the maximum value after k + 1 trials is either f (x) or f ∗k obtained from the next search.

Therefore, the maximum value after k + 1 trials will be max(f (x) − f ∗k ). However, f (x) can

only be known after observation. Therefore, by using the posterior distribution from the

equation (5.6), it is possible to search for the next point to be searched at the kth trial as

Ek(x) = E
[
max(f (x) − f ∗k )

]
. Therefore, the next search point is determined by calculating

xk+1 = argmaxEk((x)) [155, 156].

Waveform Generation of Multitone Signal Parameters for the transmit signal are amplitudes of

each tones s, frequency band BW , phase of each subcarriers ϕ, frequency difference of each

tones ∆f . If the generated waveforms consist of N number of tones, there is 3N+1 parameters

are required as an input. Also, parameters have conditions where 0 ≤ ϕ ≤ 359, BW is chosen
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a set from {1 kHz, 2 kHz, ..., 10 kHz, 20 kHz, ...,100 kHz, 200 kHz, ..., 1 MHz, 2 kHz, ...,

10 MHz}. I discretize subcarrier selection in a way that bandwidth is partitioned between 52

bins and subcarrier band is selected from 50 bins by excluding both sides of bins. In order

to set waveforms output power to be the same, amplitudes are first selected from 0 < s < 1,

and then after that, signal amplitudes are normalized. Normalization has been done through

S = si∑N
i=1 s2

i
. The generated waveforms are expressed as follows,

f (X) =
N∑

m=1

Smsin(2π(f + ∆fm)t + ϕm),∆fm ∈ BW (5.7)

Output Voltage Feedback When feedback from the receiver, simple value needs to be per-

formed. In wireless communication field, often CSIs can be utilized for the feedback. How-

ever, in such case, calculation cost of CSIs at the receiver side is very severe. Thus, the

simply feedback output voltage using backscatter is the least possible method to be achieved

for battery-less devices. True that it is also possible to implement implicit feedback where

the receiver sends a pilot signal to the transmitter so that all the necessary calculation are

pushed to transmitter side. For the case of battery-free devices, implicit feedback needs to

be done through backscatter communication, which assumes that the channels are assumed

to be reciprocal. In any case, actively sending feedback to a transmitter side does not my

scope [86, 147].

Challenge One of the challenges arising from this solution is that it requires a lot of time

to converge. Since this method is performed online learning approach, one epoch cost, send

signal, measure output voltage, send back the value and re-design waveforms.

5.2.3 Achieve Multitone SWIPT for Larger Bandwidth

Similar to the related researches, the analyzed Multitone SWIPT encounters tradeoffs where

the system can either optimize information sending or harvesting power, but not optimized

for both at the same time. The information transfer works under the condition that the Fratio

is relatively small. In the region, however, power transfer capability does not quite good
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since the saturation point of PCE requires relatively larger frequency spacings. As the Fratio

becomes large (either having a larger product of the storage capacitance and the load resistance

or having a larger bandwidth), output PAPRs are getting small due to frequency cut occurred

by the RC filter. Therefore, the PAPR differences depending on the selections of the multitone

waveforms become closer to 0, which becomes challenging for WIT, in contrast to WPT. This

becomes major problem when the larger bandwidth is allocated in higher carrier frequency

waveforms. One of the solutions might be that the MAC level control needs to be introduced

to send information mainly or transfer power mainly.

Additionally, the proposed SWIPT system needs to be fully implemented and evaluated

the communication rate as well as power transfer rate in a real situation in order to validate

the proposed method.
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