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Abstract

Redirected walking (RDW) is a set of technologies that enables users to walk freely

within a virtual environment (VE) by controlling the spatial correspondence of vir-

tual and real environments. The ultimate goal of the RDW is to enable users to

explore an arbitrary virtual reality (VR) space in a room-scale real space while

maintaining a natural gait. Extensive research has been conducted in this field over

the past 20 years, and various algorithms, techniques, and evaluation methods have

been proposed. However, there are still numerous unsolved problems in achieving

the ultimate goal of RDW.

One of the major problems of RDW is detection thresholds, which are the small-

est manipulations that a user can detect. In general, manipulations of RDWs are

performed below a detection threshold because performing manipulations beyond

the threshold may decrease the sense of presence and cause cybersickness. A large

number of studies have estimated the value of the detection threshold or proposed

methods to estimate the detection threshold. According to these studies, the detec-

tion threshold is not constant, and it is strongly affected by equipment, VEs, and

individual differences. In particular, it has been shown that there are significant

individual differences in detection thresholds. The effectiveness of the conventional

RDW method that uses only visual manipulations is limited, and it is not always

possible to compress an arbitrary VR space into a room-scale real space using ma-

nipulations below the perceptual threshold.

In this work, we addressed the aforementioned issues using findings from physiol-

ogy and psychology. We addressed the issues of individual differences in detection

thresholds in terms of sensory characteristics (Chapter 3). In addition, on the basis

of physiology, the effects of an RDW technique were estimated using physiological

and behavioral indices (Chapter 4).

We attempted to improve the limited effectiveness of RDW using senses other

than vision. We used the findings of cognitive science for this purpose, i.e., spatial
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perception consists of vision, vestibular perception, somatosensory perception, and

hearing. In recent years, the maximum likelihood estimation (MLE) model has

been presented as a versatile model of sensory integration in the field of perceptual

psychology. We used the MLE model to develop the novel RDW methods, which

used vestibular perception (Chapter 5), auditory perception (Chapter 6), and haptic

perception (Chapter 7). We evaluated these methods using the estimation methods

proposed in Chapters 3 and 4 and the conventional psychophysical method.

In Chapter 3, we evaluated the relationship between detection thresholds, cyber-

sickness, and perceptual characteristics. In the field of developmental psychology,

it is well known that there is a relationship between perceptual characteristics and

spatial perception. Therefore, we considered that there is a relationship between sen-

sory characteristics and RDW, which is a type of spatial perceptual manipulation.

A psychophysical experiment was conducted to estimate the detection thresholds

of an RDW technique, and a questionnaire was used to evaluate the individual

perceptual characteristics. Our results suggested that participants with a higher

propensity for sensory sensitivity and sensory avoidance were more likely to notice

RDW manipulation.

In Chapter 4, we investigated the relationship between redirection thresholds and

physiological and behavioral indices and discussed the method for inferring redirec-

tion thresholds based on physiological and behavioral indices. The pupil diameter

and microsaccades were selected as physiological indices, and walking speed and

head sway were selected as behavioral indices. Experimental results showed a cor-

relation between walking speed, head sway and redirection thresholds.

In Chapter 5, based on the MLE theory, we hypothesized that reducing the reli-

ability of vestibular sensation would improve the effectiveness of RDW and reduce

cybersickness. Noisy galvanic vestibular stimulation (nGVS) was used to reduce the

reliability of vestibular sensation. We conducted a psychophysical experiment to es-

timate the detection thresholds of curvature gain and measure cybersickness under

two nGVS conditions. The results suggested that nGVS might affect the detection

thresholds of curvature gain.
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In Chapter 6, we first investigated whether MLE could be applied to incongruent

visuo-auditory integration in a VR environment. Then, we proposed a novel method

that introduced visual noise and incongruence between the visual and auditory cues

of an object in a VE while applying curvature gain. We verified the effectiveness of

this method by comparing it with existing psychophysical methods.

Finally, in Chapter 7, we explored the possibility of visuo-haptic RDW.We verified

the effectiveness of this method through psychophysical and behavioral evaluations.

Then, we created Unlimited Corridor, which was a type of media art based on

visuo-haptic RDW. Unlimited Corridor enabled users to freely explore an immersive

corridor by touching walls or handrails. In addition, we conducted a workshop

about Unlimited Corridor. People associated with VR work, curators, attendants,

individuals, and developers participated in the workshop to discuss the operation

and experience of Unlimited Corridor in an art museum. This workshop enabled us

to identify the strengths and challenges of VR exhibitions in general society, such

as in museums.

Overall, even though there were individual differences, the results showed that per-

ceptual characteristics influenced the effectiveness of RDW and there was a correla-

tion between behavioral indices and the perceptual threshold of RDW. Furthermore,

psychophysical experiments and behavioral indices showed that our new multimodal

RDW technology improved the effectiveness of RDW. These findings emphasize the

importance of considering individual differences in perception and optimizing the

type and amount of stimuli for each individual in the design of virtual experiences.
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Chapter 1

Introduction

1.1 Background

In 1965, Ivan Sutherland presented the concept of Virtual Reality (VR) in his

essay The Ultimate Display [1]. Over the next half-century, numerous researchers

have attempted to realize the future of VR proposed by Sutherland. The Ultimate

Display concludes with the following sentence: “With appropriate programming

such a display could be the Wonderland into which Alice walked.” Thus, the concept

of walking around a virtual environment (VE) was initially presented, and it was

expected that realistic walking would play an essential role in VR in the future of

VR.

Several methods have been proposed to enable VR walking, such as walking-

in-place [2], omnidirectional treadmills [3], and friction-free platforms12. However,

“real walking”, is considered to be the most realistic and natural [4]. In VEs, real

walking can be realized by one-to-one mapping, which involves mapping the position

and orientation of the user’s head position using a one-to-one correspondence to the

virtual camera. For example, walking forward one meter in the physical world is

mapped to walking forward one meter in the virtual world. One-to-one mapping

provides the user with a near-natural proprioceptive and vestibular sensations that

are similar to real walking. However, this method does not allow us to walk a virtual

space that is larger than the physical space.

To solve this problem, in 2001, Razzaque et al. proposed the first concept of

Redirected Walking (RDW) [5]. RDW is a set of technologies that enables users

to walk within a vast VE by controlling the virtual and real environments’ spatial

1Virtuix Omni: http://www.virtuix.com/
2Cyberith Virtualizer: http://www.cyberith.com/
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correspondence. It allows users to have a natural walking experience by successfully

mapping a vast virtual space to a limited real space. Thus, RDW is precisely the

technology that can realize the experience predicted in The Ultimate Display.

In addition to its engineering significance, the RDW offers physiological and psy-

chological advantages. The physiological benefit of the RDW is that it can be used

to investigate gait, postural control, and sensory integration. RDW is also expected

to be applied to the evaluation and rehabilitation of gait function in the elderly and

patients with Parkinson’s disease [6,7]. The psychological aspect of the RDW is that,

in addition to the use of experimental psychological methods for its evaluation, it

may provide a supplementary method for sensory evaluation in developmental psy-

chology.

The ultimate goal of the RDW is to be able to explore an arbitrary VR space

at the room scale while maintaining a natural gait [5, 8]. Substantial has been

conducted in the RDW field over the past two decades to achieve this goal, with

various techniques, control methods, and evaluation methods having been proposed

[8]. However, many challenges in realizing ultimate goal of RDW have also been

identified in the process.

One of the significant problems of RDW is the Detection Threshold (DT). The DT

is the point of intensity at which subjects can barely detect an RDW manipulation.

Applying the amount of manipulation above the DT will cause the user to notice the

RDW, which will reduce the sense of presence and cause VR sickness. Many studies

have been conducted on DTs [9–11]. However, it is known that DTs are strongly

influenced by equipment, VEs, and individual differences. In particular, individual

differences have a significant impact on DTs. Therefore, it is necessary to estimate

the individual DTs and use the optimal amount of sensory manipulation. Moreover,

the existing methods are not effective enough to compress an arbitrary VR space

to room-scale size. Even though spatial perception is composed of vision, proprio-

ception, vestibular perception, and auditory perception, conventional research has

mainly focused on visual manipulation, and little research has been conducted using

the other senses [8]. There is a possibility that we can manipulate spatial perception
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more effectively by using multiple senses.

Therefore, in this study, we propose a method to improve the effect of RDW

according to each user in order to realize the ultimate RDW that can compress

an arbitrary VR space into a room-scale size. In addition to developing a method

of utilizing multiple modals to improve the effectiveness of RDW, we investigate

the relationship between the perceptual characteristics of each individual and the

responses to the RDW manipulation and the perceptual threshold of the RDW in

order to apply the optimal combination of modals and amount of manipulation for

each user.

Besides, from the viewpoint of sensory-motor coupling, RDW is performed by a

loop of sensory input, sensory processing, and response. In this paper, we summarize

the issues of RDW and these solutions from the viewpoint of sensory-motor coupling.

1.2 Research Objectives

This dissertation discusses the individual perceptual thresholds of RDW, as well

as methods to improve the effectiveness of RDW using multimodality. It is nec-

essary to apply appropriate amount of manipulation according to the individual’s

perceptual characteristics in RDW. In the field of psychology, it is known that indi-

vidual differences exist in perception and cognition. Although it has been suggested

that there are also individual differences in spatial perception, these have rarely been

considered. Therefore, a certain number of users have not achieved the desired effect

despite using the manipulation quantities that have been demonstrated effective for

several other users. In this study, we propose a methodology that enables partici-

pants to achieve a better effect by using different modalities and varying amounts

of manipulation according to their perceptual characteristics.

In Chapters 3 and 4, we discuss individual perceptual thresholds in the RDW

and how to estimate them. Chapter 3 addresses the relationship between the RDW

thresholds and sensory characteristics. We study individual thresholds in spatial

perception by focusing on curvature manipulation in RDW, and by comparing the
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individual perceptual thresholds with individual sensory profiles. Next, in Chapter

4, to solve the problem of measuring threshold values, which have previously been

determined by psychophysical experiments — they requires a large number of trials,

thereby compromising the user experience — methods for measuring the threshold

values using physiological and behavioral indices were investigated. The estima-

tion method using physiological and behavioral indicators is expected to reduce the

burden on the user, and simultaneously make it possible to estimate the threshold

online.

Chapters 5–7 present techniques to improve the effectiveness of RDW through

multimodality. In Chapter 5, based on the sensory integration model, we examine

whether electrical noise on vestibular perception can enhance the effectiveness of

RDW by reducing the reliability of vestibular sensation. In Chapter 6, considering

that spatial perception consists of auditory as well as visual, vestibular, and propri-

oceptive perception, we examine whether the appropriate stimulation of auditory

perception, in addition to visual perception can enhance the effectiveness of RDW.

Furthermore, we examine the optimal presentation of auditory stimuli based on the

sensory integration model. Finally, in Chapter 7, we examine whether the appro-

priate stimulation of haptic perception can enhance the effectiveness of RDW. In

addition, we propose a VR demonstration using a visuo-haptic RDW and introduce

a workshop on this demonstration.

1.3 Contributions

This dissertation examines the relationship between individual perceptual thresh-

olds of RDW and sensory characteristics (Chapter 3) and proposed and evaluated

methods for estimating the thresholds based on physiological and behavioral indices

(Chapter 4). Further, we proposed, implemented, and evaluated methods to im-

prove the effectiveness of RDW using multiple senses such as vestibular (Chapter

5), Auditory (Chapter 6) and Haptic sensation (Chapter 7).

Besides, from the perspective of physiology, the research addressed in this study
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was corresponded in sensory-motor coupling as follows: Chapter 3 is related to

sensory processing, Chapter 4 is related to response, and Chapters 5-7 is related to

sensory input and sensory processing. Thus, by viewing and organizing RDW from

the perspective of sensory-motor coupling, we proposed a methodology to improve

the effectiveness of RDW throughout the sensory-motor loop.

Specifically, Chapter 3 evaluated the relationship between the individual detection

thresholds and sensory characteristics. We conducted a psychophysical experiment

to estimate individual perceptual thresholds of RDW and used a questionnaire to

evaluate the individual perceptual characteristics. The results suggest that the par-

ticipants with a higher propensity for sensory sensitivity and sensory avoidance were

more likely to notice the RDW techniques.

In Chapter4, we evaluated the association between individual threshold of curva-

ture RDW, physiological indices (pupil diameter and microsaccades), and behavioral

indices (walking speed and head sway) to develop a method for estimating an indi-

vidual’s perceptual threshold by using the physiological and behavioral indices. A

conventional psychophysical experiment was conducted to estimate the curvature

RDW thresholds. Then, we examined the correlations between the pupil diameter,

microsaccades, walking speed, and head sway data measured during the psychophys-

ical experiments and the curvature thresholds obtained from these experiments. The

results show a significant correlation between the curvature RDW threshold and the

mean of walking speed and the standard deviation of head sway.

Chapter 5 proposed a visuo-vestibular RDW technique using noisy galvanic vestibu-

lar stimulation. In the experiments, the effect of nGVS on RDW thresholds was

investigated using two current value conditions. The results suggested that the use

of nGVS might improve the effectiveness of the RDW. In addition, the results of the

sensory profile suggested that the effect of nGVS tended to be lower for users with

a higher tendency toward sensory sensitivity.

In Chapter 6, we proposed and evaluated a visuo-auditory RDW technique based

on sensory integration models. We first investigated whether MLE could be adapted

to incongruent visual-auditory integration in VR environment. Then, we proposed a
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novel method that introduced visual noise and incongruence between visual and au-

ditory cues of the object in VR when applying curvature manipulation. We verified

the effectiveness of this method by conducting a psychophysical experiment. There-

fore, the effectiveness of curvature RDW was improved by presenting auditory cues

incongruent with visual manipulation, and the minimum walking radius became 12.1

m under normal vision conditions and 9.8 m under noisy vision conditions, which is

more effective than conventional methods that use only visual manipulation.

Chapter 7 introduced and evaluated a novel visuo-haptic RDW technique, pro-

posed a VR demonstration using the visuo-haptic RDW technique, and described

a workshop on the demonstration. For visuo-haptic RDW, the results suggest that

the use of haptic cues improves the effectiveness of curvature RDW. In ”Unlimited

Corridor,” a VR demo utilizing visuo-haptic interaction, the improved effectiveness

of RDW enabled us to build a large-scale virtual environment in a relatively small

real space without interrupting the experience or reorienting the user. We also con-

ducted a workshop on the Unlimited Corridor to gain insights into the challenges to

the technology, staff, and users regarding VR exhibitions in museums.

Together, these studies provide insight that there was a relationship between

sensory characteristics, the optimal type, and amount of sensory stimulation. Be-

sides, we found that there was a relationship between the behavioral indices and

the RDW threshold in several experimental environments. In addition, we proposed

multimodal RDW methods that can be used depending on the constraints of the

content and the size of the VR space presented and confirmed their effectiveness.

The experimental findings suggest that when applying RDW, appropriate senses

and amounts of manipulation should be used depending on individual differences in

users and the content to be presented, rather than uniformly using specific methods

and amounts of manipulation.
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1.4 Overview

The remainder of this dissertation is structured as follows. Chapter 1 focuses on

fundamental background information and states the purpose of the thesis. Chapter

2 first reviewed the related work in the field of perception from the perspective of

psychology and neuroscience. Thereafter, the existing literature on RDW is sum-

marized. Chapter 3 investigates the individual differences in the RDW technique by

assessing the relationship between the RDW technique and sensory profiles. Chapter

4 evaluates the changes in physiological behavioral indices in the RDW techniques.

Chapter 5 discusses how to improve the effectiveness of RDW by using noisy vestibu-

lar stimuli based on the sensory integration theory. Chapter 6 introduces concepts

for improving the effectiveness of RDW by using auditory stimuli and noisy visual

stimuli based on the sensory integration theory. Chapter 7 investigates how to im-

prove the effectiveness of RDW by using haptic stimuli and proposes a novel RDW

demonstration. Chapter 8 summarizes the findings in Chapters 3, 4, 5, 6, and 7,

and revisits the significance of RDW in engineering, physiology, and psychology.

Chapter 9 concludes the thesis by discussing the limitations and future studies.
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Chapter 2

Literature Review

In this chapter, the spatial perception research is first reviewed from the perspective

of psychology and physiology. Next, the existing literature on redirected walking is

categorized and summarized in terms of perceptual experience. Finally, a summary

of the literature in the context of this thesis is provided.

2.1 Spatial Perception

This section discusses the characteristics of perception, cognition, and motor con-

trol related to spatial perception in terms of psychology and physiology.

2.1.1 Spatial Senses

Spatial perception consists of the integration of external and internal information

obtained through various sensory organs by the central nervous system. In the

following, the role of visual, auditory, vestibular, and proprioceptive senses in spatial

perception and the characteristics of internal information are described.

Vision

Vision is a sense that can be used to acquire various types of spatial information,

such as the absolute distance from images on the retina, a focus adjustment, and

convergence, as well as the relative distance of an object from motion disparity and

binocular disparity, and the spatial extent from visual field and eye movements [12].

In addition to static spatial information such as the spatial extent and depth, vision
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is also superior in terms of motion perception, such as the perception of an object’s

movement [13].

Vision forms a visual space, which is a type of perceptual space. A visual space

is characterized by the anisotropic nature of a visual space, in which the size and

distance of an object are perceived differently depending on the direction and dis-

tance from the object. The most famous example of anisotropy is a phenomenon

called Helmholtz’s horopter, in which a horizontal line that appears to be straight

on a subjective frontal parallel plane is not always straight in the physical world,

and the shape of the line depends on the distance from the observer [14].

The anisotropy of perception is observed not only in real environments (REs) but

also in VEs [15,16]. In a (Head Mounted Display (HMD)) VE, a distance perception

such that a distance underestimation in the HMD-VE generalizes to intervals in the

depth plane, but not to intervals in the frontal plane [15]

In addition, there is a phenomenon called size constancy, in which the size of the

image in the retina differs between near and far views, but the perceived size of the

object does not change significantly [17]. The phenomenon called a moon illusion

in which the moon appears larger when it is closer to the horizon than when it is in

the middle of the sky is thought to be due to this characteristic [18].

In term of physiology, the stimuli of the visual system can be divided into a ventral

stream for perception and recognition, and a dorsal stream for computing the spatial

information for motor action [19]. Of these, the dorsal cortical auditory pathway is

also called the ”where pathway” and is closely related to spatial perception.

Auditory

It is known that the auditory system can perceive the localization of sound sources

and the spatial extent of sound pressure differences between the left and right ears

through the head and auricles. The accuracy of auditory localization is said to

be approximately 1◦ degree [20], which is less accurate than the accuracy of visual

localization, which is approximately 1’ [21]. However, the space available to the
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auditory system is much larger than that of the visual system, and it is possible to

localize using sound sources from the whole space.

The auditory system also forms an auditory space, which is a type of perceptual

space. Similar to a visual space, an auditory space is known to have anisotropy [22].

In the auditory system, as in the case of vision, stimuli are divided into the dorsal

and ventral cortical auditory tracts through the primary auditory cortex [23].

Vestibule

A vestibular sensation is perceived as a rotation by the three semicircular canals

of the inner ear and as acceleration by the vestibular organs. The three semicircular

canals are arranged at right angles to each other, and a rotation is sensed by the

inertia of the lymph and hair cells in the semicircular canals. By contrast, the

vestibular system contains hair cells and equilibrium sand, through which it senses

acceleration from the inertia. A vestibular sensation forms a visual space along with

vision.

Proprioception

Proprioception is a sensation caused by mechanical stimuli such as the amount of

stretching or contraction of a muscle, the amount of load applied to a muscle, and

the angle of a joint. This is due to the proprioceptive sensation by which we can

know the relative position of our body when we close our eyes. The proprioceptive

sensations are classified into position, motion, force, and weight [24]. In addition,

proprioception and haptic sensation constitute the tactile space.

Efference Copy

An efference copy is a copy of motor commands for making adjustments to sensory

information in order to reflect a more stable external space in the brain in response

to changes in sensory information induced through motion [25]. For instance, the

image on the retina can oscillate slightly when the eye is saccaded, but the brain
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uses its own eye movement motor commands to affect the visual input. Sperry used

the term corollary discharge to describe signals associated with one’s own motion

that influence the processing of sensory information [26].

2.1.2 Spatial Ability

Spatial ability is one of the major fields of psychology [27–30]. Although various

methods for classifying measures of spatial ability have been presented, the classifi-

cation method that has currently achieved a large consensus was introduced by Linn

and Petersen [29], who referred to spatial ability as skills in representing, transform-

ing, generating, and recalling symbolic, nonlinguistic information, and distinguished

spatial ability into three categories, i.e., spatial perception, mental rotation, and spa-

tial visualization based on the similarity of the processes used for an individual abil-

ity [29]. In this section, we will briefly describe spatial perception, mental rotation,

and spatial visualization.

Spatial Perception

According to Linn and Petersen’s categorization, spatial perception is defined as

the ability to determine spatial relations despite distracting information [29]. For

measuring spatial perception, the rod-and-frame and water level tests are well known

[31]. The rod-and-frame test consists of a frame and a movable rod in the frame,

and the participant is required to adjust the rod such that it is perpendicular to the

frame [32]. In the water level test, participants are shown illustrations of bottles

of various shapes with the water level marked, and are then shown illustrations of

bottles tilted at different angles without the water level marked and asked to mark

where the water level would be [33].

Many studies have shown that spatial perception in VR is different from reality

[34,35]. It has been shown that depth perception in a (Virtual Environment (VE)) is

extremely different from that in the real world and that distances in the peripersonal

space are often overestimated, whereas distances in extrapersonal space tend to be
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underestimated [36]. Depth estimation in VE also depends on the quality of the VE,

i.e., a richer and more realistic virtual world might provide a more accurate depth

estimation [37].

Mental Rotation

The mental rotation was defined as the ability to rotate a two- or three-dimensional

object within the mind [29]. A mental rotation test was originally presented by Shep-

ard and Metzler [38], who examined the reaction times of the participants to deter-

mine whether pairs of images depicting objects rotated in two- or three-dimensions

matched, and showed that the time increased linearly as the object was rotated from

its original position to determine whether the two images were the same object. It

is known that there is a large difference in this ability between men and women, and

many studies have been conducted in this area [29, 31].

Spatial Visualization

Spatial visualization was defined as the ability to manipulate complex spatial

information when several stages are needed to produce the correct solution [31].

Mental rotation tasks and cognitive tests such as the form board, paper folding,

and surface development tests are used to evaluate spatial visualization [39]. In-

creased age was associated with lower levels of performance on several tests of such

visualization [39].

Environmental Spatial Abilities

While the studies discussed thus far have primarily focused on small-scale spatial

capabilities, the main discussion in this thesis is walking in a VE, which requires

large-scale spatial abilities, i.e., environmental spatial abilities. Environmental spa-

tial abilities include wayfinding and navigation abilities. These abilities are called a

sense of direction (SOD), and the Santa Barbara Sense of Direction (SBSOD) has

been proposed as a method for measuring this capability [40].
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Fig. 2.1: Motor control system based on studies conducted by Frith et al. [41] and

Blakemore et al. [42]

2.1.3 Sensory-motor Coupling

Sensation and perception do not exist on their own and are altered by movements.

This relationship between sensation, perception, and movement is called sensory-

motor coupling. Therefore, motor control must be considered when working with
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sensation and perception. Various models have been proposed for motor control

systems [41–43].

Figure 2.1 shows the framework of a motor control system based on studies con-

ducted by Frith et al. [41] and Blakemore et al. [42]. Studies have shown that

different motor representations exist. Some of these representations are available to

awareness (in purple), whereas others are not (in yellow). The purpose of the system

is to derive the desired state. The controllers integrate inputs from the desired state,

affordances, and feedback, and issue motor commands. Then, a reference copy is

transmitted to the predictors. The motor commands produce movements, which

act on the environment, to generate sensory feedback. The estimated actual state

is inferred based on such feedback. The predictors derive the predicted state of the

system using an efference copy and feedback. The motion control system operates

by feeding the errors in these states to the controllers and predictors.

This mechanism is considered to be closely related to the response to the RDW.

For example, when the desired state, which is composed of motor intentions, and the

estimated actual state, which comprises sensory feedback, are consistent, then users

do not notice the RDWmanipulation. However, when there is a discrepancy between

the desired state and the estimated actual state, the users notice the manipulation.

2.1.4 Perception Model

As mentioned above, spatial perception consists of stimuli from almost all sen-

sations, such as visual, auditory, vestibular, and proprioceptive sensations. Studies

in the field of psychology and neuroscience, however, have revealed that these sen-

sations are not perceived alone but interact with each other [44, 45]. This sensory

integration is also called cross-modal/multimodal and plays an important role in

spatial perception [46]. Here, we introduce models for sensory integration.
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Maximum Likelihood Estimation

With a (Maximum Likelihood Estimation (MLE)) [47–49], it has been proposed

that each modality affects the users’ estimate of the target object independently

and that the weight of each modality in the integration is determined based on their

relative reliability.

The MLE model was first validated through a visual-haptic shape recognition

task [48]. In this study, the participants visually observed the width of a rectangle

in a mirror while touching a haptic stimulus behind the mirror. The participants

were presented with incongruent visual and haptic cues, and corrupting the visual

scene with noises caused the participants to weigh the haptic cues more highly. This

study showed that the perceptual shape changed with the weight of the visual and

tactile cues as expected in the MLE, demonstrating the validity of the MLE as a

sensory integration model.

This model is often used when there is no prior information about the target

object. A considerable amount of research has investigated this topic and a variety

of sensory modalities have been used [48,50–52]. For instance, it was also shown that

the MLE was partially correct for a visual-auditory spatial localization task [52].

According to the MLE, the estimated values of different modalities to the same

event in a specific scene are statistically independent of each other. Instead of an

absolute value, the estimate of each modality about the target is considered a normal

distribution with its own mean and variance. The mean value of the distribution

represents the estimated value with the highest probability. The uncertainty of the

estimated value of each modality is represented by the variance, with a smaller

variance representing a lower uncertainty and higher reliability. Moreover, the inte-

grated estimates of multiple modalities can be considered as a normal distribution

with a higher bias toward modalities with higher reliability.

Mathematically, si is the mean value of the estimated distribution of the ith

modality, and ŝ is the mean value of the integrated distribution. The optimal
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estimate of the target event is given by the following equation:

ŝ =
n∑

i

wisi and wi =
1/σ2

i∑n
j 1/σ

2
j

(2.1)

where wi denotes how much the ith modality is weighted in the final integration,

and ŝ is the linear summation weighted according to the reliability of each modality.

In the context of the visual-auditory spatial localization task, both visual and

auditory estimates of the location of an event can be considered a normal distribution

but with independent mean (pv, pa) and variance (σ2
v and σ2

a) values. The variance

of the final integrated estimate σ2 is given by the following:

1

σ2
=

1

σ2
v

+
1

σ2
a

(2.2)

From this equation, because the variance of the integrated estimate is smaller than

any of the independent estimates, the MLE supposes that a human enhances the

reliability of the final estimate by integrating information from multiple senses about

the same event.

Maximum A Posteriori Estimation

Although the MLE does not use a priori information about the object, there

are many situations in our daily lives in which we have a priori information about

an object (e.g., objects are stationary in most cases). A (Maximum A Posteriori

(MAP)) estimation is a model that maximizes the posterior probability given the

a priori probability. The posterior probability can be obtained from the likelihood

and prior probability using Bayes’ theorem as follows:

p(x|z) = p(z|x)p(x)
p(z)

(2.3)

Therefore, the MAP can be calculated as follows:

xMAP = argmaxxp(x|z) = argmaxxp(z|x)p(x) (2.4)
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We take the aperture problem as an example of how a MAP estimation can in-

terpret perceptual phenomena. The aperture problem is a problem of a motion

perception in which multiple local motion directions are integrated to compute the

total motion direction [53]. Two methods have been proposed to solve the window

problem in the brain: a vector-average method, which takes the average of the di-

rections of motion, and a crossover method, which is constrained by the direction

of motion, and supports the vector-average method under some experimental con-

ditions and the crossover method under other experimental conditions. Weiss et

al. successfully formulated the window problem as a MAP estimation problem [54].

They showed that vector averaging and crossing methods appear as special cases

of MAP estimation by incorporating into the prior an assumption for the external

world in which objects are mostly stationary having a Gaussian distribution with

a zero mean-velocity. Thus, assuming that models based on a Bayesian estimation

such as the MLE and MAP are used in the brain, various mechanisms of sensory

integration can be explained.

2.1.5 Psychophysics

Psychophysics is the study of deriving the laws between a stimulus and sensa-

tion [55]. Weber’s law [56] is the fundamental theory in this field, which states that

the perceived change in stimuli is proportional to the initial stimuli. Letting the

intensity of the stimulus added at the beginning be noted as S and the correspond-

ing discrimination threshold be represented as Δ S, the following equation holds

regardless of the value of R. This constant value is referred to as the Weber ratio.

∆S

S
= constant (2.5)

By integrating this expression, the Weber-Fechner law is obtained as follows:

E = k logS + C (2.6)

where C is a constant of integration and the constant k is sensation-specific and de-

pends on the type of sensation or stimulus. This equation does not hold for stimuli
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that are smaller than the perceivable stimulus [57]. This minimum perceivable stim-

uli is called a (Just-noticeable Difference (JND)), difference limen, difference thresh-

old, or least perceptible difference. In the field of (Redirected Walking (RDW)), we

usually refer to this limen as a detection threshold (DT). Various methods have been

proposed to measure DT, e.g., the method of constant stimulus [58], the staircase

method [59], or the method of adjustment [60]. By contrast, in the field of RDW, the

pseudo-two-alternative forced-choice task method has become the de facto standard.

Two-Alternative Forced Choice

The two-alternative forced-choice (2AFC) method is used for measuring the DT.

In the original 2AFC task, subjects are presented with two options, only one of

which contained a target stimulus, and are forced to choose which is the correct

option. By contrast, the pseudo-2AFC used in the RDW field is different from

the original 2AFC. In the pseudo-2AFC, the subjects perform an action once and

then choose one of the two options presented to them. For example, when the

pseudo-2AFC is used to measure the thresholds of the curvature gain, which is an

RDW technique (see subsection 2.2.1), the participants walk on a straight path in

the virtual environment, while walking along a left or right curved path in the real

environment. They then have to determine whether the physical path was turned

“left” or “right.” The participants could not answer in another way, such as “I don’t

know” or “straight.” Assuming that they respond randomly when they feel they are

walking straight, the probability of answering “right” is expected to be 50%. The

point at which this response reaches 50% is called the (Point of Subjective Equality

(PSE)). However, there is a DT between the PSE and the number of stimuli with

almost 100% correct answers. Typically, the DT is defined as the number of stimuli

that result in a 75% correct response rate [9]. In general, to compute the DT,

the pooled data are fitted to the cumulative normal distribution, logistic functions,

Weibull functions, Gumbel functions, and hyperbolic proper division functions [61].

In the field of redirection, logistic functions have usually been used for fitting [9,62],

and thus we also use logistic functions in this thesis.
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Although this method is much similar to a yes/no format, where targets from a

list are randomly intermixed with lures, and such items are presented one at a time

for a decision [63], in the area of RDW it is called pseudo-2AFC, a convention we

follow in the present thesis.

2.1.6 Cybersickness

Our spatial perception consists of an integration of multisensory information from

a variety of senses, including vision, hearing, vestibule, and proprioception. When

vision signals conflict with other signals such as proprioceptive and vestibular sig-

nals, visual information often becomes dominant. However, this evokes a subjective

awareness of the conflict [64–66]. However, when the displacement increases, the

vision, vestibule, and proprioception are no longer integrated. Consequently, the

remapped movements cannot be considered the same movements, and evoke cyber-

sickness [67].

Cybersickness, also known as virtual reality sickness, occurs when inputs from

conflict from visual and vestibular stimuli. Symptoms caused by cybersickness in-

clude eyestrain, headache, pallor, sweating, dryness of mouth, fullness of stomach,

disorientation, vertigo, ataxia, nausea, and vomiting [67].

Age is associated with cybersickness, with children between the ages of 2 and 12

being the most susceptible to cybersickness, and decreases rapidly between 12 and

21 years of age or later [68]. With regard to gender, women are more likely to have a

wider field of view, which makes them more prone to the effects of vection and thus

more susceptible to cybersickness [67]. In addition, previous studies have measured

the association between presence and cybersickness and have concluded that the

balance of evidence favors a negative relationship between the two factors [69].

The (Simulator Sickness Questionnaire (SSQ)) of Kennedy et al. [70] is often used

as a standard measurement for cybersickness. The SSQ categorizes symptoms into

nausea (e.g., stomach awareness and nausea), eye movements (e.g., headaches and

eyestrain), and disorientation (e.g., dizziness and vertigo), and rates the severity of
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these symptoms on a scale of zero to 3 [70].

2.2 Redirected Walking

Walking is one of the most fundamental interactions with the outside world. This

is not only appropriate for the physical world, but for the virtual world as well.

Nilsson proposed a taxonomy of virtual travel techniques and virtual travel tech-

niques classified by Vehicular and Body-centric, Mundane and Magical, Mobile, and

Stationary [71](see Figure 2.2). This study aims to achieve a natural walking experi-

ence without complex equipment, and thus we focus on real walking and redirected

walking included in the intersection of the Body-centric, Mundane, and Mobile tech-

niques.

As the advantage of real walking, the physical movements coincide with the virtual

movements, and thus the visual, vestibular, and proprioceptive information coincide

with each other, improving the natural sense of walking. However, to apply real

walking, a physical tracking space that is larger than the virtual environment is

required. Therefore, this technique must either require an extremely large tracking

space or limit the size of the virtual world.

To solve the limitations of real walking, RDW has been proposed [5]. RDW is

a set of techniques for intentionally creating subtle or overt discrepancies between

the spatial senses, distorting the perception-action mappings during movements in a

virtual environment (VE), or dynamically rearranging the geometry and affordances

of a virtual world [8]. Using RDW, users can walk through a vast VE in a limited

real environment (RE).

Since Razzaque et al. first proposed the concept of RDW [5], a number of RDW

techniques have been proposed. These techniques can be classified into two cate-

gories: (i) RDW techniques that manipulate the mapping between the user’s real

and virtual position and orientation, and (ii) RDW techniques that self-over-lap VEs

for compression into a smaller tracking space.

A taxonomy of redirection techniques (see Figure 2.3) is introduced by Suma et
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Fig. 2.2: Taxonomy of Virtual Travel Techniques based on Nilsson [71]

al., and these techniques are classified as repositioning and reorientation, overt and

subtle, and discrete and continuous [72]. In this paper, we mainly focus on subtle

techniques because to realize a natural walking experience it is necessary for the

user to be unaware of the manipulation.

2.2.1 Subtle Continuous Techniques

Figure 2.4 shows subtle continuous techniques. Steinicke et al. defined subtle

continuous techniques for the first time [73]. They proposed expressing the opera-

tions in terms of ratios and classified them into translation, rotation, and curvature

gains. Later, Langbehn et al. proposed a bending gain that extends the curvature
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Fig. 2.3: Taxonomy of Redirection Techniques based on Suma et al. [72]

gain [74]. In this subsection, these four techniques are explained along with other

approaches.

Translation Gain

A translation gain is defined as the ratio of the amount of translation in real and

virtual spaces. The translation gain can be applied in three directions: walking

direction, vertical (gravity), and a left-to-right (lateral) direction perpendicular to

each direction. Unless otherwise stated, a translation gain refers to gain applied

to the walking direction. The translation gain is defined by the following equation:

gT := Tvirtual
Treal

, where Tvirtual and Treal represent the amount of translation in the
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Fig. 2.4: Subtle Continuous Techniques. Blue lines show virtual routes and orange

lines show real routes.

virtual and real worlds, respectively.

Rotation Gain

Rotation gain gR is defined as the ratio of the amount of rotation in real and

virtual spaces. The translation gain can also be applied in three axes: yaw, pitch,

and roll. Unless otherwise stated, rotation gain refers to gain applied to the yaw

axis. The rotation gain is defined by the following equation: gT := Rvirtual
Rreal

, where

Rvirtual and Rreal represent the amount of rotation in the virtual and real worlds,

respectively.

Curvature Gain

Curvature gain gC is defined as the amount of curvature in a real space. Although

the curvature gain can be defined in several ways, herein we define a curvature gain

as follows: gC := 1
rreal

, where rreal is the radius of the circle to which the user is

guided in the RE. Therefore, the curvature gain has a dimension of m−1, unlike the

dimensionless translation and rotation gains.
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Bending Gain

Langbehn et al. proposed the use of a bending gain [74]. The bending gain is an

extension of the curvature gain to enable walking along a curved path in a VE. The

bending gain is defined by the following equation: gB := rvirtual
rreal

, where rvirtual and

rreal represent the radius of the circle to which the user is guided in the VE and RE,

respectively.

Other Subtle Continuous Techniques

In addition to the above approaches, other methods have been proposed. One

such method allows users to walk a curved path on a VE on a treadmill that can

only move back and forth by reversing the curvature gain [75]. Another method

called strafing gain steers users diagonally by adding a sideways translation to their

forward movement [76].

2.2.2 Subtle Discrete Techniques

Subtle discrete techniques exploit cognitive as well as perceptual properties. In

this subsection, we introduce two of the most popular techniques, change blindness

and architectural illusions.

Change Blindness

Change blindness for RDW was proposed by Suma et al., a technique for rearrang-

ing space by changing the position of doors and furniture when the user is looking

in a different direction [77]. This technique is based on the phenomenon of change

blindness, in which the vision perceives perceptible changes but is unable to notice

them. Although this method is extremely effective, it imposes certain constraints

on the spatial structure, content, and user movement paths.
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Architectural Illusions

Architectural illusions are techniques for compressing the VE by dynamically

changing the VE itself, reversing the preconceived notion that the space is static, and

proposing a space-saving method by moving the rooms within the VE. Suma et al.

proposed the first concept of an architectural illusion called an “impossible space”

to save space by overlapping the rooms in the VE [72]. They reported that the users

did not notice the spatial arrangement operation when the ratio of overlapping of

two rooms was less than 50%. Later, Vasylevska et al. proposed a technique called

“Flexible Spaces” [78]. With this method, the arrangement of rooms and corridors

on the VE can be superimposed or transformed according to the user’s position in

the real space to explore a large VE.

2.2.3 Resetting

Subtle techniques can be used to manipulate the amount and direction of the

user’s movement without the user being aware of it. However, these techniques alone

cannot necessarily keep the user in a limited tracking space. Therefore, a resetting

was needed, which is a series of methods applied to force the user to change direction

at the boundaries of the tracking space [79].

Williams et al. proposed three resetting methods: Freeze-Backup, Freeze-Turn,

and 2:1-Turn [79]. With the Freeze-Backup method, when the user has reached

the boundaries of the tracking area, the user is instructed to step back in the RE,

whereas the user ’s position in the VE remains frozen. When a sufficient number

of steps are taken, the user is informed to stop, and the display is unfrozen, and

the user will be able to continue along the same path again. With the Freeze-Turn

method, when the user has reached the boundaries of the tracking area, the user

is instructed to reset by turning 180 degrees. While the user is rotating, the VE

remains stationary, and when the user finishes a 180-degree rotation, the VE reflects

the user’s position and orientation again, and the user is able to continue walking

along the same path. With the 2:1-Turn method, when the user has reached the
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boundaries of the tracking area, the user is instructed to reset by turning 180 degrees.

As long as the user is rotating, the rotation gain is applied and the VE rotates twice

as much as the user. Therefore, when the user finishes a 180-degree rotation, the

VE has rotated 360 degrees and then the user is able to continue walking along the

same route.

2.2.4 Redirection Controller

A successful combination of subtle manipulation techniques and resetting allows

users to walk around a given VE, but it is necessary to control what operations are

performed and at what time. To solve this problem, various redirection controllers

have been proposed. The redirection controller can be classified into scripted, gen-

eralized, and predictive controllers [8].

Scripted Controller

Scripted controllers allow users to explore space along physical and virtual paths

that are largely predetermined by the developers [5]. This ensures that the virtual

experience stays within the tracking area as long as the user is behaving as the

developer expected. However, if the user deviates from the pre-defined path, the

correspondence between the RE and VE might break down, and the user might not

be able to continue the virtual experience. In addition, such controllers are not

easily reusable across different VEs and REs and require an extensive customization

for each environment.

Generalized Controller

Generalized controllers use subtle manipulation techniques used to guide the user

to a specific physical location or pattern, regardless of the user’s intended virtual

movement [8]. Because it does not use information about the spatial configuration

of the VE or the user’s movements, it cannot be optimized in a generalized controller



Chapter 2 Literature Review 27

as in a scripted controller, but has the versatility of being able to be used regardless

of the shape of the VE and is sufficiently practical if the RE is of a simple structure,

such as a square shape.

Typical general controllers include steer-to-center, steer-to-multiple-targets, and

steer-to-orbit. The basic concept of steer-to-center was proposed by Razzaque et

al. [5]. The steer-to-center algorithm currently in use is a modification of Razzaque’s

algorithm developed by Hodgson et al. [80]. The primary steering target is the

physical center of the tracking area; however, additional targets are temporarily

and dynamically generated off-center to overcome some limitations such as a rapid

oscillation (see [80] for details). Steer-to-multiple-targets is an extension of steer-to-

center. In steer-to-center, a target is set at the center of the tracking area, whereas

in steer-to-multiple-targets, multiple targets are set near the center of the tracking

area and the user is directed to the nearest target. Steer-to-orbit differs from the

above two methods in that it guides the user to draw an orbital path around a

point [81]. Combinations of these algorithms such as steer-to-multiple+center [81]

have also been developed. These algorithms generally use a curvature gain to guide

the user to the target.

Hodgson and Bachmann compared steer-to-center, steer-to-multiple-targets, steer-

to-multiple+center, and steer-to-orbit using simulations and live user data. They

concluded that in most cases steer-to-center performed the best, and in some cases,

steer-to-orbit also performed well [81].

Predictive Controller

Predictive controllers analyze the physical and virtual environments to determine

where users can and cannot go and where they are likely to move, using such infor-

mation to control a redirection [8]. Predictive controllers can be divided into two cat-

egories: optimal control and reinforcement learning. FORCE [82] and MPCRed [83]

are given as optimal controls. Several researchers have proposed controllers based

on reinforcement learning [84–87].
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2.2.5 Detection Threshold

subsection 2.2.5 shows detection thresholds of subtle manipulation techniques:

translation, rotation, curvature, and bending gains. In general, in the field of

redirection, the DT is analyzed using a two-alternative forced-choice (2AFC) task.

Steinicke et al. conducted several experiments to determine the DTs for translation,

rotation, and curvature gain using the 2AFC [73]. The effect of the presence of a

virtual body and the visual cue of VEs on the DT has also been investigated [88]. In

the subsection 2.2.5, those that are not mentioned in the comments section applied

subtle manipulation techniques using only visual stimulation with the HMD and

analyzed the DTs using 2AFC tasks. By contrast, those remarked in the comments

as blinks [62] and saccades [89] are not gains but the amount of movement or angle.

In other words, these values indicate the extent to which the user does not notice

the translation or rotation while blinking or experiencing saccades. The DT for

curvature gain has been shown to depend on the walking speed [90]. Grechkin et

al. analyzed the DT of the curvature gain using the maximum likelihood proce-

dure [10]. Zhang et al. investigated the effect of a 360◦ video-based telepresence

environment on the DTs [91]. The thresholds for auditory-only, visual, and auditory

redirection were also analyzed [92, 93]. In addition, the DTs for bending gain were

studied [74,94]. It has also been suggested that acclimation to redirection increases

the DT [95]. The DT for the same manipulation may vary depending on the equip-

ment used, as well as the VE, RE, and experimental conditions. In addition, some

studies have shown that DTs may be different for individual users [96,97]. Moreover,

some studies have investigated whether these individual differences in DTs correlate

with other indicators [98, 99].

2.2.6 Multimodal Redirected Walking

Redirected walking is a method that makes use of the predominance of vision

in spatial perception, although research is also being conducted on methods for

presenting senses other than vision. Nilsson et al. investigated whether the threshold
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Table 2.1: Detection Thresholds of Redirection Techniques based on [100]. For

translation and rotation gains, the range of undetectable gain is stated. For bending

gains, the maximal gain is stated. For curvature gains, the radius of the resulting

arc in the real world is stated. In addition, for blinks and saccades, the maximal

offset in centimeters or ◦ is stated.

Gain Comment Thresholds1 Source

Translation - 0.78 - 1.22 [9]

Translation Virtual Feet 0.88 - 1.15 [88]

Translation Low-cue VE 0.73 - 1.25 [88]

Translation 360◦ video 0.94 - 1.10 [91]

Translation Saccades -50 cm - 50 cm [89]

Translation Eye Blinks -9.75 cm - 7.71 cm [62]

Rotation - 0.67 - 1.24 [9]

Rotation Audio only 0.88 - 1.20 [101]

Rotation Audio & Vision 0.68 - 1.36 [93]

Rotation 360◦ video 0.88 - 1.09 [91]

Rotation Saccades -5◦ - 5◦ [89]

Rotation Eye Blinks -4.76◦ - 5.78◦ [62]

Curvature - r > 22.03m [9]

Curvature v = 0.75ms−1 r > 10.57m [90]

Curvature v = 1.00ms−1 r > 23.75m [90]

Curvature v = 1.25ms−1 r > 26.99m [90]

Curvature - r > 11.61m [10]

Curvature Maximum likelihood r > 6.4m [10]

Curvature Audio only r > 16m [101]

Curvature Audio & Vision r > 6.0m [93]

Curvature - r > 21.7m Chapter 5

Curvature Audio & Vision r > 12.1m Chapter 5

Curvature - r > 26.5m Chapter 6

Curvature nGVS r > 22.7m Chapter 6

Bending rreal = 1.25 m 3.25 [74]

Bending rreal = 2.5 m 4.35 [74]

Bending rvirtual = 3 m 1.63 [94]

Bending tDCS, rvirtual = 3 m 1.61 [94]
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for rotation gain varies with the presence of sound and positional manipulation

of the sound source and reported that auditory presentation does not affect the

redirected walking [92]. Meyer et al. investigated the thresholds for rotation and

curvature gains with a positional manipulation of sound and found that an auditory

presentation affects the threshold of curvature gain [93]. Dynamic audio for RDW

was also proposed [92, 102]. Kohli et al. proposed a visuo-haptic presentation of a

single cylindrical object as if it exists in multiple locations by combining the rotation

gain and passive haptic presentation [103]. Finally, we also proposed a curvature

gain based on a visuo-haptic interaction [104] (see Appendix).

2.3 Summary

In this chapter, we first introduced studies on perception research. Section 2.1

discussed human perception, particularly spatial perception, from the perspective

of psychology and neuroscience. Subsection 2.1.2 described spatial abilities from

the perspective of psychology. These are related to previous studies on individual

differences in RDW thresholds, which will be discussed in Chapter 3. Next, in Sub-

section 2.1.2, we introduced the senses that shape the spatial perception from the

perspective of neuroscience. In Subsection 2.1.4, we described the perception model,

particularly the sensory integration. These subsections are deeply involved in the

studies described in Chapters 5 and 6, which deal with multimodal RDW techniques.

Meanwhile, in Subsection 2.1.5, we introduced individual differences of spatial per-

ception. Subsection 2.1.3 described sensory-motor coupling. These subsections are

linked to the analysis of individual differences in RDW thresholds treated in Chapter

3 and the estimation of such thresholds treated in Chapter 4. In Subsection 2.1.6,

we discussed cybersickness, which is relevant to all RDW technologies.

Section 2.2 introduced the RDW techniques. Subsection 2.2.1 described subtle

continuous techniques. Among them, curvature gain is particularly relevant to this

entire study. In Subsection 2.2.2, change blindness and architectural illusions among

subtle discrete techniques were then introduced. Subsection 2.2.3 introduced a reset-
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ting, which is a series of methods applied to force the user to change the direction of

movement at the boundaries of the tracking space. In Subsection 2.2.4, we described

a redirection controller that controls the RDW technology according to the VE, RE,

and user’s position and attitude. In Subsection 2.2.5, the DT applied in RDW

techniques was introduced. This is linked to the analysis of individual differences

in RDW thresholds in Chapter 3, and an estimation of the threshold was analyzed

by using physiological behavioral indices in Chapter 4. Subsection 2.2.6 introduced

multimodal redirected walking techniques. This is deeply relevant to Chapters 5-7,

which propose visuo-vestibular, visuo-auditory, and visuo-haptic RDW techniques.
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Chapter 3

Sensory Characteristics and RDW

3.1 Introduction

This chapter examines the relationship between the sensory characteristics and

the effects of redirected walking (RDW). Research efforts have been devoted to

identifying the DT of the RDW techniques, and a wide range of thresholds have

been reported in different studies (see subsection 2.2.5. Steinicke et al. first in-

vestigated the detection thresholds (DTs) of the RDW techniques using a pseudo

two-alternative forced choice (2AFC) method and reported that the DTs of the

translation, rotation, and curvature gain are 0.78-1.22, 0.67-1.24, and r > 22 m,

respectively [9]. Grechkin et al. reexamined the curvature gain thresholds by using

psuedo-2AFC and Green’s maximum likelihood methods. They reported that the

DTs of the curvature gain are r > 11.6 m and r > 11.6 m depending on the estima-

tion method [10]. Many other studies have also calculated the DTs; however, most

of these thresholds were calculated from the pooled results of the participants, and

the individual differences in the thresholds were discarded.

In recent years, the individual differences in the redirection thresholds have been

addressed. Schmitz et al. analyzed the correlation between the age and rotation gain

thresholds and reported a negative correlation between the age and the threshold

for limited immersion in increasing conditions [98]. Nguyen et al. investigated the

effect of gender on the curvature gain thresholds and showed that there is a high

variability in the individuals’ DTs and women tend to have a higher DT for the

curvature gain than men [105].

In addition, several studies have examined the relationship between the spatial

ability and the redirection thresholds. Schmitz et al. examined the relationship
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between the mental rotation (see section 2.1.2 and the DT of the rotation gain, a

method of RDW, but no correlation was found [98]. Rothacher et al. investigated the

relationship between the DT of the curvature gain, the visual-dependency measures,

blind locomotion control, and the interoceptive awareness. Rotchacher et al. found

that the rod-and-frame test (see section 2.1.2) had the strongest relationship with

the redirection detection thresholds; the higher the visual dependency, the higher

the detection threshold [99].

Besides, the spatial perception is also affected by the neurological differences. For

instance, individuals with autism spectrum disorders were superior to the control

group for certain spatial abilities [106,107]. Shah and Frith showed that the autistic

subjects, regardless of their age and ability, displayed a better performance than the

controls when presented with unsegmented designs [106]. Caron et al. reported that

patients with high-functioning autism are superior to a control group for tasks that

involve information transfer between the micro-and macro-scales. This exhibited a

superior accuracy in the graphic cued recall for a path, and a shorter learning time

for the map learning tasks [107]. Thus, neurological characteristics might be closely

related to the effects of the RDW techniques.

This chapter examines the individual differences in the curvature gain thresholds

based on the neurological characteristics and it discusses the causes of the individual

differences.

As a theory that integrates the neurological characteristics and behavioral re-

sponses, Dunn’s model of sensory processing has been proposed [108]. In the next

subsection, Dunn’s model is introduced.

3.2 Dunn’s Model of Sensory Processing

There are individual differences in sensory processing and behavioral responses.

Some people have difficulty detecting faint smells, while others are more sensitive

to small sounds. Some people like busy places, while others prefer to stay away

from noisy places. According to Dunn et al., these individual differences are caused
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Table 3.1: Dunn’s Model of Sensory Processing adapted from [108]

Behavioral Response Continuum

Accordance Counteract

Neurological High Low Registration Sensation Seeking

Threshold Continuum Low Sensory Sensitivity Sensation Avoiding

by a combination of sensory processing and behavioral responses [108]. They have

proposed a theory that integrates sensory processing and behavioral responses [108].

This model provides a broad interpretation of the individual behavior by viewing the

neuroscientific thresholds and behavioral responses/self-regulation as a continuum

that interacts with each other.

Table 3.2 shows Dunn’s model of sensory processing [108] and its elements. In

Dunn’s model, sensory processing is divided into four quadrants: low registration,

sensory seeking, sensory sensitivity, and sensory avoidance, which depend on the

continuum of the neurological threshold and the behavioral responses. The neu-

rological threshold is the amount of stimulation that is required for a neuron or

neuronal system to respond. A high neurological threshold means that the neurons

require several stimuli to be excited (i.e., difficult to notice a faint light, sound, scent,

etc.) On the other hand, a low neurological threshold means that neurons are more

likely to be excited (i.e., easy to notice the slightest light, noise, smell, etc.) The

behavioral response is a tendency to respond to a stimulus. A counteract behavioral

response means that the user responds actively to the stimuli (i.e., when he or she

notices the scent of a flower, he or she will come closer to sniff it.) On the other

hand, an accordance behavioral response means that the user responds passively to

the stimuli (i.e., do not notice it even if it makes a sound).

The (Sensory Profile (SP)) [109] and (Adolescent Adult Sensory Profile (AASP))

[110], which are based on this conceptual model, have a widespread influence on the

entire field of occupational therapy. In addition, they are becoming an integral part

of many therapists’ practices and a central source of research and theory generation

[111]. AASP is designed to measure the sensory processing patterns and their impact
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on the functional performance and it consists of a set of four scores for each sensory

processing pattern [110]. AASP is a questionnaire for 11–82 years old and it consists

of 60 questions and it is based on the SP for children that are aged 3–10 years. The

SP is a questionnaire for parents, while AASP is a self-response questionnaire.

In this experiment, we used the Japanese version of the AASP [112] because

the cut level and content of the questionnaire differs for different cultures. The

original version classified the cut score into five levels according to three age groups:

much less than most people (<2% of the study population), less than most people

(between 2% and 16% of the study population), similar to most people (between

16% and 84% of the study population), more than most people (between 84% and

98% of the study population), and much more than most people (>98% of the study

population). In the Japanese version, the four age groups were classified into five

levels by using a cumulative frequency distribution [112].

3.3 Experiment

In this study, we investigated whether there was an association between the RDW

thresholds and the neurological thresholds. In addition, we examined if there was

an association between cybersickness and the neurological thresholds.

3.3.1 Participants

To use the Japanese version of the AASP and from the point of view of the

physical burden, the participants in the experiment consisted of Japanese people

that ranged between 20 to 65 years old. In addition, pregnant women and people

with any known disorders that involve the vision, vestibule, and locomotion systems

were not permitted to participate in the experiment.

In this experiment, 19 participants attended. The participants were students or

staff at a local campus that received 1,500 JPY Amazon gift cards (approximately 14

USD). One participant of the initial 19 participants dropped out due to trouble with
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the head mounted display (HMD). Thus, 18 participants completed the experiment

and were included in the analyses (gender: 3 females and 15 males, age: M = 25.3,

SD = 4.01, body height: M = 1.69 m, SD = 0.066 m).

All the participants had a normal or corrected-to-normal vision. Five participants

wore glasses during the experiment and nine wore contact lenses. One participant

reported having color blindness, but this disorder was not considered to be suffi-

cient to exclude the participant from the analysis. No other vision disorders were

reported by the participants. In addition, 17 participants were right-handed, and

15 participants had a right dominant foot.

Six participants played 3D computer games more than once a week, and 11 played

more than once a month. Six participants watched 3D stereoscopic displays more

than once a week and 12 watched 3D stereoscopic displays more than once a month.

In addition, 17 participants have previously used HMDs. Eight participants used

HMDs more than once a week, and fourteen used HMDs more than once a month.

3.3.2 Materials

The experiment took place in a 6 m× 8 m laboratory room. A Lighthouse tracking

system to track the user’s location was installed so that there was a walking space

of 5 × 7m. The participants wore a HP VR Backpack G2, which contained an Intel

Core i7 vPro processor, 32 GB of main memory, and an NVIDIA GeForce RTX

2080 graphics card, and an HTC Vive Pro Eye HMD, which provides a resolution

of 1440 × 1660 pixels per eye with 615 PPI and an approximately 110◦ diagonal

field of view and a refresh rate of 90 Hz (see Fig.3.1(a)). The HTC Vive controller,

which was used as an input device, was utilized by the participants to convey their

responses.

The VE was rendered by using the Unity3D engine 2019.4, and it had a space

that reproduced a subway station in front of the participant (see Fig.3.1(b)). The

scenery consisted of an environment in which the user performed the walking task

and the target object that emitted the visual cue to the participant. A subway scene
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(a) (b)

Fig. 3.1: Experimental setup: (a) A participant wears an HMD and a Backpack

PC, and (b) the participant’s view on the HMD during the experiment.

was created, since it is an indoor environment in which trains, benches, and pillars

were placed as landmarks in the scene. A poster stand was placed to instruct the

user about the target they should walk toward.

3.3.3 Methods

We used a between-subjects experimental design. We tested nine different gains:

gC ∈ −0.2,−0.1,−0.05,−0.025, 0, 0.025, 0.05, 0.1, 0.2. These gains were chosen based

on what has been reported in the literature [9,10]. The participants were presented

with one set of the above nine conditions. Each set was repeated 10 times. All trials

in one set were randomized.

3.3.4 Procedure

Before the experiment, all participants filled out an informed consent form and

received a detailed explanation about the experiment and instructions on how to

perform the experimental tasks. Furthermore, they answered: a questionnaire

about their experiences with virtual reality (VR), stereoscopic displays, games; a
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handedness questionnaire; a questionnaire about vision impairments; and a gen-

eral questionnaire about diseases. Before and after the experiment, the participants

completed the simulator sickness questionnaire (SSQ) [70].

In this study, 90 trials were conducted throughout the experiment, which consisted

of nine conditions for the curvature gain. The curvature gains that were used in this

experiment include gC ∈ {−0.2,−0.1,−0.05,−0.025, 0, 0.025, 0.05, 0.1, 0.2}. These

gains were chosen based on previous works [9, 10]. The participants were presented

with one set of the above nine conditions. Each condition was repeated ten times;

thus, each participant performed a total of 90 trials. All trials in one set were

randomized.

Each trial consisted of the following steps:

1. A participant walks to a black arrow (start point) and faces the direction of

the arrow.

2. The walking scenery (a subway station) and the target (a poster stand) appear.

3. The participant walks toward the target for 6.5 m while the curvature gain is

implemented for the last 5 m (see item 3.3.4.

4. A questionnaire appears and the participant answers it by using a controller.

5. The walking scenery and target disappear.

There were four possible starting points, and the one that was close to the partic-

ipant and where the participant’s path was expected to fit into the tracking space

in the next trial was selected as the starting point. This intervention ensured that

the participants were unaware of their position and orientation in the RE. This also

makes them unable to identify the amount of redirection that was applied. The next

trial started once the participants reached the new start position and were directed

in the right direction.

In each trial, the participants were asked to complete the following questionnaire:

“Did you feel like walking to the left or to the right?” This question is for a pseudo-

2AFC task (see subsection 2.1.5 for details).
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Fig. 3.2: Bird’s-eye view of the 5 m × 7 m tracked walking area. The participants

started from the white point at the bottom and walked 1.5 m without a curvature

gain, and then they walked 5 m with the implemented curvature gain. After the

first trial, the participants navigated to the next starting point (upper white point)

and started the next trial.

The participants completed a set of training trials before the actual experimental

trials. By including the time to answer the question after the 6.5 m walk, each

trial took about 20 s. Each participant could take a break when half of the trials

were completed. After all the sets, the participants filled out the SSQ again, the

iGroup Presence Questionnaire [113], and answered the oral questionnaire. Thus,

the total experiment time for one participant was approximately 60 to 90 min, in

which approximately 30 min were spent in VR.

3.3.5 Working Hypotheses

Our working hypotheses that were tested in this experiment are as follows:
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H1 there is an association between the detection thresholds and the neurological

thresholds

H2 there is an association between cybersickness and the neurological thresholds

3.3.6 Results

This section describes the results of the experiment with respect to AASP, the

estimated detection thresholds, and cybersickness. For the continuous variables,

the analysis of variance (ANOVA) was conducted when the normality assumption

(Shapiro–Wilk’s normality test) was not violated (p > .05). In cases in which a

Shapiro-Wilk test revealed that the data were not normally distributed, we analyzed

the results with a Friedman test at the 5 % significance level. In order to test whether

the results were significantly different, we ran a t-test at the 5% significance level.

When the Shapiro-Wilk test showed that the data were not normally distributed,

we used a Wilcoxon test at the 5% significance level.

AASP

We calculated the raw scores for each quadrant and classified the appropriate

columns (e.g., much more than most people, more than most people, etc.) for

each participant. In regard to the low registration, one participant was classified

as much more than most people, one participant was classified as more than most

people, and the others were classified as similar to most people. For sensory seeking,

one participant was classified as much more than most people, four participants

were classified as more than most people, one participant was classified as less than

most people, and others were classified as similar to most people. In regard to the

sensory sensitivity, one participant was classified as much more than most people,

five participants were classified as more than most people, and the others were

classified as similar to most people. In sensory avoiding, two participants were

classified as much more than most people, four participants were classified as more
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than most people, one participant was classified as less than most people, and the

others were classified as similar to most people.

Detection Thresholds

In the experiment, three participants provided completely opposite responses (i.e.,

answering that they were bent to the left when they were bent to the right). These

participants’ responses were inverted and analyzed. section 3.3.6 shows the pooled

results of the 2AFC task for four quadrants of the AASP. The x-axis shows the ap-

plied curvature gains gC ∈ {−0.2,−0.1,−0.05,−0.025, 0, 0.025, 0.05, 0.1, 0.2}. The

y-axis indicates the probability of the correct answer. Each curve was fitted with

a sigmoidal psychometric function that determines the DT. Figure 3.3.6 shows the

PSEs and DTs for the four quadrants of the AASP. Because the number of trials

per condition for each participant is as low as ten, the values served as a reference.

The values in parentheses can be used as a reference because only one person was

sampled.

We also calculated the DTs for each participant. Because the number of trials per

condition for each participant is as low as ten, the values serve as a reference. These

DTs were used to perform a significance test to compare the thresholds between

the level of each quadrant of the AASP. The DTs were analyzed by performing

a one-way ANOVA. For the low registration, no significant differences were found

between the levels (F = 1.19, p = .332). In regard to sensory seeking, no significant

differences were found between the levels (F = .152, p = .926). Regarding the

sensory sensitivity, no significant differences were found between the levels (F =

.558, p = .584). In sensory avoidance, no significant differences were found between

the levels (F = .332, p = .802).

Cyber Sickness

We calculated the SSQ total score before and after the experiment for each partic-

ipant. The mean of the pre-SSQ total scores was 7.84, and the mean of the post-SSQ
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Much More
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(a) Low Registration
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(b) Sensory Seeking
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(c) Sensory Sensitivity
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More
Similar
Less

(d) Sensory Avoidance

Fig. 3.3: Fitted psychometric functions fitted according to the four quadrants of

the AASP

Table 3.2: The pooled results of the 2AFC task for the four quadrants of the AASP.

The values in parentheses serve as a reference.

Low Registration Sensory Seeking

Much more More Similar Much more More Similar Less

PSE (-.005) (-.013) -.002 (-.015) -.020 .005 (-.011)

DT (.023) (.072) .043 (.047) .046 .045 (.024)

Sensory Sensitivity Sensory Avoiding

Much more More Similar Much more More Similar Less

PSE (-.005) -.007 .000 .015 -.021 .000 (.003)

DT (.023) .037 .048 .033 .042 .048 (.020)
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Table 3.3: The levels of each quadrant of the AASP and the difference between pre-

and post- SSQ TS. The values in parentheses serve as a reference.

Low Registration Sensory Seeking

Much more More Similar Much more More Similar Less

Mean (13.48) (2) 14.02 (50.4) 10.43 11.52 (9.48)

SD - - 17.13 - 7.75 16.22 -

Sensory Sensitivity Sensory Avoiding

Much more More Similar Much more More Similar Less

Mean (13.48) 23.46 9.09 13.35 6.12 16.18 (10.74)

SD - 25.84 10.16 .183 9.62 19.89 -

total score was 21.2. There was a significant difference between the scores before

and after the experiment (t = 3.46, p = .003). The levels of each quadrant of the

AASP and the difference in the scores before and after the experiment are shown

in Table 3.3. Because the number of trials per condition for each participant is as

low as ten, the values serve as a reference. These scores were used to perform a

significance test to compare the thresholds between the levels of each quadrant of

the AASP. These scores were analyzed by performing a one-way ANOVA test. For

the low registration, no significant differences were found between the levels (F =

.232, p = .796). In regard to sensory seeking, no significant differences were found

between the levels (F = 2.22, p = .131). Regarding sensory sensitivity, no signif-

icant differences were found between the levels (F = 1.43, p = .269). For sensory

avoidance, no significant differences were found between the levels (F = .335, p =

.800).

Presence

Although there are other questionnaires to measure the presence, such as the

Witmer and Singer presence questionnaire [114] and the Slater-Usoh-Steed pres-

ence questionnaire [115], previous studies recommend using the (iGroup Presence

Questionnaire (IPQ)) [113] to measure the presence [116]. Therefore, we used IPQ
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Table 3.4: Presence scores. PRES: Presence, SP: Spatial Presence, INV: Involve-

ment, REAL: Experienced realism

PRES SP INV REAL

Mean 3.48 4.41 2.82 2.64

SD .72 .73 1.17 .94

for measuring the presence. The questionnaire consisted of fourteen questions with

seven point Likert scales.

The results of the IPQ are shown in section 3.3.6. The mean IPQ presence score

was 3.48 (SD = .72), which means that the participants had a moderate presence.

In the subcategories, the spatial presence had the highest score, and the experienced

realism had the lowest score.

3.3.7 Discussion

The purpose of this experiment was to investigate thatH1: there is an association

between the RDW thresholds and the neurological thresholds, and H2: there is an

association between cybersickness and the neurological thresholds.

From our results, the pooled results for each quadrant of the AASP showed no

differences between the levels for the low registration and sensory seeking. Thus,

there was no association between the low neurological threshold quadrant and the

RDW threshold. On the other hand, the pooled results for each quadrant of the

AASP showed differences in the sensory sensitivity and sensory avoiding between

the levels. For the sensory sensitivity, the DT of participants who were similar to

most people was gC = 0.48 and the DT for more than most people was gC = 0.37.

The results suggest that the threshold was 22% lower for those who were prone to

sensory sensitivity in comparison to most people. For the sensory sensitivity, the

DT of the participants who were similar to most people was gC = 0.48, the DT for

more than most people was gC = 0.42, and the DT for much more than most people

was gC = 0.33. The results indicate that the threshold was 31% lower for those who

were very prone to sensory avoidance and 13% lower for those who were prone to



Chapter 3 Sensory Characteristics and RDW 45

sensory avoidance in comparison to most people. Thus, there was an association

between the neurological threshold and the RDW threshold and a tendency for the

groups with lower neurological thresholds to have lower detection thresholds for the

curvature gains.

Although the analysis of the individual participants’ thresholds did not show

significant differences, this might be due to the fact that the constrained number of

trials per participant did not allow for reliable estimates of the thresholds. Hence,

H1 is partially supported.

Next, an additional working hypothesis, the relationship between cybersickness

and the neurological thresholds, is discussed. When comparing the individual pre-

and post-experiment SSQ total scores between the levels in each quadrant of the

AASP, there were no significant differences between the levels in any quadrant.

Therefore, there was no association between cybersickness and the neurological

threshold, the behavioral responses, and self-regulation. Therefore, H2 is not sup-

ported.

3.4 Conclusion

This chapter evaluated the relationship between the detection thresholds, cy-

bersickness, and the neurological thresholds. We hypothesized an association be-

tween the neurological characteristics, RDW thresholds, and cybersickness. We

used an AASP to evaluate the neurological thresholds, behavioral responses, and

self-regulation, and conducted a psychophysical experiment to estimate the partici-

pants’ DTs of the curvature gain. We analyzed the DTs and cybersickness for each of

the four quadrants of the AASP: low registration, sensory search, sensory sensitivity,

and sensory avoidance. Our results demonstrate that there was no significant associ-

ation between cybersickness and the neurological thresholds. In contrast, the results

suggest that the participants who tended to have lower neurological thresholds gen-

erally have lower DTs for the curvature gains. In other words, the participants with

a higher propensity for sensory sensitivity and sensory avoidance were more likely
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to notice the RDW techniques.
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Chapter 6

Auditory Redirected Walking

6.1 Introduction

In this chapter, we present a study of redirected walking (RDW) that shifts the

positional relationship between visual and auditory cues during curvature manipula-

tion. It has been shown that, when presented with incongruent visual and auditory

spatial cues during a localization task, human observers integrate that information

based on each cue’s relative reliability, which determines their final perception of

the target object’s location. This multimodal integration model is known as max-

imum likelihood estimation (MLE). By altering the visual location of objects that

users perceive in virtual reality (VR) through auditory cues during redirection ma-

nipulation, we expect fewer users to notice the manipulation, which helps increase

the usable curvature gain. Most existing studies on MLE in multimodal integration

have used random-dot stereograms as visual cues under stable motion states.

In the present study, we first investigated whether this model holds while walking

in VR environment. Our results indicate that in a walking state, users’ perceptions

of the target object’s location shift toward auditory cue as the reliability of vision

decreases, in keeping with the trend shown in previous studies on MLE. Based on

this result, we then investigated the detection threshold (DT) of curvature gains

during redirection manipulation under a condition with congruent visuo-auditory

cues as well as a condition in which users’ location perceptions of the target object

are considered to be affected by the incongruent auditory cue. We found that the

DT of curvature gains was higher with incongruent visuo-auditory cues than with

congruent cues. These results show that incongruent multimodal cues in VR may

have a promising application in the area of redirected walking.
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6.2 Visuo-auditory Integration

Redirected walking are considered to be based on a phenomenon known as visual

dominance [158,159].Thereafter, in addition to using vision as a cue for redirection,

efforts have been made to use visuo-auditory approaches [93, 160] to enhance the

amount of redirection. However, most of these approaches have been shown to be

inefficient [8]. In this way of thinking, simply appending auditory cues to visual cues

may not be sufficient to enhance the amount of redirection.

As a multimodal integration model, maximum-likelihood estimation (MLE) [47]

proposes that the weight of each sensory modality during multimodal integration is

based on its reliability as describedsection 2.1.4. Visual dominance occurs because

the reliability of vision is higher than other modalities, which also explains why audi-

tion tends to be inefficient in the area of redirected walking. Therefore, lowering the

reliability of visual cues and increasing the relative reliability of auditory cues dur-

ing visuo-auditory redirection may be a promising approach to enhance the efficacy

of auditory cues and enhance the amount of redirection during walking. However,

whether the MLE model holds for multimodal integration in VR is unclear. More-

over, most research on the MLE model in multimodal integration has been carried

out in a stable motion state and not in a walking state. Previous multimodal in-

tegration studies based on MLE mostly used either random-dot stereograms [161]

or real-world objects as visual cues during tasks. However, random-dot stereograms

are considered to be different from 3D objects in depth constancy, which relates

strongly to eye vergence in the perception of objects [162]. As studies have shown

that vergence eye movements are generated during self-motion [163], a multimodal

integration characteristic using 3D-objects as visual cues in walking tasks may pro-

duce different results from those of random-dot stereograms.

Therefore, in this study, we first investigated whether MLE in the multimodal

integration model holds for visuo-auditory integration for localization tasks in VR.

Then, we presented VR users with a single object with incongruent visual and

auditory cues incongruous to each other’s location and estimated the DT of the
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redirected walking method of curvature manipulation under these conditions.

6.3 Experiment1: The MLE in VR under walking

conditions

The aim of Experiment 1 was to investigate whether MLE holds for incongruent

visuo-auditory integration of a localization task under walking conditions in VR.

The experiment was carried out similarly to those of previous studies investigating

visual-haptic integration [48] and visuo-auditory integration [52]. However, this

experiment was conducted in a VR environment in a walking state.

6.3.1 Participants

This study had twelve participants.One participant reported color-vision defi-

ciency and failed to conduct the whole experiment, and his data was excluded from

the final results. Therefore eleven participants’ data entered the analyses. All par-

ticipants were naive about the purposes of the experiment. Five thousand Japanese

yen (approximately 46 USD) were paid to participants after they completed the

whole experiment.

6.3.2 Apparatus and Stimuli

The whole environment of this experiment was implemented with Unity3D and

using a head-mounted display HTC VIVE PRO, which has a resolution of 1440 ×
1600 pixels for each eye and a refresh rate of 90 Hz. The angle of field is 110◦.

We used white noise as the auditory stimulus because previous study by Battaglia

et al. investigating the MLE model of visuo-auditory integration [52] used broad-

band noise as an auditory stimulus. Besides, our preliminary experiment not in-

cluded in this paper showed that users had no problem performing localization tasks

using white noise as auditory stimuli. To realize spatial sound through a binaural
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Fig. 6.1: Visual stimulus (the white sphere in the center of each scene) with different

fog densities, with the weakest density to the left and the strongest to the right.

sound source, head-related transfer functions were implemented with Steam® Audio

SDK1

The visual stimulus used in this study is a 3D white sphere 1 m in radius. The

distance between the sphere and the participant is about 5 m. To verify the reliability

of the visual cue, five different densities of white fog were implemented using the

“dynamic fog & mist” asset in Unity. The reliability of the auditory cue was not

manipulated because changing the reliability of only vision was enough to change

the relative reliability between vision and auditory sensation. This experimental

setup followed that of previous studies investigating visual-haptic integration [48]

and visuo-auditory integration [52].

The visual scene is shown in Figure 6.1. Noise levels 1 to 5 represent fog den-

sity from the thinnest to the thickest. Even at noise level 1, the fog was heavy

because lighter fog did not decrease visual reliability sufficiently in the preliminary

experiment. Implementing heavy fog even at noise level 1 is acceptable because the

examination of the MLE model does not rely on the specific value of visual noise

as long as the same visual noise is implemented in both within-modal trials and

multimodal trials.

1Steam® Audio, Copyright 2017 – 2019, Valve Corp. All rights reserved.
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6.3.3 Procedure

The whole experiment was divided into two phases: the within-modal trials and

the multimodal trials. The objective of the first phase (within-modal trials) was

to measure the probability distribution of every single sensory modality empirically

and to predict the probability distribution when participants were presented with

multiple modality cues based on the MLE model. Participants were presented with

either visual-only or auditory-only cues and asked to perform localizing tasks dur-

ing the first phase. During the second phase (multimodal trials), participants were

presented with visual and auditory cues simultaneously and to perform a similar

localizing task. At this step, the empirical probability distribution of visuo-auditory

integration was measured. Finally, we investigated whether the distribution pre-

dicted in the first phase was consistent with the empirical distribution.

Specifically, in the within-modal trial, participants were presented with two tem-

porally consecutive stimuli, either visually or acoustically, and their task was to

judge whether the second stimulus was located to the left or right of the first one

and to report their judgment by answering a pseudo two alternative forced choice

(2AFC) question. The position of the stimuli is shown in Fig.6.2(a). One of the cues

always appeared at the center, which is the standard stimulus, and the comparison

stimulus appeared in one of seven different spots: three to the left, three to the

right, and one in the center. The spatial interval between two adjacent spots was

1.5◦ in azimuth angle, so the seven spots were -4.5◦, -3◦, -1.5◦, 0◦, 1.5◦, 3◦, 4.5◦ in

the azimuth angle of the participant. Each comparison stimulus appeared from one

of the seven candidate spots, and it was repeated for 15 times for every single spot.

Thus, 105 trials were performed in total for the auditory cue. Since the visual scene

was affected by five different fog densities, the total number of trials performed with

a visual cue was 525.

In the multimodal trial, the participants were presented with stimuli that used

visual and auditory cue simultaneously which also appeared twice in temporal se-

quence. As in within-modal trials, users’ task was to judge whether the second



Chapter 6 Auditory Redirected Walking 91

(a) with-in modaltrial

(b) multimodal trial

Fig. 6.2: The position at which the standard stimuli and the comparison stimuli

appear.

stimulus was located to the left or the right of the first one and to report this by an-

swering a pseudo-2AFC question. The position of the stimuli is shown in Fig.6.2(b).

To investigate the integration of incongruent visuo-auditory cues, the visual event

and the auditory event appeared at different spots which is the standard stimu-

lus, where visual event at -1.5◦ and auditory event at 1.5◦. As for the comparison
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Fig. 6.3: Bird’s-eye view of the 4 m × 4 m tracking area. Participants started

from the bottom-left red point and walked to each corner of the square area in a

clockwise direction at first. Every 40 trials, the direction of walking was shifted

between clockwise and counterclockwise.

stimulus, both visual and auditory cues appear at the same spot selected from the

seven candidates described above. The standard stimulus and comparison stimulus

appeared randomly in sequence. Participants performed 525 trials in total in the

multimodal trial. All the trials within each phase were randomized in sequence.

Both the standard stimulus and the comparison stimulus in each trial were pre-

sented for 0.5 s, and the temporal interval between the standard and comparison

stimuli was 0.5 s. Around 15 minutes were needed for auditory-only trials, and 75

minutes were needed for visual-only and visuo-auditory trials respectively. In ad-

dition to a 10-minute rest between the two parts, participants were allowed to rest

at any time during the experiment if they asked. Most of the participants took one

rest during both the visual-only and the visuo-auditory trials.

In each trial, participants walked along a 4 m straight line while performing the

localizing task. Since we expected the task to be done during stable walking, cues

appeared after a 1 m free walk. All the trials were conducted in a room with a 4 m ×
4 m tracked area. Figure 6.3 shows the bird’s-eye view of the experiment area. The

participants were asked to start from the lower-left (red) point, and walked along
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the side of the square at first, turning 90◦ to the right-hand side every time they

pass the square’s vertices. For every 40 trials, we switched participants’ walking

direction between clockwise and counterclockwise to eliminate its influence on the

results and avoid producing dizziness in participants.

6.3.4 Estimation of Normal distribution and Visual weight

Since MLE requires the mean and variance values of the normal distribution of

every sensory modality to make predictions, the estimation of the normal distribu-

tion from the data obtained by the experiment is a key factor for prediction making.

Taking auditory sensation as an example, the procedure is as follows. First, for each

azimuth angle where the comparison stimulus appeared, we calculated the ratio of

trials in which the participants judged that the comparison stimulus was located to

the right of the standard stimulus and put it as pright an then plotted pright with

the seven different azimuth angles. It could be expected that pright would be small

(near zero) when the comparison stimulus appears at azimuth angle −4.5◦ and is

big (near one) when the comparison stimulus appeared at azimuth angle 4.5◦. Then,

we fit a cumulative normal distribution curve to the points plotted above, and used

50% x value as estimated mean and “84% value minus mean” as the estimated

standard deviation value. This cumulative normal distribution curve is also known

as a psychometric function. We took the 50% value as the “point of subjective

equality (PSE)” and the difference between the 84% value and the 50% value as the

“just noticeable difference (JND)”. In a psychophysical experiment, the difference

between the 50% value and the 75% value on the psychometric function is mostly

considered a JND, which represents the amount of change needed for a difference

to be detectable. In a previous study on the MLE model of visual-haptic shape

integration [51], JND was treated as the difference between the 50% value and the

84% value in the psychometric function, which was also the case in Experiment 1.

In a cumulative normal distribution, the difference between the 84% value and 50%

value is also the standard deviation, which is the square root of variance value σ2.
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As for the vision and the visuo-auditory situation, estimation were made for each

noise level; thus five psychometric functions at different noise levels were estimated

for the two situations.

Another value that had to be estimated from the experimental data was the

predicted visual weight value wv in the visuo-auditory trial. It was calculated as

follows using the PSE value gained from the psychometric function.

wv = (PSE − sv)(sa − sv) (6.1)

where sv = −1.5◦ and sa = 1.5◦, according to the experimental setup.

6.3.5 Results and Discussion

Four kinds of analyses were done to investigate the accuracy of MLE in the visuo-

auditory localizing task in VR. Firstly, six psychometric functions were fitted to

the within-modal trials, with one for the auditory-only trial and five for the visual-

only trial under the different visual noise levels. Second, psychometric functions

were fitted to multimodal trials under five different visual noise level. Third, the

percentage at which vision should be weighted during integration predicted by the

MLE model was compared with the empirical one obtained by the experiments.

Fourth, the JND of integrated normal distribution predicted by the MLE model

was compared with the empirical data obtained by the experiments.

Fig.6.4(a) shows the psychometric functions fitted to within-modal data, one for

auditory cue and 5 for the visual cue affected by different fog densities. PSE of all

curves are around zero showing an unbiased localization between left and right. The

Variance of vision increases as the noise level gets higher. Fig.6.4(b), psychometric

functions of multimodal integration are shown. The value of PSE gets nearer to zero

as the visual noise level increases, indicating a shift of weight from vision to audition.

A plot of visual weight and visual noise level is shown in Fig.6.4(c). In this case,

empirical visual weights (red dots) had a higher value than that predicted by the

MLE model (yellow shaded area), which indicates that integration of visuo-auditory



Chapter 6 Auditory Redirected Walking 95

(a) (b)

(c) (d)

Fig. 6.4: Results of Experiment 1. Top-left figure (a) shows the psychometric

functions fitted to the within-modal trials, with black dots and lines representing

auditory trials and blue dots and lines different in color intensities representing

noised visual trials. Top-right figure (a) shows the psychometric functions fitted to

multimodal trials under different visual noise. In the bottom left figure (c), visual

weight is plotted against the visual noise level. The yellow shaded area represents

the values predicted by MLE based on the within-modal trials. Red dots show the

empirical data derived from the visuo-auditory trials. In the bottom-left figure (d),

JND of within-modality as well as integrated estimates are plotted against visual

noise levels. The dashed line, blue dots, and red dots represent empirical data from

the auditory-only, visual-only, and visuo-auditory trials respectively. The yellow

shaded area represents the values predicted by MLE from the within-modal trials.

localization is dominated by vision more than MLE expected. Fig.6.4(d) shows the

plot of JND and visual noise level. The red dots (empirical JND) almost fall into the
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yellow shaded area (predicted JND), which shows that the JND of visuo-auditory

integration behaved similarly to the MLE model.

Visual weights were analyzed using 2× 5 within-subjects ANOVA. This analysis

showed a significant effect of noise level condition, F (4, 40) = 39.25, p < .001, a

significant effect of “empirical or predicted” condition, F (1, 10) = 8.39, p < .05,

and a significant interaction effect, F (4, 40) = 5.97, p < .001. Since the interaction

effect was significant, the difference in visual weight between the empirical and

predicted conditions was assessed for each noise level. The difference in visual weight

between the empirical and predicted conditions were significant at noise level 3,

F (1, 10) = 6.59, p < .05, noise level 4, F (1, 10) = 10.59, p < 0.01, and noise level

5, F (1, 10) = 10.17, p < .05. This result shows that the experimental value of the

visual weight (red dot) was higher than the value predicted by the MLE model

(yellow shade). A two-sided paired-sample t-test for the visual weights of the two

noise levels of the empirical data observed significant difference between noise levels

1 and 5, p(10) = 3.94, p < .05, as well as between noise level 2 and 5 p(10 = 4.05, p <

.05). This suggests that the weight was shifted from vision to auditory sensation

when the visual noise level was high if visual noise was introduced by changing the

transparency of fog.

JNDs were analyzed using 2 × 5 within-subjects ANOVA. This analysis showed

a significant effect of noise level conditions, F (4, 40) = 39.17, p < .001, while the

“empirical or predicted” condition was not significant F (1, 10) = 6.60, p = 1.15,

and the interaction effect was not significant F (4, 40) = 1.10, p = 0.37. Since the

experimental value of JND (red dot) fell within the value (yellow shade) predicted by

the MLE model, it can be said that the relationship between the reliability during

visuo-auditory integration and the reliability of a single modal follows the MLE

model.

Under a walking state, the empirical JND meets the predicted value, while visual

weight shows a bigger value than expected. Despite the increment in weighting of

auditory cues as vision became less reliable, the participants still relied more on

vision than audition. It has been previously shown that, during self-motion, eye
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movements are triggered by visual and vestibular mechanisms, which are used to

compensate for retinal image slip [163]. These eye movements are also considered

able to maintain visual acuity, which may influence the ratio at which vision is

weighted during visuo-auditory integration.

We can therefore say that lowering visual reliability is an applicable approach to

reassigning sensory weights during visuo-auditory localization tasks in VR. Though

vision tends to be weighted more highly than predicted by MLE under walking

conditions, this remains a promising approach to visuo-auditory redirected walking,

as long as the reliability of vision can be manipulated through methods such as

introducing noise to the visual scene or changing the resolution of displays.

6.4 Experiment 2: Curvature manipulation with

incongruent visuo-auditory cues

Results of Experiment 1 confirmed that the contribution of auditory cues to the

visuo-auditory integration of spatial localization tasks increased when the visual re-

liability was reduced in VR space. Thus, the usefulness of auditory cues may be

increased by reducing visual reliability. Since it is possible to change the perception

of VR space by manipulating the position perception of objects in VR, we propose

a visuo-auditory method redirected walking that presents visual and auditory cues

at slightly different spatial positions in a VR environment with low visual reliability.

In this experiment, by presenting VR users with an auditory cue that differed from

the visual cue of a single object, we manipulated the user’s position perception of

the target object due to visuo-auditory integration. This experiment aims to inves-

tigate the effect of such position perception manipulation on the DT of curvature

manipulation, a method of redirected walking. We conducted a user experiment to

verify the effectiveness of the proposed method.
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Fig. 6.5: Bird’s-eye view of the 6 m × 6 m tracked walking area. Participants

started from the red point at the bottom and walked 5 m with the curvature gain

implemented. After the first trial, participants navigated to the nearest point (either

the black point or the red point) and started the next trial.

6.4.1 Participants

This study had twelve participants (gender: five females and seven males, age:

M = 24.3, SD = 4.5). All had normal or corrected-to-normal vision and normal

hearing. All participants were right handed. Eight participants had used HMDs

before, and three participants were experiences with HMDs more than three times.

All the participants were naive to the purpose of the study. One thousand Japanese

yen (approximately 9.3 USD) was paid to participants after they completed the

whole experiment.
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(a) without visual noise

(b) with visual noise

Fig. 6.6: The viewing scenery at the starting point from the participant’s perspec-

tive. (a) Shows the scene without noise and (b) shows the scene with noise.

6.4.2 Procedure

To manipulate users’ visual location perception using auditory cues and investi-

gate its influence on users’ DT to curvature manipulation, we conducted Experiment
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Fig. 6.7: Implementation of incongruent visuo-auditory cues

2 as follows. Two conditions, consisting of congruent conditions and incongruent

conditions, were introduced to enable us to investigate the impact of incongruence

between visuo-auditory cues. To change the relative reliability between vision and

auditory sensations, two conditions “with visual noise” and the “without visual

noise” were also introduced in Experiment 2. Unlike the purpose of Experiment

1, which was to verify the MLE model under VR, the purpose of Experiment 2

was to investigate the effectiveness of the proposed method. Therefore, two visual

noise levels, two conditions were sufficient. Moreover, since the walking distance of

Experiment 2 was longer than that of Experiment 1, reducing conditions and short-

ening the total experiment time prevented simulator sickness that may be evoked by

curvature manipulation. There were a total of 36 conditions throughout the experi-

ment consisting of the combination of two conditions with congruent or incongruent

visuo-auditory information, two conditions of with or without visual noise (fog),

and nine conditions of curvature gain. The curvature gain used in this experiment

were gC ∈{−12π/180, −9π/180, −6π/180, −3π/180, 0, 3π/180, 6π/180, 9π/180,
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(a) Without visual noise, congruent visuo-
auditory cues

(b) Without visual noise, incongruent visuo-
auditory cues

(c) With visual noise, congruent visuo-
auditory cues

(d) With visual noise, incongruent visuo-
auditory cues

Fig. 6.8: The fitted psychometric function under four conditions. The horizontal

axis represents the implemented curvature gain. The vertical axis represents the

ratio of reporting “curved to the left” to the question of “Which direction did your

walking path turn in the real world?”.

12π/180}. Each condition was repeated twice, thus each participant performed a

total of 72 trials. The trial order was completely randomized.

Each trial consisted of the following steps:

1. Participants walked to the starting point (red) showed in Figure 6.5.

2. Participants turned toward the opposite side of the square area (red arrow).

3. The walking scenery and the visuo-auditory target appeared.
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4. Participants walked along the path for 5 m while the curvature gain was im-

plemented.

5. Participants navigated to the nearest point and turned in the direction indi-

cated by the arrow.

During each trial, the instructions given to the participants were as follows:

1. Walk along the railroad track until the train and the engine sound disappear.

2. Answer to the question “Which direction did your walking path turn in the

real world turn?” after each 5 m walk.

The purpose of this question was to investigate whether the participants correctly

recognized the difference between the real-world walking path and the walking path

in VR space. The question was asked as a pseudo-2AFC question. The participants

could answer “left” or “right” not to the question, and “I don’t know” or “straight”

No curvature gain had been applied or the participant did not feel the manipulation,

they had to guess. Consequently, when there no curvature gain applied, an equal

ratio of “left” and “right” answer expected. The answer to this question was used

to estimate the psychometric function, and calculate the DT under each condition.

Including the time to answer the question after the 5 m walk, each trial took about

30 seconds. There was a 10-minute break in which the participants could remove

the head-mounted devices when half of the trials were completed. Thus, the total

experiment time for one participant was about 40 minutes.

6.4.3 Apparatus and Stimuli

The whole environment of the experiment was implemented with Unity using the

same head-mounted display (HTC VIVE PRO) as in Experiment 1. To allow for

a wide range of movement when walking and to avoid entanglement with the cord

connecting the PC to the head-mounted display, we used MSI VR One, a PC that

could be carried on the user’s back during the experiment.
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The scenery, shown in Figure 6.6, consisted of the environment in which the user

performed the walking task and the target object that emitted the visuo-auditory

cue to the participant. A desert scene was created, as it is an outdoor environment

in which fog could appear, Shrubs, trees, and ruins were placed as landmarks in

the scene. A straight railroad track was placed to instruct the user the route they

should walk, and a rectangular image of a train was placed on the track and ac-

companied by an engine sound as a visuo-auditory object to manipulate the user’s

spatial perception. It was assumed that the characteristics of users’integration of

incongruent visuo-auditory cues (MLE) in VR would be invariant regardless of the

type of stimulus used. Prerequisite contextual knowledge between visual cues and

auditory cues was also considered important for the establishment of multimodal

integration. Therefore, the train and engine sound were used as visual cue and

auditory cues in Experiment 2, instead of the white sphere and white noise used

in Experiment 1. In addition, since the train had a high constraint relationship

with the railroad track, it provides a higher manipulation effect of the user’s spatial

perception. Figure 6.6 shows the case without fog and the case with fog. To pre-

vent the user from identifying their current position using real-world sound, wind

sounds were used as the environmental sound. The fog was implemented by using

Unity’s asset, Dynamic Fog. The alpha value, which is an intra-asset parameter for

adjusting transparency, was fixed to 0.98 in the trials with fog. To realize spatial-

ized sound, a head-related transfer function was applied to the engine sounds using

Unity’s Steam® Audio SDK2.

Implementation of incongruent visuo-auditory cues

When the visuo-auditory cues were congruent,the engine sound and the train

appeared to have the same source. When the visuo-auditory information was incon-

gruent, as shown in Figure 6.7, the relative positions of the engine sound and the

user were changed according to the amount the user moved. Before the user began

walking, the auditory source of the target object appeared at the same position as

2Steam® Audio, Copyright 2017 – 2019, Valve Corp. All rights reserved.
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the visual target, but as the user moved forward, it shifted to the right side of the

visual target, and the difference in azimuth angle of the visuo-auditory target seen

from the user’s dva could be given by dva = 6l/5. Here, l is the amount the user

moved. In other words, after the user walked 5 m, the maximum difference between

the relative azimuth angle between the visual and auditory cues of the target ob-

ject was 6◦. We set dva as a continuously increasing value instead of a fixed value.

When the relative positions of the visual cue and auditory cue changes continuously,

the auditory cue has a higher impact on location perception through visuo-auditory

integration.

6.4.4 Results and Discussion

In this experiment, the pseudo-2AFC method was used to investigate the DT of

the curvature gain. When the curvature gain was positive (gc > 0), the VR space

was rotated to the left, so the participant needed to turn left to walk the straight

track in the VR space, and the answer“ left”was the correct answer. On the

other hand, when the curvature gain was negative (gc < 0), the correct answer was

“right”. If there was no curvature manipulation creating sensory bias to the left or

right, when the curvature gain is not applied (gc = 0), the participants had to guess

the direction; thus the probability of answering “left” and “right” was expected to

be 50% each.

Figure 6.8 shows the fitted psychometric function and the DT under each condi-

tion. There are four conditions consist of the combination of “with visual or without

visual noise” and “congruent or incongruent visuo-auditory cues”. We fitted the

psychometric function using a cumulative normal distribution. The horizontal axis

value with a probability of 50% is PSE, and the difference between the horizontal

axis value with a probability of 75% and PSE is the threshold. The results of PSE

and DT under four conditions are summarized in Table 6.1.

The minimum imperceptible walking radius calculated from the threshold of the

curvature gain under the four conditions, based on r = 1/gc, is shown in Table 6.2.
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Table 6.1: PSE and DT of visuo-auditory RDW

without noise with noise
congruent cues incongruent cues congruent cues incongruent cues

PSE 0.661 1.284 0.585 -0.963
DT 2.639 4.739 1.955 5.873

The smaller the minimum imperceptible walking radius, the less noticeable the cur-

vature gain was to the user, so the effect of spatial compression by redirected walking

was higher.

The minimum imperceptible walking radius was 21.7 m when there was no visual

noise and the visuo-auditory cues were congruent. This value was in agreement with

a study of the minimum imperceptible walking radius using visual cues alone [9].

The threshold with the addition of auditory cues was the same as with visual cues

alone was due to the visual superiority. This result is also consistent with the

research investigating the DT of visuo-auditory rotation manipulation [92]. The

minimum imperceptible walking radius of our proposed method reached 9.8 m. In

a similar visuo-auditory RDW experiment conducted by Meyer et al. [93], the min-

imum imperceptible walking radius reached 6.0 m, which is smaller than with our

proposed method. There are two major differences between our study and theirs.

Meyer et al. used a wave field synthesis (WFS) system to create spatial sounds

while we used head-related transfer function (HRTF). Since HRTF is known to have

individual differences and we used the same HRTF through out the whole exper-

iment, whether it is compatible with all users is unknown. Furthermore, though

both studies considered a psychometric function value of 75% to be the DT, they

fitted the psychometric function itself in different ways.

The results showed that the minimum imperceptible walking radius decreased

when the visuo-auditory cues were incongruent compared to when the cues were

congruent, regardless of the visual noise conditions. This effect may be due to the

occurrence of proper visuo-auditory integration and the alteration of users’ spatial

perception. When the visuo-auditory cues were congruent, the minimum imper-

ceptible walking radius under conditions with visual noise increased compared with
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conditions without noise. On the other hand, when the visuo-auditory cues were

incongruent, the minimum imperceptible walking radius decreased when visual noise

was added. This is due to the reduced visual reliability of an environment with visual

noise and because the position perception of the target object is easily affected by

auditory cues. Although the effect of spatial perception manipulation was reduced

when noise was added, when visuo-auditory cues were congruent, an effect exceed-

ing this reduction was caused by providing incongruent visuo-auditory cues that led

to visuo-auditory integration. The curvature manipulation was less noticeable than

when the visuo-auditory cues were congruent and there was visual noise.

The PSE under the condition “with visual noise, incongruent visuo-auditory cues”

deviated in the negative direction of the curvature gain compared with the other

three conditions (Figure 6.8). This perceptual bias may be caused by the direction

of curvature manipulation due to the visuo-auditory integration that occurs when

the visuo-auditory cue is presented at different positions. Under the condition with

incongruent visuo-auditory cues, the auditory cues were always shifted to the right

side of the visual cues. Therefore, under the “with visual noise” condition where the

location of the target object was easily affected by the auditory cues, the location of

the target object was more easily perceived as shifting to the right side. The users

inferred that the “target shifting to the right side” phenomenon was the consequence

of walking to the left side, which could explain the increased probability of answering

“curved to left”.

In this study, we conducted visuo-auditory RDW using a sound-emitting object as

a target, but it is known that the contribution of environmental sound is also signif-

icant in spatial perception [164]. In addition, environmental sounds are considered

to be more content-independent. Therefore, it is expected to develop a method to

enhance the effect of RDW by using environmental sounds.
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Table 6.2: The minimum imperceptible walking radius

congruent cues incongruent cues
without visual noise 21.7 m 12.1 m
with visual noise 29.2 m 9.8 m

6.5 Conclusion

In this chapter, in order to explore the possibility of visuo-auditory redirected

walking that effectively uses the auditory sense, we first investigated whether MLE

could be adapted to incongruent visuo-auditory integration in VR environment.

Then, we proposed a novel method that introduced visual noise and incongruence

between visual and auditory cues of the object in VR when applying curvature

manipulation. We verified the effectiveness of this method by comparing it with

existing methods.

Experiment 1 confirmed that the behavior of visuo-auditory integration in VR can

be roughly predicted by the MLE model, and that contribution ratio of auditory cues

increases as visual noise increases. We showed the possibility of changing the spatial

perception according to the auditory sense by presenting the auditory stimulus by

lowering the reliability of vision and manipulating the spatial perception of the user

in VR.

Experiment 2 introduced visual noise and auditory cues incongruent with visual

cues when implementing curvature gain, by which we succeeded in lowering the min-

imum imperceptible walking radius to 9.8 m, less than half that of the conventional

method with only visual cues [9]. Because redirected walking is based on the hu-

man perceptual characteristic of integrating incongruent sensory cues, it could be

considered as a perceptual phenomenon when the manipulation is under the DT.

Both experiments have shown that manipulations above the DT impose cognitive

demands on the user [121]. Thus, redirected walking may not solely be a question

of cue integration when the manipulation is noticeable to the user. However, our

result did indicate a promising application of incongruent multimodal cues in VR

to redirected walking and navigation.
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Nevertheless, a certain amount of perceptual bias to the direction of curvature ma-

nipulation was observed when presenting users with incongruent visuo-auditory cues

of the target object. Bias may result in an uneven DT between curvature manipula-

tion in different directions. Moreover, to perform spatial perception manipulation of

the user via visuo-auditory cues, something that emits the visuo-auditory stimulus

while moving in front of the user is necessary, and the application scene is limited.

Therefore, to realize a more generalizable method, this must be studied in the fu-

ture. It may be promising to explore a method that manipulates spatial perception

by providing auditory cues using environmental sounds that are appropriate for the

users’ VR content, such as the sound of river water or the sound of birds in a forest

content.
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Chapter 7

Visuo-Haptic Redirected Walking

7.1 Visuo-Haptic Redirected Walking

Visuo-haptic redirected walking (RDW) is a method to improve the effectiveness

of RDW by manipulating the user’s proprioceptive sensation by generating visuo-

haptic interaction with haptic cues. Figure 7.1 shows a user walking while receiving

stimuli from haptic and proprioceptive senses by touching objects placed along a

walking path. Simultaneously, first-person view images of the user walking while

touching an object placed along the path are generated in a virtual environment.

The virtual object differs from the real object and is presented through an HMD.

The user believes that she or he is touching the object with a shape that is visually

presented to her or him through a visuo-haptic interaction. In this example, the

user thinks she or he is touching a flat wall, which can strongly enhance the effect of

RDW by thinking she or he is walking straight along a flat wall. We believe that the

visuo-haptic RDW enables more effective manipulation of spatial perception than

conventional visual manipulation alone.

7.1.1 Evaluation of Curvature Manipulation Using Visuo-

Haptic Interaction

In this experiment, we used questionnaires and behavioral indices to verify whether

curvature manipulation using visuo-haptic interaction allows to manipulate the spa-

tial perception more effectively than conventional visual-only curvature manipula-

tion. In existing studies on curvature manipulation, only linear walking paths have

been presented to participants in virtual environments. In our experiment, we pre-
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Fig. 7.1: Visuo-haptic Redirected Walking

sented a curved path besides the linear path to hinder the guessing of the purpose

of the experiment, thus mitigating preconceptions.

Experimental Design

This experiment comprised 2 × 4 × 4 conditions: two levels, haptic and con-

trol conditions, four levels of walking path curvature in the real space, χreal ∈
(0, 0.111, 0.170, 0.372)[m−1], and four levels of walking path curvature in the virtual

environment, χvirtual ∈ (0, 0.111, 0.170, 0.372)[m−1]. One trial was conducted per

condition, and the order of the trials was randomized. The evaluation items in-

cluded the subjective curvature calculated based on the amount of rotation felt by

the participants during walking, the walking speed, head sway, and the total SSQ

score [70]. Given that the purpose of this experiment was to determine the walking

path curvature that elicited the perception of walking along a straight line in the

virtual environment, the results obtained from curved path perception in the virtual
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environment were excluded from the analysis.

Participants

Twelve participants (five females and seven males) participated in this experiment.

The participants were healthy and right-handed, and their age ranged from 20 to

24 years (mean, 21.9 years). During the experiment, one participant wore glasses,

and three wore contact lenses.

Experimental Setup

The participants wore an Oculus Rift DK2 HMD (horizontal viewing angle of

approximately 110 degrees, 75 fps, 9-axis sensor), headphones, and a backpack, as

shown in the figure. The backpack carried a laptop computer to which the HMD and

headphones were connected, and the participants walked without assistance from the

experimenter. A motion capture system consisting of six Optitrack Flex 13 cameras

was used to determine the head position of each participant. The measuring range

of the motion capture system was 7 × 4 m with a resolution of 0.1 mm. The

posture of the head was obtained from a gyroscope mounted on the HMD. White

noise was played through the headphones to prevent the participants from obtaining

cues about their own position and posture from environmental sounds. The image

presented to the participants was a rendering of the simple virtual environment

consisting of walls and floors shown in Figure 7.2. The values in the figure correspond

to the walking path curvature in the virtual environment. The right side wall in

the environment is 1.6 m in height and 5.4 m long. A curved wall with a radius 0.5

m smaller than that of the walking path in the virtual environment was displayed

through the HMD when a curved walking path was presented. Unity was used

to render the images presented to each participant at a fixed rate of 30 fps. For

rendering, system management, and data recording, we used a computer equipped

with an Intel Core i7 processor at 2.6 GHz, 32 GB of main memory, and an NVIDIA

GeForce GTX 970M graphics card.
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Fig. 7.2: Virtual environments

Fig. 7.3: Real environments
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HMD

Backpack

Wall

Fig. 7.4: Experimental Overview

Besides the systems, we created a wall that can be given an arbitrary curvature,

hereinafter referred to as variable wall, as shown in Figure 7.3. The variable wall

provided haptic stimuli when touched by the participants. The values in the figure

correspond to the walking path curvature in the real space. The variable wall consists

of a plywood board painted on one side (width, 1.8 m; height, 0.9 m; thickness, 5

mm). The board can be convexly warped by applying tension with wires from both

ends and placing posts. The participants received haptic stimuli by touching the

variable wall with their hands. We constructed a variable wall with a length of 5.4

m by combining three wall segments to match the length of the wall presented in

the virtual environment. The average distance from the wall to the center of the

participant’s body was set to 0.5 m. The radius of the variable wall was 0.5 m smaller

than that of the actual walking path, and the variable wall was set with a rightward

offset of 0.5 m from the actual walking path. For a straight actual walking path,

the variable wall was flattened and offset 0.5 m rightward from the actual walking
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path. For curved and flat paths, the height of the variable wall matched that of the

wall in the virtual environment.

Experimental Procedures

The duration of the experiment, including the explanation, pre-test questionnaire,

main trial, break time, post-test questionnaire, and post-experimental explanation,

was 2 h per participant distributed into 2 days with a 1 h session per day. Each

participant wore the HMD for approximately 40 min per day. Before the experiment,

we explained the purpose of the experiment by claiming that this was an experiment

on VR sickness when walking in a virtual environment. This explanation aimed to

avoid forming preconceptions in and influencing the responses of the participants

regarding the curvature manipulation, which was the real purpose of the study.

Then, the participants provided the following information: age, gender, dominant

hand, use of glasses or contact lenses, presence or absence of equilibrium sense or

visual abnormality. In addition, the participants completed the SSQ.

After answering this pre-test questionnaire, the participants wearing the HMD,

headphones, and backpack moved to the initial position 0.5 m away from the variable

wall along the radial direction according to the guidance presented by the HMD.

Then, they walked for 5 m under each experimental condition. In the control condi-

tion, the participants were instructed to walk naturally while maintaining a certain

distance from the wall displayed on their righthand side. In the haptic condition,

the participants were instructed to walk naturally like in the previous condition

and to intermittently touch the variable wall with the palm of their right hand (see

Figure 7.4). During the experimental trials, the position and posture of the partici-

pants’head were recorded every 0.1 s. After each trial, the participants followed the

guidance presented by the HMD and moved to the response seat, where a partition

was placed for them not to see the variable wall setup. Then, the HMD was removed

for the participants to answer the post-test questionnaire regarding the subjective

amount of rotation, sense of immersion, and sickness as they walked through the

path.
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Fig. 7.5: Sample response for subjective amount of rotation. The blue lines are

auxiliary lines, o is the center, and θ is the subjective amount of rotation.

The subjective amount of rotation was determined by placing a mark on a graph

as that shown in Figure 7.5. The graph consisted of a circle with a radius of 5 cm

and an isosceles triangle with a base of 1 cm and a height of 1 cm placed at the

center of the circle. The VR sickness experienced by the participants was recorded

by using the SSQ. As the participants answered the questionnaire, the experimenter

set the variable wall to the curvature corresponding to the walking path of the

next trial. After completion of all trials, the participants freely commented on their

impressions about the experiment. The experimenter then clarified the true purpose

of the experiment to the participants and asked them to answer the questionnaire

again. The subjective curvature, χsub[radm−1], was calculated from the subjective

amount of rotation, φsub[rad], obtained from both the questionnaire after each trial

and the actual walking distance.
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Fig. 7.6: Subjective curvature gains

Results

The mean values and standard errors of the subjective curvatures calculated

from the participants’ responses according to the curvature gain are shown in Fig-

ure 7.6. The red circles and blue squares indicate the haptic and control condi-

tions, respectively. By applying a two-factor within-subjects analysis of variance,

we found no significant difference in the main effect of haptic cues but a small

effect size (F (1, 11) = .289, p = .601, partialη2 = .026) regarding the subjective

curvature. In addition, we found a significant difference and a large size in the

main effect (F (3, 33) = 10.62, p < .001, partialη2 = .491) regarding the curvature

gain. There was also a significant trend and moderate effect size for the interaction

(F (3, 33) = 2.61, p = .068, partialη2 = .192). Next, we performed multiple compar-

isons regarding haptic conditions and found a significant difference p = .0309 only
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Fig. 7.7: SD of head sway

for curvature gain gC of (0, 0.372) and no significant difference among the other

conditions. There were significant differences in gC of (0, 0.372), (0.111, 0.372), and

(0.170, 0.372)[m−1] (p = .037, .037, and .044, respectively) under control conditions.

By applying a two-factor within-subjects analysis of variance to the mean walking

speed, we found a significant difference in the main effect of haptic cues (F (1, 11) =

5.685, p = .036, partialη2 = .341), no significant difference in the main effect of

curvature gain (F (3, 33) = 1.904, p = .148, partialη2 = .148), and no significant dif-

ference in the interaction (F (3, 33) = 1.309, p = .287, partialη2 = .106). The mean

walking speed under the haptic conditions was 0.449 [ms−1] and the mean walking

speed under the control conditions was 0.4785 [ms−1]. Therefore, the presentation

of haptic cues decreased the walking speed by 6.2%.

The mean values and standard errors of the head sways according to the curvature

gain and haptic conditions are shown in Figure 7.7. By applying a two-factor within-
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subjects analysis of variance to the head sway, we found no significant difference in

the main effect of haptic cues (F (1, 11) = 1.042, p = 0.329, partialη2 = .087) and

the interaction (F (3, 33) = 1.28, p = 0.297, partialη2 = 0.104) but a significant

difference and a large size in the main effect (F (3, 33) = 10.59, p < .001, partialη2 =

.491) regarding the curvature gain. Multiple comparisons (α = 0.05, two-tailed)

with the corresponding t-test for the main effect of curvature gains showed that

there were significant differences in gC of (0, 0.372), (0.111, 0.372), and (0.170,

0.372)[m−1] (p = .002, .002, and .001, respectively).

By applying a two-factor within-subjects analysis of variance to the total SSQ

score, we found no significant difference between the main effect and interaction.

The following participants’ comments after the experiment were obtained: “When

a straight wall was displayed, I felt as if I was walking along a straight path;”

“sometimes, I felt as if I was turning, but I did not intuitively know in which

direction I was turning;” “when a curved wall was displayed, I felt as if I was really

walking along a curve.”

7.1.2 Discussion

When haptic cues were available, the subjective curvature was not significantly

different between the straight path and curvature gain gC ≤ 0.170[m−1]. On the

other hand, in the control conditions, the subjective curvature was significantly

different between curvature gain gC = 0.372[m−1] and gC ≤ 0.170[m−1]. These

results suggest that the use of haptic cues improves the effectiveness of curvature

RDW, particularly when the curvature gain is large. Meanwhile, the presentation

of haptic cues significantly decreased the walking speed, which might affect the

subjective curvature. Moreover, there was no significant difference in head sway

between the haptic and control conditions, but there were significant differences

between the curvature gains. The trend of significant differences in head sway was

consistent with the trend of significant differences in subjective curvature.
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Fig. 7.8: Overview of Unlimited Corridor: Handrail Version. A user sees straight

handrails through the head-mounted display (HMD) and feels that they are walking

along gripping an ostensibly straight handrail, although they are actually walking

along gripping a curved handrail.

7.2 Unlimited Corridor

Unlimited Corridor is a VR system that enables users to explore an immersive

corridor freely with touching walls or along the railing [165, 166]. A central feature

of the Unlimited Corridor is the improvement of RDW by passive haptic feedback,

which makes it possible to freely walk within a large VE even in a small tracked

space without unnatural interruptions such as resetting.

The system displays virtual hands through the HMD and synchronizes the timing

at which the real/virtual hand touches physical/virtual handrails, as shown in the

center of Figure 7.9. These synchronized stimuli generate visuo-haptic interaction

and make a user feel that the handrails are straight. This illusion increases the

effectiveness of the RDW and makes the user feel as if she/he is walking straight.
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Fig. 7.9: Left: first person view of the VE; center: virtual hand gripping a virtual

handrail; right: an example walking path in the VE (blue line) and the RE (red

line).

Another feature of the Unlimited Corridor is the management of the user’s posi-

tion. Because the VE is larger than the physical tracking space, one point in the

physical space corresponds to a several points in the VE. We developed a one-to-

many mapping algorithm to control the correspondence between the physical and

virtual user’s position. We also designed contents for the Unlimited Corridor: a

skyscraper environment to justify the situation of walking while gripping handrails.

7.2.1 Visuo-Haptic Redirection

Visuo-haptic interaction is a key technique for the Unlimited Corridor. In the

Unlimited Corridor, the radius of curvature is approximately 2.5 m, which is con-

siderably smaller than 22 m [9], 11.6 m, and 6.4 m [10], with which the user does

not notice the RDW operation. Schmitz et al. showed that using a wider range

of rotation gains than conservative rotation gains does not impair the user’s VR

experience [98], but the curvature gain applied this time is much larger than that

of the conventional ones; thus, it may be considered that a straight walking expe-

rience cannot be achieved using only the conventional method. Thus, we focused

on visuo-haptic interaction. Matsumoto et al. showed that visuo-haptic interaction

could enhance the effects of curvature manipulation and provide an immersive ex-

perience [104]. Based on this study, using visuo-haptic interaction, the amount of

perceived curvature could be reduced up to 62%. We refer to the RDW method
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Fig. 7.10: Relationship between user’s real position and virtual position (based

on [165].)

using visuo-haptic interaction as visuo-haptic redirection.

In our system, we used walls and handrails as haptic stimuli to generate visuo-

haptic interaction. The following describes the case of the handrail. A user sees

straight virtual handrails through the HMD, and walks along while gripping an os-

tensibly straight handrail, although they are actually gripping a curved handrail and

walking along with it. As a result of synchronization between visual manipulation

and passive haptic feedback, visuo-haptic interaction occurs and enhances the effect

of RDW. Owing to visuo-haptic redirection, users feel as though they are walking

in a straight line, despite walking along a path with a radius of approximately 2.5

m in the real space.

7.2.2 Mapping Algorithm

To realize a branched corridor, we propose dynamically modifying the amount of

spatial distortion owing to the actual user’s position. The system uses a curvature

gain when the user is in the outer periphery, whereas there is no manipulation within

the straight central passage. When a user is in the outer periphery (image on the
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right in Figure 7.10), the user’s virtual position (UV ) is moved byRθ. However, when

the user is in the inner periphery (bottom right in Figure 7.10), the system performs

one-to-one mapping between the user’s real position (U r) and virtual position. This

algorithm can maintain the relative position between the user and the handrails in

the real space and VE.

7.2.3 Virtual Path Layout

A virtual corridor comprises straight lines and three-way junctions and looks like

a ladder from the top. Figure 7.11 shows two walking routes. In the first route, the

user turns left at the first corner, follows the central road, then turns right and goes

straight to the next corner. Then, at the corner, the user turns right and follows the

central road; they turn left and go straight to the balloons. In the second route, the

user turns left at the first corner, follows the central road, then turns right and goes

straight to the second corner. Then, at the corner, the user turns right and follows

the middle road; they then turn left and go straight to the balloons. The user can

take any other route besides these two paths. For example, she/he can run dead

ends and come back to the route that she/he once walked. The figure on the right

of Figure 7.9 shows the actual walking path of a user. The virtual path is blue, and

the real path is red. Furthermore, for smooth demonstrations, we set the start and

end points of the VE to be the nearest point in the real world.

7.2.4 System Overview

The tracking space was 8.6 m×7.4 m. We set up two semi-circular handrails with

a diameter of 5.0 m corresponding to the straight virtual handrails arranged in the

VR space, as shown in Figure 7.8 and 7.12. The handrails were placed at a height

of 0.8 m and they were 34 mm in diameter. The central path was 5.0 m in length

and 1.2 m in width.

Users wear an HTC VIVE Pro HMD, which provides a resolution of 1440× 1600

pixels per eye, with a diagonal field of view of 110 degrees and a refresh rate of 90
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Fig. 7.11: Correspondence between real and virtual routes. The orange paths

are the real routes and the blue paths are the virtual routes. ’S’ and ’G’ indicate

the start and goal point, respectively. The gray areas denote the areas where the

curvature gain is applied. The red crosses indicate places that cannot be walked on.

Hz. This HMD provides a continuous first-person stereoscopic view of the VE (see

the image on the left of Figure 7.9), while a stereo headset provides spatial audio

and prevents the user from hearing what happens in the physical space. To detect

hand positions, two VIVE Tracker 2.0 devices were attached to the user’s hands.

Four SteamVR Tracking 2.0 basestations were set to track the user’s head and hand

positions. The location information of the VIVE Pro HMD and VIVE Trackers

measured by the SteamVR Tracking System is sent to Unity3D.

By using the Unlimited Corridor’s mapping algorithm, the real space position is

associated with the VR space position, and the images and sound corresponding to

the VR space position information are rendered and presented to the user through

the VIVE Pro HMD.

We used an Intel computer with a 2.7 GHz Core i7 processor and 32 GB of

main memory, along with an Nvidia GeForce GTX 1070 graphics card for tracking,

rendering, system control, and logging. The VE was rendered using the Unity3D

engine at 75 fps.
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Fig. 7.12: Top view of Unlimited Corridor: Handrail Version.

7.2.5 User Study

The main purpose of the experiment is to measure whether passive haptic stimuli

could generate visuo-haptic interaction and enhance the effect of RDW. Our main

hypothesis is that walking by gripping the handrails makes the user feel as if they are

walking in a straighter direction. As mentioned above, Matsumoto et al. showed that

visuo-haptic interaction could enhance the effects of curvature gain manipulation

and provide an immersive experience [104], but they did not present virtual hands

in their study. Therefore, it is unclear whether visuo-haptic interaction has occurred

and that it has affected RDW. In this study, we display virtual hands to examine

whether visuo-haptic interaction has occurred and its effect on RDW.

We conducted a within-subject experiment. The experimental conditions are as

follows. Non-haptic conditions, the user did not grasp the throughout the experience.



Chapter 7 Visuo-Haptic Redirected Walking 125

Haptic conditions, the user grabbed the handrail throughout the experience. The

order of the non-haptic condition and the haptic condition was adjusted so as to be

unbiased.

Participants

22 participants (6 females, 16 males) aged between 22 and 35 years old (mean

= 25.7, SD = 3.59) took part in the experiment. All participants had normal or

corrected vision, and 20 had previous VR experience. The experimental procedures

were approved by local ethics committee.

Questionnaires

The main purpose of the experiment is to measure whether passive haptic stimuli

form the handrails could enhance the effect of a curvature manipulation. There

are many types of evaluation methods for RDW, such as 2AFC (see section 2.1.5),

maximum likelihood estimation [10], and illustration of walking routes [104], but

these are methods for estimating the threshold of gains. Therefore, these are not

suitable to evaluate the sense of a user who walks in a specific real/virtual route

such as that considered in this study. Therefore, we propose new evaluation method,

which measures the sensation of straightness with a mean of four seven-point Likert-

scale questions. The four questions were as follows.

1. Did you feel that you were walking straight during the VR experience? (1:

Strongly disagree, 7: Strongly agree)

2. How often did you feel like you were walking straight during the VR experi-

ence? (1: Never, 7: Very frequently)

3. Did you feel that the movements in the VR matched movement in the physical

space during the VR experience? (1: Strongly disagree, 7: Strongly agree)

4. How often did you feel that the movements in the VR matched the movements

in the physical space during the VR experience? (1: Never, 7: Very frequently)
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We also used the Slater-Usoh-Steed presence questionnaire (SUS PQ) [115] to eval-

uate the presence of users in the IVE. To identify potential influences on the results,

participants also completed Kennedy’s simulator sickness questionnaire (SSQ) [70]

immediately before and after the experiment. Furthermore, we asked participants

for a free description of their experiences.

Behavioral Indicators

We focused on walking speed as a behavioral indicator. The walking speed is

closely related to the sense of going straight, and it is known that the faster one

walks, the more one notices a manipulation [90]. In addition, in the Chapter 4, there

is a correlation between individual curvature RDW thresholds and walking speed.

The positions and orientations of the user’s head and hands in real space and VE

were recorded approximately every 0.1 s and the walking speed vr was calculated

from the user’s head positions.

Procedure

Each participant conducted a total of two trials, under non-haptic and haptic

conditions. Both trials were conducted on the virtual rooftop of the skyscraper

environment described in the User Experience section. However, the last falling

part was deleted in consideration of its influence on the results. The total time per

participant for the experiment was approximately 15 min, which included the pre-

questionnaires, instructions, experiment, post-questionnaires, and debriefing. Par-

ticipants wore the HMD for approximately five minutes.

A participant entered a room with the curved handrails installed, at which time

the participant could see its outline. The procedure of the experiment was explained

to each participant and they were told that they could abort the experiment at any

time. To not disturb the user’s natural walking, we did not instruct the participants

on how to grip the handrail and left it to them. Furthermore, they were provided

with a consent form to sign and an advance questionnaire to complete. Then, they
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were asked to complete pre-questionnaires: regarding their gender, age, height, VR

experience, eyesight and balance, and pre-SSQ on a laptop. They were subsequently

asked to attach the trackers and wear the backpack PC and the HMD. After con-

firming that the equipment was installed properly, the first trial commenced. At the

end of the first trial, the user removed the HMD and answered the questionnaire

regarding the sensation of straightness and the SUS PQ on the laptop. Afterward,

the user wore the HMD again for the second trial. After the second trial, the user re-

moved the HMD, trackers, and backpack PC and answered the questionnaire about

the sensation of straightness, the SUS PQ, and the post-SSQ. After answering the

questionnaire, the user was asked to freely describe the whole experience, and the

experimenter made a note of this description.

7.2.6 Results

In the free description, everyone stated that the virtual handrails were felt straight.

However, six participants reported that the positions of their hand and the handrail

were misaligned in the VE although they were touching the handrail in the real

environment. Seven participants mentioned that it was easy to notice that they

were walking on a bend in the second trial, because they got used to the demo and

walked faster during the second trial than the first one.

We checked whether the walking speed differed between the first and second trials.

The mean walking speed for the first trial was 0.53 ms−1 (SE = 0.013 ms−1) and

that of the second trial was 0.58 ms−1 (SE = 0.025 ms−1, see Figure 7.13.) We

analyzed the walking speed by means of a paired t-test and determined a significant

difference between the walking speeds of the first and second trials and moderate

effect size (t(21) = 2.84, p = 0.019, dz = 0.77.) As noted by the participants, the

walking speed was found to be faster in the second trial than in the first trial by

10%.

We also checked whether the walking speed differed between the non-haptic and

haptic conditions. The mean walking speed under the non-haptic condition was



Chapter 7 Visuo-Haptic Redirected Walking 128

0.60 (SE = 0.021), and under the haptic condition, it was 0.56 (SE = 0.020,

see Figure 7.14.) We analyzed the walking speed by means of a paired t-test and

determined that there is no significant difference between non-haptic and haptic

walking speeds (t(21) = 1.57, p = 0.26, dz = 0.34.) This result indicates that the

experimental conditions were well controlled.

We compared whether the sensation of straightness differed between the first and

second trials. The median straightness sensation score in the first trial was 4.38

(mean = 4.42) and that of the second trial was 3.63 (mean = 3.90, see Figure 7.15.)

We analyzed the straightness scores by means of a Wilcoxon signed-rank test and

determined that there is no significant difference between first trial and second trial

scores (T = 76.0, p = 0.56, r = 0.16.)

We analyzed the differences in the sensation of straightness between the non-haptic

and haptic conditions. The median straightness sensation score under the non-haptic

condition was 3.38 (mean = 3.55), whereas under the haptic condition it was 5.13

(mean = 4.77, see Figure 7.16.) We analyzed the straightness scores by means of a

Wilcoxon signed-rank test and determined a significant difference between the haptic

and non-haptic scores and the moderate effect size (T = 29.5, p = 0.010, r = 0.43.)

The mean SUS PQ score under the non-haptic condition was 5.18 (SE = 0.32),

and under the haptic condition, it was 5.38 (SE = 0.27, see Figure 7.17.) We

analyzed the SUS PQ scores by means of a paired t-test and there was no significant

difference between the SUS PQ score under the non-haptic and haptic conditions

(t(21) = 0.554, p = 0.59, dz = 0.12.)

The SSQ total severity (TS) scores before the experiment averaged 7.48 (SE =

2.31, see figure 7.18), while the average post-experiment score was 17.6 (SE = 4.15)

out of a maximum of 179.52. We analyzed the SSQ TS scores by means of a paired

t-test and determined a significant difference between the pre- and post-SSQ scores

and moderate effect size (t(21) = 2.98, p = 0.0071, dz = 0.64.)
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Fig. 7.13: Trial order: Mean walking

speed, where the error bars indicate the

SE.

Fig. 7.14: Haptic conditions: Mean

walking speed, where the error bars in-

dicate the SE.

7.2.7 Discussion

The reports by users that the handrail felt straight in the free descriptions are

evidence that visuo-haptic interaction has occurred. From the comparison of the

sensation of straightness under non-haptic and haptic conditions, we found that

using passive haptic feedback with handrails significantly improves the sensation

of straightness with a moderate effect size. Thus, we concluded that visuo-haptic

interaction can enhance the effect of an RDW technique.

The results of the SUS PQ show that the users were immersed in the VE. Although

six participants reported that the positions of the handrails and the virtual hands

were misaligned sometimes, there was no significant difference in the score of the

SUS PQ between non-haptic and haptic conditions.

The results of SSQ showed that the user felt a little VR sickness after the VR ex-

perience. Although we cannot clarify the cause of this sickness from this experiment,

we estimate that it is owing to the use of the large curvature gain.
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Fig. 7.15: A box plot of straight-

ness sensation according to the ques-

tionnaire scores under the first and sec-

ond trials, where orange lines indicate

the median and the green dashed lines

indicate the mean.

Fig. 7.16: A box plot of straight-

ness sensation according to the ques-

tionnaire scores under the non-haptic

and haptic conditions, where orange

lines indicate the median and the green

dashed lines indicate the mean.

Fig. 7.17: Mean SUS PQ scores, where

the error bars indicate the SE.

Fig. 7.18: Mean SSQ TS scores, where

the error bars indicate the SE.



Chapter 7 Visuo-Haptic Redirected Walking 131

7.2.8 Contribution, Benefits, Limitations

The main contribution of the Unlimited Corridor is that it can produce large

virtual worlds with infinite spaces, without the use of resetting. The study achieved

the following: (1) proposal and implementation of a method to improve the effect

of redirection using visuo-haptic interaction; (2) proposal and implementation of

one-to-many mapping system without unnatural operation such as resetting; and

(3) verification to demonstrate the effectiveness of visuo-haptic redirection through

a user study.

Our approach also exhibits certain limitations. First, a user needs to touch

handrails or walls during the VR experience, which limits the contents of VR. This

problem can be addressed to a certain extent by increasing the types of haptic stim-

uli. For example, users with guided leads can be presented with content to walk

a dog, or users with guided objects can be presented with tasks to carry luggage.

Second, the shape of the path in the VE is limited to the shape of a ladder. As

one solution to this problem, by arranging two central passages as a cross, users

can explore a grid-like walking route. It is also possible to walk around with more

range by removing the central linear handrail and using the safe walking zone tech-

nique [167]. It is possible to change the virtual paths within a certain range by using

translation, rotation, and bending gains [74]. Furthermore, by using dynamic props

such as those used in TurkDeck [168] and VRHapticDrones [118], it may be possible

to present more flexible VEs. Third, this system can only be experienced by one

user. As a solution to this problem, by using a blocking algorithm similar to that

used in train operation, it can be expanded to multiple users.

7.3 Workshop on VR Exhibition

7.3.1 Background

We have been exhibiting Unlimited Corridor, a VR work that uses space percep-

tion manipulation technology, since 2016. This work applies visuo-haptic interaction,
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Fig. 7.19: Overview of workshop

in which haptic and proprioceptive sensations are altered through vision, and RDW

allows to walk through a vast virtual environment in a narrow real space. Specifi-

cally, the users hold onto a circular handrail while walking, but they feel that they

are walking along a straight line and holding a straight handrail.

This work has been exhibited at academic conferences, science museums, and art

exhibitions in Japan and abroad. Through these exhibitions, the challenges of VR

exhibitions unique to museums, which are different from those at academic confer-

ences and science museums, have become apparent. Therefore, we held a review

meeting with the developers, museum staff, and visitors to verify the operation of

the VR exhibition in a museum (see Figure 7.19).
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7.3.2 Participants and Logistics

Four participants, one developer (university lecturer), two museum staff members

(curator and staff leader), and one user (journalist) participated in this workshop.

We used the following items in the workshop: imitation vellum, post-its, colored

marker pens, computer, lecture slides, text and images from SNS related to the

work, and questionnaires.

7.3.3 Workshop Flow

The first part of the workshop was “Good & New,” in which participants intro-

duced themselves and shared what they had learned in the past 24 hours. After

the ice break, a slide presentation on VR work Unlimited Corridor was presented.

Inspired by the photographic reminiscence method, the participants recalled the ex-

hibition by looking at the text and images posted on social networking sites about

their experience with the Unlimited Corridor. Next, using the Keep–Problem–Try

(KPT) method, which is a typical method applied in retrospective meetings, we

orderly wrote down the good things, problems, and trials related to the operation

of the VR exhibition and organized them on a piece of paper.

7.3.4 Insights

This workshop brought together people associated with the VR work, namely,

curators, attendants, participants, and developers, to discuss the operation and ex-

perience of VR media art. After applying the KPT method (see Figure 7.20), we

identified the strengths and challenges of VR exhibitions in museums. The strengths

of the VR work are that it improved the appearance of the exhibition hall and at-

tracted a new demography of visitors, including young people and children. Except

for unexpected problems, the exhibition can be operated by the museum staff by

referring to the manual. On the other hand, we found that the challenges of VR

exhibitions in museums can be divided into technical, staff, and user layers. One
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Fig. 7.20: Deliverable of the KPT method

challenge in the technical layer is the difficulty to predict problems in advance be-

cause the technology has not been fully developed. To solve this problem, we should

update the manual in cooperation with the developers and attendant staff, partic-

ularly regarding early operation. In the staff layer, the burden of troubleshooting

is unevenly distributed among the members. Measures to address this challenge

include VR equipment, simpler operation, and more technical staff available. In

the user layer, we discussed the measures to be taken for various participants such

as children, the elderly, and the physically challenged to experience this work. For

children, from the perspective of neuroscience, there is no problem with elementary

school students and older experiencing VR works, but from the perspective of equip-

ment and safety, we limited it to junior high school students and older. As for the



Chapter 7 Visuo-Haptic Redirected Walking 135

elderly, those who were able to walk independently were allowed to experience, but

due to the risk of falling, the staff walked next to them. Lastly, for the physically-

challenged, it was discussed that the staff should support them in moving their

wheelchairs. We also found that many visitors, particularly the older ones, were

hesitant to experience VR wearing an HMD while the other visitors were watching

them. To address this challenge, it was proposed that the attendant staff should

promote participation in the VR experience by actively talking with the visitors or

demonstrating the experience of the staff.

7.3.5 Discussion

Throughout the workshop, we found that the photographic reminiscence using

photographs and texts on SNS is an effective method of reflection. In addition, the

KPT method, which was conducted in the last half of the session, allowed to organize

the experiences recalled through the photographic reminiscence into good things and

problems, and consider improvements to the experience and their implementation.

Although the theme of this session was relatively narrowed down to the operations

related to the VR exhibition, the discussion resulted more open-ended than we

expected. Topics ranging from VR equipment to the psychology of the participants

and the issues involved in holding media art exhibitions at regional museums were

exposed.

7.4 Conclusion

In this chapter, we introduce and evaluated visuo-haptic RDW. Visuo-haptic

RDW is a method to improve the effectiveness of RDW by manipulating the user’s

proprioceptive sensation by generating visuo-haptic interaction with haptic cues.

The experimental results suggest that the use of haptic cues improves the effec-

tiveness of curvature manipulation in virtual environments. Then, we made the

Unlimited Corridor, which enables to create large virtual environments in a rela-

tively small real space without interrupting the experience or reorienting the user.
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This is achieved by leveraging visuo-haptic interactions for improved RDW. We ex-

hibited the Unlimited Corridor in museums and conducted a workshop to investigate

the operational challenges of this VR exhibition. The workshop provided insights

into the challenges to the technology, staff, and users regarding VR exhibitions in

museums.
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Chapter 8

Discussion

This chapter discusses the contributions of this work by summarizing the findings

stated in Chapters 3–7. Then, we discuss the limitations of the study and the

promising areas for future research in the field of RDW.

8.1 Contribution

There are two problems in realizing RDW to explore an arbitrary VR space at

the room scale while maintaining a natural gait. The first is that the perceptual

threshold varies significantly among individuals, and the second is that RDW is not

sufficiently effective. In this study, we developed methods for estimating perceptual

thresholds based on sensory characteristics and sensory-motor coupling to address

the first problem and multimodal RDW methods based on sensory characteristics

and sensory integration theory to address the second problem.

Chapter 3 examined the relationship between sensory characteristics and the

perceptual threshold of RDW. If the relationship between the sensory characteris-

tics of individuals and perceptual threshold of RDW is known, the effect of RDW

can be predicted using questionnaires in advance and the appropriate amount of

RDW manipulation can be determined. Adolescent/Adult Sensory Profile (AASP)

was used as an index to examine personal characteristics. Experimental results

showed that participants with high sensitization had low perceptual thresholds, i.e.,

they were more likely to notice RDW manipulation. Thus, the amount of RDW

manipulation can be adjusted in advance according to the neurological thresholds

of each participant based on the sensory profile.

In Chapter 4, we attempted to estimate RDW thresholds using physiological
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indices (pupil diameter and microsaccades) and behavioral indices (walking speed

and head sway). There was no significant correlation between the physiological in-

dices and curvature RDW threshold. However, there was a significant correlation

between the behavioral indices and curvature RDW threshold. Although the esti-

mation method that uses behavioral indices is less reliable than the conventional

2AFC method, it provides the advantages that it is not affected by bias in the re-

sponses to the questionnaire and it can estimate the threshold online. Thus, the

real-time estimation of the RDW threshold using the behavioral indices would make

it possible to adjust the amount of RDW manipulation during a VR experience and

improve the effectiveness of RDW.

In Chapter 5, based on the MLE theory, we hypothesized that adding noise to

vestibular sensation would reduce the reliability of the vestibular sensation and im-

prove the effectiveness of RDW by relatively increasing the contribution of vision to

spatial perception. The results suggested that nGVS weakly affected the perceptual

threshold of curvature gain. In addition, the results of the sensory profile suggested

that the effect of nGVS tended to be weaker for users with a higher tendency toward

sensory sensitivity. This suggests that the appropriate type of RDW manipulation

should be determined according to the sensory characteristics of each user.

In Chapter 6, first, we investigated whether MLE could be applied to incongru-

ent visual-auditory integration in a VR environment to explore the possibility of the

visual-auditory RDW that effectively uses the auditory sense. Then, we proposed a

novel method that introduced visual noise and incongruence between the visual and

auditory cues of an object in a VR environment while applying curvature manip-

ulation and verified the effectiveness of this method by comparing it with existing

methods. The results showed that the effectiveness of curvature manipulation was

improved when users were presented with the incongruent visual-auditory target

object. The proposed method limits the range of content that can be presented

because it requires a target to move in front of a user while emitting visual and

auditory cues. Therefore, it is necessary to consider a highly versatile method that

uses environmental sounds.
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In Chapter 7, we introduced and evaluated visuo-haptic RDW. Visuo-haptic

RDW is a method of improving the effectiveness of RDW by manipulating a user’s

proprioceptive sensation by generating visuo-haptic interaction with haptic cues.

Our results suggested that the use of haptic cues improved the effectiveness of cur-

vature manipulation in VEs. We created an RDW demonstration, i.e., Unlimited

Corridor, which enabled a user to walk through a large VE in a relatively small track-

ing space without user interruption or the reorientation phase using visuo-haptic

interaction to enhance the effect of RDW. We demonstrated Unlimited Corridor in

museums and conducted workshops to investigate the operational challenges of VR

exhibitions. The workshop provided insights into the challenges of VR exhibitions

and their solutions.

We can summarize the above-mentioned results as follows:

• There is the relationship between sensory characteristics, the perceptual thresh-

old, and optimal sensory modalities in RDW.

• There is the relationship between the behavioral indices and the perceptual

threshold of RDW.

• Spatial perception can be manipulated by sensory addition and subtraction

based on the sensory integration model.

First, in Chapter 3, the relationship between sensory characteristics and the opti-

mal sensory modality and operation volume in RDW showed that the participants

with a higher propensity for sensory sensitivity and sensory avoidance were more

likely to notice the RDW techniques. In Chapter 5, it was shown that the effect of

nGVS tended to be weaker for users with a higher tendency toward sensory sensitiv-

ity. This indicates that sensory sensitivity, among other perceptual characteristics,

influences the type and amount of sensory stimuli in RDW. Sensory sensitivity has

been linked to the autism spectrum disorder [108, 109], and it is considered to re-

sult from the functional features of the parasympathetic nervous system and central

nervous system [169]. As the central nervous system is involved in spatial percep-

tion, it is expected that the correlation will be higher in participants whose sensory
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sensitivity originates from the central nervous system. We may be able to clarify

the relationship between neurophysiological mechanisms and responses by exam-

ining the responses and brain activity during RDW using various brain function

measurements.

Next, in Chapter 4, the relationship between the behavioral indices and the per-

ceptual threshold of RDW showed that there was a significant correlation between

the estimated perceptual threshold of RDW, the mean of walking speed, and the

standard deviation of head sway. In Chapter 7, it was observed that the tendency

of head sway was consistent with the tendency of subjective curvature. These re-

sults indicate that the behavioral indices, particularly head sway, correspond to

the subjective sense of direction under RDW. The evaluation of RDW effects using

the behavioral indices provides several advantages over conventional psychophysical

estimation methods. The first is real-time estimation. Psychophysical estimation

methods require participants to answer questions after a certain period of an RDW

experience. In contrast, the behavioral indices can be obtained during an RDW

experience. Even when dynamic gain is used instead of fixed gain, the behav-

ioral indices can provide information with higher temporal resolution. However,

time delays must be considered. Second, there is no bias in the responses. In the

two-alternative-forced-choice method, which is a typical psychophysical estimation

method used to evaluate RDW, a user must select one of two options to respond.

However, it is possible that the user will select a specific answer when he or she is

confused about the options. As arbitrary judgments by participants do not affect the

behavioral indices, bias is unlikely to occur. Third, the participants’ experience is

not interrupted. The threshold estimation method that uses questionnaires requires

the interruption of the VR experience, which may reduce the sense of presence. In

contrast, the behavioral indices can estimate the subjective perception of partici-

pants without interrupting the VR experience. Therefore, the behavioral indices are

expected to be particularly useful for entertainment and training applications.

Last, with regard to the finding that spatial perception was manipulated by sen-

sory addition and subtraction based on the sensory integration model, in Chapter 5,
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we showed that the subtraction of vestibular sensation using nGVS led to relative

visual dominance and improved the effect of RDW. In Chapter 6, we confirmed that

audiovisual integration occurred on the basis of the MLE model while walking in a

VR environment and then improved the effect of RDW by adding auditory stimuli.

In addition, Chapter 7 showed that the use of haptic stimuli reduced subjective

curvature and improved the effectiveness of RDW.

The experimental results described in Chapters 5–7 are consistent with each other

and support the hypothesis that the effects of spatial perception manipulation can

be modified by sensory addition and subtraction based on the sensory integration

model. In addition, as shown in Figure 8.1, each multimodal RDW technique can

be mapped in terms of the applicable scale and contextual constraints. In general,

high-context techniques can be more effective; however, they are less versatile. In

contrast, even though low-context techniques are less effective than high-context

techniques, they can be applied to various environments. Among the methods pro-

posed in this dissertation, visuo-haptic RDW is a high-context method. However, it

has the potential to present a certain level of walking experience even in a room-scale

real space. Auditory RDW is a moderate-context method, and it can be applied to

a VR space ranging from the room scale to a few tens of meters, where sounds can

be heard. In addition, nGVS RDW is a low-context method, and it can be used in

VR spaces with sizes ranging from the room scale to unlimited size.

Next, we discuss this study in relation to the sensory-motor couplingFigure 8.2

shows the relationship between this study and the motor control system. In Chapter

3, we discussed the characteristics of sensory processing from a sensory input to

behavior. In the motor control model, sensory sensitivity is considered to be a large

difference between the desired state and the estimated actual state constructed by

a sensory input, or an excessive reaction to the difference. For example, in RDW,

there is a difference between the desired state, which consists of an attempt to walk

in a straight line in a VR space, and the estimated actual state, which consists of

the vestibular and somatosensory feedback that the person is actually walking on

a curved line. People with high sensory sensitivity tend to notice RDW because
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Fig. 8.1: Mapped redirection techniques in terms of contextual constraints and

applicable scale.

this circuit is common. In Chapter 4, we discussed the relationship between the

behavioral indices and RDW, and In Chapter 7, we also found a relationship between

the behavioral indices and the subjective curvature RDW threshold. The difference

between the desired state and estimated actual state caused by RDW is fed back to

the controllers. It is considered that this feedback reflects a user’s internal state of

RDW to movement via motor commands.

In Chapter 5–7, we discussed multisensory stimulation and RDW using the sen-

sory integration theory. It is considered that sensory integration is related to sensory

feedback to estimate the actual state in behavioral control models. It can be inter-

preted that the sensory integration of multisensory stimuli can improve the effect of

RDW by bringing the estimated actual state closer to the desired state.
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Fig. 8.2: Relationship between the research objects in this dissertation and the

motor control system based on Frith et al [41] and Blakemore et al [42]

If we consider RDW based on the behavioral control system, it is possible to

improve the effectiveness of RDW using approaches other than the proposed method.

One approach is to make the predicted state and estimated actual state closer. The

predicted state is constructed using predictors, which receive input from controllers.

The feedback is the error between the estimated actual state and predicted state.
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Fig. 8.3: Relationship between the research objects in this dissertation and the

system that performs multimodal RDW by optimizing the type and amount of

stimuli according to the sensory characteristics and behavioral responses.

The internal model of predictors is updated based on feedback error learning [170].

Therefore, it is possible to improve the effectiveness of RDW by updating the internal

model optimized for RDW through motion learning. Specifically, experiencing a

certain RDW manipulation for a long period or gradually increasing the amount of

RDW manipulation might extend the effect range of RDW. Experiments performed

over multiple days with a constant RDW showed an increase in the RDW threshold

[95,171].

Therefore, the results obtained from this study can contribute not only to the

field of VR but also to neuroscience and psychology. The correlation of sensory

characteristics with the perceptual thresholds of RDWs and the effects of specific

sensory manipulations may be applicable to interactions with neurodiverse people.

Conversely, it might be possible to explore neurological diversity by measuring the

effects of sensory manipulation techniques such as RDW.
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8.2 Limitation

As mentioned in section 8.1, the contributions of this study are as follows: (1) the

relationship between sensory characteristics, optimal sensory modalities, and manip-

ulation volume in RDW is determined; (2) the relationship between the behavioral

indices and the perceptual threshold of RDW is determined; (3) spatial perception

can be manipulated by sensory addition and subtraction based on the sensory inte-

gration model. By integrating these findings, we can realize a system that performs

multimodal RDW by optimizing the type and amount of stimuli according to the

sensory characteristics of users and behavioral responses (see Figure 8.3). However,

there are a few problems in realizing this system. In Chapters 3 and 5, we found

correlations between the effects of the threshold, stimulus type, and sensory char-

acteristics. However, we did not investigate the causal relationships. In addition,

individual differences are too large to estimate thresholds from sensory characteris-

tics. Furthermore, there are large errors in the estimation of thresholds using the

behavioral indices, as compared with conventional psychophysical estimation meth-

ods. A possible solution to this problem is to combine the estimation of sensory

characteristics and behavioral indices with the Likert questionnaire on subjective

curvature proposed in Chapter 4. The Likert questionnaire shows extremely high

correlations with the values obtained by conventional estimation methods, even if

the estimates are based on only a few trials. Therefore, after starting the RDW expe-

rience, the threshold of RDW can be estimated by conducting Likert questionnaires

several times, and then the threshold can be updated by behavioral indices.

With respect to the finding that spatial perception can be manipulated by sensory

addition and subtraction based on the sensory integration model, additive methods

are content constrained and subtractive methods are not highly effective. This

problem can be solved by developing an effective RDW method for various types of

content by applying an additive method for vestibular sensation and a subtractive

method for somatosensory sensation in addition to the proposed method. Foot

sensation is considered to be important in posture control and walking [172–174].
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Therefore, a method of manipulating the somatosensory system by physically or

electrically stimulating the sole of the foot may be effective.

In addition to perceptual thresholds, we assessed individual cybersickness. How-

ever, there was no correlation between cybersickness and the perceptual character-

istics or behavioral indices. This is interesting because cybersickness and the RDW

threshold are related to the inconsistency between senses. The reason for no corre-

lation may be that different neural systems are involved in the perceptual threshold

and cybersickness.

In the context of cybersickness, aftereffects should also be considered. For exam-

ple, users could experience problems such as not being able to drive after RDW.

A previous work showed that cybersickness occurred immediately after an RDW

experience but eased ten minutes after RDW [175]. Therefore, cybersickness could

be resolved by taking a short break after an RDW experience. Aftereffects, such as

the effect of RDW on the sense of direction, should be examined in future.

In addition, even though this is not the scope of this study, the effects of de-

velopmental differences on individual differences in sensation must be considered.

Specifically, the issue of whether children and the elderly can experience RDW,

which was also discussed in the workshop in Chapter 7, should be examined. There

are limited studies on VR use by children. According to the report of Children

and Virtual Reality1, a 20 min VR experience for children aged 8–12 years might

affect the binocular vision system of a few children and adversely affect their sense

of balance. In addition, there is a concern that RDW may adversely affect the de-

velopment of the nervous system because different stimuli are applied to the senses.

However, according to Scammon’s developmental curve, almost 100% of the nervous

system completes development by the age of 12 years [176]. Thus, there should be

no significant problem in terms of nervous system development. Most HMD devices

that allow for RDW are intended for the ages of 122 or 133 years and above. There-

fore, the age at which children can experience RDW should be the minimum age for

1http://childrenvr.org/
2https://www.playstation.com/en-us/legal/health-warning/
3https://www.oculus.com/safety-center/
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which devices are designed. The use of RDW by the elderly was studied by Janeh et

al [6]. They showed that there was no difference in presence or VR sickness between

younger and older adults during RDW experiences. However, in the pace and phase

domains, older adults walked in an extremely similar manner in the real world and

VE. This was not observed in the case of younger adults. Therefore, elderly people

with no problems in the walking function should not experience issues in the use of

RDW. Children and the elderly must be supervised by family members and staff to

prevent accidents during an RDW experience.

8.3 Future Work

This work proposed estimation methods for RDW and multimodal RDW based

on sensory characteristics and sensory-motor coupling and evaluated these methods

using psychophysical experiments and behavioral indices. However, the overall goal

of RDW research is to present a general solution to allow for unconstrained natural

walking in any VR space. The following approaches might contribute to further

progress in this field:

• Online optimization: The findings presented in Chapters 3–7 can be integrated

to provide the online estimates of the effects of RDW and achieve RDW with

the optimal type and amount of sensory manipulation for individuals. For

example, nGVS can be used to apply a larger amount of manipulation for

users whose sensory characteristics suggest that nGVS is likely to improve

the effectiveness of RDW. In contrast, other methods such as visuo-auditory

RDW can be used instead of nGVS for users for whom nGVS is not likely to

be effective. Furthermore, the online acquisition of behavioral indices under

RDW manipulation would enable the dynamic optimization of the stimulus

type the and amount of manipulation. This method is expected to be used

in the process where the interaction between movement and the environment

is fed back to sensations, which is not included in the cybernetic loop in this

study.
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• Habituation to RDW: A previous study reported that prolonged experience

with curvature manipulation, which is a type of RDW, expanded the threshold

for curvature manipulation [95]. This indicates that habituation to RDW may

expand the perceptual threshold and enable a larger amount of manipulation

to be applied to a user. A constant manipulation gain is applied in most

conventional RDW techniques. According to the findings of adaptation in

neurophysiology [177], by gradually increasing the manipulation gain (e.g.,

walking along a clothoid curve in curvature manipulation), users may become

accustomed to the RDW technique and expand their perceptual detection

threshold.

• Stimulation of the nervous system: The stimulation of the nervous system,

particularly electromagnetic stimulation, is a promising approach because it

can directly intervene in the sensory system. This might help resolve the

inconsistencies between senses such as vision, vestibular, and proprioception.

A previous study proposed the use of transcranial direct-current stimulation

(tDCS) for RDW [94] and reported that tDCS did not improve the effect of

RDW. However, our experiment suggests that nGVS may improve the effect

of RDW (Chapter5). Therefore, it is quite possible that the effect of RDW

can be improved by electromagnetic stimulation.

Figure 8.4 shows the correspondence between the future research targets and the re-

search target discussed in this dissertation, i.e., the cybernetic loop. The cybernetic

loop is expected to be completed, and improved RDW is expected to be realized

through online optimization, which is one of the future research targets.

Therefore, it is expected that the methods discussed in this dissertation will fur-

ther improve the VR experience. A few of the most interesting applications of these

methods are as follows:

• Entertainment and training: RDW, particularly multimodal RDW such as

visuo-haptic RDW (Chapter 7), is ideal for location-based VR experiences.

The real-time estimation along with the proposed behavioral indices can be
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Fig. 8.4: Relationship between the future research targets and the cybernetic loop

used to apply optimal RDW to VR experiences where presence is important,

such as haunted houses, safety education, and hazard simulations.

• Psychological and physiological investigation: RDW has the potential to be

used for investigating sensory characteristics and sensory-motor coupling. In

particular, as the proposed multimodal RDW can present different stimuli

between senses, it will be possible to experiment with a wider range of sen-

sory integration compared to previous studies. In addition, the participants’

responses to RDW are expected to be useful in elucidating sensory-motor cou-

pling.

• Exercise and rehabilitation: The proposed methods are expected to be used for

exercise and gait rehabilitation. Regarding exercise, it is possible to optimize

the type and intensity of exercise according to the perceptual load and motor

load by applying the proposed evaluation method of RDW using the behavioral

indices. Furthermore, the multisensory presentation method used in Chapters

5–7 is expected to improve the effectiveness of rehabilitation for people with

sensory and motor impairments.
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Chapter 9

Conclusion

In this dissertation, to explore an arbitrary virtual reality (VR) space in a real

space of room-scale size while maintaining a natural gait, redirected walking (RDW)

techniques are investigated, developed, and evaluated on the basis of the perceptual

characteristics and sensory-motor coupling.

In Chapter 2, perception theory and research related to RDW are presented.

Moreover we introduce spatial abilities, perception models, and psychophysics. Fur-

thermore, we also discuss a wide range of RDW-related topics, from elemental tech-

nologies to control algorithms.

In Chapter 3, we test the hypothesis that there is an association between neu-

rological features, the RDW threshold, and cybersickness. We use Dunn’s sensory

processing model to evaluate neurological thresholds, behavioral responses, and self-

regulation. We also describe a psychophysical experiment in which participants’

detection thresholds for curvature gain were estimated. The results suggest that

participants with a low sensory threshold tend to notice RDW techniques.

In Chapter 4, the relationship between perceptual thresholds and physiological

and behavioral indices is explored. The results suggest that there is an association

between the behavioral indices and perceptual threshold; however, use of behavioral

indices is less reliable than conventional methods because of large individual differ-

ences in the behavioral indices. In contrast, for some manipulations that are difficult

to measure with conventional questionnaires, such as continuous changes in gain, use

of the behavioral index has significant advantages. Therefore, one should integrate

the questionnaire and the behavioral indices to estimate perceptual threshold online.

In Chapter 5, we review the theory that perception is the application of maximum

likelihood estimation (MLE) to sensory input data. On this basis, we hypothesize
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that reducing the reliability of a vestibular sensation will increase the efficacy of

RDW and minimize cybersickness. Noisy galvanic vestibular stimulation (nGVS) is

chosen as the means to reduce vestibular sensation reliability. The findings indicate

that nGVS may influence the detection thresholds for curvature gain.

Chapter 6 discusses a method to improve the effectiveness of an RDW using

auditory stimuli based on the principle of maximum likelihood estimation. We also

propose a novel method introducing visual noise and incongruence between visual

and auditory cues regarding an object in VR when applying curvature gain. The

effectiveness of this method was confirmed by comparing it with existing methods.

In Chapter 7, we explore the possibility of RDW that effectively using the haptic

sense. The experimental results suggest that the use of haptic cues improved the

effectiveness of curvature manipulation. Then, we propose an RDW demonstra-

tion, i.e., Unlimited Corridor, using visuo-haptic RDW. We also held a workshop to

investigate the operational challenges of this RDW demonstration.

Chapter 8 summarizes the contributions made in Chapters 3–7, and discusses

the limitations and future prospects of the method proposed in this paper. We

also discuss the relationship between the sensory-motor coupling and the proposed

methods.

In summary, this dissertation examines the relationships among RDW, percep-

tual characteristics, and sensory-motor coupling; it also contains proposals for novel

multimodal RDW methods. Our findings highlight the importance of personalizing

the type and intensity of stimuli in the design of virtual experiences, depending on

individual perceptual characteristics.

Based on this study’s findings, a user-friendly RDW technique with stimulus types

and stimulus amounts optimized for each individual will be realized in the near

future. These findings are expected to be applied to not only the RDW field but

also neurophysiological studies and rehabilitation of people with sensory and motor

impairments.
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