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NOMENCLATURE 

Variables 

𝐴 : Surface area on the ith node of the tank (m2) 

𝑐: Specific heat capacity (J/(kgK)) 

𝐶: Electric consumption (kWh) 

𝐸: Electricity consumption (kWh) 

𝐻 : Control horizon (-) 

𝐻 : Prediction horizon (-) 

𝐽 : Objective function 

𝑚 : Mass of the ith node inside the tank (kg) 

𝑚 : Mass flow rate of the incoming water from the heat source side to tank (kg/s) 

𝑚 : Mass flow rate of the returning water from the load side to tank (kg/s) 

𝑚 : Mixed flow rate on the ith node inside the tank (kg/s) 

𝑁: Number of temperature stratification nodes inside the TES tank (-) 

𝑛: Number of dataset (-) 

𝑂 : Baseline of occupancy schedule 

𝑂 | : Future occupancy schedule from timestep 𝑡 to prediction horizon 𝑡 𝐻  at 𝑡 

timestep 

𝑂 : Variation(disturbance) of occupancy schedule 

𝑃: Time-variant electricity price per a day (JPY/kWh) 

𝑄 : Cumulative extracted heat amount of the BHE (kWh) 

𝑞 : Heat rate injected ( ) or extracted ( ) (W) 

𝑄 : Remaining heat amount of TES tank (kWh) 

∆𝑞 : Extracted heat rate difference between the consecutive time step (W) 

R : Coefficient of determination (-) 

𝑅𝐻: Relative humidity (%)  

𝑆: Solar radiation (W/m2) 

𝑆 : Source and sink term of internal energy (W/m3) 

𝑡: Control timestep to update the control input for MPC execution 

𝑇: Temperature (°C) 

𝑇 : Ambient temperature around the tank (°C) 



NOMENCLATURE 

Page 14 

𝑇 : Average temperature of all nodes inside the tank (°C) 

𝑇 : Inlet water temperature from the heat source side to tank in the charging operation 

mode (°C) 

𝑇 : Temperature on the ith node inside the tank (°C) 

𝑇 : Returning water temperature from the load side to tank in the discharging operation 

mode (°C) 

T: Mean temperature (°C) 

𝑢 𝑡 : Control input  

𝑢 𝑡 𝑃|𝑡 : Predicted control input from timestep t to prediction time horizon t+P at t 

timestep  

ut+HP|t
* : Optimal control input from timestep t to prediction horizon t+HP at t timestep 

ut
*: Optimal control input from timestep t to t+1 at t timestep 

𝑈: Overall heat loss coefficient between the tank and the surrounding environment per unit 

area (W/(m2K)) 

𝑉: Volumetric flow rate of water (m3/s) 

𝑦: Target value of the evaluation dataset (°C) 

𝑦: Predicted value from the trained ANN (°C) 

𝑦: Mean value of the evaluation dataset (°C) 

𝑦 𝑡  : Control output 

𝑦 𝑡 𝑃|𝑡  : Predicted control output from timestep t to prediction time horizon t+P at t 

timestep 

𝑦 𝑡  : Control output 

𝑦 𝑡  : Control output 

 

Greek letters 

𝜀: Porosity of soil -  

𝜆: Thermal conductivity W/ m∙K  

𝜌: Density kg/m3  

 

Superscripts 

𝑡 1: 𝑡 1 timestep  

𝑡: 𝑡 timestep 

𝑡 1: 𝑡 1 timestep 
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Subscripts 

𝑏: Bulk property, borehole 

𝑐ℎ𝑖𝑙𝑙𝑒𝑟: Air-source heat pump chiller  

𝑐, 𝑖𝑛 : Inlet of the air-source heat pump chiller 

𝑐, 𝑜𝑢𝑡 : Outlet of the air-source heat pump chiller  

𝑑𝑖𝑓𝑓: Diffuse solar radiation 

𝑑𝑖𝑟: Direct solar radiation 

𝑒𝑟𝑟: Control error 

𝑒𝑥𝑝: Experimental result 

𝑓: Fluid phase 

ℎ𝑒𝑎𝑡𝑒𝑟: Electric immersion heater installed inside the water tank in experimental system 

𝑜𝑢𝑡: Outdoor environment  

𝑜𝑐𝑐𝑢: Occupants  

𝑝𝑢𝑚𝑝: Variable-speed pump 

𝑠: Solid phase 

𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡: Setpoint temperature 

𝑠𝑡𝑑: Standard 

𝑇𝐸𝑆: Stratified chilled water thermal energy storage 

𝑇𝐸𝑆, 𝑏𝑜𝑡: Bottom layer inside the TES tank 

𝑇𝐸𝑆, 𝑚𝑖𝑑: Middle layer inside the TES tank 

𝑇𝐸𝑆, 𝑡𝑜𝑝: Top layer inside the TES tank 

𝑡𝑎𝑛𝑘: Water tank in experimental system 

𝑧𝑜𝑛𝑒: Air-conditioned zone  

𝑧𝑜𝑛𝑒, 𝑀𝑃𝐶: Model predictive controlled air-conditioned zone 
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GA: Genetic algorithm 

GSHP: Ground-source heat pump 
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MSE: Mean square error 

MILP: Mixed integer linear programming 

MPC: Model predictive control 

PID: Proportional-integral-differential 

RBC: Rule-based control 
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RJ: Random jumping 

RMSE: Root mean square error 

SQP: Sequential quadratic programming 

TES: Stratified chilled water thermal energy storage 

εDE-RJ: Epsilon constrained differential evolution with random jumping 
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ABSTRACT 

The present thesis aims to propose a model predictive control (MPC) strategy using artificial 

intelligence (AI) and to examine the practicality of its operational optimization of a building energy 

system with thermal energy storage (TES). 

 

A total primary energy consumption in building sector accounts for 20–40% globally. Especially, 

the main factor of building’s energy use is known to be caused by the heating, ventilation, and air-

conditioning (HVAC) systems during their operational phase. For this reason, it is crucial to effectively 

manage the building energy systems to condition the building space is crucial. In this respect, MPC is 

known as a promising way as an optimal control strategy for efficient building operations. 

 

The MPC is an optimal control method for HVAC systems because it determines the optimal control 

input based on the predicted future behavior of the HVAC system. However, the performance of the 

MPC controller is hugely influenced by the accuracy of the model that represents the system behavior 

and the efficiency of the optimization solver that searches for the optimum solution of the control input. 

 

In general, the HVAC system has a non-linear behavior composed of numerous and various 

equipment, therefore, constructing its predictive model is complicated. Also, when applying the MPC 

strategy, the optimization problem must be solved in a real-time manner and thus a low computational 

load is required. On the other hand, in recent years, with the improvement of the technical level of AI, 

it is expected that high-precision and high-speed prediction models and optimization algorithms can 

be expected. The practicality and applicability of the MPC strategy for the building facilities can be 

further enhanced when it is designed by using the AI. 

 

Therefore, in this study, an AI-based MPC framework was developed and verified for a building 

energy system equipped with TES based on the simulation and experimental analysis. The future 

behavior of the TES system was modeled using an artificial neural network (ANN), focusing on the 

fact that the high prediction accuracy and low computational cost can be expected from ANN. Also, a 

metaheuristic method was adopted as an optimization solver since it is known to have a faster 

convergence speed than the conventional mathematical programming in solving a nonlinear 

optimization problem with handling a multiple constraint. 

 

First, in Chapter 3, the practicality of the ANN prediction models in building energy systems was 

investigated. The ANN prediction models of the stratified chilled water TES system and the borehole 
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heat exchangers (BHE) for a ground source heat pump (GSHP) system were constructed based on a 

case study to determine the valid input parameters for the training dataset. The simulation results from 

a high-fidelity physical model were utilized as the training dataset for the TES system. In regard with 

the BHE system, the ANN model was constructed using the results from a numerical simulation. It 

was observed that a highly accurate ANN models that results in marked reductions in the 

computational cost can be constructed by combining the most valid input parameters.  

 

Also, the AI-based MPC strategy was proposed in Chapter 4 and its feasibility was analyzed with 

the choice of a virtual office building and target systems including TES. The ANN was utilized to 

predict the future behavior of the systems and the epsilon constrained differential evolution with 

random jumping (εDE-RJ) was implemented as an optimization problem solver to minimize operating 

costs. In addition, a significant occupancy disturbance was intentionally considered to test the ability 

of the MPC strategy to manage future disturbances. The simulation results of the AI-based MPC were 

compared with those of the conventional rule-based control (RBC). As a result, the MPC reduced the 

total operating costs 3.4% compared to the RBC during the four-day simulation period. 

 

However, it is still necessary to verify the AI-based MPC strategy by experimental analysis 

considering the following points. First, the historical data obtained from the simulation building model 

is quantitatively and qualitatively better than actual operational data since normally the real operation 

data incudes a huge noise and uncertainty in the measurement. Furthermore, in the simulation-based 

analysis, the system physics occurred in the actual system such as mechanical characteristics of 

equipment when the operation starts and stops the driving, the heat loss that occurs when the heat is 

transferred from the primary side to the secondary side, and the time delay or the fluctuation of the 

zone temperature regulation that occurs when the heat is supplied from the primary side to the 

secondary side cannot be carefully considered. Finally, the MPC controller should be tested both in a 

software manner and a hardware manner, by linking the main MPC calculator and the system.  

 

Therefore, the downscaled mock-up system was devised to validate the developed AI-based MPC 

strategy via experimental analysis in Chapter 5. The experimental system for the cooling operation 

includes an air-source heat pump chiller, TES, heat exchangers, and variable-speed pumps. The air-

conditioning space was simulated by the water tank, and the cooling load was assigned by an electric 

immersion heater. 

 

In Chapter 6, the developed AI-based MPC strategy was implemented to the experimental system 

under three representative cooling load profiles where the thermal load continues in a high, medium, 

and low level during the day and compared with the RBC strategies that prioritize the TES operation 
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with proportional integral differential (PID) controller. In conclusion, the proposed AI-based MPC 

strategy reduced the total operating cost by 9.06–14.56% compared to the RBC strategy. In addition, 

it was observed that the MPC strategy could flexibly determine the operation schemes depending on 

the level of the daily cooling load. 

 

In Chapter 7, the effectiveness of the AI-based MPC was further verified by comparing it with two 

different RBC strategies. Two RBC cases were collected from the experimental system that differed 

in the priority of the TES discharging operation during the cooling hours. Firstly, the RBC-1 case 

commenced the TES discharging operation as soon as the cooling operation hours was started. On the 

other hand, the RBC-2 case operated the chiller to manage the thermal and the TES was discharged 

where he electricity price was highest during the occupied hours. Based on the comparative analysis 

between the MPC strategy and those two RBC strategies, the potential of cost savings of AI-based 

MPC strategy was further verified to save the operating costs by 9.7–22.5%.  
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Chapter 1. Introduction 
 

1.1. Background and motivation 

Globally, the building sector accounts for approximately 20–40% of total primary energy 

consumption [1,2]. Especially in existing buildings, heating, ventilation, and air-conditioning (HVAC) 

systems account for a major part of their total energy consumption during the operational phase [3]. 

For this reason, effective management of building energy systems that condition the building space is 

crucial for reducing energy use and greenhouse gas emissions.  

In order to manage the energy use in the building sector, to introduce the active energy storage 

system such as thermal energy storage (TES) is known to be desirable. The TES can store thermal 

energy to be used at a later time for heating or cooling applications therefore the thermal peak load 

can be shifted, or the thermal load can be leveled. In a numerous previous article, it was found that the 

TES can provide operating cost savings by allowing the system to shift time of energy production to 

off-peak hours and also can improve energy efficiency by storing the excessive and waste heat and 

delivering to another or later time. 

The Fig. 1-1 below shows the duck curve problem observed in Kyushu area, Japan. The duck curve 

problem can be an alarming concern since the generation resources like solar power significantly 

reduce the load during the daytime but not during the nighttime and thus a surge in demand may occur 

as the sun sets. Given this fact, the energy storage system is expected to play an important role by 

storing energy in low demand hours for use in high demand hours. 

 

Fig. 1-1. The duck curve problem observed in Kyushu area, Japan (Kyushu Electric 
Power Co., Inc.). 
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To date, the energy storage system has been controlled by the three main conventional control 

strategies as follows: Storage-priority control, Chiller-priority control, and Constant-proportion 

control [4]. Those conventional control strategies can be included as the rule-based control (RBC) to 

manage the system based on the pre-defined simple if/then/else rules. According to the opinions from 

the people working in practice, the current situation is that the heat storage tank system is still 

controlled based on the constraint of a predetermined operating temperature in numerous existing 

buildings. However, it is necessary to develop intelligent ways to use TES rather than on/off schedule, 

for instance, optimizing the rate and time of TES discharge based on operational disturbances such as 

load, outdoor, price conditions. 

In this respect, model predictive control (MPC) has received significant attention as an optimal 

control strategy for efficient building operations [5]. MPC is a promising optimal control method for 

HVAC systems because it determines the optimal control input based on the predicted future behavior 

of the HVAC system [6]. Because of the predictive nature of MPC, in contrast with conventional 

control strategies such as on/off or proportional-integral-differential (PID) control, MPC is especially 

useful for controlling on-site energy storage systems such as TES systems [7].  

However, there are two main concerns in designing and implementing an appropriate MPC strategy 

as shown in. The core of the MPC controller consists of two main technologies: a prediction model to 

predict the dynamic behavior of the control subject and an optimization solver to find the optimal 

control input [8].  

In recent years, many researchers have dedicated their efforts to designing MPC strategies for the 

building sector to solve the low efficiency of building energy systems [9]. MPC is a promising control 

scheme for building management to guarantee zone temperature regulation, efficient energy use, and 

competitive operating cost by flexibly manipulating the control variables under fluctuating operating 

conditions such as weather conditions, occupancy levels, and electricity prices [10]. 

However, practical use of the MPC strategy in building operations is still lacking. One major reason 

for its slow uptake in the building field is the initial difficulty with obtaining a practical MPC 

framework that has a fast and accurate prediction model and a reliable optimization solver without 

exorbitant computational costs. In this regard, the practicalities of the MPC can be addressed using a 

machine learning prediction model and optimization solver. 

 

1.2. Literature review 

In the last few years, MPC has been received significant attention as an optimal control strategy for 

building energy systems [10,11]. In fact, in the building sector, HVAC systems take a large portion of 

the total primary energy consumption in the building sector [12,13]. Considering that most of the 

existing buildings in the world are not newly built buildings, it is considered that the most effective 
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way to manage the energy consumption in the building sector is to introduce an optimal control 

strategy for the HVAC systems [14].  

In the MPC strategy, the MPC controller calculates the control law by minimizing or maximizing 

the objective function handling constraints to find the optimal solution to the control problem set by 

the operator for the purpose of the building's operation. The objectives of the operation in the building 

sector can be briefly categorized as follows: to increase the thermal comfort of occupants, to reduce 

operation costs, to reduce the energy consumption, to effectively control the heat source equipment, 

or the combination of these. 

For example, Cigler adopted the MPC strategy to optimize the predicted mean vote (PMV) index 

and found that the energy can be saved further 10–15% while optimizing the PMV index [15]. Ferreira 

et al. also utilized the MPC strategy to satisfy the PMV index and save energy and found that energy 

can be saved greater than 50% while satisfying the PMV index for occupants’ thermal comfort [16].  

Also, Siroky et al. investigated that the MPC strategy had energy savings potential between 15% 

and 28% for building heating systems depending on the insulation level of the building envelop and 

the condition of the outside [17]. Rehrl et al. designed the MPC controller and found that it was well 

performed in the temperature control via water-to-air heat exchangers in HVAC systems [18].  

Especially, the MPC algorithm is known that it has a huge potential to be applied to active energy 

storage systems such as thermal energy storage (TES) or renewable energy heat sources because of its 

capability to consider the objective function with constraints in the optimization problem, and the 

prediction of the future behavior of the plant system considering the unexpected disturbances [7]. 

Based on this potential of the MPC application, many previous studies have been focused on its 

application to building energy systems, especially on active energy storage systems.  

For example, Ma et al. employed MPC strategy in the university building equipped with an active 

chilled water storage tank charged by a series of chillers and found that MPC could reduce the 

electricity bill up to 24.5% [19]. They also stated the formulation of MPC strategy in detail and shared 

the current issues of how to apply the MPC strategy for HVAC systems elaborately for its effective 

application to the thermal energy storage system in the previous publication of [20]. Also, Fiorentini 

et al. investigated a hybrid MPC strategy to control solar-assisted HVAC systems with on-site thermal 

energy generation and storage, and they found the hybrid MPC strategy could well perform to achieve 

the optimal operation schedule [21]. 

 

1.3. Current issue 

The concept of MPC is not new; it was proposed 40 years ago to support the processing industry 

[22] and has also been developed for the building sector to have high potential as a well-advanced 

control scheme for building energy systems that outperform conventional control schemes. However, 
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there are relatively few cases where the MPC strategy is actually applied to building energy systems 

considering that various studies as reviewed in the earlier section proposed and devised the MPC 

strategy verified as effective in building management. The considerable reason is that each building 

energy system has its own unique characteristics, so it requires considerable effort to create a 

predictive model and that an optimization method to solve large-scale optimization that is fast and 

efficient enough to be applied to real-time control must be prepared. 

As stated above, there are two key elements in the MPC framework, i.e., prediction models and 

optimization solver that are needed to be designed carefully to maximize the performance of the MPC 

strategy. Prediction models can be classified into three main categories: white-box models, grey-box 

models, and black-box models [23]. In general, energy behavior modeling of the building system using 

thermal resistance capacity model and the energy simulation tools such as TRNSYS, EnergyPlus, ESP-

r, and DOE-2 corresponds to the construction of a predictive model using a white-box model.  

For example, Ma et al. [24] utilized a simulation tool of EnergyPlus to model a multi-zone equipped 

with a variable air volume cooling system. Candanedo et al. [25] also utilized the EnergyPlus to predict 

the behavior of radiant floor heating and solar-source heat pump. Henze et al. [26] constructed a 

TRNSYS building model to capture the thermal behavior of commercial buildings equipped with 

active and passive building thermal storage. However, it is time-consuming to validate them while the 

computational load is relatively high when they were linked with an optimization process for MPC 

schemes, although it can assure the prediction performance [14]. 

Black-box models have lower complexity and require fewer inputs than white-box models, which 

rely on the specific physics of the system. Black-box models can be constructed without an in-depth 

understanding of complex system physics. Another benefit of the black-box models is that they can 

overcome the inconsistencies in complex building energy systems with high speed, and thus, they are 

especially well-suited for use in MPC controllers [7].  

Candanedo et al. used an MPC design for a building cooling operation with an ice storage device, 

and the system’s prediction models were identified with a simplified linear thermal model [27]. 

Touretzky et al. optimally managed the TES systems using an economic MPC strategy, where they 

configured the complex system, which included a chiller-based TES system, with an equation-oriented 

model based on the known physical parameters [28].  

Also, in order to construct a grey-box model, both time-consuming processes for constructing a 

physical model and parameter identification for a data-driven model are required. Black-box models 

can suffer from imprecise prediction when the training data do not cover a wide range, however, it is 

known that they are well-suited for use in MPC controllers with high speed if they can be appropriately 

constructed with qualified training data [7]. 

Since simplified system models generally suffer from inaccuracies due to the simplifications, an 

advanced approach for MPC design is needed. Among the numerous black-box models available, 
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artificial neural networks (ANNs) have been most commonly used for building predictions and HVAC 

control [29]. Using a surrogate ANN prediction model can overcome the drawback of the high 

computational load of white-box models while ensuring accurate predictions in MPC applications. 

Afram et al. designed an ANN-based MPC system and conducted a case study for managing residential 

HVAC systems with ground source heat pump systems. They found that the prediction performance 

of the proposed ANNs was significantly higher when utilized in practical MPC applications [30]. 

Optimization solvers can be segmented into two main categories: mathematical programming and 

metaheuristic algorithms [31]. Wakui et al. employed mixed-integer linear programming (MILP) as 

an optimization solver in the operation management of residential energy grids using an MPC strategy 

[32]. The MILP-based MPC controller was successful in limiting unnecessary shutdown and start-up 

of the cogeneration units. Kelman et al. utilized sequential quadratic programming (SQP) to solve the 

bilinear optimization problem in MPC implementation [33]. However, in general, the convergence 

speed of these mathematical-programming-based optimization problem solvers is slow because they 

are more appropriate for finding a solution to linear or convex problems rather than to nonlinear or 

nonconvex problems. Finding the optimal solution with high convergence speed and efficient 

constraint handling is needed for a reliable MPC controller.  

Ikeda et al. proposed a type of metaheuristics optimization method, called epsilon constrained 

differential evolution with random jumping (εDE-RJ). The εDE-RJ method worked as a highly 

efficient problem solver to find the optimal solution for multiple heating systems, including ground 

source heat pumps [34]. Furthermore, the authors validated the proposed εDE-RJ method by 

comparing it with conventional optimization algorithms such as dynamic programming (DP) and 

genetic algorithm (GA) methods. Both the original and advanced εDE-RJ methods performed well in 

finding an optimal operation strategy in district cooling systems by significantly reducing the operating 

costs and computational load compared to conventional optimization solvers [35]. With the 

development of these artificial intelligence and metaheuristics tools, MPC is expected to be 

implemented at scale to increase the efficient management of building energy systems. 

 

1.4. Overall objectives of present thesis 

The present thesis aims to propose a model predictive control (MPC) strategy for building energy 

systems using artificial intelligence (AI). With the choice of target energy systems that include a TES 

system, the MPC controller was proposed using AI techniques in order to secure the practicality and 

applicability for constructing a prediction model and optimization solver. Also, a developed AI-based 

MPC strategy was investigated and analyzed based on both simulation and experimental results. The 

overall research flow of the present study is shown in Fig. 1-2. 

In Chapter 1, the background, motivation, and purpose of this study are introduced. In this thesis, 
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in order to develop an effective MPC strategy, the artificial neural network (ANN) was utilized as a 

prediction model, and metaheuristics were applied for an optimization solver. In Chapter 2, a basic 

theory about fundamentals of MPC algorithm, ANN, and metaheuristics optimization method utilized 

in this study are described. First of all, the feasibility analysis of ANNs for building energy systems 

was conducted in Chapter 3. In this chapter, the entire modeling process of the prediction models for 

stratified chilled water thermal energy storage (TES) and borehole heat exchanger (BHE) for ground 

source heat pump (GSHP) system using ANN is presented. 

Based on the results from Chapter 3, it was found that ANN showed high prediction accuracy and 

low computational cost in predicting the behavior of the building energy systems. Therefore, the 

feasibility analysis of AI-based MPC strategy with the choice of a virtual office building and target 

energy systems including TES was conducted based on the simulation in Chapter 4. The simulation 

results obtained from Chapter 4 showed that the AI-based MPC strategy can obtain an optimal 

operation schedule of the building energy system including TES while reducing the total operating 

costs compared to the conventional rule-based control (RBC) strategy that prioritizes the TES 

operation. 

Therefore, in order to experimentally validate the proposed AI-based MPC strategy, the 

experimental setup was constructed and explained in Chapter 5. In Chapter 6, the developed AI-based 

MPC strategy was tested under three different patterns of cooling load schedules where the load 

continues as high, medium, and low during the day. Also, in order to verify the cost-effectiveness of 

the AI-based MPC strategy, the RBC case of TES priority operation with PID controllers was collected 

from the experimental system.  

In Chapter 7, the developed AI-based MPC strategy was tested and its results were compared with 

two RBC strategies that differed in the cooling operation with TES discharging priority. One of the 

RBC strategies commences the TES discharging operation as soon as the cooling mode commences 

and the other case begins the chiller cooling operation by itself, and the TES begins discharging when 

the electricity price is highest during the occupied hours. Finally, in Chapter 8, the conclusion of the 

present thesis was summarized, and the limitations of the research are addressed. 
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Fig. 1-2. Overall structure of thesis to propose and investigate AI-based model 
predictive control (MPC) for building energy system with thermal energy storage (TES).
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Chapter 2. Basic theory 
 

2.1. Model predictive control (MPC) 

Model predictive control (MPC) is a control algorithm that predicts the output of the system 

obtaining an optimized solution and assigns it as control input [36,37]. While a feedback control 

determines control input from previous information as shown in Fig. 2-1 (a). The MPC predicts the 

future behaviors of the control subject with the prediction model and determines a control input so that 

the object is optimized in a certain horizon as described in Fig. 2-1 (b). 

 

 

(a) Feedback control 

 

 

(b) Model predictive control 

Fig. 2-1. Comparison of block diagram between feedback control and model 
predictive control (MPC). 

 

In general, the control problem in the MPC strategy can be defined using a state-space model as 

Equations. (2-1) and (2-2) below. In Equations. (2-1) and (2-2), 𝑡 is the discrete-time index, 𝑢 𝑡  is 

the control input, 𝑥 𝑡  is the state of the control subject, and 𝑦 𝑡  is the control output. 

 

𝑥 𝑡 1 𝐴𝑥 𝑡 𝐵𝑢 𝑡  (2-1)

𝑦 𝑡 1 𝐶𝑥 𝑡 1  (2-2)
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For example, in building energy systems, 𝑥 𝑡  is considered as the status of the system such as 

inlet and outlet temperature of the heat source equipment or the temperature of the air-conditioning 

zone, 𝑢 𝑡  is the design variables to be chosen by the optimization solver such as the flow rate of 

supplying pump or the setpoint temperature of the heat source equipment, and 𝑦 𝑡  is the control 

output when the system was managed as of 𝑢 𝑡  such as the temperature of the air-conditioning zone, 

the electricity consumption of the heat source equipment, or the operating costs of the system. 

Using the Equations. (2-1) and (2-2) that simply defined by the state-space model, the expected 

control output up to a certain future time horizon of 𝐻  can be expected as shown in Equation. (2-3). 

 

𝑦 𝑡 𝐻 |𝑡 𝐶𝑥 𝑡 𝐻 |𝑡 𝐶 𝐴 𝑥 𝑡 𝐴 𝐵𝑢 𝑡 𝐻 |𝑡  (2-3)

 

Where the 𝑦 𝑡 𝐻 |𝑡   is the predicted control output from the current time step 𝑡  to the 

prediction horizon 𝑡 𝐻   at 𝑡  timestep based on the predictive model, 𝑥 𝑡 𝐻 |𝑡   is the 

expected state of the system from the current time step 𝑡 to the prediction horizon 𝑡 𝐻  with the 

available information at 𝑡  timestep, and 𝑢 𝑡 𝐻 𝑖|𝑡   is the design variables (free variables) 

from the current time step 𝑡  to the certain future horizon (i.e., control horizon) of 𝑡 𝐻   to be 

chosen by optimizer at 𝑡 timestep.  

 

In MPC controller, the optimization solver searches for the design variables of 𝑢 𝑡  in order to 

obtain an optimal future output of 𝑦 𝑡  on the considered time horizon, and at the same, time the 

efforts to reduce the difference the present control input and that of next timestep can be made to 

manage the system more stably without assigning a fluctuating control input. Therefore, the objective 

function (𝐽) to reach the target setpoint without changing the control amount suddenly in the MPC 

problem can be generalized as Equation. (2-4). 

 

𝐽 𝛼 𝑗 𝑦 𝑡 𝑗|𝑡 𝑦∗ 𝑡 𝑗 𝛽 𝑗 ∆𝑢 𝑡 𝑗 1  (2-4)

 

Here, 𝛼 is the penalty constant of the error between the predicted control output of 𝑦 and the 

target control output of 𝑦∗, 𝛽 is the penalty constant of the rate of change in control input (∆𝑢 𝑡

|𝑢 𝑡 1 𝑢 𝑡 |), 𝐻  is the prediction horizon, and 𝐻  is the control horizon. 
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In Equation. (2-4), when the discrete control time horizon is less than the prediction horizon (𝐻

𝐻  ), the difference of change in control input is zero ( ∆𝑢 𝑡 𝐻 ∆𝑢 𝑡 𝐻 1

⋯ ∆𝑢 𝑡 𝐻 0), therefore, the control input in all timesteps beyond the control horizon have the 

same value as the control input applied at 𝑡 𝐻  timestep of 𝑢 𝑡 𝐻 ). 

The schematic of the algorithm for the MPC was described in Fig. 2-2. The purpose of the MPC is 

to derive the optimal control input under the target command and use the moving horizon method (i.e., 

receding horizon method) in each timestep. To summarize, in MPC strategy, the control variables of 

𝑢∗ 𝑡 𝐻 |𝑡  can be chosen based on the iterative searching from the optimization solver, based on 

the following steps (also see Fig. 2-2): 

 

(Step 1) Define the current timestep as 𝑡 1 and acquire the measured value from the 

system (𝑦 ). 

(Step 2) 
Prediction model predicts the output of the system (y ) in the future horizon 

of [t, t H ] based on the measured value (𝑦t-1).and control variables chosen by 

optimizer (𝑢 | ). 

(Step 3) 
Iterative calculation to find the optimal control input (𝑢 |

∗  ) in the future 

horizon of [𝑡, 𝑡 𝐻 ] to minimize the objective function. 

(Step 4) 
Of the optimal control inputs obtained in (Step 3), only the first set of 𝑢∗  is 

assigned to the system from the next time 𝑡 to 𝑡 1, and return to (Step 1). 

 

 

Fig. 2-2. Schematic of the moving horizon algorithm for model predictive control 
(MPC). 
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2.2. Artificial neural network (ANN) 

The control problem of a building energy system composed of complex and various equipment 

corresponds to a nonlinear control problem [38]. Therefore, it is generally time-consuming to model 

accurate building and system physics. For this reason, in recent years, as the interest in technology 

improvement of artificial intelligence (AI) and big data processing has increased, artificial neural 

network (ANN) is widely used to predict and control the nonlinear characteristics of complex building 

energy systems [39]. The behavior of the ANN is simple to be understood, and the calculations 

performed at each node in the neural network can be mathematically explained [40]. There are various 

neural network models according to the structure of the neural network [41]. Although various neural 

network models such as recurrent neural network (RNN), convolutional neural network (CNN) are 

being utilized in recent years, the feedforward neural network model is still the most used [29].  

 

2.2.1. Multi-layer feedforward network 

A multi-layer perceptron is a neural network in which one or more hidden layers exist between an 

input layer and an output layer and connected in the direction of an input layer, a hidden layer, and an 

output layer. It is a feedforward type of network that the internal connection of each layer and the 

direct connection from the output layer to the input layer do not exist. The previous research [42] 

explains that the 3-layer feedforward type of neural network can emulate any function if the number 

of hidden neurons is set to a sufficient number. In general, the structure of a multi-layer perceptron 

can be described as shown in Fig. 2-3. 

 

 

Fig. 2-3. The structure of multi-layer (3-layer) perceptron. 
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Among the numerous neurons that multi-layer perceptron has, one neuron of them can be expressed 

as shown in Fig. 2-4. Each neuron in the input node is connected to a neuron in the hidden layer by 

weight (𝑤 ), and the neural network trains while updating this weight (𝑤 ). This relation can be 

expressed by Equation. (2-5), where the 𝑓 is an activation function. 

 

 

Fig. 2-4. Neuron modeling for artificial neural network (ANN). 

 

o 𝑤, 𝑥 𝑓 𝑤 𝑥  

   𝑓 𝒘 𝒙  
 𝑓 𝑛𝑒𝑡  

(2-5)

 

When the sum of the product of the weight (𝑤) and the input value (𝑥) is positive, the function 𝑓 

is active. When the sum of the product of the weight (𝑤) and the input value (𝑥) is negative, then 

function 𝑓 is inactive. There are several kinds of activation functions. Equation. (2-6) is used as a 

linear activation function when the range of mapping is not limited to a specific area. Equation. (2-7) 

is a hard limiting function (or can say as a step function), and if the value of 𝑛𝑒𝑡 is larger than 0, it is 

mapped as 1. If the value of 𝑛𝑒𝑡 is smaller than 0 then it is mapped as –1. 

 

𝑓 𝑛𝑒𝑡
c ⋅ 𝑛𝑒𝑡, 𝑛𝑒𝑡 0
𝑐 ⋅ 𝑛𝑒𝑡, 𝑛𝑒𝑡 0 𝑐 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  (2-6)

𝑓 𝑛𝑒𝑡
1, 𝑛𝑒𝑡 0
1, 𝑛𝑒𝑡 0 (2-7)
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Equation. (2-8) describes a bipolar sigmoid function with a mapping range of –1 to +1. Equation. 

(2-9) is a unipolar sigmoid function with a mapping range of 0 to +1. 

 

𝑓 𝑛𝑒𝑡
2

1 𝑒
1 (2-8)

𝑓 𝑛𝑒𝑡
1

1 𝑒
 (2-9)

 

The derivatives of the above two functions in Equation. (2-8) and Equation. (2-9) can be easily 

represented in terms of their own values. The derivatives of the above two functions can be expressed 

as Equation. (2-10) and Equation. (2-11), respectively. Because of the simple result of their derivatives, 

the Equation. (2-10) and Equation. (2-11) are frequently used as active functions for artificial neural 

networks. 

 

𝑓′ 𝑛𝑒𝑡
𝜆 1 𝑜

2
 (2-10)

𝑓′ 𝑛𝑒𝑡 𝜆𝑜 1 𝑜  (2-11)

 

2.2.2. Evaluation index 

The training of the ANN can be verified with statistical index by evaluating how well the predicted 

data from the ANN prediction model are matched to the target data. As the error between the predicted 

data from the trained ANN and the target data is close to zero and the relationship between the input 

parameter and the target parameter is established, the ANN can be judged as well trained. 

 

 Coefficient of determination (R2) 

The coefficient of determination (R2) can be obtained from the linear regression of the predicted 

and target data and indicate the variability of the data [43]. The range of the R2 index is between 0 and 

1, and the closer the value is to 1, the higher the correlation between the predicted data and the target 

data can be. However, since the result of error between predicted and target data is not considered with 

R2, the prediction accuracy of the ANN may be low even if the R2 value was shown close to 1. It is 

not appropriate to evaluate the accuracy of the ANN prediction model only with the R2 index since the 

R2 value is naturally increased if the number of independent variables increases. Therefore, it is 

recommended to be utilized together with other evaluation indices such as mean square error (MSE) 

which considers the error. The R2 can be calculated based on the Equation. (2-12). 
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R

1
𝑁 ∑ 𝑒

1
𝑁 ∑ 𝑦 𝑦

𝑜𝑟
∑ 𝑦 𝑦
∑ 𝑦 𝑦

 (2-12)

 

Where the R2 is the coefficient of determination, the 𝑒  is the error between predicted data and 

target data, the 𝑦  is the target data, the 𝑦 is the average of target data, the 𝑦  is the predicted data, 

the 𝑦  is the average of the predicted data, and 𝑁 is the number of data. 

 

 Mean square error (MSE) 

The mean squared error (MSE) is averaged over the square of the error. The MSE is often used as 

a qualitative measure of the accuracy of the statistical estimation because it is simple to calculate and 

perform statistical analysis. When the MSE value is closer to 0, this refers to the higher prediction 

performance. The MSE can be calculated according to the Equation. (2-13). 

 

MSE
1
𝑁

𝑦 𝑦  (2-13)

 

Here, the MSE is the mean square error, the 𝑦  is the predicted data, the 𝑦  is the target data, and 

𝑁 is the number of data. 

 

 Root mean square error (RMSE) 

The root mean squared error (RMSE) is a statistical index that can be calculated by the square root 

of the average of the error between the predicted data and target data, i.e., the square root of the MSE. 

The RMSE is a measure of how close the predicted data is to the target data. Statistically, the RMSE 

can assess how much the predicted data and the actual observed data have fallen on average. The 

RMSE can be calculated based on the Equation. (2-14). 

 

RMSE
1
𝑁

𝑦 𝑦  (2-14)
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 Coefficient of variation of the root mean square error (CVRMSE) 

The coefficient of variation of the root mean square error (CVRMSE), which can be derived from 

the RMSE, captures the variability in the error between the predicted and target values and is directly 

indicative of the uncertainty in the model used. When the CVRMSE is closer to 0%, the more accurate 

the prediction is. The CVRMSE can be derived from Equation. (2-15). 

 

CVRMSE
1
𝑦

1
𝑛

𝑦 𝑦 100
RMSE

𝑦
100 (2-15)

 

2.3. Metaheuristics 

2.3.1. Introduction 

There are several criteria for classifying optimization techniques depending on the viewpoints, such 

as the number of objective functions and the presence or absence of constraints. Basically, optimization 

methods are classified depending on the nature of the set (domain) of the variables to be selected by 

the optimization solver [44]. Therefore, optimization methods can be classified into a continuous 

optimization that searches for continuous variables and a discrete optimization that searches for 

discrete variables as shown in Fig. 2-5. Discrete optimization is also called combinatorial optimization. 

Furthermore, the discrete optimization problems are classified into exact methods, which can find 

global optimum solutions, and approximate methods, which can find reasonably good solutions that 

are close to optimal. 
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Fig. 2-5. Classification of optimization methods depending on the nature of the set 
(domain) of the design variables to be selected by the optimization solver [44]. 

 

The exact solution method includes a typical branch-and-bound method or a dynamic programming 

method. These methods can find a solution (i.e., exact solution) where the optimality is guaranteed 

even in an optimization problem having a large number of local optimum solutions. However, there is 

a disadvantage that it is difficult to converge in a problem that shows high non-linearity with numerous 

variables and cannot be differentiated. Under the condition of infinite iteration (i.e., when the time 

required for optimization calculation is infinite), it is desirable to pursue higher optimality, however, 

such convergence is meaningless in the application of real-life problems. It is practically impossible 

to solve a large-scale optimization problem in which the amount of calculation increases exponentially 

according to the size of the problem based on an exact solution method. 

As stated above, it is almost impossible to find the global optimal solution in a reasonable time 

using the exact solution method. In this case, an approximate solution method that finds a reasonably 

good solution that is close to the optimum by proceeding a searching for solutions within the 

permissible time is a useful alternative [45]. Metaheuristics are a type of approximate solution that is 

likely to find a good solution in an efficient time. The term metaheuristics were first used by Glover 

[46], the prefix ‘meta’ means higher lever or beyond in Greek, and ‘heuristics’ means to discover or 

to find. Therefore, metaheuristics mean a general-purpose algorithm for high-level discovery 

approximation solutions. 
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2.3.2. Types of metaheuristics 

From the 1960s to the present, various metaheuristic algorithms have been proposed as approximate 

solutions. These metaheuristics can be categorized in a wide variety of ways depending on the 

viewpoint, such as the number of candidate solutions to be used in each iteration, and the searching 

mechanism to find the optimal solution. In this chapter, the metaheuristic optimization solvers were 

classified as follows based on the phenomenon imitated by the metaheuristic algorithm. 

 

(1) Evolutionary algorithm (EA) that imitates the evolutionary process of nature 

The evolutionary process of nature is not only due to inevitability (rules), but also to coincidence 

(random or probability). The evolutionary algorithm that applies such a phenomenon to the search for 

a solution corresponds to Table 2-1. 

 

Table 2-1. Examples of metaheuristic algorithms of evolutionary algorithm (EA) to 
imitate the evolutionary process of nature. 

Year Algorithm Reference

1965 

1966 

1975 

1992 

1995 

Evolutionary strategy (ES) 

Evolutionary programming (EP) 

Genetic algorithm (GA) 

Genetic programming (GP) 

Differential evolution (DE) 

[47,48] 
[49] 
[50] 
[51] 
[52] 

 

(2) Algorithm that mimics the behavior of living organisms living in a crowd 

The algorithm that mimics the behavioral patterns of organisms that live in swarms or colony such 

as ants, bees, fish, and birds is classified in detail in Table 2-2. 

 

Table 2-2. Examples of metaheuristic algorithms to mimic the behavior of living 
organisms living in a crowd. 

Year Algorithm Reference

1992 

1995 

2001–2002 

2005 

Ant colony optimization (ACO) 

Particle swarm optimization (PSO) 

Bee colony optimization (BCO) 

Artificial bee colony (ABC) 

[53] 
[54] 

[55,56] 
[57] 
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(3) Algorithm that imitates natural and social phenomena 

Algorithms that mimic annealing in thermodynamics, human memory processes, and chord 

adjustment processes in music belong to this category as detailed in Table 2-3. 

 

Table 2-3. Examples of metaheuristic algorithms to imitate natural and social 
phenomena. 

Year Algorithm Reference

1983 

1986 

2001 

Simulated annealing (SA) 

Tabu search (TS) 

Harmony search (HS) 

[58] 
[46] 
[59] 

 

(4) Algorithm that searches the neighborhood by systematic iteration 

In addition, there are algorithms that search the neighborhood by systematic iteration that moves 

from the current solution area to the adjacent solution area in order to improve the objective function 

as shown in Table 2-4. 

 

Table 2-4. Examples of metaheuristic algorithms to search the neighborhood by 
systematic iteration. 

Year Algorithm Reference

1981 

1997 

1998 

Iterated local search (ILS) 

Variable neighborhood search (VNS) 

Guided local search (GLS) 

[60] 
[61] 
[62] 

 

2.3.3. Differential evolution (DE) 

Differential evolution (DE) was proposed by Storn and Price in 1995 [52,63] and corresponds to an 

evolutionary algorithm that mimics the evolutionary process of nature in metaheuristics. The basic 

idea is to allow a better individual to survive by arbitrarily selecting multiple individuals within the 

population, generating new individuals based on these differences, and comparing the new individuals 

with those within the generation. Here, an individual to be compared within a generation is called a 

target individual, and an individual newly generated from a difference between individuals within a 

generation for comparison is called a trial individual. Test individuals corresponding to each target 

individual are generated, and the excellent individual survives as the target individual of the next 

generation. As shown in Fig. 2-6, the process of mutation, crossover, and selection is mainly repeated 

to leave the good quality of individuals in the next generation and proceed with the search. In the latter 

section, each process of the differential evolution algorithm will be explained. 
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Fig. 2-6. Flow chart of differential evolution algorithm proposed by Storn and Price 
(1995) [52,63]. 

 

 

 Optimization problem 

An optimization problem is to find a solution that maximizes or minimizes an objective function 

under given constraints. Optimization is often used in real-life problems that occur in various fields 

such as science, engineering, business administration, and economics. It is solved by mathematically 

defining the objective function and constraints as shown in Equation. (2-16) according to the 

characteristics of the problem to be solved. 
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Minimize

Subject to

where

𝑓 𝐱  

𝑔 𝐱 0 𝑗 1, … , 𝑚  

ℎ 𝐱 0 𝑘 1, … , 𝑝   

𝐱 𝐱 𝐱  

𝐱 𝑥 , 𝑥 , … , 𝑥  

(2-16)

 

Where the 𝑓 𝐱  is the objective function, the 𝑔 𝐱  is the inequality constraints, the ℎ 𝐱  is the 

equality constraints, the 𝐱 is the design variables or free variables to be chosen by optimization solver, 

the 𝐱  is the lower limitation constraint on design variables of 𝐱, and the 𝐱  is the upper limitation 

constraint on design variables of 𝐱. 

 

 Initialization 

An individual of 𝐱 ,  is arbitrarily generated for the initialization as shown in Equation. (2-17). 

Here, 𝑁  indicates the number of individuals and 𝑁  indicates the number of generations. Therefore, 

individuals in D-dimensional can be expressed as shown in Equation. (2-18). 

 

𝐱 ,  𝑖 1,2, … , 𝑁 , 𝑔 1,2, … , 𝑁  (2-17)

𝐱 , 𝑥 , , 𝑗 1,2, … , 𝐷  (2-18)

 

If the upper and lower limits of an individual in the j-dimension are 𝑈  and 𝐿 , respectively, they 

can be randomly generated from the distribution of the range of 𝐿 , 𝑈   and initialized by the 

following Equation. (2-19). 

 

𝑥 , , 𝑟𝑎𝑛𝑑 0,1 𝑈 𝐿 𝐿 𝑖 1,2, … , 𝑁 , 𝑗 1,2, … , 𝐷  (2-19)

 

 Mutation 

Once the initial population of individuals has been generated, 𝑁  individuals are created for the 

test. In g generation, a test individual corresponding to each target individual is generated. Therefore, 

it is necessary to create a differential mutation. Mutations are generated by arbitrarily selecting two 

individuals and adding their scaled difference to an arbitrarily selected third individual as shown in 
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Fig. 2-7. 

 

 

Fig. 2-7. Generation of differential mutation in DE algorithm [52,63]. 

 

The generated mutation can be expressed as an Equation. (2-20). Here, 𝐹 is a scale factor, which 

is a parameter to change the moving length and adjusts the intensity of the search. The scaled 

difference vector of 𝐹 ⋅ 𝐱 , 𝐱 ,  is the difference between arbitrarily generated vectors within 

a population, and thus, the more diverse the population, the more diverse directions, and lengths can 

be guaranteed. 

 

𝐯 , 𝐱 , 𝐹 ⋅ 𝐱 , 𝐱 ,  (2-20)

 

Where the 𝐯 ,  is the trial vector, 𝐱 ,  is the base vector, 𝐱 , 𝐱 ,  is the difference vector, 

and the 𝐹 is the scale factor. 

 

 Crossover 

In the DE algorithm, a crossover is adopted to compensate for the differential mutation. As shown 

in Fig. 2-8, the mutation vector of 𝑣 ,  is crossed with the target vector of 𝑥 ,  which is the parent 

individual, and the candidate vector of 𝑢 ,  which denotes the child individual is obtained. 
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Fig. 2-8. Three candidate vectors of test individuals (𝐮 , 𝐯 , , 𝐮′ , , 𝐮′′ , ) by 
crossover in DE algorithm [52,63]. 

 

There are several types of the way how to crossover, however when using the binomial crossover, 

the candidate vector is determined as shown in Equation.  below. Here, 𝐶 ∈ 0,1   indicates the 

mutation rate of the probability that the target vector or mutation vector is selected. Also, 𝑟𝑎𝑛𝑑 0,1  

represents a random number, and 𝑗  represents a natural number randomly selected in the range 

of 1, 𝐷  that maximizes the D-dimension of the searching domain. In Equation. (2-21), the condition 

of 𝑗 𝑗  means that at least one individual inherits the mutation vector in order to prevent the 

candidate vector generated by the crossover from matching the target vector. 

 

𝐮 ,
𝐯 , ,  𝑟𝑎𝑛𝑑 0,1 𝐶 ∪ 𝑗 𝑗
𝐱 , ,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2-21)

 

 Selection 

When a test individual of 𝐮 ,   is generated by mutation and crossover, a better individual is 

selected and survives as an individual for the next generation through the comparison with the target 

individual of 𝐱 ,   based on Equation. (2-22). Once the survival selection is complete, the same 

process is repeated until the termination conditions are met. The termination conditions may include 

the maximum number of generations, the degree of improvement of the solution, and the maximum 

calculation time. 
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𝐱 ,
𝐮 , 𝑓 𝐮 , 𝑓 𝐱 ,

𝐱 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2-22)

 

2.3.4. Epsilon (𝜀) constraint method 

Constraint optimization problems generally have inequality constraints, equality constraints, and 

upper and lower limit constraints of design variables, and are defined as in Equation.  as stated in the 

previous section. There are various processing methods for handling constraints, such as generating 

only possible solutions that satisfy the constraints in the solution searching process, easily ignoring 

non-possible solutions that exceed the constraints, and giving penalties when the solutions are 

exceeding the constraints. 

In the epsilon (𝜀) constraint method [64,65], the degree of acceptance of constraints of 𝜑 𝐱  is 

introduced to express how much the constraint deviates. The degree of acceptance of constraints of 

𝜑 𝐱   is a function that satisfies the following Equation. (2-23). Here, 𝐷   means a feasible 

region that satisfies all the constraints. 

 

𝜑 𝐱 0 𝐱 ∈ 𝐷
𝜑 𝐱 0 𝐱 ∉ 𝐷

 (2-23)

 

Therefore, Equation. (2-24) can be defined and the objective function is evaluated based on the 

satisfaction of the constraints of the design variables. 

 

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑓 𝐱
𝑓 𝐱 𝐱 ∈ 𝐷
𝑓 𝐱 𝜑 𝐱 𝐱 ∉ 𝐷

 (2-24)

 

The degree of acceptance of constraints of 𝜑 𝐱  defines the degree of violation in the j constraint 

based on the penalty function as shown in Equation. (2-25) and Equation. (2-26). In Equations. (2-25)–

(2-26), 𝑃 denotes a constant. 

 

𝜑 𝐱 𝑚𝑎𝑥 max 0, 𝑔 𝐱 , max |ℎ 𝐱 |  (2-25)

𝜑 𝐱 𝑚𝑎𝑥 0, 𝑔 𝐱 ℎ 𝐱  (2-26)
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On the set of the objective function and the degree of acceptance of constraints 𝑓, 𝜑 , if the degree 

of acceptance of constraints of 𝜑 is less than 𝜀, priority is given to the magnitude relationship of the 

objective function of 𝑓. In other cases, the magnitude relationship of the degree of acceptance of 

constraints of 𝜑 is prioritized. This process is called 𝜀 level comparison [64,65]. If the results of the 

objective function at points 𝑥  and 𝑥  are 𝑓  and 𝑓 , and the degree of acceptance of constraints 

are 𝜑  and 𝜑 , then the normal magnitude relationship of  and  corresponding to the set of the 

objective function and the degree of acceptance of constraints 𝑓 , 𝜑  is compared in the 𝜀 level 

magnitude relationship as defined in Equation (2-27) and Equation (2-28) below. 

 

𝑓 , 𝜑 𝑓 , 𝜑 ⇔
𝑓 𝑓 𝜑 , 𝜑 𝜀
𝑓 𝑓 𝜑 𝜑
𝜑 𝜑 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2-27)

𝑓 , 𝜑 𝑓 , 𝜑 ⇔
𝑓 𝑓 𝜑 , 𝜑 𝜀
𝑓 𝑓 𝜑 𝜑
𝜑 𝜑 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2-28)

 

2.3.5. Epsilon-constrained differential evolution with random jumping (𝜀DE-RJ) 

Epsilon constrained differential evolution with random jumping (𝜀DE-RJ) is the algorithm proposed 

by Ikeda et al., [66] to improve the algorithm of b, which is the addition of epsilon constrained 

differential evolution (𝜀DE) to prevent it from being captured in a local minimum. The 𝜀DE-RJ is a 

solution searching method that improves the searching performance of constrained optimization 

problems by combining the DE algorithm, the ε constraint method, and the random jumping. When 

the target individuals in the population of 𝐱 ,  and 𝐱 ,  are similar, the following Equation. (2-29) 

is applied to Equation. (2-20). The validity of the ε DE-RJ method has been already evaluated in 

previous studies [67,68]. 

 

𝐱 ,
𝐱 , 𝐹 ⋅ 𝐱 , 𝐱 , |𝐱 , 𝐱 , | 1.0 10

𝐱 , 𝑟𝑎𝑛𝑑 0,1 |𝐱 , 𝐱 , | 1.0 10
 (2-29)

 

 

 

 

 

  



Chapter 3 Artificial neural network models for building energy systems 

Page 48 

 

 

 

 

 

 

 

 

 

 

 

Chapter 3. Artificial neural 

network models for building 

energy systems 

  



Chapter 3 Artificial neural network models for building energy systems 

Page 49 

  



Chapter 3 Artificial neural network models for building energy systems 

Page 50 

Chapter 3. 
Artificial neural network models for building 
energy systems 

 

Based on: 

D. Lee, R. Ooka, S. Ikeda, W. Choi, Artificial neural network prediction models of stratified thermal 

energy storage system and borehole heat exchanger for model predictive control, Sci. Technol. Built 

Environ. 25 (2019) 534–548. https://doi.org/10.1080/23744731.2018.1557464. 

 

3.1. Introduction 

Buildings have a long-term life cycle that takes at least several decades from being constructed to 

being destroyed. Most of the energy consumption of buildings is consumed by HVAC systems, and 

the efficient operation of such an energy-consuming HVAC systems greatly contributes to energy cost 

savings as well as reduction of greenhouse gas emissions. It is known that it is desirable to introduce 

active energy storage systems such as thermal energy storage (TES) as well as renewable energy 

source systems such as ground-source heat pump (GSHP) systems. Also, it is important to adopt the 

optimal operational strategy of these systems for efficient energy use of building energy systems. 

In this regard, model predictive control (MPC) has received a significant attention as an optimal 

control strategy for building energy systems [68,69]. The MPC is well-suited control strategy 

especially for energy storage systems and renewable energy systems since it determines the control 

inputs by solving an optimization problem consecutively based on the prediction of the system’s future 

behavior in a certain future time horizon [36]. However, to establish a MPC strategy, prediction models 

representing the systems present in the building facility are needed. The construction of these 

prediction models is the most fundamental and time-consuming part of the MPC design process and 

the model accuracy hugely affect the MPC’s efficiency [71]. 

Considering the intrinsic nature of the MPC problem, which involves iterative calculations, 

calculation time of prediction while maintaining a high prediction accuracy is a critical issue. 

According to the ASHRAE guideline [23], prediction models to represent the building energy systems 

can be constructed by three main approaches: white-box models, grey-box models, and black-box 

models. Comprehensive comparison of the advantages and disadvantages of each modeling method 

can be found in previous researches [6,72]. Based on the analysis from these previous publications, 

generally, black-box models have lower complexity and involve fewer parameters and can be 

constructed without an in-depth understanding of the complex system physics. The huge benefits of 
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black-box models are that they can deal with the nonlinearities in the system with high speed and are 

therefore especially well-suited for MPC design [7].  

Further, among the numerous black-box models available, artificial neural networks (ANNs) have 

been used most commonly for the predictions and control of HVAC systems [29]. Using a ANN 

prediction model trained by the historical data is one way to overcome the drawback of the high 

computational load while ensuring accurate predictions at relatively high speeds during MPC 

applications. 

However, ANN models have a typical drawback that reliable predictions cannot be assured when 

the data points lie outside the range covered by the training dataset. Thus, the utilization of a 

comprehensive training dataset that captures the system dynamics quantitatively as well as 

qualitatively is essential. Furthermore, when using ANN models, the researcher’s ability to establish 

and process a suitable training dataset and design an effective training structure is the most influential 

factor, as there are no reliable guidelines for determining the appropriate training structure. For these 

reasons, the final trained model is usually selected depending on the researcher’s experience in 

accordance with their research subject and purpose. 

For instance, in previous research [73], various parameters of the input data and the training 

structure were appropriately determined through a sufficient trial and error approach for the prediction 

of the performance of a central heating and cooling plant. Incorrect training using an improper training 

dataset may lead to errors in prediction. Thus, the training method and dataset, namely, the parameters 

to be used as the input data, and the structure of the ANN should be established with care. 

Therefore, in this chapter, an appropriate method for constructing ANN models of the stratified 

chilled water TES system and the borehole heat exchanger (BHE) of a GSHP system for use with MPC 

applications was investigated. 

 

3.2. Thermal energy storage 

3.2.1. Model description 

In order to generate the historical data of stratified chilled water TES tank, a multi-node model was 

used [74,75]. The entire TES tank was discretized into 20 nodes and each divided node was considered 

as fully mixed state so that the vertical temperature stratification can be modeled. A schematic of the 

TES system for charging and discharging modes is shown in Fig. 3-1. Inside the stratified TES tank, 

temperature stratification is occurred by the water density difference. The inflowing water entering the 

tank from the heat source and load side depending on the charging or discharging operation naturally 

streams into the i-th node where its density nearly matches. However, in this study, the inflowing 

position of the circulating water coming from the heat source side and the load side was fixed, and 

simultaneous operation of charging and discharging mode was not considered. 



Chapter 3 Artificial neural network models for building energy systems 

Page 52 

During the charging operation, the inflowing water from the heat source side enters the bottom node 

inside the tank. The temperature of the inlet water (𝑇 ) to the TES tank from the heat source was 

assumed as 4 °C. During the discharging operation, the returning water from the building load side 

flows into the top node inside the tank. The water temperature returning to the TES from the load side 

(𝑇 ) was assumed to be 14 °C. Also, the top node was denoted as node 1 while the bottom node was 

labeled as node 20. The initial temperature of the TES tank was set to 14 °C. 

 

 

Fig. 3-1. Multi-node model of stratified chilled water TES. 

 

The Equations (3-1)–(3-6) describe the temperature variation in each node subject to the inlet water 

temperature (𝑇  and 𝑇 ), mass flow rate of source and load sides (𝑚  and 𝑚 ), and the surrounding 

air temperature (𝑇 ). Since the inflowing water is introduced in a fixed position, the energy balance 

equation at each node can be summarized by that of the top node where the chilled water flows from 

the heat source side, the bottom node where the returning water flows from the load side, and the i-th 

node therebetween. 

The Equations (3-1) and (3-2) show the energy balance equation of the top node during the charging 

operation and discharging operation, respectively. In charging mode, the chilled water flows into the 

bottom node and continuously flows upward, so that the equation can be established with the 

temperature difference between the second node (𝑇 ) and mass flow rate of the source side (𝑚 ). On 

the other hand, in discharging mode, the returning water directly enters the top node. Therefore, the 

equation can be defined with the temperature difference between the water temperature of returning 

water from the load side (𝑇 ) and its mass flow rate (𝑚 ). 
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𝑚
𝑑𝑇
𝑑𝑡

𝑈𝐴
𝑐

𝑇 𝑇 𝑚 𝑇 𝑇  (3-1)

𝑚
𝑑𝑇
𝑑𝑡

𝑈𝐴
𝑐

𝑇 𝑇 𝑚 𝑇 𝑇  (3-2)

 

The energy balance equation on the i-th node in charging and discharging operation can be 

expressed as Equation (3-3) and Equation (3-4), respectively. The temperature variation at the i-th 

node can be derived based on the temperature difference between the upper and lower nodes and the 

mass flow rate. 

 

𝑚
𝑑𝑇
𝑑𝑡

𝑈𝐴
𝑐

𝑇 𝑇 𝑚 𝑇 𝑇  (3-3)

𝑚
𝑑𝑇
𝑑𝑡

𝑈𝐴
𝑐

𝑇 𝑇 𝑚 𝑇 𝑇  (3-4)

 

In charging operation, the chilled water streams into the bottom node so that the energy balance 

equation on the bottom node in charging operation mode can be described subject to the temperature 

difference between the chilled water temperature from the heat source side (𝑇 ) and its mass flow rate 

(𝑚 ) as shown in Equation (3-5). The temperature change of the bottom node in discharging operation 

can be expressed by the temperature difference between the upper node (𝑇 ) and the mass flow rate 

of the load side (𝑚 ) as shown in Equation (3-6). 

 

𝑚
𝑑𝑇

𝑑𝑡
𝑈𝐴

𝑐
𝑇 𝑇 𝑚 𝑇 𝑇  (3-5)

𝑚
𝑑𝑇

𝑑𝑡
𝑈𝐴

𝑐
𝑇 𝑇 𝑚 𝑇 𝑇  (3-6)

 

The node which has information of quantities of partial tank volume was assumed to represent a 

fully mixed state. Thus, the nonlinear temperature stratification in the TES tank due to the density 

difference is simplified to a linear behavior. The temperature change of 20 nodes was solved by the 

fourth-order Runge-Kutta method [76,77] based on the energy balance equations described above. The 

calculation time step was set to 10 sec. Also, the coefficient of overall heat transmission of the wall of 

the TES tank (𝑈) was assumed to be 0.5 W/(m2K). 
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3.2.2. Training dataset 

As shown in Fig. 3-2, a suitable training dataset of 2,000 operation patterns that covers a wide range 

of charging and discharging amount for the stratified TES tank were constructed. In the literature of 

CASCADEIII 2003 [78], a monthly average cooling load by the different building usage in Japan is 

open to the public. The 2,000 patterns of the TES operation scheme was constructed based on the 

monthly average cooling load data for August, within the executable range referred from the literature 

[66]. Fig. 3-3 describes the results of a 1-day-long simulation of the temperature distribution of all the 

nodes based on 1 pattern of the TES operation among the 2,000 patterns. In conclusion, the 960,000 

data points calculated on an hourly basis (24 h  2,000 patterns  20 nodes) were obtained as the 

training dataset. 

 

 

Fig. 3-2. 2,000 operation patterns for the stratified TES tank. 

 

 

Fig. 3-3. Temperature distributions of 20 nodes inside stratified TES tank after 1-day-
long calculation (corresponding to 1 operation pattern among the Fig. 3-2). 
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3.3. Borehole heat exchanger 

3.3.1. Model description 

To date, analytical response models such as the infinite line source model [79,80] and infinite 

cylindrical source model [79] have been utilized to recreate the temperature response of BHE. 

However, in such models, the heat transfer inside the BHE is simplified by using the steady-state 

thermal resistance without considering the heat capacity of the BHE itself. Hence, the early-time 

response and short-term changes subject to an abrupt heat flux change are not guaranteed to be accurate. 

Given the dynamic changes in thermal loads, the resultant temperature response is either overestimated 

or underestimated. 

On the other hand, when detailed numerical models are used, drawbacks in classical analytical 

models can be overcome, because they consider the shape and thermal properties of BHE components. 

Thus, a three-dimensional numerical model based on the finite element method was constructed to 

achieve high accuracy. However, a numerical model for BHE has a disadvantage of a huge 

computational load because of BHE’s extremely slender geometrical characteristics. As an alternative 

to reduce the computational load for MPC applications, the feasibility of using an ANN model was 

examined in this chapter. 

The physical properties of porous material of the ground must be considered by that of solid and 

fluid simultaneously. Therefore, in order to solve these difficulties in analysis, all properties of the 

ground element were assumed as one ideal bulk property based on the following equation. In Equation 

(3-7), the 𝜀 represents the porosity of soil, and the subscript 𝑏, 𝑓, and 𝑠 denote the bulk, fluid, and 

solid properties, respectively. 

 

𝜌 𝑐 𝜀𝜌 𝑐 1 𝜀 𝜌 𝑐  (3-7)

 

Based on the law of Hagen–Poiseuille flow [81,82], the fluid flow in the U-tube was simulated as a 

one-dimensional (1D) flow element. The 1D flow element was applied for the center of the pipe, and 

the fluid was assumed to be a pseudo-fluid to consider the turbulent movement in the actual pipe flow. 

As listed in Table 3-1, pseudo-fluid has a low thermal capacity of 1  10-6 MJ/(m3K) and notably high 

thermal conductivity of 1000 W/(mK). Since the high thermal conductivity of this pseudo-fluid occurs 

in anisotropic and its thermal conductivity in the vertical direction is zero, it is possible to reproduce 

turbulent flow dominant in the radial direction. Except for the pseudo-fluid in the 1D flow element, 

the boundary condition was set by the physical properties of general water. Besides the 1D flow 

elements in the U-tube, the numerical model is governed by the equation of energy conservation, as 

shown in Equation (3-8). Also, further details regarding numerical modeling using the 1D flow 
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element and its validation using experimental data can be found in [83].  

 

𝜌 𝑐
𝜕𝑇
𝜕𝑡

∇𝜆 ∇𝑇 𝑆  (3-8)

 

Table 3-1. Material properties utilized in numerical siumulation of BHE. 

 Volumetric thermal capacity 

(MJ/(m3K)) 

Thermal conductivity 

(W/(mK)) 

Soil (bulk) 2.6 1.8 

Fluid (water) 4.2 0.6 

Grout backfill 2.1 1.6 

U-shaped pipe 1.8 0.45 

Pseudo-fluid in tube 1  10-6 1,000 
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The calculation domain of BHE has 60 m in length, 60 m in width, and 150 m in depth as shown in 

Fig. 3-4. The height of the BHE was set as 100 m so that the axial heat transfer at the bottom end of 

BHE can be properly considered. The radius of the borehole was 0.062 m, the inner radius of the U-

tube leg was 0.013 m, the pipe thickness was 0.003 m, and the center distance between the inlet and 

outlet of the U-tube (shank space) was set to 0.056 m. The numerical model has a total of 767,084 

mesh elements, and more fine meshes were adopted for the BHE and near the depth of 100 m to 

consider the steep temperature gradient. 

 

 

Fig. 3-4. Numerical model for BHE: (a) Overview, (b) Ground plan, and (c) Magnified 
plan of area around BHE. 

 

All the boundary conditions are listed in Table 3-2. The surface of the top layer was set to be 

adiabatic. A Dirichlet condition of 17 °C was assigned to the lateral and bottom surfaces. The U-tube 

legs were modeled using a one-dimensional linear element as stated in the earlier section. In addition, 

a time varying Dirichlet condition was assigned to the BHE inlet element based on Equation (3-9). In 

Table 3-2, the negative and positive signs for the well-type of boundary conditions represent the inflow 

and outflow to the numerical model domain, respectively. Furthermore, the initial temperature of the 

entire model domain was set to 17 °C. 
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Table 3-2. Boundary conditions for numerical simulation of BHE. 

Surface or Element Condition Value 

Top surface Adiabatic - 

Lateral surface Dirichlet 17 °C 

Bottom surface Dirichlet 17 °C 

BHE inlet (linear element) Dirichlet (Time varying) Equation (3-9) 
Well-type 20 L/min 

BHE outlet (linear element) Well-type +20 L/min 

 

The time varying boundary condition assigned to the BHE inlet is described in Equation (3-9). The 

inlet fluid temperature of the BHE at the current time step (𝑇 ) was determined by retrieving the outlet 

fluid temperature at the previous time step (𝑇 ) and the heat rate at the current time step (𝑞 ), 

which is transferred from the GSHP to the circulating fluid. The sign of the second term on the right-

hand side in Equation (3-9) is negative when the GSHP operates in the heating mode and positive 

when the operating mode is cooling. However, in this study, only the heating operation mode was 

examined. Also, the calculation time step was set to 1 h. 

 

𝑇 𝑇 𝑞 /𝜌 𝑐 𝑉  (3-9)

 

3.3.2. Training dataset 

The heat rates assigned to the BHE (𝑞 ) were generated with the simple random sampling method 

with the extracted BHE heat rates (𝑞 ) within the probabilistic range of 0–4.3 kW to ensure the 

wide operational range of 0–4.3 kW. The data were generated for 100 weeks on a weekly basis using 

1-h intervals. Hence, the total number of data points was 16,800 (24 h  7 days  100 weeks). The 

data obtained by substituting the 16,800 data points during the numerical simulation were used as the 

training dataset to construct the ANN model. 

Moreover, when the numerical model was simulated all at once continuously with the whole 100 

weeks data of the extracted BHE heat rates (𝑞 ), the training data corresponding to the change from 

the initial ground temperature were found to be insufficient while assuming the initial ground 

temperature was set as 17 °C. Thus, the numerical simulation was conducted 10 times separately by 

dividing the data into 10-week intervals. The Fig. 3-5 shows an example of 10 weeks of randomly 

generated heat rate patterns and the Fig. 3-6 shows the simulation results of the BHE inlet and outlet 

temperature as calculated using the 10-week heat rate pattern described in Fig. 3-5. 
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Fig. 3-5. Sample 10-week heat rate pattern for numerical simulation of BHE. 

 

 

Fig. 3-6. Temperature changes as determined using numerical model and sample 
10-week heat rate pattern of BHE corresponding to the heat rate in Fig. 3-5. 

 

3.4. Construction of ANNs 

3.4.1. Training conditions 

Several types of neural network structures have been reported in the literature [41]. Among them, 

the feed-forward type of neural network is the most generic structure and utilized most widely. The 

Fig. 3-7 shows a schematic diagram of a multilayer feed-forward-type neural network structure, which 

consists of two hidden layers. The neuron is the basic processor to receive a number of inputs from 

the other neurons with weighted interconnections (𝑤) and generate one output.  

In this study, a general feed-forward type of neural network was considered, and the back-
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propagation algorithm was utilized for ANN construction. Also, the sigmoid function and linear 

function was applied as an activation function for hidden layers and output later, respectively. The 

number of hidden layers and their neurons can be determined differently, depending on the complexity 

and nature of the problem at hand. 

 

 

Fig. 3-7. Structure of multilayer (four-layer) feed-forward type of artificial neural 
network. 

 

The Levenberg–Marquardt (LM) algorithm [84,85] was applied for the training optimization 

algorithm using the software of MATLAB. The entire dataset was normalized in a range of [–1, 1], 

since it is know that more efficient training can be performed when the input and target parameters are 

normalized [86]. When the training was completed, the output parameters were back into the original 

units. During the training, the dataset was divided into three groups in a random manner for the training 

(70%), validation to prevent overfitting (15%), and the evaluation (15%) purposes. 

 

3.4.2. Case study 

 TES 

Total six cases were examined with the different combinations of input parameters as shown in 

Table 3-3. The cases of TES 1 to TES 3 commonly included the previous time step of top and bottom 

node temperatures (𝑇   and 𝑇  ) and the current time step of heat remaining amount (𝑄  ). 

However, each case has a difference in input parameters whether to consider the average tank 
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temperature (𝑇 ) and the temperature distributions for all nodes (𝑇 , 𝑇 , ⋯ , 𝑇 , and 𝑇 ) at 

the previous time step. In case of TES 4 to TES 6, the amount of heat remaining in the previous time 

step (𝑄 ) was additionally considered in each of case TES 1 to TES 3 based on the assumption that 

more information would improve the prediction performance. 

 

Table 3-3. Input and target parameters for ANN models of stratified TES. 

Case Input data Target data 

TES 1 𝑄 , 𝑇 , 𝑇  

𝑇 , 𝑇  

TES 2 𝑄 , 𝑇 , 𝑇 , 𝑇  

TES 3 𝑄 , 𝑇 , 𝑇 , ⋯ , 𝑇 , 𝑇  

TES 4 𝑄 , 𝑄 , 𝑇 , 𝑇  

TES 5 𝑄 , 𝑄 , 𝑇 , 𝑇 , 𝑇  

TES 6 𝑄 , 𝑄 , 𝑇 , 𝑇 , ⋯ , 𝑇 , 𝑇  

 

 BHE 

The prediction accuracy of ANN models to predict the outlet temperature of the BHE at the current 

time step (𝑇 ) was examined in eight cases shown in Table 3-4 with the various combination of 

following input parameters: the outlet temperature of the BHE (𝑇 ), the rate of heat extraction from 

the BHE (𝑞 ), the cumulative amount of heat extracted by the BHE (𝑄 ), and the difference in 

the rates of heat extraction between consecutive time steps (∆𝑞 ).  

 

Table 3-4. Input and target parameters for ANN models of BHE. 

Case Input data Target data 

BHE 1 𝑇 , 𝑇 , 𝑞 , 𝑞  

𝑇  

BHE 2 𝑇 , 𝑞  

BHE 3 𝑇 , 𝑇 , 𝑞  

BHE 4 𝑇 , 𝑞 , 𝑞  

BHE 5 𝑇 , 𝑞 , 𝑄  

BHE 6 𝑇 , 𝑇 , 𝑞 , 𝑄  

BHE 7 𝑇 , ∆𝑞  

BHE 8 𝑇 , 𝑇 , ∆𝑞 , ∆𝑞  
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3.5. Results and discussion 

3.5.1. Evaluation index 

To compare the prediction accuracy of each trained ANN model, following statistical indices were 

utilized: the coefficient of determination (R2), the root mean square error (RMSE), and the coefficient 

of variation of the root mean square error (CVRMSE). The ASHRAE Guideline 14-2002 suggests 

using the R2 and the CVRMSE to evaluate the surrogate models, and a model with more than 0.8 of 

R2 and less than 30% of CVRMSE is a suitable [87]. The CVRMSE can be derived from the RMSE 

and capture the variability in the prediction error and model uncertainty. The RMSE and the CVRMSE 

were calculated using Equations (3-10) and (3-11), respectively. 

 

RMSE
1
𝑛

𝑦 𝑦  (3-10)

CVRMSE
1
𝑦

1
𝑛

𝑦 𝑦 100
RMSE

𝑦
100 (3-11)

 

3.5.2. ANN selection for TES 

 Model evaluation 

The results of R2, RMSE, and CVRMSE indices for each case were investigated as shown in Fig. 

3-8. All the cases showed a high R2 results greater than 0.99, however, the results were differed in the 

CVRMSE. (Detailed results of model evaluation can be found in Appendix 1). 

As a result, it was possible to predict the current outlet temperatures (𝑇  and 𝑇 ) with ease when 

the amount of heat remaining at the current time step (𝑄 ) and the outlet temperatures at the previous 

time step (𝑇  and 𝑇 ) were known. Basically, the R2 value showed a high result in every case 

with over than 0.99, however, the RMSE and CVRMSE could be hugely improved by adding a 

parameter of the tank average temperature at the previous time step (𝑇 ). Also, the information of 

the temperature distributions in all nodes at the previous time step (𝑇 , 𝑇 , ⋯ , 𝑇 , and 𝑇 ) 

could help to improve the accuracy as the case of TES 3 showed better results compared to TES 2 case. 

Moreover, it was verified that additional input parameters of the heat remaining at the current time 

step (𝑄 ) as well as that at the previous time step (𝑄 ) can further increase the accuracy. 

Regarding the training structure of the ANN model, it was confirmed that the prediction 

performance could be generally improved when the number of hidden layers and hidden neurons was 

increased except for few cases. 
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Fig. 3-8. Model evaluation with CVRMSE comparison in all cases for stratified chilled 
water TES system. 

 

In conclusion, the ANN model of TES 6 case consists of two hidden layers and thirty neurons each 

showed the highest prediction performance, with the highest R2 and the lowest RMSE and CVRMSE 

results. The Fig. 3-9 and Fig. 3-10 show the detailed evaluation results of the TES 6 case using the 15% 

of separated dataset. 
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Fig. 3-9. Results of correlation analysis between predicted and target temperatures 
for selected ANN model (case TES 6) with two hidden layers and thirty neurons each. 

 

 

Fig. 3-10. Histogram of error between predicted and target temperatures for selected 
ANN model (case TES 6) with two hidden layers and thirty neurons each. 

 

 Computational cost 

The computational cost of the selected ANN model (TES 6 case with two hidden layers and thirty 

hidden neurons) was confirmed in order to investigate its applicability for MPC framework. According 

to the paper by Serale et al., the prediction horizon for MPC is generally set as 24 h [14]. Therefore, 

the computational speed of the selected ANN to predict the target data for 24 h ahead was tested on a 

personal computer (Windows 10 64-bit machine with an Intel Core i7 4790 3.6 GHz processor and 8 

GB RAM). As a results, given the fact that the ANN model took only 0.27 s and the physical model 

took 13 s, the computational cost was available to be reduced sharply by adopting an ANN model (see 
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the Fig. 3-11). The time of 13 s from the physical model may seem very fast but this result refers only 

the time taken to perform the prediction. Any reductions in prediction speed can be a significant 

advantage in the MPC framework, since the MPC involves large amount of consecutive optimization 

calculations in each control time step. 

 

 

Fig. 3-11. Comparison of prediction speed between selected ANN and physical 
model for stratified chilled water TES system. 

 

3.5.3. ANN selection for BHE  

 Model evaluation 

The evaluation results of the different cases can be compared in Fig. 3-12 and also in Appendix 2. 

In the comparative results in different training structures, any meaningful difference of R2, RMSE, 

and CVRMSE results were found. In the case of BHE 4, the heat extraction rate at the previous time 

step (𝑞 ) was added in case of BHE 2 and showed a better prediction accuracy. In BHE 5 case, the 

cumulative heat extracted until the current time step (𝑄 ) was additionally considered in BHE 2 

case and showed a better prediction accuracy. Given this fact, it can be inferred that the heat extraction 

rate and the cumulative heat extraction is a valid input parameter to predict the outlet temperature of 

the BHE system. 

For BHE 7, the difference in the rates of heat extraction for the current and previous time steps 

(∆𝑞 ) was additionally considered as an input parameter, however, showed the worst prediction 

accuracy of all the cases. Therefore, it can be inferred that the difference in the rates of heat extraction 

(∆𝑞 ) is not an influential parameter and can be excluded in the training data. Similar to the case of 

BHE 7, the case of BHE 8 also considered the input parameter of the difference in the rates of heat 

extraction. However, in the latter case, the more information between the rates for the previous time 

step and the two-step-prior time step (∆𝑞 ) and the outlet temperature at the two-steps-prior time 
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step (𝑇 ) was considered, therefore, it can be surmised that ANN considers more information about 

the parameter of the outlet temperature (𝑇 ) and the difference in the rates of heat extraction (∆𝑞 ) 

with the consecutive time steps similar to the current rate of heat extraction (∆𝑞 ) itself. 

 

 

Fig. 3-12. Model evaluation with CVRMSE comparison in all cases for the BHE of 
GSHP system. 

 

 

In conclusion, the ANN model that showed the best prediction performance was the case of BHE 1 

consists of two hidden layers with thirty neurons each (R2 value was 0.9999, RMSE value was 

0.0053 °C, and CVRMSE value was 0.04%). Detailed evaluation results from the case of BHE 1 using 

the separated evaluation dataset can be found in Fig. 3-13 and Fig. 3-14 below.  

 

 

 

Fig. 3-13. Results of correlation analysis between predicted and target temperatures 
for selected ANN model (case BHE 1) with two hidden layers and thirty neurons each.
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Fig. 3-14. Histogram of error between predicted and target temperatures for selected 
ANN model (case BHE 1) with two hidden layers and thirty neurons each. 

 

 Computational cost 

The computational cost of the selected ANN model (case BHE 1 with two hidden layers and thirty 

neurons each) was examined. As shown in Fig. 3-15, the prediction speed with the numerical model 

and the ANN model were 261.82 s and 0.46 s, respectively. Thus, it was verified that the computational 

cost was hugely saved with using the ANN model instead of the numerical model. 

 

 

Fig. 3-15. Comparison of prediction speed between selected ANN and numerical 
model for BHE system. 
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3.6. Conclusion 

In this study, ANN prediction models of the stratified chilled water TES system and the BHE for a 

GSHP system were constructed based on a case study to determine the appropriate combination of 

input parameters and training structures. This study could verify that a highly accurate ANN models 

with the significant savings in computational cost can be constructed by combining the valid input 

parameters and training structures. The primary results of the study can be summarized as follows: 

• For the stratified chilled water TES system, the amount of heat remaining during the current 

and previous time steps ( 𝑄  and 𝑄  ) as well as information regarding temperature 

stratification during the previous time step (𝑇 , 𝑇 , ⋯ , 𝑇 , and 𝑇 ) are valid as input 

parameters to predict the outlet temperature in charging and discharging operation (𝑇  and 𝑇 ). 

• Regarding the BHE for the GSHP system, the outlet temperature during the two-steps-prior 

time step and that during the previous time step (𝑇  and 𝑇 ) as well as the rate of heat 

extraction during the current time step and that during the previous time step (𝑞  and 𝑞 ) 

must be included as the input parameters for ANN model training in order to predict the current 

outlet temperature (𝑇 ). 

• Furthermore, the constructed ANN model can be adequately utilized as a prediction model in 

the MPC scheme its computational cost can be remarkably reduced compared to the 

conventional physics-based or numerical model. 
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Chapter 4. 
Feasibility analysis of AI-based MPC based 
on simulation 

 

Based on: 

D. Lee, R. Ooka, S. Ikeda, W. Choi, Y. Kwak, Model predictive control of building energy systems 

with thermal energy storage in response to occupancy variations and time-variant electricity prices, 

Energy Build. 225 (2020) 110291. https://doi.org/10.1016/j.enbuild.2020.110291. 

 

4.1. Introduction 

Energy storage systems such as thermal energy storage (TES) systems that shift on-peak loads to 

off-peak hours are known to improve the effectiveness of HVAC operations [88]. It is well known that 

introducing a TES to the building energy systems has great potential to reduce the thermal peak load 

and increase cost savings compared to conventional chilled water systems [89]. However, it is 

important to develop effective operational strategies to maximize the utilization of the TES systems 

avoiding the mismatch the gap between the energy supply and building’s end-user demand with 

dynamically varying occupancy schedules and electricity prices. In this respect, model predictive 

control (MPC) has received huge attention as an optimal control strategy for efficient building 

operations with TES [6]. 

MPC is a promising control strategy for HVAC systems with TES tank because it determines the 

optimal control input based on the predicted future behavior [36]. Because of its predictive nature, 

MPC is especially useful for operating on-site energy storage systems that have incorporated TES 

unlike the conventional control strategies such as on/off or proportional-integral-differential (PID) 

control [7]. According to the previous research, the operating cost of a building energy system with 

TES component could be reduced by adopting the MPC strategy by up to 8% [90] and 25–30% [91].  

One of the advantages of the MPC strategy is that it considers future disturbances. The disturbances 

that affect the building energy management can be classified into three categories: climatic 

disturbances, occupant-behavior-related disturbances, and time-variant electricity pricing disturbances 

[14]. These three elements are key factors that need to be considered to manage to build facilities 

effectively. For this reason, various studies have been conducted to show how building energy systems 

can be controlled efficiently when considering these dynamic elements. For instance, it was confirmed 

that the control of HAVC system using a real-time occupancy recognition showed high savings in 

energy consumption in large public space [92]. Also, it was found that variations in occupancy status 

may cause additional energy consumption by 25%, and this is more influential compared to the 
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measurement error of the outside temperature and solar irradiation [93].  

MPC is promising way to avoid the mismatch the gap between the charged heat amount and the 

internal heat load that can affect optimal building operations with regard to TES systems more than 

with other HVAC systems [94]. In this respect, it is highly advantageous to account for dynamic 

information around these three elements when using MPC to optimize the operation of building 

facilities with a TES system. However, to date, research that examines the ability of MPC to manage 

unexpected operational disturbances for TES systems is insufficient.  

Therefore, the purpose of this study is to examine the ability of MPC strategy to manage the 

unexpected operational disturbances for the operation of TES system. The Fig. 4-1 shows the flowchart 

of the present study in this chapter. Target building and its energy systems with the TES tank was 

assumed and modeled by the building simulation tool. To secure a practically applicable MPC 

controller, artificial intelligence tools were utilized to construct a prediction model and optimization 

solver. In this chapter, a case study was conducted to examine the MPC’s ability to handle future 

disturbance scenarios subject to time-varying occupancy profiles and electricity prices. Optimal 

control results of the MPC strategy were evaluated by comparing it to a conventional rule-based 

control (RBC) strategy, which prioritized the operation of the TES. 

 

  



Chapter 4 Feasibility analysis of AI-based MPC based on simulation 

Page 73 

 

 

Fig. 4-1. Overall flowchart of the study to develop and evaluate AI-based MPC 
strategy based on the simulation analysis. 

 

4.2. Description of building 

A virtual building with a simple floor plan located in Tokyo was considered as a target building. A 

software of OpenStudio version 2.3.0 [95] and EnergyPlus version 8.5.0 [96] were utilized to modeling 

the virtual structure. The weather data used for the simulation were obtained from a Tokyo weather 

file that was created by referring to the expanded Automated Meteorological Data Acquisition System 

(AMeDAS) design weather data [97]. The cooling operation of the HVAC system was considered and 

the air-conditioning period for zone cooling was set from June 15 to September 15, during the 

weekdays. 

The target building was an eight-story office building with a total floor area of 6,110.56 m2 and the 

Fig. 4-2 shows the target building’s overview and reference floor plan. As the figure shows, the office 

area was divided into two main spaces: the core space and the office space. The air-conditioning was 

conducted only in the office working area, and the thermal zone was modeled as a single lumped zone 

to simplify the analysis.  
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(a) Overview (b) Reference floor plan 

Fig. 4-2. Target building. 

 

The window-to-wall ratio was set at 80% and the design flow rate of the building infiltration was 

set at 0.0167 m3/s. The material properties of the building envelop were set as follows: exterior wall 

= 0.95 W/(m2K); roof = 0.49 W/(m2K); floor = 0.71 W/(m2K); and window = 2.97 W/(m2K). The 

baseline for the internal heat load elements were considered referring from the previous studies which 

modeled the Japanese office buildings [98–100] and was set as follows: occupancy density = 0.35 

person/m2; metabolic heat gain from a person = 120 W/person; lighting = 10 W/m2; and equipment = 

15 W/m2. The occupied office hours were set from 9 am to 6 pm and cooling operation was conducted 

from 8 am to 6 pm including one hour of pre-cooling with a single cooling setpoint temperature of 

26 °C. 

 

4.3. Description of system 

The building energy systems including TES tank considered in this study are illustrated in the Fig. 

4-3. The system consisted of four main components: air-source heat pump chiller (Chiller in Fig. 4-3) 

and one stratified chilled water thermal energy storage (TES) system for the primary side, as well as 

two fan coil units (FCU1, FCU2) for the secondary side. During the charging operation, the chiller sent 

chilled water to the TES tank and TES can manage the cooling load of the thermal zone during the 

discharging operation. When the TES was not available to manage the cooling load individually, the 

chiller began to operate in parallel. 

As shown in Fig. 4-3, four water loops were connected by three counter-flow-type of fluid-to-fluid 

heat exchangers (HEX1–HEX3) and five variable-speed pumps (Pump1–Pump5). The control variables 

were the mass flow rates of Pump1–Pump5. Since the setpoint temperature of the chiller outlet was 

fixed at 4 °C, the output of the system could be managed by the variable mass flow rates. Also, the 

TES tank was assumed to have 10-layer temperature stratifications, and the fans attached to fan coil 
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units were set to be controlled by a constant flow. 

According to the pre-simulation results, the cooling peak load was confirmed as 229 kW. Therefore, 

the nominal capacity of the system components was fixed. The nominal capacity of FCU1 and FCU2 

was set to 150 kW so that each fan coil unit could have a 30% safety margin to the half of the cooling 

peak load of 114.5 kW. The cooling capacity of the chiller was set to 390 kW to have a 30% margin 

to the sum of the nominal capacity of the two fan coil units. The volume of the TES tank was set to 

170 m3 to manage the daily cooling load of 762.8 kWh (40% of the maximum daily cumulative cooling 

load of 1,907 kWh). 

 

 

Fig. 4-3. Schematic of the target building energy system with TES. 

 

4.4. Construction of ANNs 

In the MPC strategy, an artificial neural network (ANN) was utilized as a surrogate model of the 

target thermal zone and its energy system. In the training of the network, a neural network toolbox 

from MATLAB software was utilized. 

 

4.4.1. Training datasets 

To prepare the appropriate training data, 64 datasets were obtained by combining the following 

simulation conditions: random occupancy density, four sets; constant occupancy density with 25% 

intervals, four sets; random mass flow rate of pumps, four sets; and constant mass flow rate of pumps 

with 25% intervals, four sets. Therefore, a total of 142,848 (93 d × 24 h × 64 datasets) hourly data 

were prepared. During the training process, the dataset was divided by three groups for the training 

(70%), validation to avoid excessive training (15%) and evaluation (15%) process based on the simple 

random method. The batch size was set at 1, and when the training was completed, the trained ANNs 

were estimated by the separated 15% of dataset with the results of the coefficients of determination 

(R2), root mean square error (RMSE), and the coefficients of variation of the root mean square error 

(CVRMSE). 
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4.4.2. Input and target parameters 

When using ANN models, a researcher’s ability to select a suitable input and target data is crucial 

since there is any specific guidelines to determine the combination of input parameters. The input 

parameters are generally selected based on the researcher’s experience and in accordance with the 

research subject and purpose. For instance, in a previous study, various parameters were tested and 

analyzed to increase the accuracy to predict the target data and the final combination of input 

parameters was determined through a sufficient trial-and-error [101]. This study constructed a four 

ANNs to predict the following parameters of the zone and system: room temperature, the temperature 

of the top and bottom layers inside the TES tank, inlet and outlet temperatures of the chiller, and the 

electricity consumption of the chiller. This study also conducted a sufficient trial-and-error approach 

to decide the best input parameter to obtain the high prediction accuracy and the selected input 

parameters are listed in the Table 4-1. The prediction of the room temperature was utilized in 

optimization solver to calculate the error between the cooling setpoint temperature.  

 

Table 4-1. Selected input and target parameters of four constructed ANNs. 

 Prediction subject Input parameter Target parameter

1 
Air-conditioned 

zone 

𝑇 , 𝑆 , 𝑆 , 𝑁 , 𝑇 , 
𝑚 , 𝑚 , 𝑚 , 𝑚 , 𝑚  

𝑇  

2 TES 
𝑇 , , 𝑇 , , 𝑇 , 

𝑚 , 𝑚 , 𝑚 , 𝑚 , 𝑚  
𝑇 , , 𝑇 ,  

3 

Chiller 

𝑇 , 𝑅𝐻 , 𝑇 , 𝑇 , , 𝑇 , , 𝑇 , , 𝑇 , , 
𝑚 , 𝑚 , 𝑚 , 𝑚 , 𝑚  

𝑇 , , 𝑇 ,  

4 
𝑇 , 𝑅𝐻 , 𝑇 , 𝑇 , , 𝑇 , , 𝑇 , , 𝑇 , , 
𝑚 , 𝑚 , 𝑚 , 𝑚 , 𝑚  

𝐸  

 

Fig. 4-4 shows the flowchart to search optimum control variables by the optimization solver based 

on the predicted parameters from the trained ANNs. In each ANN, the mass flow rate of the five 

variable-speed pumps (𝑚 –𝑚 ) was included as input parameter therefore to capture the 

system behaviors according to the variations of decision variables. At the initial step, the mass flow 

rates of each pump were set as random values, and at the final step, the optimum mass flow rate of 

each pump can be found as the number of optimization calculation increased. 
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Fig. 4-4. Flowchart to search optimal control variables using ANNs and optimization 
solver. 

 

4.4.3. Hyperparameters 

A multilayer feed-forward-type neural network structure was adopted and the back-propagation 

algorithm was employed. The sigmoid function was used as an activation function for the hidden layers 

and as a linear function for the output layer. The Levenberg–Marquardt (LM) algorithm [84,85] was 

used as the training optimization algorithm. The entire training dataset was normalized in the range of 

[–1, 1] because the data preprocessing of normalization is known to improve the prediction 

performance of the neural network [86]. After the network was trained, the output parameters were 

back to the same units. 

The number of hidden layers and their hidden neurons can be determined based on the complexity 

and nature of the problem at hand. Based on the trial-and-error approach, various combinations with 

different numbers of hidden layers and their neurons were confirmed. The evaluation results from the 

different number of hidden layers and neurons are illustrated in Fig. 4-5. In conclusion, a four-layer 

feed-forward type network composed of two hidden layers with thirty neurons was selected. 
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Fig. 4-5. Evaluation results of trained ANNs with different numbers of hidden layers 
and hidden neurons. 

 

4.4.4. Model evaluation 

The correlation analysis and the error histogram between the target and predicted data are described 

in Fig. 4-6 (a)–(d). The R2 results of all ANNs showed a very high accuracy with over 0.9. Also, the 

RMSE were resulted as less than 0.167 °C for the temperature prediction of thermal zone and TES 
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component. Moreover, the RMSE was results with a higher accuracy (0.0894 °C) for the temperature 

of the chiller component. Regarding the electricity consumption of the chiller component, the 

prediction accuracy was shown as high with the RMSE results of 0.031 kWh. 

 

 

Fig. 4-6. Evaluation results of trained four-layer feed forward type (two hidden layers 
and 30 hidden neurons) ANNs. 

 

4.5. MPC implementation 

The MPC strategy was implemented for the target thermal zone and system using trained ANNs and 
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optimization solver. The ANNs predicted the future states of the building and its energy system from 

ahead to the prediction time horizon and optimization solver searches optimal mass flow rates based 

on the predicted results at control time step intervals. The analysis was conducted based on the 

simulation for four weekdays where the outdoor temperature was shown as the highest. A third-party 

software, building controls virtual test bed (BCVTB) version 1.6.0 [102] in the Ptolemy II environment 

[103] was utilized for the flow rate control. 

 

4.5.1. Schedule of disturbances 

In this study, an unexpected variation in occupants internal loads and electricity prices were 

considered in MPC implementation. An unexpected variation was considered as operational 

disturbances in order to estimate the robustness of the MPC strategy. The two occupancy profiles are 

illustrated in the Fig. 4-7. The 𝑂  refers to the baseline occupancy schedule assumed for the 

target building, and the 𝑂  refers to a sudden unexpected increasement of occupants internal 

loads that can be captured only in the present time step. Therefore, a set of occupancy profiles (𝑂 | ) 

within the prediction horizon (𝐻 ) at the present time step (𝑡) was considered at every time step using 

Equation (4-1). In regards with the electricity prices, the time variant profile during the day was 

utilized as shown in Fig. 4-8. 

 

𝑂 | 𝑂 , 𝑂 , 𝑂 , ⋯ , 𝑂  (4-1)
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Fig. 4-7. Two profiles of occupant heat load considered as operational disturbances.

 

 

Fig. 4-8. Time-variant electricity prices. 

 

4.5.2. Objective function and constraints 

The objective function and constraints defined for the optimization calculation are described in 

Equations (4-2)–(4-15). The objective function (𝐽 ) can be defined as a function of the mass flow rats 

for the primary side (𝑚 –𝑚 ) because they were the decision variables to control the system 

as Equation (4-3). The optimization solver searches the optimal mass flow rates to minimize the total 

operating cost within the prediction horizon (𝐻 ). Moreover, the zone temperature was constrained at 

26°C of cooling setpoint temperature during occupied hours, and the mass flow rates for the primary 

side was restricted to be determined within their designed capacity. The air-conditioning was operated 

during the occupied hours including 1 hour of pre-cooling, i.e., 8 am to 6 pm, and the Pump2 was 

constrained not to be operated (𝑚  = 0 (Equation (4-6)) since this pump was for the TES charging 

operation. During non-occupied hours, the system was operated for the TES discharging, therefore, 

the mass flow rates of Pump3–Pump5 (𝑚  –𝑚  ) were set at 0 as expressed in Equations 



Chapter 4 Feasibility analysis of AI-based MPC based on simulation 

Page 82 

(4-12)–(4-14). The system parameters that are necessary for the optimization calculation were 

predicted from the trained ANNs, however, the electricity consumption of pump ( 𝐸  ) was 

predicted by the linear regression equation expressed in Equation (4-15). 

 

Minimize 𝐽 ∑ 𝐸 ∑ 𝐸 ∙ 𝑃  (4-2)

𝐽 𝑓 𝑚 , 𝑚 , 𝑚 , 𝑚 , 𝑚  (4-3)

Subject to  

𝑇 26 °C at 9 am to 6 pm (4-4)

If 8 am 𝑡  6 pm  

2.715 kg/s 𝑚 10.86 kg/s (4-5)

𝑚 0 (4-6)

2.055 kg/s 𝑚  8.22 kg/s (4-7)

2.055 kg/s 𝑚  8.22 kg/s (4-8)

2.055 kg/s 𝑚  8.22 kg/s (4-9)

else  

2.715 kg/s 𝑚 10.86 kg/s (4-10)

2.715 kg/s 𝑚 10.86 kg/s (4-11)

𝑚 0 (4-12)

𝑚 0 (4-13)

𝑚 0 (4-14)

where  
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𝐸  (kWh)  0.2555∙ 𝑚  (4-15)

 

4.5.3. Optimization solver (𝜀DE-RJ) 

One kind of metaheuristic optimization solver, εDE-RJ method was employed as an optimization 

solver. The εDE-RJ was proposed by Ikeda et al., which is combined optimization algorithm of the 

differential evolution (DE) algorithm, the epsilon (ε)-constrained method, and the random jumping 

(RJ) method. Originally, the DE was developed by Storn and Price [63]. The ε-constrained method 

was applied to the DE algorithm in order to handle the multiple constraints efficiently [65]. Also, the 

random jumping method was supplemented to prevent from getting stuck at a local minimum when 

the solution for a certain population in the later generations are the same. Details on the εDE-RJ 

algorithm and the comparative analysis to validate its algorithm beyond other conventional 

optimization solvers are described in [35]. 

The number of population and generations were set to 40 and 100, respectively. Therefore, 4,000 

optimization calculations were proceeded at every control timesteps. 

 

4.5.4. Case study 

The results of the MPC implementation were compared with that of the conventional rule-based 

control (RBC). In RBC strategy, the system was controlled by the pre-defined schedules, and this study 

defined the operation rule as a TES priority operation. Therefore, the TES was charged by the constant 

mass flow rate of 10.86 kg/s during non-cooling operation hours and was discharged by the constant 

mass flow rate of 8.22 kg/s via HEX3 during cooling operation hours. Since the capacity of the TES 

was designed as deficient to fully manage the thermal load, the chiller was parallelly operated during 

the cooling operation hours. 

Four scenarios were compared in this study and the conditions of their operational strategy are 

summarized in Table 4-2. The Case 1 was operated by the RBC strategy when the building was 

occupied with basic occupancy profiles. The RBC strategy was also considered in Case 2 with the 

unexpectedly increased occupancy profiles was considered but mass flow rates for the primary side 

were controlled by the same values with the Case 1. The Case 2 was considered in order to investigate 

the influence of the occupancy increasement on the zone temperature regulation. The RBC strategy 

was normally applied in the Case 3, and the MPC strategy was implemented in Case 4, when the 

occupant heat load was suddenly increased. 
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Table 4-2. Summary of comparable operation scenarios. 

Case 
Disturbance Control 

scheme 
Description 

Occupancy 

Case 1 × RBC RBC considering no disturbances 

Case 2 ○ RBC 

RBC considering disturbance but 

controlled by pump mass flow rates 

obtained from Case 1 

Case 3 ○ RBC RBC considering disturbance 

Case 4 ○ MPC MPC considering disturbance 

 

4.6. Results and discussion 

4.6.1. Prediction and control timestep 

In the design of MPC controller, the prediction horizon of 24 h and the 1-h intervals of the control 

timestep are the most generally used in a numerous previous studies [14]. However, the design 

parameters of the prediction horizon and control timesteps can hugely affect the efficiency of the MPC 

controller. Thus, it is essential to elucidate the proper value of the prediction horizon and control 

timesteps prior to implementing the MPC. Therefore, different time horizons in the prediction (𝐻  = 

48 h, 24 h, 12 h, 6 h, and 3 h) and control timestep (𝑡 = 60 min, and 30 min) were firstly examined. 

The control horizon (𝐻 ) was set as the same as the value of the prediction horizon (𝐻 ). The error in 

temperature regulation ( 𝑇  , °C (Mean ± SD)) between the MPC-controlled zone temperature 

(𝑇 ,  ) and cooling setpoint temperature (𝑇   = 26 °C) in the different combinations of 

prediction horizon and control timesteps was estimated by Equation (4-16) and the results are 

illustrated in the Fig. 4-9. 

 

𝑇 𝑇 , 𝑇  (at 9 am to 6 pm) (4-16)

 

As a result, the control error was increased when the prediction horizon was shorter. With the 48 h 

of the prediction horizon, the control error was slightly increased, however the computation load was 

also significantly increased because multiple solutions are needed to be found with the enlarged 

solution space. When the prediction horizon was set at 24 h, the zone temperature was maintained with 

an error range (Mean ± SD) of 0.1 ± 0.2 °C with a control timestep of 60 min, and 0.2 ± 0.3 °C with a 

control timestep of 30 min, respectively. Therefore, the prediction horizon of 24 h and the control time 

step of 60 min was selected as the design parameters in MPC implementation. 
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Fig. 4-9. Control error (Mean ± SD) between MPC controlled zone temperature and 
cooling setpoint over different prediction horizons and control timesteps. 

 

4.6.2. Flow rate control 

The results of flow rate control for Case 3 (RBC operation) and Case 4 (MPC operation) are shown 

in the Fig. 4-10. Because the RBC strategy was defined as a TES priority operation, in Case 3, the 

mass flow rates of pumps for TES charging and discharging operation were controlled at a constant 

level. On the other hand, in Case 4, the MPC predicted the system behavior looking ahead of 24 h at 

each 1 h interval and assigned the optimum mass flow rate by adequately controlling the charging and 

discharging amount in order to minimize the total operating costs.  
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Fig. 4-10. Flow rate control results in RBC (Case 3) and MPC (Case 4). 
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4.6.3. ANNs performance 

It is necessary to confirm the prediction accuracy compared to the actual measurement of the system 

when MPC was implemented since the model accuracy hugely affects the efficiency for finding the 

optimal control variables. Therefore, the predicted results from the ANNs were compared to the actual 

control output obtained from the model of target building on EnergyPlus in time series during the 

actual MPC operation phase. 

As shown in the Fig. 4-11 (a), the zone temperature was well predicted by the ANN compared to 

the regulated zone temperature. During the non-cooling operation hours, the error between the 

predicted and actual zone temperature was larger. However, during the cooling operation hours, the 

predicted results were well-aligned with the actual zone temperature. 

In regards with the prediction of temperatures inside the TES tank (top and bottom temperatures), 

the error ranged from 0.01 °C to 3.37 °C, and that of the bottom layer ranged from 0.008 °C to 0.09 °C, 

as shown in Fig. 4-11 (b) and Fig. 4-11 (c). Also, the temperature prediction for the chiller components 

were well forecasted, since the minimum and maximum errors resulted as 0.0006 °C and 2.35 °C for 

the inlet temperature, and 0 °C and 0.009 °C for the outlet temperature, respectively, as shown in Fig. 

4-11 (d) and Fig. 4-11 (e). The prediction performance for the chiller electricity consumption showed 

also a high accuracy with the error range of 0.16 kWh to 13.32 kWh, as shown in Fig. 4-11 (f). 
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Fig. 4-11. Accuracy evaluation of trained ANNs during the MPC operation phase. 
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4.6.4. Zone temperature regulation 

The results of zone temperature regulation in every case are illustrated in Fig. 4-12 (b)–(f). Also, 

the outdoor condition during the simulation period is described in the Fig. 4-12 (a). In the Fig. 4-12 

(b), the results of zone temperature regulation are displayed where the Fig. 4-12 (c)–(f) shows enlarged 

results during the cooling operation hours. In Case 2, the zone temperature was not well controlled 

and exceeded the cooling setpoint temperature of 26 °C in cooling operated hours. This is because the 

supplying chilled water to the secondary side was not enough to manage the thermal load when the 

occupant heat load was suddenly increased. It can be inferred that it is necessary to manipulate the 

supplying flow rate by considering the operational disturbances. Except for the Case 2, the zone 

temperature was adequately regulated near the cooling setpoint temperature of 26 °C. 

 

Fig. 4-12. Results of zone temperature regulation and outdoor conditions during the 
simulation period in each case. 
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4.6.5. Electricity consumption 

The results of the electricity consumption of system’s equipment in RBC case and MPC case were 

compared in the Fig. 4-13 (a) and Fig. 4-13 (b). As shown in the figures, the chiller took a large portion 

of the total energy used rather than pumps in the system. Thus, the operational strategy how well to 

control the chiller component is the key factor to reduce the total operating costs. When the system 

was manipulated by the RBC strategy, the operation rate of the chiller was overall lower during cooling 

operation hours because RBC took the priority in the TES operation. On the other hand, during the 

non-cooling operation hours, the chiller was much more operated for fully charging the TES tank. 

However, when the system was operated by the MPC strategy, the operation rate of the chiller 

component was optimally assigned by the optimal mass flow rate. In a certain data points, the 

electricity consumption was greater in MPC strategy than the RBC strategy, but this is because the 

MPC determined the operation rate of the chiller considering to minimize the total cumulative 

operation cost, not just that of this moment. 

 

 

Fig. 4-13. Electricity consumption in RBC (Case 3) and MPC (Case 4) strategy. 

 

4.6.6. Total operating costs 

Total operation costs resulted in each case are compared in the Fig. 4-14. The cumulative operation 

cost in Case 2—that manipulated supplying flow rate same as the Case 1, but the occupant heat load 

was assumed as increased—were higher than those in Case 1 because the returning water temperature 

from the thermal zone was differed depending on the occupant heat load levels. Also, the operation 
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cost from the Case 2 was shown as similar with the Case 3 since those two cases were manipulated by 

the RBC strategy and both cases considered the occupant heat load increasement. However, in Case 2, 

the zone temperature was not well regulated with the deficient supplying of the chiller water. In 

conclusion, the operation cost was saved by 1.5–7.2% by the MPC strategy—since Case 4 saved 

operation cost compared to the Case 3—depending on the outdoor conditions (see in Fig. 4-12 (a)). 

 

 

Fig. 4-14. Total operation cost in each case. 

 

The cumulative cost savings in time series was compared between the RBC strategy (Case 3) and 

MPC strategy (Case 4) as shown in the Fig. 4-15. On the first day of the simulation period, the savings 

in operation cost was accumulated continuously during the non-cooling operation hours, however, it 

was started to be decreased during the cooling operation hours. This is because the MPC manipulated 

the chiller operation less than the RBC during the TES charging phase, therefore the chiller was 

necessary to operated more to handle the thermal load during the occupied hours. Despite this fact, 

total cumulative savings were recovered again during the nighttime and eventually the cumulative 

savings was accumulated day by day. Given this fact, the long-term application of the MPC strategy 

is worth to be examined in further studies. 
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Fig. 4-15. Cumulative savings of operating costs in the MPC (Case 4) compared to the 
RBC (Case 3) strategy. 

 

4.6.7. Computational cost 

When the MPC strategy was implemented in the simulation analysis on a personal laptop (64-bit 

Windows 10, i7-8700 CPU (3.20 GHz), 8 GB RAM), the computational time to calculate the optimal 

flow rates took averagely 497 s as shown in the Fig. 4-16. The computational cost at the fist execution 

was approximately 600 s because the additional loading time was necessary. Given this fact, it can be 

inferred that the computation cost of the 𝜀 DE-RJ solver was sufficiently executable and its 

applicability for the MPC framework is high enough. Additionally, further details about the 

convergence speed of various metaheuristic optimization solvers can be referred from the previous 

study [104]. 

 

 

Fig. 4-16. Computational cost of εDE-RJ optimization solver (Calculation condition: the 
number of population was 40, the number of generation was 10, the prediction horizon 

was 24 h, and the control timestep was 1 h interval). 
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4.7. Conclusion 

In this Chapter, the AI-based MPC strategy was established for the building energy systems 

equipped with the TES tank. An artificial neural network (ANN) was utilized to predict the future 

behavior of the building energy systems, and the epsilon constrained differential evolution with 

random jumping (εDE-RJ) was implemented as an optimization solver to minimize operating costs. 

The proposed AI-based MPC was examined based on the simulation analysis considering the sudden 

occupancy increasement as an operational disturbance. The results from the MPC operation were 

compared to the conventional rule-based control (RBC) strategy that prioritized the TES operation. 

In conclusion, the MPC strategy could reduce the total operation cost of the system by 3.4% 

compared to the RBC strategy during the four-day of simulation period. However, the proposed AI-

based MPC is still necessary to be validated via experimental implementation to analyze its feasibility 

to the real existing system. 
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Chapter 5.  
Experimental system to investigate AI-based 
MPC strategy 

 

5.1. Introduction 

In recent years, many researchers have dedicated their efforts to designing MPC strategies for the 

building sector to solve the low efficiency of building energy systems [105]. While numerous studies 

are striving to establish MPC strategy using machine learning for more efficient control of building 

energy systems, most of them are limited to simulation-based analysis. There are still few examples 

of real implementations introduced in actual building energy systems [11].  

However, the experimental verification of MPC strategy using machine learning is necessary 

considering the following points. First, the historical data obtained from the simulation building model 

is quantitatively and qualitatively better than actual operational data since normally the real operation 

data incudes a huge noise and uncertainty in the measurement.  

Furthermore, in the simulation-based analysis, the system physics occurred in the actual system 

such as mechanical characteristics of equipment when the operation starts and stops the driving, the 

heat loss that occurs when the heat is transferred from the primary side to the secondary side, and the 

time delay or the fluctuation of the zone temperature regulation that occurs when the heat is supplied 

from the primary side to the secondary side cannot be carefully considered. Finally, the MPC controller 

should be tested both in a software manner and a hardware manner, by linking the main MPC 

calculator and the system.  

Therefore, the downscaled mock-up system was devised to validate the developed AI-based MPC 

strategy in Chapter 4. In this chapter, the detailed specifications of the experimental system, its 

different operation modes, and the configuration of the MPC controller was explained. 
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5.2. Experimental system 

5.2.1. System description 

To validate the developed AI-based MPC strategy in Chapter 4, the experimental system was 

constructed. The experimental system was installed in the Technical Research Laboratory of DAI-

DAN Co. Ltd, located in Saitama, Japan as shown in the Fig. 5-1. The design and construction of this 

experimental system was conducted based on the industrial-educational cooperation with DAI-DAN 

Co. Ltd. 

 

 

Fig. 5-1. Overview of the experimental system installed in Technical Research 
Laboratory located in DAI-DAN Co., Ltd, Saitama, Japan. 
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The schematic of the experimental system is illustrated in the Fig. 5-2. The system consisted of an 

air-source heat pump chiller (Chiller), thermal energy storage (TES), heat exchangers (HEX-1–HEX-

3), variable speed pumps (P-1–P-5). Also, the overview of the installed equipment is illustrated in the 

Fig. 5-3. 

The air-conditioning space was replaced by a water tank and the cooling demand was generated by 

an electric immersion heater installed inside the water tank (see Fig. 5-3 (d)). The cooling operation 

was investigated with this experimental system, and the control variables were the flow rates of P-1–

P-4 for the primary side. The flow rate of P-5 for the secondary side was locally controlled by a PID 

controller to maintain the temperature of the water tank (TEW-12 in Fig. 5-2) at the cooling setpoint 

temperature. 

The inlet and outlet temperatures between each equipment were measured, and the flow rates of 

each water loop were measured. The air temperature and the relative humidity of the outdoor near the 

air-source heat pump were installed, and the indoor air temperature around the place where the water 

tank was installed was measured. In addition, the power consumption of the chiller and pump 

components (P-1–P-5), and the electric immersion heater installed inside the water tank was measured. 

 

Fig. 5-2. Schematic of the experimental system. 
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Fig. 5-3. Equipment of the experimental system: (a) air-source heat pump chiller, (b) 
thermal energy storage tank, (c) water tank to simulate the air-conditioning space, (d) 
electric immersion heater to assign a cooling demand installed inside the water tank, 

(e) heat exchanger, (f) variable speed pump, and (g) 2-way valve. 

 

This experimental system is a scaled-down system designed under the assumption that the cooling 

peak load (𝑄 ) of 12 kW, therefore, the nominal cooling capacity of the main heat source, i.e., 

the air-source heat pump chiller (𝑄 ) was chosen to be 12.5 kW. With the assumption that the 

cooling peak load is 12 kW, the volume of the thermal energy storage tank was designed to manage 

the worst condition of the maximum daily cumulative cooling load (𝑄 , ) that the cooling 

peak load lasts for 9 hours during the air-conditioning hours. Therefore, the amount of heat storage 

required for the thermal energy storage tank (𝑄 ) can be derived through Equation. (5-1) below. 

 

𝑄 12 kW 9 hours
1
6

3600 seconds 0.4 25,920 kJ (5-1)
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Based on the designed required amount of heat storage (𝑄 ), the volume of the thermal energy 

storage tank (𝑉 ) can be derived based on the following Equation. (5-2). 

 

𝑉
𝑄
𝜌𝑐 ∆𝑇

25,920
1,000 4.2 5

1.23 m 1.2 m  (5-2)

 

Where the 𝜌 is the density of the flowing water assumed as 1,000 kg/m3, the 𝑐  is the specific 

heat of the flowing water assumed as 4.2 kJ/(kg K), the ∆𝑇 is the temperature difference in the usage 

of thermal energy storage tank assumed as 5 K, and the 𝑄  is the required amount of heat storage 

for thermal energy storage assumed as 25,920 kJ derived from Equation. (5-1). 

 

Moreover, the volume of the water tank to simulate the air-conditioning space was designed 

assuming the indoor space with a floor area of 240 m2, with a ceiling height of 2.8 m. Therefore, the 

volume of the water tank (𝑉 ) was calculated based on the thermal capacity of assumed indoor 

space (𝐶 ) with the volume of 672 m3 as shown in Equation. (5-3) and Equation. (5-4).  

 

𝐶 𝜌 𝑐 𝑉 1.2 1 672 806.4 kJ/℃ (5-3)

𝑉
𝐶

𝜌𝑐
806.4

1,000 4.2
0.192 m 0.2 m  (5-4)

 

Where the 𝜌  is the density of the air assumed as 1.2 kg/m3, the 𝑐  is the specific heat of the air 

assumed as 1 kJ/(kg K), the 𝑉  is the volume of the assumed indoor air-conditioning space set as 

672 m3, and the 𝑉  is the designed volume of the water tank to emulate the indoor air-conditioning 

space. 
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The temperature change rate (𝑅∆ ) according to the volume of the water tank can be theoretically 

calculated by dividing the heat capacity of the water tank (𝐶 ) by the cooling peak load (𝑄 ) 

as expressed in the Equation (5-5). The Fig. 5-4 shows the results of temperature change rate according 

to the volume of the water tank when the 12 kW of the cooling peak load (𝑄 ) is generated by 

the electric immersion heater installed inside the water tank. When the volume of water tank (𝑉 ) 

was designed as 0.2 m3 as shown in Equation. (5-4). Theoretically, it would take about 70 seconds to 

change the tank temperature by 1 °C. 

 

𝑅∆
𝐶

𝑄
𝜌𝑐 𝑉
𝑄

1,000 4.2 0.2
12

70 s/℃ (5-5)

 

Where the 𝜌 is the density of the flowing water assumed as 1,000 kg/m3, the 𝑐  is the specific 

heat of the flowing water assumed as 4.2 kJ/(kg K), the 𝑉  is the volume of the water tank designed 

as 0.2 m3, and the 𝑄  is the cooling peak load generated by electric immersion heater assumed 

as 12 kW. 

 

 

Fig. 5-4. Temperature change rate theoretically calculated according to the volume 
of the water tank when the heat generation by electric immersion heater is 12 kW. 
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The detailed specifications of each equipment in the experimental system are summarized in Table 

5-1 below. 

 

Table 5-1. Specifications of equipment in experimetal system. 

Equipment/Component Specification 

Air-source heat pump chiller 

(AHP) 

Cooling capacity 

Water flow rate 

Power consumption 

12.5 kW 

36.3 L/min 

4.03 kW 

HEX-1, HEX-2 

Heat exchanged 

Pressure drop (hot side) 

Pressure drop (cold side) 

12.5 kW 

8 kPa 

8 kPa 

HEX-3 

Heat exchanged 

Pressure drop (hot side) 

Pressure drop (cold side) 

12.5 kW 

14 kPa 

33 kPa 

P-1, P-4 

Water flow rate 

Total head 

Power consumption 

36.3 L/min 

15 m 

0.4 kW 

P-2, P-3 

Water flow rate 

Total head 

Power consumption 

36.3 L/min 

11 m 

0.25 kW 

P-5 

Water flow rate 

Total head 

Power consumption 

18 L/min 

10 m 

0.15 kW 

Electric immersion heater Heat generation range 0–12 kW 

Thermal energy storage 

(TES) 
Effective volume 1.8 m3 

Water tank Effective volume 0.2 m3 
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5.2.2. Operation modes 

Four operation modes are available in this experimental system: the TES charging operation, the 

cooling operation by the TES discharging, the cooling operation simultaneously by the TES 

discharging and the chiller operation, and the cooling operation by the chiller operation alone. The 

outlet temperature of the chiller for producing chilled water was set at 5 °C during the TES charging 

operation, and 7 °C for the cooling operation, respectively. Each operating mode can be implemented 

by controlling the on-off status of the equipment, the open-close status of 2-way valves based on the 

control table, and by assigning the analog input value (L/min scaled by the voltage value) to control 

the supplying flow rate in each water loop as described in Table 5-2. 

 

 

Table 5-2. Control table for switching the operation modes of experimental system. 

Equipment 

Operation mode 

Mode 0 Mode 1 Mode 2 Mode 3 Mode 4 

Stop/Stand 
by 

TES charging 

mode 

Cooling mode 

(TES 

discharging) 

Cooling mode 

(TES 

discharging + 

Chiller 

operation) 

Cooling mode 

(Chiller 

operation) 

Chiller Off On Off On On 

P1 Off On Off On On 

P2 Off On Off Off Off 

P3 Off Off On On Off 

P4 Off Off On On Off 

P5 Off Off On On On 

MV1 Close Open Close Open Close 

MV2 Close Close Close Close Open 

MV3 Close Open Close Close Close 

MV4 Close Close Open Open Close 

Heater Off Off On On On 
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 Mode 1 (TES charging mode) 

Fig. 5-5 shows a schematic diagram of the experimental system when the system is operated by 

operation mode 1. Operation mode 1 was considered for the TES charging operation where the chiller 

sends the chilled water to the heat storage tank to charge during the nighttime. This operation mode 

can be implemented by opening the 2-way valves of MV-1 and MV-3 and closing all other 2-way 

valves. During this TES charging operation mode, the chiller was set to send chilled water of 5 °C. 

The amount of supplying heat from the chiller to the TES tank can be adjusted by operating the pump 

of P-1 and P-2 by assigning the setpoint of the desired flow rate value and controlling the frequency 

of the inverter. 

 

 

Fig. 5-5. Schematic diagram of experimental system in operation mode 1 (TES 
charging mode). 
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 Mode 2 (Cooling mode with TES discharging operation) 

When the system is operated to cool the secondary side by the TES discharging operation, the 

system diagram can be expressed as shown in the Fig. 5-6. The Mode 2 refers to the cooling mode by 

the TES discharging operation when the cooling demand is emerged by the heat generation from the 

electric immersion heater. This cooling mode with the TES discharging operation (Mode 2) can be 

implemented by opening the 2-way valve of MV-4 and closing all other 2-way valves. During this 

operation mode, the amount of supplying heat from the TES tank to the secondary side can be 

manipulated by assigning the flow rates of P-3 and P-4 and locally controlling the frequency of the 

inverters. The flow rate of P-5 for the secondary side was controlled by the local PID controller to 

maintain the water tank temperature of TEW-12 at the defined cooling setpoint temperature. 

 

 

Fig. 5-6. Schematic diagram of experimental system in operation mode 2 (Cooling 
mode with TES discharging operation). 
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 Mode 3 (Cooling mode with TES discharging and chiller operation) 

Fig. 5-7 shows a schematic diagram of the experimental system when the system is operated by 

operation mode 3. The thermal load can be managed by the parallel operation of the TES discharging 

and the chiller. During the cooling operation, the chiller was set to send chilled water of 7 °C directly 

to the secondary side. The cooling operation through this parallel operation of this TES discharging 

and chiller (Mode 3) can be implemented by opening the 2-way valves of MV-2 and MV-4 and 

operating the pumps of P-1, P-3, and P-4. Each amount of supplying heat to the secondary side from 

the TES and from the chiller can be managed by the frequency control of each inverter.  

 

 

Fig. 5-7. Schematic diagram of experimental system in operation mode 3 (Cooling 
mode with TES discharging and chiller operation). 
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 Mode 4 (Cooling mode with chiller operation) 

Fig. 5-8 shows a schematic diagram of the experimental system when the system is operated by 

operation mode 4. When the charged heat amount of the TES tank is all used up, the chiller can solely 

manage the thermal load emerged in the secondary side. As same as the other cooling operation modes, 

the chiller directly sends the chilled water of 7 °C to the secondary side. The cooling mode by the 

chiller operation (Mode 4) can be implemented by opening the 2-way valve of MV-2 and operating 

the pump of P-1. Also, the amount of supplying heat from the chiller loop to the secondary loop can 

be managed by the frequency control of the inverter. 

 

 

Fig. 5-8. Schematic diagram of experimental system in operation mode 3 (Cooling 
mode with chiller operation). 
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5.2.3. Data acquisition and control system 

The configuration of the measurement and control for the data acquisition and control of the 

experimental system is described in the Fig. 5-9. Each equipment (i.e., air-source heat pump chiller, 

inverter, 2-way valve), and sensors to measure the air and water temperature, relative humidity, flow 

rate, and power consumption are wired into the control panel with analog signals. Then, the National 

Instrument’s DAQ system [106] was wired to the control panel for receiving and sending a 

analog/digital signals to acquire the measured data and assign the control status for the system. The 

DAQ system was able to communicate with the main PC which contains the MATLAB via the 

software of LabVIEW. Therefore, the measured data can be saved in the main PC and the control input 

obtained from the MATLAB can be assigned via LabVIEW. The overview of the control panel wired 

with the DAQ system, and the main PC installed in the field can be found in Fig. 5-10. 

 

 

 

Fig. 5-9. Configuration of the measurement and control system for acquiring the 
measured data and assigning the control signals for the experimental system. 
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Fig. 5-10. Overview of the data acquisition and control system installed in the field: 
(a) Control panel, (b) National Instrument’s DAQ system consists of analog I/O and 

digital I/O module, (c) LabVIEW environment in main PC controller. 

 

In this study, the control variables are the flow rates of pumps (P-1–P-4) on the primary side of the 

experimental system. Therefore, the measurement of the flow rate in each water loop and the control 

of the inverter’s frequency is necessary to be configured. A detailed flow chart to measure and control 

the pump flow rate is illustrated in Fig. 5-11. The flow rate meter in each water loop is wired into the 

isolator, and the analog signal from the sensor is sent both to the inverter and DAQ system via the 

control panel, respectively. The inverter receives the target flow rate determined from the main PC 

controller, and at the same time, controls the frequency of the inverter with the internal PID controller 

based on the feedbacked measured flow rate. 
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Fig. 5-11. Schematic diagram of measurement of the flow rate in each water loop 
and control of the inverter frequency by the main PC controller. 
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 Control of RBC strategy 

To experimentally validate the developed AI-based MPC strategy, the conventional rule-based 

control (RBC) strategy was also operated. This study defined the RBC strategy to prioritize the TES 

operation based on PID controllers. The TES was charged during the non-cooling operation hours at 

a nominal flow rate of 36.3 L/min to fully charge the TES tank and lower the mean tank temperature 

to 6 °C. The discharging operation was conducted until the charged heat amount in the storage tank is 

ran out i.e., the mean tank temperature increased to 11 °C.  

In the TES discharging operation, the flow rate of P-3 and P-4 were manipulated by the PID 

controllers to send the chilled water at 7 °C to the secondary side and to maintain the water tank 

temperature at 26 °C, respectively. The setting condition of the PID controllers, i.e., the target setpoint 

values (setpoint, SP), measured values to feedback (process value, PV), and manipulated values 

(manipulated value, MV) can be found in the Table 5-3. Each PID controller was programmed by 

National Instrument’s LabVIEW software [106] as shown in Fig. 5-12 and Appendix 6, Appendix 7, 

Appendix 18, and Appendix 19. 

Generally, the heat source equipment in the primary side is controlled to supply the chilled water in 

a certain stable temperature. However, it was difficult to maintain the supplying chilled water 

temperature in a stable manner thus the control problem was considered to directly regulate the water 

tank temperature.  

 

Table 5-3. Conditions of PID controllers used in RBC strategy. 

Operation mode PV SP MV 

Cooling 

operation 

TES discharging operation 

(Mode 2) 

TEW-6 7 °C Flow rate of P-3 

TEW-12 26 °C Flow rate of P-4 

Chiller operation 

(Mode 4) 
TEW-12 26 °C Flow rate of P-1 

*Note that TEW-6 is the temperature of supplying water from TES tank to the secondary side 

during TES discharging operation, and TEW-12 is the water tank temperature (see Fig. 5-2) 
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Fig. 5-12. Control panel of PID controller programmed in LabVIEW environment 
used in RBC strategy. 

 

 Control of MPC strategy 

As stated in the earlier section, four operating modes are available to be switched in the experimental 

system: the TES charging operation (Mode 1), the cooling operation by TES discharging operation 

(Mode 2), the cooling operation by TES discharging and chiller operation simultaneously (Mode 3), 

and the cooling operation only by the chiller operation (Mode 4). 

Unlike the RBC strategy which operates the system according to the pre-defined rule i.e., TES 

priority operation, in the MPC strategy, the operation mode can be determined differently at every 

control timestep according to the result from the optimization solver. Therefore, it is necessary to 

establish the logic for an automatic control of the system based on the optimal solution given by the 

MPC controller.  

A flowchart of control logic described in the Fig. 5-13 was applied to freely switch the operation 

modes by the optimization results at the current timestep. When the solution for flow rates of pumps 

on the primary side was decided by the optimization solver, the operation mode was identified and 

automatically switched based on this logic. 

Also, when switching the operation mode, the control signals were given in the order of (1) 
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open/close of 2-way valves, (2) on-off status and flow rate control of pumps, and (3) on-off status of 

the chiller at the start of the operation, and (1) on-off status of the chiller, (2) on-off status and flow 

rate control of pumps, and (3) open/close of 2-way valves at the end of operation for the safe operation 

of the experimental system. 

The AI-based MPC algorithm was constructed using MATLAB R2020b, receiving the measurement 

results, and assigning optimal control inputs to the system by linking with the national instrument’s 

data acquisition (DAQ) system and LabVIEW [106]. The control panel of the MPC controller 

programmed in the LabVIEW environment are shown in Fig. 5-14 and can also found in Appendix 4 

and Appendix 12. 

 

 

 

Fig. 5-13. Flowchart of AI-based MPC implementation by identifying the operation 
mode based on the optimization results. 
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Fig. 5-14. Control panel of MPC controller programmed used in LabVIEW 
environment. 
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Chapter 6. 
Experimental analysis of AI-based MPC 
under different cooling load conditions 

 

6.1. Experimental condition 

An accelerated experiment that shortens the day from 24 hours to 4 hours was conducted. One of 

the strong advantages of the accelerated experiment is that we can operate the system plenty more 

within the limited period. Also, the behavior of the system during different operation mode can be 

captured within a short time duration. However, the accelerated experiment has drawbacks that the 

long-term behavior of the system cannot be observed and further the real time scale of the appropriate 

prediction horizon and control timestep cannot be examined. 

The experiment was started from the TES charging operation assuming the starting point of 

unoccupied hours at night. As stated in Chapter 5, the air-conditioning space was simulated by the 

water tank and the cooling demand was be given by an electric immersion heater installed inside the 

water tank. Considering the maximum output of the heat generation of the electric heater is 12 kW, 

three representative patterns of cooling load schedules where the thermal load continues as high, 

medium, and low level during the day were tested. Detailed three cooling load profiles are described 

in the Fig. 6-1. When the cooling demand is emerged, the operation mode of the system is switched 

from the TES charging operation to a cooling operation. 

 

 

Fig. 6-1. Three representative cooling load schedules assumed and tested in the 
experiment. 
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The RBC strategy that prioritize the TES priority operation was also collected from the experimental 

system to be compared with the MPC strategy. The case of RBC commences the TES discharging 

operation as soon as the cooling mode commences. Also, the TES was charged during the non-cooling 

operation hours at a nominal flow rate of 36.3 L/min to lower the mean tank temperature to 6 °C. The 

discharging operation was conducted until the mean tank temperature increased to 11 °C. The flow 

rate of the pump for the TES discharging operation (P-3 and P-4) was manipulated by the PID 

controllers to send the chilled water at 7 °C to the secondary side, and maintain the tank temperature 

at 26 °C detailed conditions for PID controllers in RBC strategy can be found in Table 5-3. The results 

from the RBC case were compared with those of the MPC strategy in each three different cooling 

loads schedules. In the MPC strategy, a plan of electricity price is assumed as shown in Fig. 6-2. The 

cooling demand and electricity prices, which this study assumed to be known in advance. 

 

 

Fig. 6-2. Time-variant electricity prices assumed in the experiment. 

 

6.2. Implementation of MPC strategy 

6.2.1. ANN prediction models 

Five ANN models with different prediction targets were constructed. The prediction targets are the 

water tank temperature, TES tank temperatures (top, middle, and bottom layers), chiller inlet/outlet 

temperatures, and power consumption of the chiller and the pumps. Equations. (6-1)–(6-5) show the 

input parameters required to predict each prediction target. The input parameters were selected 

empirically, considering the influence between the prediction targets. The flow rates of pumps on the 

primary side are included as input parameters in every ANN because the behavior of the prediction 

target can be captured by varying the control variables. Especially, in the prediction of the water tank 

temperature, the input parameter of the outlet and indoor temperature was considered since the water 

tank is installed inside the room therefore the tank temperature varied depending on the outdoor and 

indoor temperature condition. 
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𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝐸 , 𝑇 , 𝑉 , 𝑉  (6-1)

𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑉  (6-2)

𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑇 , 𝑉  (6-3)

𝑦 𝐸 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑇 , 𝑉  (6-4)

𝑦 𝐸 𝐴𝑁𝑁 𝑉  (6-5)

where  

𝑇 𝑇 , , 𝑇 , , 𝑇 ,  (6-6)

𝑇 𝑇 , , 𝑇 ,  (6-7)

𝐸 𝐸 , 𝐸 , 𝐸 , 𝐸  (6-8)

𝑉 𝑉 , 𝑉 , 𝑉 , 𝑉  (6-9)

 

In the MPC framework, ANNs are needed to predict the future output of the system (𝑦 ) in the 

prediction horizon of [𝑡, 𝑡 𝐻 ]. The output of the system at the first timestep (𝑦 ) was obtained based 

on the feedbacked measured value at the current timestep (t 1). For the prediction within the left 

prediction horizon, the output was consecutively forecasted based on the predicted value from the 

ANNs. The predicted outdoor temperature (𝑇 ) was obtained from the Japanese national weather 

service. This study assumed the cooling demand (𝐸 ) to be known in advance.  

ANNs were trained using 1,886 data points collected under different operating modes, with varying 

flow rates and cooling load conditions. The training data was collected during the period from 

December of 2020 to July of 2021. The activation functions of the hidden layer and output layer are 

the sigmoid and linear functions, respectively. The loss function is the mean square error (MSE), and 

the training optimization algorithm is the Levenberg–Marquart algorithm [84,85]. The epoch was set 

to 1,000 based on batch training.  

The training dataset was randomly divided into three groups for the purpose of training, validation, 

and evaluation process. Therefore, 70% of the entire dataset was used for training the neural network, 

15% for verification to prevent excessive training such as overfitting, and 15% for evaluating the 

trained ANNs. Evaluation results of trained ANNs using a 15% separated dataset are described in Fig. 

6-3 and Fig. 6-4. Each ANNs showed high accuracy with the R2 value greater than 0.9, and the RMSE 

value less than 0.6 °C and 0.1 kW for the prediction of temperatures and power consumption, 

respectively. 

  



Chapter 6 Experimental analysis of AI-based MPC under different cooling load 

conditions 

Page 120 

 

(a) ANN for water tank temperature (𝑛 2, 𝑛 20) 

 

(b) ANN for TES temperatures (𝑛 2, 𝑛 20) 

 

(c) ANN for chiller temperatures (𝑛 2, 𝑛 30) 

 

(d) ANN for chiller power consumption (𝑛 2, 𝑛 20) 

 

(e) ANN for pumps’ power consumption (𝑛 2, 𝑛 20) 

Fig. 6-3. Evaluation results of trained ANNs for time series prediction evaluation using 
the separate datasets (𝑛  is the number of hidden layers and 𝑛  is the number of 

hidden neurons). 
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(A) ANN for water tank temperature (𝑛 2, 𝑛 20) 

 

 

 

 

(B) ANN for TES temperatures (𝑛 2, 𝑛 20) 

 

 

 

(C) ANN for chiller temperatures (𝑛 2, 𝑛 30) 
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(D) ANN for chiller power consumption (𝑛 2, 𝑛 20) 

 

 

 

 

(E) ANN for pumps’ power consumption (𝑛 2, 𝑛 20) 

Fig. 6-4. Evaluation results of trained ANNs using the separate datasets (𝑛  is the 
number of hidden layers and 𝑛  is the number of hidden neurons). 
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6.2.2. Optimization problem 

The objective function of the MPC scheme is to minimize the total operating cost considering the 

variation of electricity prices with time (𝑃) in Fig. 6-2, by manipulating the flow rates of pumps on 

the primary side (Equations. (6-10)–(6-11)). 

 

𝑚𝑖𝑛 𝐽 𝐸 𝐸 ⋅ 𝑃  (6-10)

𝐽 𝑓 𝑉 , 𝑉 , 𝑉 , 𝑉  (6-11)

 

The constraints were to maintain the water tank temperature at the cooling setpoint temperature of 

26 °C during the cooling mode (Equation. (6-12)) and to determine the flow rate of the pump within 

the operational range (Equations. (6-13)–(6-20)).  

 

𝑇 26 °C during cooling operation (6-12)

If cooling demand is zero (𝐸 0)  

𝑉 𝑥 | 𝑥 0, or 25 𝑥 36.3  [L/min] (6-13)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (6-14)

𝑉 0 [L/min] (6-15)

𝑉 0 [L/min] (6-16)

else (𝐸 0)  

𝑉 𝑥 | 𝑥 0, or 25 𝑥 36.3  [L/min] (6-17)

𝑉 0 [L/min] (6-18)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (6-19)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (6-20)

 

Also, when the experimental system was operated as in cooling mode, it is necessary to restrict the 

flow rate of the inflowing chilled water to the secondary side because of the size of the header. 
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However, if the optimization solver finds the optimal solution of the pumps flow rate as in operation 

mode 3, i.e., the parallel cooling operation both with TES discharging and chiller operation, the sum 

of inflowing flow rate to the secondary side exceeds the design maximum flow rate of 46 L/min for 

the header pipe. Therefore, the constraint described in Equation. (6-21) was also considered. 

 

If 𝐸 0, 𝑉 0, and 𝑉 &𝑉 0  

𝑉 𝑉 46 L/min (6-21)

 

The mean temperature of the TES tank was restricted to 6 °C during the charging operation and 

11 °C during the discharging operation (Equation (6-22)). 

 

f 𝑇  
𝑠𝑡𝑜𝑝 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑇 6 °𝐶

  𝑠𝑡𝑜𝑝 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑇 11 °𝐶
 (6-22)

 

In the MPC scheme, the prediction horizon (HP) was set as 24 h (corresponds to 4 h in experimental 

scale), and control input was assigned at 1 h (10 min in experimental scale) intervals. For the 

optimization calculation, the εDE-RJ [35] was utilized, and a total of 300 iterative calculations per 

control timestep with 10 populations and 30 generations were performed. 

 

6.3. Results and discussion 

6.3.1. High cooling load schedule 

 Heat removal 

Table 6-1 shows the results of the cumulative heat removal on the secondary side in each case during 

the cooling operation. There was a difference of 7.38% between RBC and MPC cases when the high 

cooling demand schedule was tested. Such differences are considered reasonable while comparing the 

operational strategies of the cooling operations of each case. 
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Table 6-1. Comparison of the cumulative heat removlas in the secondary side when 
high cooling demands was tested in each case of RBC and MPC. 

 
Case 

RBC MPC 

Cumulative 

heat removals 

(kWh) 

20.82 22.48 

 

 Water tank temperature 

Fig. 6-5 shows the control results of water tank temperature in each RBC and MPC case when the 

high cooling load pattern was tested. For the high pattern of cooling demand schedules, it was difficult 

for RBC strategy to maintain the water tank temperature at the setpoint temperature of 26 °C. On the 

other hand, in the case of the MPC strategy, the MSE with respect to the error between the cooling 

setpoint temperature was 0.05 °C. 

 

 

Fig. 6-5. Control results of the water tank temperature when high cooling demands 
was tested in each case. 

 

 Energy used in water loops 

Fig. 6-6 shows the energy used in each water loop on the primary side. In the RBC case, since the 

TES discharging operation starts as a cooling operation, the average temperature in the heat storage 

tank increases, and the cooling efficiency decreases as time elapses. Therefore, in the case of the high 

cooling load pattern, the temperature in the water tank rises steadily. Even after switching to cooling 

operation from the TES discharging operation to the chiller operation (at the time of 2.5 h), it took 
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time for the chiller to stably supply 7 °C cold water to the secondary side, so the temperature inside 

the water tank deviated significantly from the set temperature. On the other hand, in the MPC strategy, 

it can be confirmed that the cooling operation is stable while switching between the chasing operation 

and the cooling operation from the chiller. 

 

 

Fig. 6-6. Operation modes and cumulative energy used in each water loop of each 
case when high cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 SOC of the TES 

Fig. 6-7 shows the state of charge (SOC) of the TES tank in each case. The SOC which is an index 

to evaluate a fully charged state as 1 and a fully discharged state as 0, can be calculated based on the 

following Equation. (6-23). 

 

𝑆𝑂𝐶
𝑇 , 𝑇

𝑇 , 𝑇 ,
 (6-23)
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Where the 𝑇 ,  is the maximum setpoint temperature to fully discharge assumed as 11 °C, the 

𝑇 ,  is the minimum setpoint temperature to fully charge assumed as 6 °C, and the 𝑇  is the 

average of top, middle, and bottom layer of the TES tank at the current timestep. 

 

In the RBC case, the TES discharging operation was operated as soon as the cooling operation 

started. The SOC was about 0.9 when the charging operation finished, however, as soon as the TES 

discharging operation started, the SOC decreased to about 0.6. Then the discharging operation was 

continued for about 40 minutes. In the MPC case, the TES tank was charged until the SOC was about 

0.8. During the cooling operation, in the MPC case, the SOC decreased slowly by changing the 

operation modes rather than insisting only on discharging operation and let SOC decreases rapidly. At 

the last 30 minutes in the experiment, MPC strategy operated the system with the operation mode 2 of 

TES discharging operation where the electricity is assumed as high. 

 

 

Fig. 6-7. Operation modes and state of charge of TES tank of each case when high 
cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 
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 Operation cost 

Fig. 6-8 shows the results of the cumulative cost of each case. In MPC, the chiller was operated 

mainly with operation mode 3 where the electricity price was high, and the TES discharging operation 

was performed in the duration where the electricity price was low. However, while the operating cost 

for the TES charging operation of RBC strategy was higher than MPC strategy, the temperature control 

of the water tank was not stable, so it can be said that the operation of MPC was more effective for the 

temperature regulation for the secondary side. 

 

 

Fig. 6-8. Operation modes and cumulative costs of each case used in each equipment 
of the experimental system when high cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 

chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

As a result, the total operating cost was reduced by 9.06% compared to RBC by using MPC (see 

Fig. 6-9). The degree of reduction in operating costs was greater in heat storage operation than in 

cooling operation. 
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Fig. 6-9. Cumulative costs of the chiller and pumps of each case when high cooling 
demands was tested. 

 

6.3.2. Medium cooling load schedule 

 Heat removal 

Table 6-2 shows the results of the cumulative heat removal on the secondary side in each case during 

the cooling operation. There was a difference of 5.9% between RBC and MPC casees when the 

medium cooling demand schedule was tested. Such differences are considered reasonable while 

comparing the operational strategies of the cooling operations of each case. 

 

Table 6-2. Comparison of the cumulative heat removlas in the secondary side when 
medium cooling demands was tested in each case of RBC and MPC. 

 
Case 

RBC MPC 

Cumulative 

heat removals 

(kWh) 

16.57 17.62 
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 Water tank temperature 

In the case of the medium cooling load pattern, the temperature inside the water tank was controlled 

within the range of ± 0.5 °C between the cooling setpoint temperature of 26 °C in both RBC and MPC 

cases (see Fig. 6-10).  

 

 

Fig. 6-10. Control results of the water tank temperature when medium cooling 
demands was tested in each case. 

 

 Energy used in water loops 

Fig. 6-11 shows the energy used in each water loop on the primary side when the medium cooling 

load schedule was tested. Even in the medium cooling load pattern, the operation schedule of the MPC 

strategy was mainly with the operation mode of mode 3 and mode 4. However, when the electricity is 

assumed as high, the MPC tried to operate the system with the operation mode of TES discharging 

operation (mode 2). In RBC, the TES discharging operation was completed 2.6 h after the start of the 

experiment, and it was almost the same as when it was operated in the high cooling load pattern. 

However, the temperature of the water tank was controlled more stably in the medium cooling load 

schedule than the high cooling load schedule. 
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Fig. 6-11. Operation modes and cumulative energy used in each water loop of each 
case when medium cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 SOC of the TES 

Fig. 6-12 shows the SOC of the TES tank in each case when the medium cooling load schedule was 

tested. In the RBC case, the SOC was about 0.82 when the charging operation finished, however, as 

soon as the TES discharging operation started, the SOC decreased to about 0.4. Then the discharging 

operation was continued for about 45 minutes. In the MPC case, the TES tank was charged until the 

SOC was about 0.8. During the cooling operation, in the MPC case, the SOC decreased slowly by 

changing the operation modes rather than insisting only on discharging operation and let SOC 

decreases rapidly.  
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Fig. 6-12. Operation modes and state of charge of TES tank of each case when 
medium cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 Operation cost 

As a result, in the medium cooling load pattern, in the case of the MPC strategy, there were plans 

to operate the chiller when the electricity price is high and to discharge the TES tank when the 

electricity price is low (see Fig. 6-13). However, as a result, the MPC reduced the total operating cost 

by 9.29% compared to RBC (see and Fig. 6-14). Similar to the high cooling load pattern, MPC 

employed the TES charging operation further less than the RBC strategy to reduce operating costs 

more than in the cooling operation.  
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Fig. 6-13. Operation modes and cumulative costs of each case used in each 
equipment of the experimental system when medium cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 

chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 

Fig. 6-14. Cumulative costs of the chiller and pumps of each case when medium 
cooling demands was tested. 
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6.3.3. Low cooling load schedule 

 Heat removal 

Table 6-3 shows the results of the cumulative heat removal on the secondary side in each case during 

the cooling operation. There was a difference of 0.49% between RBC and MPC casees when the 

medium cooling demand schedule was tested. Such differences are considered reasonable while 

comparing the operational strategies of the cooling operations of each case. 

 

Table 6-3. Comparison of the cumulative heat removlas in the secondary side when 
low cooling demands was tested in each case of RBC and MPC. 

 
Case 

RBC MPC 

Cumulative 

heat removals 

(kWh) 

14.01 14.08 

 

 Water tank temperature 

In the case of the low cooling load pattern, because the cooling demand was assumed as low during 

the daytime, the water tank temperature in both RBC and MPC strategy was regulated in the region 

slightly lower than the setpoint temperature of 26 °C (see Fig. 6-15). However, in both cases, the water 

tank temperature was well maintained within ± 0.5 °C of the cooling setpoint temperature. 

 

 

Fig. 6-15. Control results of the water tank temperature when low cooling demands 
was tested in each case. 
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 Energy used in water loops 

Fig. 6-16 shows the results of the energy used in each water loop on the primary side when the low 

cooling load schedule was tested. In the case of RBC, the time from the start of the TES discharging 

operation exceeded 1 hour, and it took about 30 minutes longer than the result of the high cooling load 

or medium cooling load patterns. In the case of MPC strategy, the cooling operation only by the TES 

discharging operation (Mode 3) was most frequently occurred rather than using the chiller to cool 

down the water tank. 

 

 

Fig. 6-16. Operation modes and cumulative energy used in each water loop of each 
case when low cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 SOC of the TES 

Fig. 6-17 shows the SOC of the TES tank in each case when the low cooling load schedule was 

tested. In the RBC case, the SOC was about 0.9 when the charging operation finished, however, as 

soon as the TES discharging operation started, the SOC decreased to about 0.6. Then the discharging 

operation was continued for about 1 hour. In the MPC case, the TES tank was charged until the SOC 



Chapter 6 Experimental analysis of AI-based MPC under different cooling load 

conditions 

Page 136 

was about 0.85 and stopped the charging operation at the last control time step. It is inferred that since 

the cooling demand assumed to be known in advance is low during the daytime, the MPC would try 

not to fully charge the TES tank. Therefore, the SOC in the MPC strategy increased up to 0.85 and 

naturally decreased to about 0.7. During the cooling operation, in the MPC case, the SOC decreased 

slowly by changing the operation modes rather than insisting only on discharging operation and let 

SOC decreases rapidly. 

 

 

Fig. 6-17. Operation modes and state of charge of TES tank of each case when low 
cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 Operation cost 

Fig. 6-18 shows the cumulative operating cost of each case when the low cooling demand schedule 

was tested. The MPC strategy discharged the TES tank generally when the electricity prices were 

assumed as high. Ultimately, MPC reduced total operating costs by 14.56% over RBC as shown in 

Fig. 6-19. However, the operating cost of the MPC strategy in cooling operation was similar to that of 

the RBC strategy. It is inferred that since the MPC didn’t charge the TES tank as much as the RBC 

strategy, it would try to reduce the operating cost more in the charging operation rather than in the 
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cooling operation. 

 

 

Fig. 6-18. Operation modes and cumulative costs of each case used in each 
equipment of the experimental system when low cooling demands was tested. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 

chiller operation, and Mode 4 is cooling operation with chiller operation. 

 

 

Fig. 6-19. Cumulative costs of the chiller and pumps of each case when low cooling 
demands was tested. 
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6.4. Conclusion 

In this study, the MPC strategy was developed using AI techniques and applied to an experimental 

setup that mimics a building energy system with TES. Experiments were conducted to verify the 

practicality of the developed AI-based MPC strategy. The MPC results were compared by the RBC 

strategy that prioritizes the TES. For the experiment to validate the developed AI-based MPC strategy, 

three different patterns of cooling load schedules (i.e., high, medium, and low cooling load schedules 

during the daytime) were assumed and tested. As a result, this control method reduced the total 

operating cost by 9.06–14.56% compared to the RBC. In addition, different operation plan results were 

obtained depending on the load pattern. Therefore, it is considered that energy-efficient real-time 

optimal control can be realized by using the AI-based MPC proposed in this study. 
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Chapter 7. 
Experimental analysis of AI-based MPC 
compared to different RBC strategies 

 

7.1. Experimental condition 

The effectiveness of the above MPC strategy was verified by comparing it with a rule-based control 

(RBC) which was also measured using the same experimental setup described in Chapter 5 (see also 

Fig. 5-2). This study defined the RBC strategy to prioritize the TES operation based on PID controllers. 

The TES was charged during the non-cooling operation hours at a nominal flow rate of 36.3 L/min to 

lower the mean tank temperature to 6 °C. The discharging operation was conducted until the mean 

tank temperature increased to 11 °C. The flow rate of the pump for the TES discharging operation (P-

3 and P-4) was manipulated by the PID controllers to send the chilled water at 7 °C to the secondary 

side, and maintain the tank temperature at 26 °C detailed conditions for PID controllers in RBC 

strategy can be found in Table 5-3.  

Also, an accelerated experiment that shortens the day from 24 hours to 4 hours was conducted. The 

experiment was started from the charging operation where the chiller sends to charge the TES tank 

assuming that the time of the occupancy during a day ends at night. The representative cooling load 

generated from the electric immersion heater is illustrated in Fig. 7-1. The cooling setpoint temperature 

of the water tank during the cooling operation was set as 26 °C.  

 

 

Fig. 7-1. Representative cooling load assumed to be known in advance in the 
experiment. 
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Two RBC cases were collected from the experimental system that differed in the cooling operation 

with TES discharging priority. The case of RBC-1 commences the TES discharging operation as soon 

as the cooling mode commences. However, the RBC-2 case begins the chiller cooling operation by 

itself, and the TES begins discharging when the electricity price is highest during the occupied hours. 

The results from the two RBC cases were compared with those of the MPC strategy. In the MPC 

strategy, a plan of electricity price is assumed as shown in Fig. 7-2. The cooling demand and electricity 

prices, that this study assumed to be known in advance. 

 

 

Fig. 7-2. Time-variant electricity prices assumed to be known in advance in the 
experiment. 

 

7.2. Implementation of MPC strategy 

7.2.1. ANN prediction models 

Five ANN models with different prediction targets were constructed. The prediction targets are the 

water tank temperature, TES tank temperatures (top, middle, and bottom layers), chiller inlet/outlet 

temperatures, and power consumption of the chiller and the pumps. Equations (7-1)–(7-5) show the 

input parameters required to predict each prediction target. The input parameters were selected 

empirically, considering the influence between the prediction targets. The flow rates of pumps on the 

primary side are included as input parameters in every ANN because the behavior of the prediction 

target can be captured by varying the control variables. 

 

𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝐸 , 𝑇 , 𝑉 , 𝑉  (7-1)

𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑉  (7-2)

𝑦 𝑇 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑇 , 𝑉  (7-3)

𝑦 𝐸 𝐴𝑁𝑁 𝑇 , 𝑇 , 𝑇 , 𝑇 , 𝑉  (7-4)
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𝑦 𝐸 𝐴𝑁𝑁 𝑉  (7-5)

where  

𝑇 𝑇 , , 𝑇 , , 𝑇 ,  (7-6)

𝑇 𝑇 , , 𝑇 ,  (7-7)

𝐸 𝐸 , 𝐸 , 𝐸 , 𝐸  (7-8)

𝑉 𝑉 , 𝑉 , 𝑉 , 𝑉  (7-9)

 

In the MPC framework, ANNs are needed to predict the future output of the system (𝑦 ) in the 

prediction horizon of [𝑡, 𝑡 𝐻 ]. The output of the system at the first timestep (𝑦 ) was obtained based 

on the feedbacked measured value at the current timestep (t 1). For the prediction within the left 

prediction horizon, the output was consecutively forecasted based on the predicted value from the 

ANNs. The predicted outdoor temperature (𝑇 ) was obtained from the Japanese national weather 

service. This study assumed the cooling demand (𝐸 ) to be known in advance.  

ANNs were trained using 2,445 data points collected under different operating modes, with varying 

flow rates and cooling load conditions. The activation functions of the hidden layer and output layer 

are the sigmoid and linear functions, respectively. The loss function is the mean square error (MSE), 

and the training optimization algorithm is the Levenberg–Marquart algorithm [84,85]. The epoch was 

set to 1,000 based on batch training.  

The training dataset was randomly divided into three groups for the purpose of training, validation, 

and evaluation process. Therefore, 70% of the entire dataset was used for training the neural network, 

15% for verification to prevent excessive training such as overfitting, and 15% for evaluating the 

trained ANNs. Evaluation results of trained ANNs using a 15% separated dataset are described in Fig. 

7-3. Each ANNs showed high accuracy with the R2 value greater than 0.9, and the RMSE value less 

than 0.5 °C and 0.1 kW for the prediction of temperatures and power consumption, respectively. 

 



Chapter 7 Experimental analysis of AI-based MPC compared to different RBC 

strategies 

Page 145 

 

(a) ANN for water tank temperature (𝑛 2, 𝑛 20) 

 

(b) ANN for TES temperatures (𝑛 2, 𝑛 20) 

 

(c) ANN for chiller temperatures (𝑛 2, 𝑛 30) 

 

(d) ANN for chiller power consumption (𝑛 2, 𝑛 20) 

 

(e) ANN for pumps’ power consumption (𝑛 2, 𝑛 20) 

Fig. 7-3. Evaluation results of trained ANNs using the separate datasets (𝑛  is the 
number of hidden layers and 𝑛  is the number of hidden neurons). 
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7.2.2. Optimization problem 

The objective function of the MPC scheme is to minimize the total operating cost considering the 

variation of electricity prices with time (𝑃) in Fig. 7-2, by manipulating the flow rates of pumps on 

the primary side (Equations. (7-10)–(7-11)). 

 

𝑚𝑖𝑛 𝐽 𝐸 𝐸 ⋅ 𝑃  (7-10)

𝐽 𝑓 𝑉 , 𝑉 , 𝑉 , 𝑉  (7-11)

 

The constraints were to maintain the water tank temperature at the cooling setpoint temperature of 

26 °C during the cooling mode (Equation. (7-12)) and to determine the flow rate of the pump within 

the operational range (Equations. (7-13)–(7-20)).  

 

𝑇 26 °C during cooling operation (7-12)

If cooling demand is zero (𝐸 0)  

𝑉 𝑥 | 𝑥 0, or 25 𝑥 36.3  [L/min] (7-13)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (7-14)

𝑉 0 [L/min] (7-15)

𝑉 0 [L/min] (7-16)

else (𝐸 0)  

𝑉 𝑥 | 𝑥 0, or 25 𝑥 36.3  [L/min] (7-17)

𝑉 0 [L/min] (7-18)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (7-19)

𝑉 𝑥 | 𝑥 0, or 16.2 𝑥 36.3  [L/min] (7-20)

 

Also, when the experimental system was operated as in cooling mode, it is necessary to restrict the 

flow rate of the inflowing chilled water to the secondary side because of the size of the header. 
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However, if the optimization solver finds the optimal solution of the pumps flow rate as in operation 

mode 3, i.e., the parallel cooling operation both with TES discharging and chiller operation, the sum 

of inflowing flow rate to the secondary side exceeds the design maximum flow rate of 46 L/min for 

the header pipe. Therefore, the constraint described in Equation. (7-21) was also considered. 

 

If 𝐸 0, 𝑉 0, and 𝑉 &𝑉 0  

𝑉 𝑉 46 L/min (7-21)

 

The mean temperature of the TES tank was restricted to 6 °C during the charging operation and 

11 °C during the discharging operation (Equation (7-22)). 

 

f 𝑇  
𝑠𝑡𝑜𝑝 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑇 6 °𝐶

  𝑠𝑡𝑜𝑝 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑇 11 °𝐶
 (7-22)

 

In the MPC scheme, the prediction horizon (HP) was set as 24 h (corresponds to 4 h in experimental 

scale), and control input was assigned at 1 h (10 min in experimental scale) intervals. For the 

optimization calculation, the εDE-RJ [35] was utilized, and a total of 300 iterative calculations per 

control timestep with 10 populations and 30 generations were performed. 

 

7.3. COP correction based on COP-PLR curve 

The chiller efficiency depends on the energy consumed and the cooling delivered and is affected by 

the ambient temperature under part-load conditions as shown in Fig. 7-4. Therefore, to properly 

evaluate the results under different operating conditions, the correlation between the chiller’s COP and 

the part load ratio (PLR) at different outdoor temperatures was analyzed.  
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Fig. 7-4. COP-PLR curve of the air-source heat pump chiller in the experimental 
system at different outdoor temperatures. 

 

Using the regression equation obtained through correlation analysis, the COP of the chiller was 

corrected to the value estimated to have been consumed when the chiller was operated at an outdoor 

reference temperature of 28°C. When the measured outdoor temperature during the experiment was 

included in the range between 18 °C and 32 °C, the measured COP was corrected based on 

interpolation using Equation. (7-23). 

 

When 𝑇 𝑇 𝑇 ,  

𝐶𝑂𝑃′ 𝐶𝑂𝑃 𝐶𝑂𝑃 𝐶𝑂𝑃
𝑇 𝑇
𝑇 𝑇

 (7-23)
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When the measured outdoor temperature was higher than 32°C, the measured COP was corrected 

based on the extrapolation using Equation. (7-24). 

 

When𝑇   𝑇   𝑇 ,  

𝐶𝑂𝑃′
𝐶𝑂𝑃 𝑇 𝑇 𝐶𝑂𝑃 𝑇 𝑇

𝑇 𝑇
 (7-24)

 

Also, if the measure outdoor temperature was less than 18 °C, the measured COP was corrected 

based on the extrapolation using Equation. (7-25). 

 

When𝑇   𝑇  𝑇 ,,  

𝐶𝑂𝑃′
𝐶𝑂𝑃 𝑇 𝑇 𝐶𝑂𝑃 𝑇 𝑇

𝑇 𝑇
 (7-25)

 

The equation of correlation analysis between chiller’s COP and PLR at the reference outdoor 

temperature of 28 °C is shown in Equation. (7-26).  

 

𝐶𝑂𝑃   ° 4.6 𝑃𝐿𝑅 6.2 𝑃𝐿𝑅 2.3 (7-26)

 

Then, the rate (𝜀) between the corrected COP and the COP at the reference temperature of 28 °C 

can be obtained using Equation. (7-27). Using the rate of 𝜀, the electricity consumption of the chiller 

was adjusted based on the corrected COP and standard COP using Equation. (7-28). 

 

𝜀 
𝐶𝑂𝑃′

𝐶𝑂𝑃 °
 (7-27)

𝐸 →   𝜀 𝐸
𝐶𝑂𝑃′

𝐶𝑂𝑃 °
𝐸  (7-28)
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7.4. Results and discussion 

7.4.1. Heat removal 

Table 7-1 shows the results of the cumulative heat removal on the secondary side in each case during 

the cooling operation. There was a difference of 0.64% between MPC and RBC-1, and 3.14% between 

MPC and RBC-2. Such differences are considered reasonable while comparing the operational 

strategies of the cooling operations of each case. 

 

Table 7-1. Comparison of the cumulative heat removlas in the secondary side in 
each case of RBC-1, RBC-2, and MPC case. 

 
Case 

RBC-1 RBC-2 MPC 

Cumulative 

heat removals 

(kWh) 

18.63 18.16 18.75 

 

7.4.2. Water tank temperature 

Fig. 7-5 shows the water tank temperature variations in the MPC and the two RBC strategies. In 

every case, the water tank was maintained between 25.5–26.5 °C. The MSE value between the water 

tank temperature and cooling setpoint temperature during the cooling operation was 0.19 °C for RBC-

1, 0.17 °C for RBC-2, and 0.08 °C for MPC. 

 

 

Fig. 7-5. Control results of the water tank temperature in each case. 
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7.4.3. Energy used in water loops 

Fig. 7-6 compares the operational strategy of each case. The RBC strategy prioritizes a TES 

operation; however, RBC-1 commenced the discharging operation (Mode 2) as soon as the cooling 

operation began. RBC-2 first operated the chiller to manage the cooling load (Mode 4) and discharged 

the TES tank (Mode 2) when the electricity price was the highest. On the other hand, the MPC strategy 

estimated the system behavior for the next 24 steps at each 10 min interval and freely switched the 

operation modes with the best choice at the moment. 

 

 

Fig. 7-6. Operation modes and cumulative energy used in each water loop of each 
case. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 
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7.4.4. SOC of the TES 

Fig. 7-7 shows the SOC of the TES tank in each case. In the RBC-1 case, the TES discharging 

operation was operated as soon as the cooling operation started. The SOC was about 0.85 when the 

charging operation finished, however, as soon as the TES discharging operation started, the SOC 

decreased to about 0.4. Then the discharging operation was continued for about 35 minutes. In the 

RBC-2 case, the TES discharging operation was commenced when the electricity price is highest 

during the day. When the TES charging operation was finished, the SOC was about 0.85, however, it 

decreased naturally to about 0.6 and the TES discharging operation was continued about 0.7 hours 

more than the RBC-1 case. In the MPC case, the TES tank was charged until the SOC was about 0.85. 

During the cooling operation, in the MPC case, the SOC decreased slowly by changing the operation 

modes rather than insisting only on discharging operation and let SOC decreases rapidly. 

 

 

Fig. 7-7. Operation modes and state of charge of TES tank of each case. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 
chiller operation, and Mode 4 is cooling operation with chiller operation. 
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7.4.5. Operation cost 

In the RBC-1 case, the TES discharging operation took priority as soon as the cooling operation 

started, which means that the TES discharging operated in such a way that it cannot further save 

operating costs. However, RBC-2 gave priority to the TES discharging operation when the electricity 

price is the highest during the day; therefore, RBC-2 could save the operating cost by 14.1% compared 

to RBC-1 (Fig. 7-8).  

 

 

Fig. 7-8. Operation modes and cumulative costs of each case used in each equipment 
of the experimental system. 

*Note that Mode 0 is stop status, Mode 1 is TES charging operation, Mode 2 is cooling 
operation with TES discharging, Mode 3 is cooling operation with TES discharging and 

chiller operation, and Mode 4 is cooling operation with chiller operation. 
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However, MPC could reduce the operating cost further than both RBC strategies by optimally 

manipulating the flow rates of the pump on the primary side based on the prediction of system behavior 

from ANNs (by 22.5% compared to RBC-1 and 9.7% compared to RBC-2, see in Fig. 7-9). Savings 

in operating costs in the MPC case were further better during the TES charging operation compared 

to the two RBC strategies. However, during the cooling operation, MPC was able to reduce the cost 

by as much as 11% compared to RBC-1. However, compared to RBC-2, MPC showed larger costs of 

about 7.5%. 

 

 

Fig. 7-9. Cumulative costs of the chiller and pumps of each case. 
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7.5. Conclusion 

In this study, the MPC strategy was developed using AI techniques and applied to an experimental 

setup that mimics a TES building energy system. Experiments were conducted to verify the practicality 

of the AI-based MPC strategy. The MPC results were compared to two RBC strategies that prioritize 

TES operation and discharge the TES either when the cooling operation commences, or when the 

electricity price is the highest. The AI-based MPC could reduce operating costs by 9.7–22.5% 

compared to the RBC strategies.  
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Chapter 8. Conclusion and further research 
 

In the present thesis, a model predictive control (MPC) strategy using artificial intelligence (AI) 

was proposed to secure the practicality and applicability. Also, a developed AI-based MPC strategy 

was investigated and analyzed based on both simulation and experimental results. The research flow 

and the achievements obtained from this thesis is summarized in Fig. 8-1. Through the present study, 

the proposed AI-based MPC strategy was verified as efficient in real-time optimal control. 

 

 

In Chapter 3, the practicality of the ANN prediction models in building energy systems was 

investigated. The ANN prediction models of the stratified chilled water TES system and the borehole 

heat exchangers (BHE) for a ground source heat pump (GSHP) system were constructed based on a 

case study to determine the optimal input parameters for the training dataset. It was observed that a 

highly accurate ANN that results in marked reductions in the computational cost can be constructed 

by combining the appropriate input data parameters. The primary results of the study can be 

summarized as follows: 

• In the case of the TES system, the amount of heat remaining during the current and previous 

time steps (𝑄  and 𝑄 ) as well as information regarding temperature stratification during 

the previous time step ( 𝑇 , 𝑇 , ⋯ , 𝑇 , and 𝑇  ) are valid to predict a sending 

temperature to the secondary side. 

• In the case of the BHE, the outlet temperature during the two-steps-prior time step and that 

during the previous time step (𝑇  and 𝑇 ) as well as the rate of heat extraction during the 

current time step and that during the previous time step (𝑞  and 𝑞 ) must be included as 

Fig. 8-1. Summary of research flow and achievements. 
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the input parameters to predict the outlet temperature of the BHE. 

• Furthermore, the constructed ANN model, which represents the plant system, can be used with 

the MPC algorithm since its computational load is significantly lower. 

 

In Chapter 4, the feasibility analysis of AI-based MPC strategy with the choice of a virtual office 

building and target energy systems including TES was conducted based on the simulation. The ANN 

was utilized to predict the future behavior of the systems and the epsilon constrained differential 

evolution with random jumping (εDE-RJ) was implemented as an optimization problem solver to 

minimize operating costs. The primary results of the study can be summarized as follows: 

• The MPC reduced the operating costs of the building energy system by 3.4% compared to the 

RBC during the four-day simulation period, although a sudden increase in occupancy load was 

conducted intentionally. There was a 1.5% saving in cost when the outdoor temperature was at 

its highest and this value was 7.2% when outdoor conditions were not extreme. 

• The MPC considered an average of 497 s, on a personal laptop (64-bit Windows 10, i7-8700 

CPU (3.20 GHz), 8 GB RAM), to find optimal control variables for a prediction horizon 24 h 

in the future. At first execution, the calculation time was approximately 600 s including the 

loading time. Furthermore, the constructed ANN model, which represents the plant system, can 

be used with the MPC algorithm since its computational load is significantly lower. 

 

Although the results from Chapter 4 showed the AI-based MPC strategy was effective, the 

verification of MPC strategy based on the experimental analysis is necessary considering the following 

points. First, the training data obtained from the simulation analysis is quantitatively and qualitatively 

better than actual operational data since experimental data usually includes a noise. Also, in the 

simulation-based analysis, the system physics such as mechanical characteristics of equipment when 

the operation starts and stops the driving, the heat loss that occurs when the heat is transferred from 

the primary side to the secondary side, and the control time delay or the fluctuation that occurs when 

the heat is supplied from the primary side to the secondary side for the temperature regulation cannot 

be carefully considered. Therefore, the downscaled mock-up system was devised in order to validate 

the developed AI-based MPC strategy via experimental analysis. The experimental system for the 

cooling operation includes a chiller, TES, heat exchangers, and variable-speed pumps. The air-

conditioning space was replaced with a water tank, and the cooling load was assigned by an electric 

immersion heater (in Chapter 5). 

 

In Chapter 6, the developed AI-based MPC strategy was implemented to this experimental system 

and compared with the RBC strategies that prioritize the TES operation with proportional integral 

differential (PID) controller under three different patterns of cooling load schedules where the load 
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continues as high, medium, and low during the day. As a result, the proposed AI-based MPC strategy 

reduced the total operating cost by 9.06–14.56% compared to the RBC strategy. In addition, in the 

MPC strategy, different operation schedules were observed depending on the scale of the daily cooling 

load pattern. 

 

In Chapter 7,the effectiveness of the above MPC strategy was further verified by comparing it with 

two different RBC strategies. Two RBC cases were collected from the experimental system that 

differed in the cooling operation with TES discharging priority. The case of RBC-1 commences the 

TES discharging operation as soon as the cooling mode commences. While the RBC-2 case begins the 

chiller cooling operation by itself, and the TES begins discharging when the electricity price is highest 

during the occupied hours. Based on the comparative analysis between the MPC strategy and two RBC 

strategies, the potential of cost savings of AI-based MPC strategy was further verified to reduce the 

operating costs by 9.7–22.5% compared to the RBC strategies. 

 

Even the simulation and experimental results showed the AI-based MPC strategy showed a high 

efficiency and optimality in the operation of building energy system with TES to save the operating 

costs by 3.4–22.5%, the present study has a limitation in the following point of view: 

• In the experimental system, the capacity of the heat source equipment was scaled down, the air-

conditioning space was simulated by the water tank, and the cooling demand was assigned by 

the electric immersion heater installed inside the water tank. Therefore, the experimental 

analysis of the proposed AI-based MPC strategy is required to be verified in actual full-scale 

buildings with multi-zone conditioning. 

• An accelerated experiment that shortens the day from 24 hours to 4 hours was conducted. In 

designing of the MPC controller, it is important to set the parameter of prediction time horizon 

and the control time horizon carefully. However, such a design parameter of the prediction 

horizon and the control time horizon was not investigated in this study since the experiment 

was conducted with an accelerated scale. 

• When the developed AI-based MPC was implemented by the experimental system, the 

centralized MPC was adopted as shown in the figure below. Firstly, the setpoint of the flow rate 

which was obtained by the optimizer was assigned to the internal PID controller of the inverter, 

then the frequency of the inverter was controlled to operate the system with the optimized 

supplying flow rate. One of the key advantages of this kind of MPC implementation is that it is 

relatively easy to introduce the MPC controller to the existing system because it can promote 

the optimal operation by simply linking the main PC with the system. However, since the 

control signal must go through two stages, it can be relatively unreasonable. If the control 

process is needed to be more simplified, the direct control of the frequency of the inverter can 
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also be adopted by modeling the relationship between the flow rate of each water loop and the 

frequency of the inverter. 

 

 

• The developed AI-based MPC can be expected to be utilized to solve various control problems. 

For instance, the control problem to determine the optimal setpoint for producing the chilled 

water from the heat source, to regulate the multi-zone not only the single zone, to simply decide 

the best operation mode of the TES system at the moment, and so on. However, this study only 

tested the developed method to determine the optimal flow rates in each water loop to regulate 

the single zone temperature and thus the additional verification in a various condition can be 

further studied. 

• Further, in the present thesis, the AI-based MPC strategy was compared only with the RBC 

strategies that prioritize the TES operation. It is necessary to compare the proposed AI-based 

MPC strategy with various operation strategies such as an advanced operation strategies based 

on the experience of building operators. 

• Moreover, future disturbances that affect the implementation of the MPC strategy for building 

energy management such as occupant-behavior-related disturbances, and time-variant 

electricity pricing disturbances were not considered and assumed as known in advance in this 

study. 

 

Fig. 8-2. Centralized MPC adopted for the experimental implementation. 
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Appendix 1. Results of model evaluation after training runs for all cases of stratified 
chilled water TES system. 

Case Inputs 
Number of 

hidden layers

Number of 

hidden 

neurons 

R2 
RMSE 

(°C) 

CVRMSE

(%) 

TES 1 3 

1 

10 0.9973 0.2294 2.37 

20 0.9971 0.2337 2.41 

30 0.9966 0.2560 2.63 

2 

10–10 0.9987 0.1545 1.59 

20–20 0.9999 0.0348 0.35 

30–30 0.9994 0.0997 1.02 

TES 2 4 

1 

10 0.9997 0.0673 0.69 

20 0.9988 0.1488 1.53 

30 0.9992 0.1181 1.21 

2 

10–10 0.9999 0.0341 0.35 

20–20 0.9999 0.0386 0.39 

30–30 0.9999 0.0243 0.25 

TES 3 21 

1 

10 0.9997 0.0629 0.64 

20 0.9990 0.1338 1.37 

30 0.9998 0.0531 0.54 

2 

10–10 0.9999 0.0264 0.27 

20–20 0.9999 0.0265 0.27 

30–30 0.9999 0.0284 0.29 

TES 4 4 

1 

10 0.9997 0.0741 0.76 

20 0.9993 0.1125 1.16 

30 0.9998 0.0471 0.48 

2 

10–10 0.9999 0.0318 0.32 

20–20 0.9999 0.0205 0.21 

30–30 0.9996 0.0870 0.89 

TES 5 5 

1 

10 0.9997 0.0651 0.67 

20 0.9998 0.0532 0.54 

30 0.9998 0.0473 0.48 

2 

10–10 0.9999 0.0277 0.28 

20–20 0.9999 0.0238 0.24 

30–30 0.9999 0.0250 0.25 

TES 6 22 

1 

10 0.9987 0.1545 1.59 

20 0.9999 0.0348 0.35 

30 0.9994 0.0997 1.02 

2 

10–10 0.9999 0.0234 0.24 

20–20 0.9999 0.0224 0.23 

30–30 0.9999 0.0204 0.21 
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Appendix 2. Results of model evaluation after training runs for all cases of BHE for 
GSHP system. 

Case Inputs 
Number of 

hidden layers

Number of 

hidden 

neurons 

R2 
RMSE 

(°C) 

CVRMSE

(%) 

BHE 1 4 

1 

10 0.9999 0.0071 0.05 

20 0.9999 0.0054 0.04 

30 0.9999 0.0054 0.04 

2 

10–10 0.9999 0.0054 0.04 

20–20 0.9999 0.0054 0.04 

30–30 0.9999 0.0053 0.04 

BHE 2 2 

1 

10 0.9917 0.0934 0.78 

20 0.9914 0.0939 0.78 

30 0.9912 0.0931 0.77 

2 

10–10 0.9916 0.0935 0.78 

20–20 0.9916 0.0930 0.77 

30–30 0.9912 0.0905 0.75 

BHE 3 3 

1 

10 0.9937 0.0811 0.67 

20 0.9935 0.0814 0.68 

30 0.9934 0.0817 0.68 

2 

10–10 0.9939 0.0781 0.65 

20–20 0.9936 0.0801 0.66 

30–30 0.9933 0.0817 0.68 

BHE 4 3 

1 

10 0.9952 0.0700 0.58 

20 0.9950 0.0708 0.59 

30 0.9944 0.0730 0.60 

2 

10–10 0.9952 0.0717 0.59 

20–20 0.9953 0.0703 0.58 

30–30 0.9953 0.0693 0.57 

BHE 5 3 

1 

10 0.9980 0.0429 0.35 

20 0.9983 0.0410 0.34 

30 0.9985 0.0384 0.32 

2 

10–10 0.9985 0.0386 0.32 

20–20 0.9986 0.0368 0.30 

30–30 0.9983 0.0408 0.34 

BHE 6 4 

1 

10 0.9988 0.0341 0.28 

20 0.9990 0.0327 0.27 

30 0.9988 0.0329 0.27 

2 

10–10 0.9989 0.3242 0.27 

20–20 0.9993 0.0261 0.21 

30–30 0.9992 0.0290 0.24 
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BHE 7 2 

1 

10 0.9534 0.2181 1.82 

20 0.9521 0.2262 1.88 

30 0.9466 0.2323 1.94 

2 

10–10 0.9495 0.2316 1.93 

20–20 0.9502 0.2245 1.87 

30–30 0.9485 0.2300 1.91 

BHE 8 4 

1 

10 0.9999 0.0067 0.05 

20 0.9999 0.0070 0.05 

30 0.9999 0.0064 0.05 

2 

10–10 0.9999 0.0065 0.05 

20–20 0.9999 0.0063 0.05 

30–30 0.9999 0.0063 0.05 
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Appendix 3. Front panel of the LabVIEW environment to display the system status of 
the experimental system for the measurement and control. 
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Appendix 4. Front panel of the LabVIEW environment for monitoring the temperatures 
from the experimental system. 

 

  



 

Page 169 

Appendix 5. Front panel of the LabVIEW environment for monitoring the flow rates 
and power consumption from the experimental system. 
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Appendix 6. Front panel of the LabVIEW environment to display the PID controller to 
control the pumps (P-3, P-4 in Fig. 5-2) for TES discharging operation. 
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Appendix 7. Front panel of the LabVIEW environment to display the PID controller to 
control the pump (P-1 in Fig. 5-2) for cooling operation of the chiller. 
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Appendix 8. Block diagram of the LabVIEW environment to initialize the status of the 
experimental system and get ready to measure all data. 
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Appendix 9. Block diagram of the LabVIEW environment to initialize the status of the 
experimental system (all the equipment to be off and 2-way valves to be closed). 
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Appendix 10. Block diagram of the LabVIEW environment to initialize the status of the 
experimental system. 
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Appendix 11. Block diagram of the LabVIEW environment to manually measure and 
control the status of the experimental system. 
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Appendix 12. Block diagram of the LabVIEW environment to interconnect the 
MATLAB to obtain the optimization results from MPC and automatically measure and 

control the status of the experimental system. 
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Appendix 13. Block diagram of the LabVIEW environment to consecutively measure 
the status of the experimental system. 
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Appendix 14. Block diagram of the LabVIEW environment to consecutively measure 
the status of the experimental system when it was operated by MPC controller. 
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Appendix 15. Block diagram of the LabVIEW environment to automatically control the 
on-off status and open-close status of the equipment and switch the operation of the 

experimental system. 
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Appendix 16. Block diagram of the LabVIEW environment to stop the operation of the 
experimental system. 
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Appendix 17. Block diagram of the LabVIEW environment to connect the DAQ system 
and LabVIEW software. 
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Appendix 18. Block diagram of the LabVIEW environment to program PID controllers 
to control the pumps (P-3, P-4 in Fig. 5-2) for TES discharging operation. 
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Appendix 19. Block diagram of the LabVIEW environment to program PID controllers 
to control the pump (P-1 in Fig. 5-2) for cooling operation of the chiller. 
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