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Abstract

Neutrinos associated with solar flares (solar flare neutrinos) provide information on particle
acceleration mechanisms during the impulsive phase of solar flares. Solar flare neutrino search
was conducted using the Super-Kamiokande detector with search time windows set by using data
from solar observation satellites. Furthermore, we have established another approach to set the
search windows for solar flare neutrinos analyzing the data of coronal mass ejections, and then
performed the first attempt to search for neutrinos from solar flares occurring on the invisible
side of the Sun. Twenty-three solar flares above the X5.0 class were selected which occurred on
the visible side of the solar surface between April 1996 and May 2018. And ten solar flares were
selected from the invisible side which accompanies with coronal mass ejections whose emission
speed is faster than 2000 km s−1. Then, the neutrino events coincident with the solar flares were
searched for using the Super-Kamiokande detector. The Super-Kamiokande data is divided into
two samples as high-energy samples (above 100 MeV) and low-energy samples (16 - 100 MeV).
For the solar flares occurring on the visible side of the Sun, there are two solar flares occurring on
the visible side of the Sun with one high-energy neutrino candidate in the search time windows.
For the other eighteen solar flares on the visible side, there are not any neutrino candidates. The
solar flares with the neutrino candidate occurred on November 4th, 2003, and September 6th,
2017, and expected background rates are 0.20 event/flare and 0.12 event/flare, respectively. They
are statistically consistent with the expected background rate. For the solar flares occurring on
the invisible side, there are two solar flares with two high-energy neutrino candidates and two
solar flares with one high-energy neutrino candidate. There are not any neutrino candidates with
the other solar flares. The expected background rate for each solar flare on the invisible side is
0.62 event/flare. They are statistically consistent with the expected background rate. Therefore,
the upper limit of solar flare neutrino fluence at 90% confidence level was calculated for each
solar flare. The fluence upper limits at 90% confidence level for the solar flares occurring on
the visible side of the Sun without neutrino candidates are 5.6× 105 cm−2. For the solar flares
occurring on the invisible side, The fluence upper limits at 90% confidence level in the energy
region from 100 MeV to 10 GeV are 5.6×105 cm−2, 8.2×105 cm−2 and 1.2×106 cm−2 for solar
flares with zero, one and two neutrino candidates, respectively. From the obtained fluence upper
limits, the upper limits on the conversion factor, η, which is the efficiency of energy conversion
from the total energy of solar flare to the energy of the neutrinos, is estimated. In the case of
the largest solar flare on November 4th, 2003, it is determined as η < 0.004, which is two orders
of magnitude smaller than the estimation by Fargion and Moscato. Therefore, this experimental
result suggests that the theoretical assumption of the energy conversion during solar flares should
be re-considered. In addition, the fluence upper limit at 90% confidence level for the solar flare
occurring on the invisible side on November 7th, 2003, which followed the largest solar flare,
is 1.2 × 106 cm−2. The fluence upper limits at 90% confidence level in the energy region from
16 to 100 MeV for the solar flares occurring on the visible and invisible side of the Sun are
1.7× 107 cm−2. In order to compare the results with the other experimental fluence limits, the
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model independent fluence upper limit below 100 MeV is also obtained. The result does not
rule any theoretical models but gives the most stringent upper limits on the fluence of solar flare
neutrinos in the tens of MeV region.
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Chapter 1

Introduction to Solar Flares and
Neutrinos

In this chapter, the physics of neutrinos, solar flares, and neutrino emission associated with solar
flares are discussed.

1.1 Neutrinos

Neutrinos are elementary particles with no electric charge and interact with other particles via
the weak force and gravity only. Neutrinos interact with other matter only rarely, so if neutrinos
which are produced by high-energy phenomena in the universe can be observed, they can be used
to investigate phenomena occurring at the source. So far, neutrinos from fusion reactions at the
center of the Sun [1], supernova explosions [2] and Blazer [3] have been observed.

1.1.1 Neutrino oscillation

One of the important properties of neutrinos is neutrino oscillation. They were thought to be
particles with zero mass in the standard model of particle physics. However, neutrino oscillation
was discovered with observations of atmospheric and solar neutrinos, with the consequence that
neutrinos have masses [4, 5]. The flavor eigenstates of neurinos, |να⟩ (α = e, µ, τ), can be
expressed as superposition of their mass eigenstates, |νi⟩ (i = 1, 2, 3):

|να⟩ =
∑
i

Uαi |νi⟩ , (1.1.1)

where U is a 3 × 3 unitary matrix which is call Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
matrix [6, 7]. This PMNS matrix can be written by using 4 independent parameters, which are
mixing angles θ12, θ23, θ13 and the Charge-Parity (CP) violation phase δCP:

U =

1 0 0
0 c23 s23
0 −s23 c23

 c13 0 s13e
−iδCP

0 1 0
−s13e

iδCP 0 c13

 c12 s12 0
−s12 c12 0
0 0 1


=

 c12s13 s12c13 s13e
−iδCP

−s12c23 − c12s13s23e
−iδCP c12c23 − s12s13s23e

iδCP c13s23
s12s23 − c12s13c23e

iδCP c12s23 − s12s13c23e
iδCP c13c23

 , (1.1.2)

1
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where cij = cos θij and sij = sin θij . If sin δCP ̸= 0, the PMNS matrix contains imaginary parts,
which cause CP violation. In vaccum, the time evolution of of a mass eigenstate can be derived
from the Schrödinger equation,

i
d

dt
|νi(t)⟩ = H |νi(t)⟩ = Ei |νi(t)⟩ (1.1.3)

|νi(t)⟩ = exp(−iEit) |νi(0)⟩ , (1.1.4)

where Ei is the energy of mass eigenstate, H represents Hamiltonian and t is a travering time of
the neutrino. From Eqs. 1.1.1 and 1.1.4, The flavor eigenstate |να⟩ at a time t can be written as

|να(t)⟩ =
∑
i

Uαi exp(−iEit) |νi(0)⟩ (1.1.5)

When the mass of a neutrinos, m2
i , are too small compared to their momenta, pi, an approxi-

mation,

Ei =
√
p2i +m2

i ≈ pi +
m2

i

2pi
≈ p+

m2
i

2Ei
, (1.1.6)

where the neutrino energy, expressed as E ∼ |pi| ∼ |pj |. Then, Eq. 1.1.5 becomes as following:

|να(t)⟩ =
∑
i

Uαi exp(−ipt) exp(− im2
i t

2E
) |νi(0)⟩

=
∑
i,β

Uαi exp(−ipt) exp(− im2
i t

2E
)U†

βi |νβ⟩ . (1.1.7)

the να → νβ transition probability P (να → νβ) is calculated as:

P (να → νβ) = | ⟨νβ |να(t)⟩ |2

= |
∑
i,β

Uαi exp(−ipt) exp(− im2
i t

2E
)U†

βi|
2

=
∑
i,j

U†
αiUβiUαjU

†
βj exp

(
−
i(m2

i −m2
j )t

2E

)

=
∑
i,j

U†
αiUβiUαjU

†
βj exp

(
−
i∆m2

ijL

2E

)

= δαβ − 4
∑
i>j

Re(U†
αiUβiUαjU

†
βj) sin

2(
∆m2

ijL

4E
)

+ 2
∑
i>j

Im(U†
αiUβiUαjU

†
βj) sin(

∆m2
ijL

2E
) (1.1.8)

where ∆m2
ij ≡ m2

i −m2
j is a mass-squared difference, t is replaced with a travel distance L = ct

and δαβ is the Kronecker’s delta. According to this equation, neutrino oscillation will happen
when at least two neutrino masses are not degenerate (mi ̸= mj) and there is nonzero mixing an-
gle (θij ̸= 0). Neutrino oscillation in a vauum can be described by six parameters: three mixing
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angles (θ12, θ23, θ13), two mass squeared difference1 (∆m2
12,∆m2

23), and a CP phase (δCP). These
parameters have been measured by using various neutrino sources: solar, reactor, atmospheric
and accelerator neutrinos. The parameters θ12,∆m2

12 are measured by solar neutrino experi-
ments [8–10]. Atmospheric neutrino and accelerator neutrino experiments [11–14] established
the parameters, θ23,∆m2

23. Measurements at reactor experiments [15–17] established that the
mixing angle, θ13, was small but nonzero. The value of the CP phase (δCP) is still unknown
but Tokai to Kamioka (T2K) experiment [18] showed non-zero δCP with 95% Confidence Level
(C.L.). The best fit values of global analysis of neutrino data are summarized in Table. 1.1.
There are two possibilities of mass hierarchy, which depend on the ordering of the neutrino mass
eigenstates. The order, m1 < m2 < m3 (m3 < m1 < m2), is called to Normal Ordering (NO)
(Inverted Ordering (IO)).

Table 1.1: Three flavor ν oscillation parameters obtained from different global analysis of neutrino
data. In all cases the numbers labeled as NO (IO) are obtained assuming NO (IO), i.e., relative
to the respective local minimum.

Parameter Best fit value

NO

sin2 θ12[10
−1] 3.10+0.13

−0.12

sin2 θ23[10
−1] 5.63+0.18

−0.24

sin2 θ13[10
−2] 2.237+0.066

−0.065

δCP[
◦] 221+39

−28

∆m2
21[10

−5eV] 7.39+0.21
−0.20

∆m2
23[10

−3eV] 2.454+0.029
−0.031

IO

sin2 θ12[10
−1] 3.10+0.13

−0.12

sin2 θ23[10
−1] 5.65+0.17

−0.22

sin2 θ13[10
−2] 2.259+0.065

−0.065

δCP[
◦] 282+23

−25

∆m2
21[10

−5eV] 7.39+0.21
−0.20

∆m2
23[10

−3eV] −2.510+0.030
−0.031

1∆m2
12 +∆m2

23 +∆m2
31 = 0



4 CHAPTER 1. INTRODUCTION TO SOLAR FLARES AND NEUTRINOS

1.2 The Sun and Its Activity

The sun is a multi-layered, spherical mass of gas that is composed of hydrogen and helium with
a radius of about 7.0× 105km. The structure is as follows:

• Core – The region where the nuclear fusion reaction occurs. Its size is about
1.0× 105km, which is 20% of the solar radius.

• Radiative zone – In this region, convection cannot occur. Therefore, The en-
ergy generated in the core is transferred by means of radiation rather than by
convection. It appears between 20% and 70% of the solar radius.

• Convective zone – between 70% of the solar radius and the visible surface.

• Photosphere – The light emitted to the outside of the Sun is generated in this
layer, which corresponds to the visual stellar surface.

• Chromosphere – A dilute gas layer on the photosphere. It is several thousand
to ten thousand kilometers thick.

• Corona – The Sun’s corona extends 10 solar radii into outer space and is most
easily seen during a total solar eclipse.

0
Solar Radius

Core

Radiative Zone

Convective Zone

Chromosphere

Photosphere

Corona

10.70.2

Figure 1.1: The schematic diagram of the Sun’s layered structure. The scale is based on a solar
radius as unit.

Solar activity goes through an 11-year cycle of activity and quiescence. As shown in Figure 1.2,
the frequency of solar flares is synchronized with the sunspot number, and about 3,000 solar flare
events are observed per year during the maximum season.
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Figure 1.2: The yearly occurrence rate of the solar flares and CMEs, and the monthly variation
of the number of the sun spots at the surface of the Sun during solar cycle 23 and 24. The
number of solar flares, CMEs and sunspots are taken from NOAA’s solar flare list2, LASCO
CME Catalog3 and Sunspot Index and Long-term Soalr Observations4, respectively.

1https://www.ngdc.noaa.gov/stp/solar/solarflares.html
2https://cdaw.gsfc.nasa.gov/CME list/UNIVERSAL/1999 02/univ1999 02.html
3https://wwwbis.sidc.be/silso/datafiles
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1.3 Solar Flares

A solar flare is a process in which magnetic energy is converted into thermal, kinetic, and particle
acceleration energy in the outer layers of the solar atmosphere which is shown as chromosphere
and corona in Fig. 1.1. The amount of energy generated by a single solar flare is typically
1026 − 1032 erg, making it the largest energy release event in the solar system. The typical
timescale for energy release is 100−1000 seconds based on electromagnetic wave observation [19].
Solar flares occur mainly in the vicinity of active regions which is seen as a sunspot. The frequency
of flares depends on the solar activity cycle and can be more than 10 events per day during the
maximum period, while it can be only one event per month during the minimum period as
shown in Fig. 1.2. Figure 1.3 shows the relationship between the frequency of solar flares and
their energy.

Figure 1.3: The frequency of solar flares as a function of their total energy. The higher the
energy released, the smaller the frequency of flares [20].

Solar flares accelerate ionized particles, such as electrons and protons, and carry nonthermal
energy from the acceleration site to the energy loss site in the chromosphere.

Neutral particles associated with solar flares are important to testify to theoretical aspects
of particle accelerations in magnetic reconnection because they can escape from the acceleration
site. Their observations reveal both spatial and time profiles of primary particle acceleration
while primary and secondary charged particles are trapped by a magnetic field.

Magnetic Reconnection

Magnetic reconnection is thought to play an important role in solar flares because magnetic
energy is converted into kinetic and thermal energy of particles in a short period which agrees with
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solar flare observations. When antiparallel magnetic field lines are pressed against each other in
the plasma, a surface current called a current sheet flows between them. As long as the current is
flowing, the opposing lines of magnetic force do not connect, but if the current dissipates for some
reason, the lines of magnetic force are reconnected, and the strong magnetic tension of the newly
created lines of magnetic force causes the plasma to accelerate violently [21]. Figure 1.4 shows
the schematic view of magnetic reconnection site. Figure 1.5 shows the numerical simulation
result of magnetic reconnection. The numerical simulation of magnetic reconnection reproduces
well the cusp shape as seen in soft X-ray observations.

Figure 1.4: A schematic view of magnetic reconnection site. Black solid arrows show magnetic
force lines, the light blue cross shows current which is perpendicular to the magnetic force. Based
on Fig.1 of Ref. [21].
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Figure 1.5: Numerical simulation results by T.Yokoyama and K.Shibata [22]. The top and
bottom figures show the temporal evolution of temperature and density distribution, respectively.
The arrows show the velocity, and the lines show the magnetic field lines. The units of length,
velocity, time, temperature, and density are 3000 km, 170 kms−1, 18 s, 2 × 106 K, and 109 cm−3

respectively. In the initial condition (t = 0) a dense region is located near the bottom of the
simulation box in which the density is about 105 times that of another region.
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1.4 Observations of Solar Flares

Solar flares have been observed since the first observation in 1859 with electromagnetic waves in
various wavelength ranges. In this section, the observational information on solar flares which is
used in this study are described.

1.4.1 Soft X-ray

Soft X-rays are originally produced by bremsstrahlung from electrons in thermal motion. Because
the energy of a particle accelerated by a solar flare is finally converted into thermal energy, the
total intensity of the soft X-ray is used to represent the total energy released by the solar flare.
A peak value of the soft X-ray flux in the range of 1–8 Å (1.5–12 keV) observed by Geostationary
Operational Environmental Satellite (GOES) is widely used as an indicator in the classification of
solar flares. The correspondence between the classifications and the peak intensity of the X-rays
is shown in Table 1.2. On the basis of this classification, a solar flare whose peak value exceeds
1.0× 10−4 W/m2 (X1.0 class) is considered to be the largest order [23].

Table 1.2: The Classification of a Solar Flare.
Solar Flare Class Soft X-ray intensity [W/m2]

A 10−8–10−7

B 10−7–10−6

C 10−6–10−5

M 10−5–10−4

X > 10−4

1.4.2 Hard X-ray

Hard X-rays are produced by bremsstrahlung from nonthermal electrons and the energy ranges
from a few keV to MeV. Such non-thermal electrons are accelerated by the solar flare; hence
they provide information about the energy distribution of the nonthermal electrons. Nonthermal
electrons lose their energy by scattering in the solar atmosphere and eventually generate thermal
bremsstrahlung. In contrast with soft X-rays, hard X-rays provide information about the electron
acceleration site and its time frame.

It is empirically known that the peak times of the hard X-ray flux occur close to the inflection
points of the soft X-ray light curve [24]. Therefore, by differentiating the light curve of soft X-
rays with respect to time, we obtain a light curve similar to that of hard X-rays, and we can
similarly extract information about electron acceleration.

1.4.3 γ-ray

Because neutrinos are produced via hadronic decay, the timing of these interactions should be
identified in order to determine the search window. The time profile of γ-rays is the most impor-
tant in this study because observation of γ-rays implies the acceleration and nuclear reactions of
protons. In a solar flare, there are several different reactions which produce γ-rays; γ-rays due
to bremsstrahlung from high energy electrons, γ-rays due to electron-positron annihilation, line
γ-rays due to neutron capture on hydrogen nuclei, and γ-rays due to de-excitation from nuclei,
such as carbon (12C) and oxygen (16O) [25,26]. Among these, line γ-rays due to neutron capture
on hydrogen nuclei are the most important channel and are discussed below, along with γ-ray
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emission due to neutral pions. Hard X-ray and γ-ray had been observed by Reuven Ramaty High
Energy Solar Spectroscopic Imager (RHESSI) satellite from 2003 to 2018. This spacecraft was
able to make an image of solar flares with 3 keV to 17 MeV energy range. So, not only temporal
information but also the precise position of solar flares can be obtained from RHESSI’s data.

1.4.4 Coronal Mass Ejection (CME)

CMEs are known as phenomena associated with solar flares. It is a shock wave of plasma which
is accelerated in solar flare location. The observation of CMEs occurring on the invisible side of
the Sun is performed by coronagraph method with the LASCO, the Large Angle Spectroscopic
Coronagraph on the Solar and Heliospheric Observatory (SOHO) [27,28]. The catalog of CMEs
observed by the SOHO spacecraft is maintained by NASA [29]2 and this catalog summarizes the
time of CMEs emission and its locations. CMEs can be observed even if the active region is
on the invisible side of the Sun. Therefore, this information is useful for making a search time
window for solar flares on the invisible side.

2https://cdaw.gsfc.nasa.gov/CME_list/

https://cdaw.gsfc.nasa.gov/CME_list/
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1.5 Particle Acceleration in Solar Flares

When solar flares occur, high-energy particles that do not normally exist in the solar atmosphere
are observed. Therefore, the particles must be accelerated by some acceleration mechanism
during solar flares, but it has not been clarified yet. In this section, candidates for the acceleration
mechanism are described. It is noted that three candidates are listed below, but many other
particle acceleration mechanisms have been considered and their combination is also possible.

Stochastic Acceleration (Fermi’s second-order)

There is an acceleration mechanism called stochastic acceleration, which was proposed by E.
Fermi in 1949 [30]. Charged particles are accelerated to high energy by repeated collisions with
a molecular cloud with a magnetic field.

Consider the case where a charged particle with energy E and speed vp collides with a
molecular cloud moving at speed vm [31]. The change in energy in one collision can be written
as

∆E±/E = ±2(vm/vp) (1.5.1)

where ∆E+ is the energy obtained in a head-on collision with a molecular cloud, and that in
a rear collision is ∆E−.

Frequency of frontal and rear collision per unit time Rfront and Rrear are

Rrear =
1 + vm/vp

tcoll
(1.5.2)

Rfront =
1− vm/vp

tcoll
(1.5.3)

where tcoll is the average time taken from the first collision to the next one. Thus, the energy
change per unit time can be written as

dE

dt
= Rrear∆E+ +Rfront∆E− = 4

(
vm
vp

)2
E

tcoll
(1.5.4)

This is called quadratic acceleration because the increment in energy is proportional to the
square of vm/vp. It takes a very long time for a charged particle to be accelerated to high energy
since the speed of a molecular cloud vm is very small compared to the speed of charged particle
vp. The application of statistical acceleration to particle acceleration in solar flares has been
made by various theorists [32–36].

Shock Wave Acceleration

If the location of the stochastic acceleration process is near the shock wavefront, the collisions
between the molecular cloud and the charged particles are not random, and more efficient ac-
celeration occurs. This mechanism is most effective if shocks with an angle of the upstream
magnetic field to the shock normal larger than 45◦ [37]. In this acceleration mechanism, the
incremental energy of the particle is proportional to vm/vp.
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Coherent Acceleration

The origin and strength of the electric field in a solar flare are not clear but acceleration models
with an electric field have been considered. A possible way that an electric field will appear in
a solar flare is magnetic reconnection. The first suggestion that particle acceleration is caused
by magnetic reconnection in solar flares was made by Giovanelli [38]. Magnetic reconnection has
been applied to solar flare models.

There have been several attempts to estimate the electric field produced by resistive tearing
mode instability but the results disagree. The reason for the disagreement is that induced electric
fields depend on the small-scale structure of the magnetic field and the transport properties of
the instability.

1.6 Predictions for Solar Flare Neutrinos

Last several decades, an emission model of solar flare neutrinos has been theoretically dis-
cussed [39–44]. For example, Fargion and Moscato predicted a possibility of observing neutrinos
from a large solar flare of energy greater than 1032 erg using Super-K and IceCube [42]. On the
other hand, Takeishi et.al. predicted a rather small possibility of observing neutrinos even in
Hyper-Kamiokande [45] by numerical simulations [44]. In this section, general knowledge of pion
production by proton collision and the theoretical predictions of solar flare neutrino flux at the
Earth will be introduced.

If protons are accelerated during solar flares to sufficiently high energies (more than about
300 MeV), pions are produced by collisions with other nuclei in the solar atmosphere [46, 47].
The main mechanism for the production of charged pions, the source of neutrinos, is as follows:

p + p → ∆++ + n → p + π+ + n (1.6.1)

p + p → ∆+ + p
↗ p + p + π0

↘ p + n + π+ (1.6.2)

or by scattering with neutrons, produced as follows:

p + n → ∆+ + n
↗ n + π+ + n
↘ p + π− + p

(1.6.3)

p + n → ∆0 + p
↗ p + p + π−

↘ p + n + π0 (1.6.4)

The proton energy threshold required for pion production can be derived from the kinetics
of proton scattering. When a solar flare occurs, the accelerated protons are inelastically diffused
by the protons in the solar atmosphere, which is considered to be almost stationary. Let A be
an accelerated proton and B be a proton at rest, and let TA be the kinetic energy and p be the
momentum of proton A in the system where proton B is at rest. The total kinetic energy of A
and B in the center-of-mass system is T , and we consider the case of forward scattering. Letting
the total energy be E, since E2 − p2c2 is invariant under the Lorentz transformation, we have

(TA + 2mpc
2)2 − p2c2 = (2T +mpc

2)4 (1.6.5)

where mp is the mass of proton and c is the speed of light in the vacuum, respectively. On the
other hand, TA can be written as

TA =
√

p2c2 +m2
pc

4 −mpc
2 (1.6.6)
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From Eqs. 1.6.5 and 1.6.6, we have

TA = 4T

[
1 +

T

2mpc2

]
(1.6.7)

In a center-of-mass system, the sum of the momenta of proton A and proton B is zero, so
the state in which both A and B are at rest after the collision satisfies the law of conservation of
momentum. Therefore, the energy produced in this collision is 2T . Considering that a particle
of mass m is produced in this collision, the condition 2T ≥ mc2 must be satisfied.

From Eq. 1.6.7, we can find the minimum value of TA to be charged pions generated, which
is

TA ≥ 2mπc
2

[
1 +

mπ

4mp

]
(1.6.8)

where mπ is invariant mass of pion. Substituting mp = 938MeV/c2 and mπ = 139.5MeV/c2, we
get the minimum kinetic energy of the proton required to produce a pion as

Tth = 293 MeV (1.6.9)

Therefore, the amount of proton with kinetic energy greater than Tth is important for esti-
mating the amount of solar flare neutrinos.

There are mainly three predictions for solar flare neutrino flux at the Earth with different
assumptions. Generation of solar flare neutrinos was simulated assuming the isotropic and beam-
like proton acceleration with the Monte Carlo methods by Kocharov, Kovaltsov, and Usoskin [43],
and Takeishi et al. [44]. For Fargion’s and Moscato’s prediction [42], the neutrino flux was
estimated using the amount of energy taken up by pion production out of the total energy of
solar flares.

Prediction of Kocharov, Kovaltsov, and Usoskin

They performed Monte Carlo simulations of particle production reactions in the solar atmosphere,
and present the expected number of neutrino events for two cases. In the first model, protons
that are isotropically accelerated are scattered by the solar atmosphere to produce pions, and a
solar flare on the visible side of the sun is assumed. In the second model, protons are accelerated
as beam-like and scattered with protons in the photosphere of the Sun to produce pions. It is
corresponding to a solar flare on the invisible side of the Sun.

Prediction of Takeishi et al.

As in Kocharov, the proton energy spectrum is assumed to have a power spectrum and the number
of protons contributing to neutrino production Np (> 500 MeV) is estimated from the number
of protons with the energy above 30MeV obtained from γ-ray observations. The calculation is
done for two conditions: the case where the power index is 3 and the highest proton energy is
10 GeV, and the case where the power index is 1 and the highest proton energy is 100 GeV. The
results are several orders of magnitude smaller than those from Fargion and Kocharov, and they
indicate that it is difficult to observe solar flare neutrinos with the Super-Kamiokande detector.
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Figure 1.6: The prediction of Solar Flare neutrino flux by Kocharov [43]

Prediction by Fargion and Moscato

Fargion [42] calculated the neutrino energy spectrum by considering the energy conversion from
the magnetic reconnection into proton accelerations. Assuming the conversion efficiency is 10%,
Fargion estimated several neutrino interactions in the SK detector when solar flare classified as
the largest explosion (≥ 1032 erg) occurs at the invisible side of the Sun as listed in Table 1.3.

The ν generation conditions and numbers of the expected event in Super-Kamiokande (SK)
are summarized in Table 1.3.

Table 1.3: Summary of the predicted solar flare models.
Model Power index ν generation condition The number of expected

of parent proton event in SK [/flare]

Kocharov, Kovaltsov, and Usoskin [43]
3 – 4 isotropic 1.36 × 10−4

1 beam like 0.85

Takeishi et al. [44]
3 isotropic 9.0 × 10−5

1 beam like 3.8 × 10−6

Fargion and Moscato [42]
- isotropic 0.75
- isotropic 7.5
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Figure 1.7: The prediction of Solar Flare neutrino flux by Takeishi et al. [44]

1.7 Current Situaion and Importance of Solar Flare Neu-
trino Detection

In 1988, the Homestake experiment reported an excess of neutrino events when energetic solar
flares occurred. This observation suggested a relation between solar flares and the neutrino
capture rate on 37Cl [48,49] and proposed neutrino magnetic moment spin precession to explain
the time variation of the capture rate [50, 51]. However, the Kamiokande [52], SNO [53] and
Borexino [54] experiments searched for neutrino signals using different solar flare samples and
found no excess of signals related to solar flares.

Observations of solar flare neutrinos are important in the following two respects. The first is
the investigation of the acceleration mechanism of hadrons in solar flares. If the neutrino energy
spectrum can be measured, it will tell us the conditions of the accelerated protons, and this will
provide new insights into the mechanism of ion acceleration in solar flares. The second is that
neutrinos from solar flares on the invisible side of the Sun could be directly observed. In the
case of a solar flare occurring on the invisible side of the Sun, the generated neutrinos penetrate
through the Sun to reach the Earth. Therefore, if we can observe neutrinos originating from solar
flares on the invisible side of the Sun, we may be able to obtain information on the acceleration
mechanism toward the center of the Sun.
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Muon and Tau Neutrinos Spectra from Solar Flares 81

Fig. 1 Solar neutrino Flare fluxes over known neutrino background: solar neutrinos by known
nuclear activities as well as the expected Supernova Relic fluxes and the atmospheric noises.
The Solar flare are estimated on the Earth at peak activity of the flare supposed to held
100 s. The two primordial flavour νe, νe and their correspondent νµ, νµ are shown before
their oscillation while flying and mixing toward the Earth. Their final flavour are nearly equal
in all states νe,νµ, ντ and are not shown for sake of simplicity; however each final νe,νµ, ντ ,
νe,νµ,ντ fluxes are almost corresponding to the lower curve for the electron neutrino spectra.
Both highest and lowest activities are described following an up-going (poor flux) or down-
going (richer flux) scenario. The primary solar flare spectra is considered like the atmosphere
one at least within the energy windows Eνµ ! 10−3 GeV up to 10 GeV.

cm. The secondary muons µ do not loose much of their energy (≤ 1%) in ionization, (Eµ ≤

0.1 − 1 GeV) during their nearly free decay: the muon flight distance is Lµ = Eµ

mµ
Γµ

−1C =

6.58 · 104( Eµ

mµ
) cm, and the ionization losses are: dEπ

dx
# dEµ

dx
# 10−5 MeV cm−1. In conclusion

most of the solar flare energy will contribute to downward muon energy, with an efficiency η
near unity. At deeper regions, near h < −700 km where the solar density is n" ≥ 1020 cm−3,
a GeV-muon will dissipate most of its energy in ionization before decaying. In that case the
energy ratio between muon relics and primary protons is much smaller than unity. Only a
small fraction of inward protons will reach by a random walk such deeper regions and we may
conclude that, in general, the flare energy relations are:

EπFL ≡ ηEFL ≤ EFL

Figure 1.8: The prediction of solar flare neutrino flux by Fargion and Moscato [42]



Chapter 2

Super-Kamiokande Detector

In this chapter, the detection principle, the overview of the Super-Kamiokande detector, the
water and air purification system and the data acquisition are described.

2.1 Cherenkov Radiation

The Cherenkov light is the light emitted when a charged particle passes through a dielectric
medium with a speed faster than the speed of light in vacuum. It is in the form of a cone along
the trail of a charged particle. The angle θc between the trajectory of the charged particle and
the direction of the Cherenkov light is given as

cos θc =
1

βn
(2.1.1)

where n is the refractive index of the dielectric medium and β is the velocity of the charged particle
when the velocity of light in vacuum, c, is 1. In water, n is about 1.34, and the Cherenkov angle
is about 42 degrees for a particle with β ∼ 1.

Since a charged particle must have a velocity faster than the speed of light in the medium to
emit the Cherenkov light, the velocity of the charged particle satisfies

β >
1

n
. (2.1.2)

The lowest energy of the charged particle that satisfies this condition, which is called critical
energy Ec, can be expressed as

Ec =
nm0√
n2 − 1

. (2.1.3)

where m0 is the mass of the charged particle. Table 2.1 shows the summary of critical energies
for typical charged particles in water.

The Cherenkov light is detected as a ring pattern in SK, from which the point of occurrence
of the event, the direction of travel of the charged particle, and the time of occurrence of the
event can be reconstructed.

The number of emitted photons N depends on the wavelength of the emitted photon λ:

dN

dxdλ
= 2πα

(
1− 1

n2β2

)
1

λ2
, (2.1.4)
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Table 2.1: The list of critical energies of charged particles in water.
Charged Particle Invariant Mass [MeV/c2] Critical Energy Ec [MeV]

e± 0.511 0.767
µ± 105.7 157.4
π± 139.7 207.9

where x stands for the path length of the particle, and α ∼ 1/137 is the fine structure constant.
The number of emitted photons integrated from 300 to 600 nm with respect to λ (the sensitive
wavelength region of SK PMTs) is about 340 photons/cm.

2.2 Overview of the Super-Kamiokande detector

The Super-Kamiokande (SK) detector is a 50 kton water Cherenkov detector located in Hida
City, Gifu Prefecture, Japan [55]. It is located at 36◦25′32.6′′ N latitude and 137◦18′37.1′′ E
longitude, about 370 m above sea level, approximately 1000 m under the Ikenoyama-mountain.
The detector is a cylindrical water tank 39.3 m in diameter and 41.4 m high as shown in Figure 2.1.
Because it is covered by a overburden about 1000 m thick, the event rate of muons from the
atmosphere, which are the background of this analysis, are reduced to 1/100,000 compared to
that at the ground level. About 11,000 photomultiplier tubes are installed on the inner surface
of the detector to detect the Cherenkov light.

After considering other locations within Japan,
the Kamioka mine was determined to be the most
suitable location for the experiment for many
reasons. The Kamiokande experiment had been
successfully completed and made significant phy-
sics contributions; the mine was still in operation
with existing facilities (electricity, water, air ducts,
drains, communications); its rock structure was
well known and very stable. A suitable site was
identified within the mine for the new experiment,
close to the existing main tunnel; thus it would
not be necessary to excavate a new tunnel, whose
cost would be a substantial fraction of the total
budget.

The Super-Kamiokande project was approved
by the Japanese Ministry of Education, Science,
Sports and Culture in 1991 for total funding of
approximately $100M. The US portion of the
proposal, which was primarily to build the OD
system, was approved by the US Department of
Energy in 1993 for $3M. In addition the US has
also contributed about 2000 20 cm PMTs recycled
from the IMB experiment.

Excavation of the cavity started in 1991, and
detector construction was completed by Decem-
ber, 1995. Super-Kamiokande was successfully
commissioned and began operations on April 1,
1996, as scheduled. By May 1, 1996, minor initial
problems with the DAQ were cleared up and data
taking began in earnest. While earlier data are
valid, the large number of interrupted runs
collected in April, 1996 are normally discarded
for convenience in physics analyses except for
analyses of upward-going muons. Fig. 3 shows the
construction timeline.

A general view of the detector and other
facilities is shown in Fig. 4. In the inset at the
right bottom corner, a sectional view of Mt.
Ikenoyama is shown, with Super-Kamiokande
almost directly under the peak where the tunnels
merge.

The cavity which houses the 50 kton tank is
located near the mine’s main horizontal truck
tunnel, which is 1800m long at approximately
350m altitude above mean sea level, as shown in
Fig. 5. The Atotsu tunnel, named after the river
near its entrance, provides access to the tank top,
with its electronics huts and calibration equip-

ment, as well as the experiment control room, a
separate cavity housing the water purification
system, toilet facilities, and a parking area for
mine vehicles. A branch tunnel winds downward
around the tank and provides access to the
pressure hatch at the tank bottom. Additional
halls for the electron LINAC located above and
behind the main tank cavity and for equipment
storage are also provided.

The main tunnel also provides access to other
experiments at the Kamioka Observatory such as
KamLAND. As a safety backup the experimental
areas can also be reached by mine train from the
mine company’s surface facilities in Higashi–
Mozumi village.

Electronics Installtion

Excavation

Water Tank

Water Purification

Electronics

PMT Production

PMT Installation

1991 1992 1993 1994 1995 1996 1997

Data Taking

Commissioning

Fig. 3. Super-Kamiokande construction schedule.

Fig. 4. A sketch of the Super-Kamiokande detector site, under
Mt. Ikenoyama.

S. Fukuda et al. / Nuclear Instruments and Methods in Physics Research A 501 (2003) 418–462 425

Figure 2.1: Schematic illustration of the Super-Kamiokande detector. Taken from [55].

2.3 PMTs for SK Detector

The SK detector structure is divided into an inner detector (ID) and an outer detector (OD),
with a stainless steel frame called a supermodule between them. The inner detector has a
diameter of 33.8 m and a height of 36.2 m. It can store about 32.5 kton of ultrapure water and is
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equipped with 111291 20-inch photomultiplier tubes facing inward. This 20-inch photomultiplier
tube covers about 40% of the surface area of ID. The surfaces of ID other than the 20-inch
photomultiplier tubes are covered with black sheets to optically separate it from OD and in
order to prevent light leak from one side to the other. On the other hand, OD surrounds ID
with a thickness of 2 m and is capable of storing about 17.5 kton of ultrapure water. 1885 8-inch
photomultiplier tubes with a wavelength shifter plate of 60 cm wide and 60 cm high are mounted
in the OD layer. The wall and supermodule sides of the OD layer are covered with a highly
reflective Tyvek sheet in order to increase light collection efficiency in OD.

2.3.1 20-inch PMTs (ID PMTs)

The model number of the 20-inch photomultiplier tube (hereafter ID PMT or 20-inch PMT) used
in the inner tank is Hamamatsu R3600 and has a spherical shape with a diameter of 20-inch (50
cm). Figure 2.2 shows a schematic diagram of the ID PMT. As shown in Fig. 2.3, the quantum
efficiency is wavelength dependent, and it is 22% at 390 nm. The sensitive wavelength range
is 280-660 nm. Figures 2.4 and 2.5 shows the pulse height distribution and the transit time
distribution for one photoelectron. The performance is summarized in Table 2.2. From the 2nd
phase of SK (i.e. from 2002), the ID PMTs are covered with fiber-reinforced plastic (FRP) and
acrylic cases to prevent a chain reaction implosion.
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Figure 2.2: The schematic view of 20-inch PMT. Taken from [55].

2.3.2 Compensation Coils

Since the photoelectrons produced on the photocathode are collected by the electric field to the
dynode, the geomagnetic field affects the collection efficiency of the photoelectrons. In order
to reduce the effect of geomagnetic field in the detector, 26 sets of coils are wound around the
tank to cancel out the geomagnetic field inside the tank. Thanks to the effect of these coils, the
magnetic field in the tank is below 100 mG everywhere. Figure 2.6 shows a schematic view of the
compensation coils of SK and Table 2.3 shows the currents which are flowing in the compensation
coils.

1This is the number in the 3rd and 4th phases of SK. Those for the 1st and 2nd phases are 11146 and 5182,
respectively. SK phases are explained in Sec. 2.4
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Figure 2.3: Quantum efficiency as a function of incident photon wavelength. Taken from [55].

Table 2.2: The summary of 20-inch PMT charactaristics [55].
Model number Hamamatsu R3600

Material of photocathode Bialkali (Sb-K-Cs)
Quantum Efficiency 22% at λ ∼ 390 nm

Dynode type Venetian blind type, 11 stages
Pressure tolerance Pressure tolerance　

Gain 107 at 2000 V
Dark current 200 nA at gain = 107

Dark noise rate ∼ 3 kHz at gain = 107

Transit time 90 nsec typical at gain = 107

Transit time spread 2.2 nsec at single photoelectron

2.4 SK Phases

Since the start of observations in April 1996, Super-Kamiokande has been divided into six data
acquisition phases. Table 2.4 summarizes the performance of the Super-Kamiokande detectors
in each phase.

SK-I

The data of SK-I was collected from April 1996 to July 2001. In July 2001, the faulty PMTs
were replaced. Later, while pouring ultrapure water into the detector, a PMT at the bottom
ruptured, causing other PMTs to rupture in a chain reaction. As a result of this accident, 6777
of the PMTs in the inner detector and 1100 of the PMTs in the outer detector were lost.

SK-II

After the accidental breakage of the PMTs, the number of PMTs in the inner tank was decreased
to 5182, and the data were taken from October 2002. The ID PMTs were equipped with shock
wave protection cases.
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Figure 2.4: Single photoelectron distribution of the ID PMT. Taken from [55].

Table 2.3: The Current flowing in the compensation coils [56].
Coils in Fig. 2.6 A B C D E F G
Current [A] 31.35 31.35 31.35 28.80 30.10 28.60 30.10

SK-III

New PMTs were installed to replace the ones lost due to the PMT breakage accident. As a result
of this work, the number of PMTs in the inner tank was 11129 and the coverage rate was 40%
again.

SK-IV

In August 2008, the electronics for data acquisition were redesigned, and a new set of electronics
called QBEE was introduced in SK-IV, replacing the ATM used in SK-I, SK-II, and SK-III.

SK-V

After refurbishing the tank for “Super Kamiokande Gadolinium” (SK-Gd), the observation was
resumed using ultrapure water.

SK-VI (SK-Gd)

Gadolinium with a concentration of 0.01% was added to improve the detection efficiency of
neutrons in July 2020.

2.5 Water and Air Purification System

The ultrapure water used in the Super-Kamiokande detector is purified from groundwater in the
Kamioka mine. The groundwater contains many impurities. The impurities absorb and scatter
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Figure 2.5: Transit time distribution of the ID PMT. Taken from [55].

Table 2.4: The summary of SK phases.

SK Phase SK-I SK-II SK-III SK-IV SK-V SK-VI

Start Date Apr. 1996 Oct. 2002 Jul. 2006 Sep. 2008 Jan. 2019 Jul. 2020
Stop Date Jul. 2001 Oct. 2005 Aug. 2008 May 2018 Jul. 2020 Running

Number of ID PMT 11146 5182 11129 11129 11129 11129
Gadolinium dope × × × × × ◦
PMT Acrylic case × ◦ ◦ ◦ ◦ ◦

Electronics ATM ATM ATM QBEE QBEE QBEE

light and reduce light transmission, as well as radioactive impurities create background events in
neutrino observation. So, it is necessary to remove them. In addition to this, the bedrock contains
many radioactive elements, and the air inside the mine, for example, has a concentration of radon
more than 100 times higher than the air on the ground. In the Super-Kamiokande experiment,
the air outside the mine is purified and blown to the experimental area which includes dome of
the SK detector, water system area and etc.

2.5.1 Water Purification System

The ultrapure water production system as shown in Fig. 2.7 in SK. A different system has
been used for gadolinium dissolution in 2020, but the details are omitted because the data in
ultrapure water were used in this study. The following is a brief description of the ultrapure
water production process.

• 1µm filter – Removes dust particles larger than 1 µm in size.

• Heat exchanger – The water pump used for circulation and the photomultiplier
tubes emit heat. This heat causes the water temperature to rise, which increases
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Figure 3.11: Schematic view of the compensation coils. They are composed of 26 sets of coils
deployed outside the water tank. Taken from [33].

5. Radon-less air dissolving system
Radon-less air is dissolved in the water, and it improves the radon removal efficiency in
the following vacuum degasifier step.

6. Reverse osmosis filter
A reverse osmosis filter removes particulates in the water.

7. Vacuum degasifier system
Radon and air gases are contained in the water. Dissolved oxygen encourages the growth of
bacteria. A vacuum degasifier removes gases dissolved in the water. The removal efficiency
for radon and oxygen gas is estimated to be about 96% and 99%, respectively.

8. Cartridge ion exchanger
Cartridge ion exchanger (polisher) further reduces ions in the water.

9. Ultra filter
An ultrafilter, which consists of hollow fiber membrane filters, removes particulates whose
size is greater than ∼ 10 nm in diameter.

10. Membrane degasifier
A membrane degasifier further reduces radon gas dissolved in the water. The removal
efficiency for radon gas at this step is estimated to be about 83%.

After these processes, the radon concentration in the supply water is estimated to be 1.74 ±
0.14 mBq/m3, and in the return water, it is 9.06 ± 0.58 mBq/m3 [35]. Locations of the water
inlets and outlets in the SK tank are shown in Fig. 3.13.

3.2.4 Air Purification System

The radon concentration level in the air in the mine is about 100 times higher than outside.
This “radon rich” air contaminates the water in the detector. Therefore, an air purification
system is located outside the mine, and radon reduced air is sent to the experimental site as

16

Figure 2.6: A schematic view of the compensation coils of SK. Taken from [56].

the dark noise and causes convection inside the tank. To prevent the rise in the
water temperature, the temperature of the supply water is adjusted to be about
13 degrees Celsius.

• Ion exchanger – Removes metal ions dissolved in the water.

• UV sterilizer – Irradiates with ultraviolet light to kill bacteria that breed in the
water.

• Rn-free-air dissolving system – In order to improve the removal efficiency of
radon gas in the vacuum degassing process, the air with the radon removed as
much as possible is dissolved in pure water.

• Reverse osmosis filter – Perform filtration using osmotic pressure to remove
organic compounds with a molecular weight of about 100.

• Vacuum degasifier – Removes gases dissolved in water.

• Cardridge Ion Exchanger – Cartridge ion exchanger further reduces ions in the
water.

• Ultra Filter – Removes small dust particles larger than 10 nm in size.

• Membrane Degasifier – Removes gases dissolved in the water.

2.5.2 Air Purification System

Figure 2.8 shows the outline of the air purification system. The process of air purification is
shown below.
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Fig. 1. Schematic diagram of the SK-IV water system. Purified water is supplied through inlets at the bottom and drained from outlets in both the bottom and top regions as
shown in details in Fig. 2.

reduced. For this purpose, we have developed a new measurement
system to monitor the Rn concentration in purified water. Herein we
present details of the system as well as results of in-situ measurements
at Super-K.

This paper is organized as follows. In Section 2 we describe the
Super-K detector and its water system as well as summarize the history
of Rn studies at Super-K. Section 3 presents a new method of extracting
Rn from water and subsequently describes the design and data analysis
of a system to measure the extracted Rn. We discuss background
levels and systematic uncertainties accompanying this measurement
in Section 4 before presenting measurement results in Section 5. In
Section 6, we discuss several possible Rn sources in the Super-K tank.
Finally in Section 7, we conclude this study and outline prospects for
the future. Note that we use the term Rn to refer specifically to 222Rn
in this paper, unless otherwise stated.

2. The Super-Kamiokande detector

Super-K is a water Cherenkov detector containing 50 000 tonnes of
highly purified water that is viewed by 11129 20-in. photomultiplier
tubes (PMTs) [14]. It is located roughly 1000 m underground (2700 m
water equivalent) inside the Ikenoyama mountain in Gifu prefecture,
Japan. We define the local coordinate system of the detector as (x, y, z),
where (x, y) represents the plane of the cylinder as viewed from above
and z represents the height within the detector tank [14]. The origin is
placed at the center of the tank.

After the installation of new front end electronics in 2008 [15], the
fourth phase of Super-K (SK-IV) started and was concluded 10 years
later in May 2018. With improvements in the water circulation system,
calibration methods [16], and event selection, the detector’s energy
threshold was lowered to 3.5 MeV in terms of electron recoil kinetic en-
ergy [9]. These upgrades have also allowed for precision measurements
of the electron recoil energy spectrum and the Super-K data together
with data from SNO provide the strongest constraint on the solar elec-
tron neutrino survival probability [9,17]. However, experimental data
from other solar neutrino experiments, including radiochemical ex-
periments [18–20], water Cherenkov experiments [21–24], and liquid
scintillator experiments [25–31] have not yet demonstrated the upturn
of the recoil energy spectrum expected from the MSW effect. This null
observation has motivated several theoretical explanations including
models with sterile neutrinos [32–34], mass-varying neutrinos [35],
and non-standard interactions [36,37].

At energies below 5 MeV Super-K has observed an excess of events
close to the detector structure near the bottom and barrel regions of
the detector [9]. However, due to the limited energy resolution of the
detector [13], this energy region overlaps with that of the primary

background due to electrons from the � decay of 214Bi (Rn daughter).
The Q-value of this decay is Emax

� = 3.27 MeV. In order to understand
this background and its contribution to the analysis of solar neutrinos,
precise measurements of the Rn concentrations in the water of SK-IV
detector and in the outputs of the system are necessary.

2.1. Water purification system

The original water purification system for Super-K has been de-
scribed in Ref. [38]. During the first phase of Super-K (SK-I), it consisted
of mechanical 1 �m filters, a heat exchanger (HE1), mixed-bed de-
ionization resins (Ion Exchanger, IE), ultraviolet (UV) sterilizers, a
vacuum degasifier (VD), a high-quality IE (Cartridge Polisher, CP), and
ultrafilters (UF). Their ordering here is the same as that of their appear-
ance in the recirculation process. Over the intervening 20 years, the sys-
tem has been continuously upgraded to reduce impurities and improve
control over the detector environment. For example, a reverse-osmosis
membrane (RO) was added to the recirculation line during the second
phase of operations (SK-II), and an additional heat exchanger (HE3)
was installed during the third phase (SK-III). Furthermore, at the begin-
ning of SK-IV an upgraded heat exchanger (HE4) was added to system
in order to further control the input water temperature and thereby
suppress convection in the tank water, which causes Rn and other
impurities to mix into the fiducial region of the detector (details below).
Afterwards the water temperature is controlled at 13.06 ˝C with an
accuracy of 0.01 ˝C [16,39]. The total circulation rate during SK-IV was
60 ton/h, which doubles that of SK-III. Fig. 1 shows the configuration
of the system at the end of SK-IV.

Water is supplied to Super-K through inlets at the bottom region of
the inner detector (ID), which is shown in Fig. 2. The inlets extend up
to z = *16.5 m in the tank, which is 40 cm below the bottom edge of
the fiducial volume used for analysis [9]. The ID is separated optically
from the outer detector (OD) by a Tyvek sheet [16], but the water in
the tank still flows from ID to OD. As shown in Fig. 2, water is drained
through outlets placed at the top region of the tank and at the bottom
region of the OD for recirculation and purification. The outlets placed
in the OD drain water from its barrel region (‘‘OD barrel’’).

There are twelve inlets placed at the bottom of ID and four outlets
placed in OD. As a result of this configuration and the precise tem-
perature control enabled by HE4, the water tank above z = *11 m
experiences laminar flow, and therefore lower Rn backgrounds, while
that below this level undergoes convection [16].

2

Figure 2.7: Water purification system of the Super-Kamiokande detector. Taken from [57].

Figure 2.8: Air purification system of the Super-Kamiokande detector. Taken from [55].

• Compressor – Compresses the air to 7-8.5 atm.

• Filter – Dust is removed from the air. There are three types of filters: 0.3 µm,
0.1 µm, and 0.01 µm.

• Dehumidification, CO2 removal system – Removes H2O and CO2 contained in
the air.

• Activated charcoal – By passing air through the activated carbon, radon con-
tained in the air is adsorbed.

• Cooled activated charcoal – To increase radon removal efficiency, radon is ad-
sorbed by activated carbon cooled to −40 degrees Celesius.
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2.6 Data Acquisition and Electronics

From the start of SK observations until August 2008, an electronic circuit called Analog-Timing-
Modules (ATM) was used for data acquisition. In September 2008, a new electronic circuit called
QTC-Based Electronics Ethernet (QBEE) and software trigger system were introduced. In this
section, these two types of DAQ system are described.

2.6.1 DAQ system of SK-I to SK-III

DAQ system for Inner Detector

Figures 2.9 and 2.10 show a schematic view of analog input blocks of ATM and the DAQ system
of SK-I to SK-III. The ATM combines the functions of an analog-to-digital converter (ADC) and
a time-to-digital converter (TDC) to record the integrated charge and arrival time of each PMT
signal. 12 PMT signals are fed to a ATM board. The PMT signal in current splitter is divided
into four signals.

When one of the PMT signal is sent to the ATM channel and its amplitude is greater than
-1 mV (0.25 photoelectron), the ATM channel converts the amplitude and detection time of
the signal into an analog charge and holds it. At the same time, the ATM board sends an
analog signal whose amplitude is proportional to the number of hit channels (HITSUM signal)
to the trigger module. All HITSUM signals are summed up, and if the total amplitude exceeds
a threshold, a global trigger is issued. When a global trigger is generated, all ATMs digitize
the charge and time information which is held in the previous step. The digital signals are sent
to and stored at SMP (Super Module Partner). These data are sent to the online computers,
finally.

DAQ system for Outer Detector

A schematic diagram of the OD data acquisition system for SK-I to -III is shown in Fig. 2.11.
A single coaxial cable feeds high voltage to each PMT and carries back its analog signals. Each
channel is connected to a custom“paddle card”which fans out the voltage to 12 PMTs. These
cards also pick off the analog PMT signals through a high voltage capacitor and resistor network,
allowing a single cable to be used for both HV and signal.

A signal from one OD PMT is sent to a charge-to-timing converter (QTC) module, which
converts it to a rectangular pulse whose width is proportional to the input charge. Similarly
to ID, a HITSUM signal is generated at the QTC module and sent to the trigger module. If a
global trigger is issued, the leading edge and the width of the pulse is converted to the timing
and charge information of the OD PMT by the TDC module.

Hardware Trigger

There are three types of global triggers for ID and one type for OD. The SLE trigger rate is most
sensitive to the detector ambient background level, for example, γ-rays from rock, β-rays from
214Bi and so on. Therefore, the SLE trigger threshold value was changed many times. They have
different threshold voltage values, and their values are summarized in Table 2.5.

2.6.2 DAQ system for SK-IV

Figures 2.12 and 2.13 shows the block diagram of the QTC and its surroundings and the data
acquisition system of SK-IV. One QBEE module has eight QTCs (Charge to Time Converters),
and each QTC handles the signals of three PMTs. When a signal is sent to a QBEE channel,
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Figure 2.9: A schematic view of the analog input blocks of the ATM. Only one channel is shown
in the figure. Dashed arrows show the PMT signal, its split signals, and accumulated time and
charge signals. Solid arrows show the logic signals which control the processing of the analog
signals. Taken from [55].
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Figure 2.11: The schematic view of DAQ system for SK-I to SK-III outer detector. Taken
from [55].

Table 2.5: The summary of Hardware Trigger threshold in SK-I to SK-III. About -11 mV corre-
sponds to one PMT hit.

SK Phase SK-I SK-II SK-III

HE −340 mV −180 mV −320 mV
LE −320 mV −152 mV −302 mV
SLE −260 → −180 mV −110 mV −212 → −186 mV
OD −380 mV −380 mV −380 mV
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described in Section 2.2.2. The QTC output signal with null input
signal can be measured by asserting the PEDESTAL signal.

The timer block contains three important timers: a charging
timer, a discharging timer, and a VETO timer. These timers each
generate timing gates by ramps with constant discharge current
and comparators. The time length for these gates are controlled by
digital-to-analog converters (DACs) for discharge current and for
comparator threshold levels.

Fig. 5 shows the timing chart for QTC operation. The charging
timer, triggered by the discriminator output signal, operates for
! 400 ns. Soon after the end of the charge gate, the discharging
timer operates for ! 350 ns. During the charge gate, the switch
between the V=I converter and charging capacitor closes and
input charge accumulates in the capacitor. During the discharge
gate, the switch between the discharging current source and
capacitor closes, and arriving input signals are ignored. The
trailing edge of the QTC output signal represents the time when
the integrated signal voltage decreases to the comparator
threshold level; thus, the QTC output signal widens as the input
signal gets larger. At the end of the discharge gate, reset and VETO
signals are issued. All QTC circuits except the VETO timer are
reinitialized and the baseline of the LPF output is restored to avoid
undesired effects for the next incoming signals. Input signals
within ! 150 ns after the discharge gate are ignored. In total,
processing time for one input signal is ! 900 ns.

Some QTC operations and gate lengths can be configured
through register settings. The dynamic range of the gate length is
150–1000 ns. The discriminator threshold is controlled by a DAC
and by the gain of the discriminator’s amplifier. The configurable

discriminator threshold for the largest gain range (Small) is "0:3
to "14 mV. Which discriminator output among the three ranges is
used to trigger charging is also determined by control registers.
The discriminator threshold can be increased by using a lower
gain range for the trigger. A channel can be disabled by disabling
all three of its ranges. The charge dynamic range can be controlled
by the gain of the V=I converter and the amount of constant
discharge current; a larger discharge current produces less jitter
and has a smaller charge dynamic range. Discharge current should
be optimized to achieve the best resolution over the required
dynamic range.

To minimize power consumption, the QTC is designed to
operate with a single þ3:3 V power supply. The band gap
reference of þ1:2 V drives the internal bias circuit and built-in
6-bit/8-bit control DACs.

2.2. Design of the analog circuit

This subsection describes the analog circuits that are crucial to
QTC performance, to handle accurate impedance matching at the
input circuit block, wide-band signal amplification in the LNA,
noise suppression by band limitation at the discriminator block,
and signal delay by the LPF for precise charge integration.

2.2.1. External input circuit
As shown in Fig. 4, there is an external input circuit which

contains a termination resistor, gain-adjusting attenuators, and
DC blocking capacitors outside of the QTC. In order to satisfy the
requirement for impedance matching at precision for o0:1%
U-turned reflection signal, an external resistor network is used for
the input signal termination while the QTC input impedance is
10 k O. This external resistor network is also used to determine
the gains of the three QTC gain stages. In our application for the SK
detector, input signals are divided by two 17 dB p attenuators into
the three gain stages, for which the ratio of the divided signals is
1: 1

7 :
1

49. Then the divided signals are fed into the QTC via the DC
blocking capacitors to avoid direct current injection.

2.2.2. Low-noise amplifier
Fig. 6 shows the LNA, which amplifies the input PMT signals.

The LNA is a resistor feedback inverting amplifier with a cascode
stage. Resistive rather than capacitive feedback is used to handle
signals with wide bandwidth. The signal path CAL is devoted to
charge calibration. A common calibration pulse can be supplied to
all ranges of all channels. The path can be switched on and off by a
MOSFET single-pole single-throw (SPST) switch controlled by
register settings.

Table 1
Specification of the QTC

Type of trigger Self-trigger by discriminator
Number of input channels 3
Processing speed ! 900 ns/ cycle
Charge integration gate 400 ns
Number of gains 3 (Ratio 1: 1

7 :
1

49)

Discriminator threshold "0:3! " 14 mV (small range)
Charge dynamic range 0.2 ! 51 pC (small)

1 ! 357 pC (medium)
5 ! 2500 pC (large)

Charge resolution ! 0:2 pC (small)
Integral (non)linearity o71%
Timing resolution 0.3 ns (2 pC, "3 mV)

o0:1 ns ð4100 pC)
Power dissipation o100 mW/ ch
Process 0:35mm CMOS
Package 100 pin CQFP

Fig. 3. Block diagram of the QTC and its surroundings. PMT signals, transmitted through coaxial cables, are divided among three QTC gain ranges. Combined with the
input circuits, the QTC provides full analog signal processing for the PMT signals. Output signals are generated by LVDS drivers and read by TDCs.

H. Nishino et al. / Nuclear Instruments and Methods in Physics Research A 610 (2009) 710–717712

Figure 2.12: Block diagram of the QTC and its surroundings. PMT signals, transmitted through
coaxial cables, are divided into three QTC gain ranges. Combined with the input circuits, the
QTC provides full analog signal processing for the PMT signals. Output signals are generated
by LVDS drivers and read by TDCs. Taken from [58].

Table 2.6: Observable charge range for each of the three input channels of QBEE. Taken from [58].
Channel Observable range [pC] Charge resolution [pC/count]

Small 0–51 0.1
Medium 0–357 0.7
High 0–2500 4.9

and its amplitude exceeds the threshold, 1/4 photoelectrons, the QTC module integrates the
signal and outputs a rectangular pulse, whose leading-edge represents the signal timing and
width represents the integrated charge. The rectangular pulse is sent to the TDC module and
digitized. The digitized charge and timing information is sent to the front-end PC through the
Ethernet cable after being processed by FPGA (Field Programmable Gate Array). The front-
end PCs arrange the received data in a timing order and send them to the merger PCs, where a
software trigger is issued.

In order to improve the charge resolution at a few p.e. levels and to handle a wider range of
charges than ATM, QTC has three gain range channels (Small, Medium, and High). Table 2.6
shows the observable charge range and resolution. Overall, the charge range is 0.2 pC to 2500
pC.

Software Trigger

In the merger PC, the software triggering is performed by looking for events where the number of
PMTs hit within 200 nsec, N200, exceeds a certain threshold. Table 2.7 summarizes the trigger
types, N200 thresholds, and typical event rates. The time width for an event with LE or HE
trigger is 40 µsec. In the case of the SLE trigger, the event time width is set to 1.3 µsec to reduce
the amount of data. The SHE (Super High Energy) and AFT (AFTer) triggers were added for
the study of supernova relic neutrinos. The SHE trigger is triggered when N200 exceeds 70, and
the AFT trigger is issued only if the OD trigger is not issued and the SHE trigger is issued.
When the AFT trigger is issued, data are acquired without setting a trigger threshold for 500
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Figure 2.13: Schematic view of the data acquisition system of SK-IV. In the left part, newly
developed front-end electronics boards connected with PMTs are shown. In the right part,
components of the new online system are shown. The data are transferred from QBEEs to the
organizer PC via 100 Base-T (broken line), Gigabit Ethernet (solid line) or 10-Gigabit Ethernet
(bold solid line). Taken from [59].
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Table 2.7: The summary of software trigger in SK-IV.

Trigger type N200 threshold [hit] Recorded event time width [µsec] Event rate [Hz]

SLE 34 1.3 ∼3500
LE 47 40 ∼40
HE 50 40 ∼ 10

SHE (before Sep. 2011) 70 40 -
SHE (after Sep. 2011) 58 40 -

µsec after the event.
The SHE and AFT triggers can detect 2.2 MeV γ-rays emitted when neutrons are captured

by hydrogen nuclei. The hit threshold of the SHE trigger was lowered from 70 to 58 in September
2011.



Chapter 3

Search Time Window
Determination

This chapter describes the importance of determining the time window and how it was done in
this thesis.

3.1 The Importance of Determining Search Time Window

The GOES satellite provides data relating only to the intensity of soft X-rays produced by
thermal electrons. Hence, the GOES data may not be particularly useful for identifying the time
window for the search for solar flare neutrinos because neutrinos originate from interactions of
protons.

In the previous study, Wasseige [60] proposed a method for determining the search window
for solar flare neutrinos using γ-rays above 70 MeV for neutral pion decays (π0 → 2γ) observed
by the Fermi-LAT satellite. The appearance of neutral pions implies the production of neutrinos
in solar flares because charged pions are expected to be produced simultaneously with neutral
pions. Therefore, it is natural to set the search window for solar flare neutrinos based on the
occurrence time frame of γ-ray emission caused by neutral pions. However, as the Fermi-LAT
satellite data is available only after its launch in 2008, this method cannot be applied to the
solar flares before that time, notably to the largest solar flare on record November 04, 2003, class
X28.0 [61]. For those reasons, an alternative method must have been developed to determine the
time window for the flare neutrino search.

Neupert [24] pointed out an empirical correlation between the soft X-ray flux and the integral
of the microwave flux during solar flares (hereafter Neupert effect). In many flares, the behavior
of the time derivative for the soft X-ray intensity is similar to a temporal variation of the radio,
hard X-ray and γ-ray flux during the impulsive phase. Although the statistics are low, Veronig et
al. [62] examined the moment of appearance for the γ-ray including that from π0 in large flare and
found the time coincidence with the moment of main energy release determined by hard X-rays
and line γ-rays. Kurt et al. [63] systematically analyzed the γ-rays from π0 decays and neutron
emissions recorded by the SONG (SOlar Neutrons and Gamma rays detector) detector [64] and
compared their time profiles with those of soft X-ray by GOES and ULYSSES [65], hard X-
ray by Yohkoh [66] and RHESSI [67], line γ-ray by INTEGRAL (INTErnational Gamma-Ray
Astrophysics Laboratory) [68]. The temporal relation among the γ-ray emission from π0 decay,
the derivative of soft X-ray and hard X-ray is shown in Fig. 3.1. Therefore, we used the time

31
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Table 3.1: Observation targets for each solar satellite. Circles (⃝) show the main target whose
energy and timing can be measured by the satellite’s devices. Triangles (△) indicate secondary
target, hardly detectable by the satellite as direct measurements; the counting rate alone can
indirectly imply target existence. Details are described in the later sections.

Satellite Launch year End year Soft X-ray Hard X-ray Line γ-ray γ-ray
GOES 1975 – ⃝ △ – –
RHESSI 2002 2018 ⃝ ⃝ ⃝ ⃝
GEOTAIL 1992 – – △ △ △

Table 3.2: Summary of satellites and energy ranges in this study. As described in the main text,
GEOTAIL cannot measure the energy of neutral particles above 50 keV.

Type Satellite Energy range (wave length)

Soft X-ray GOES 1.5–12 keV (1–8 Å)
Hard X-ray RHESSI 100–800 keV
Line γ-ray RHESSI 2.218–2.228 MeV

Hard X-ray and soft γ-ray GEOTAIL Above 50 keV

profile of the time derivative for the soft X-ray instead of the γ-ray emission from π0 decay to
determine search time windows.

3.2 The Visible Side Solar Flares

The flares on the visible side are observed by various satellites, which provide data in a wide range
of wavelengths. To search for solar flare neutrinos, we used public data from solar satellites and
computational resources of the Center for Integrated Data Science (CIDAS) at Nagoya University.
In this study, we analyzed the data recorded by three satellites; GOES, RHESSI, and GEOTAIL.
The main targets of each satellite are summarized in Table 3.1.

Using CIDAS, we analyzed the GOES satellite’s soft X-ray data, as well as the RHESSI
satellite’s hard X-ray and γ-ray data, as summarized in Table 3.2. For the analysis of GEOTAIL
data, we used the raw data to recover hard X-rays above 50 keV including soft γ-rays.

3.2.1 Solar Flare Event Selection

We used data obtained by the GOES satellite to select solar flares for our neutrino search because
the GOES satellite series have continually monitored solar flares since 1975. Its long operation
permits the use of the same indicator in comparisons between older and more recent flares.

For this study, we first registered all solar flares occurring from 1996 to 2018 in the NOAA list.
Then, we selected the 23 solar flares whose peak soft X-ray intensity exceeds 5.0×10−4 W/m2 (X5.0
class). The date, class, and location on the Sun (active region, so-called AR) for each selected
flare are summarized in Table 3.3.
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Table 3.3: List of solar flares selected for this study. The data, class and active re-
gion (AR) location are taken from a National Oceanic and Atmospheric Administration
source (NOAA, https://www.ngdc.noaa.gov/stp/space-weather/solar-data/solar-features/solar-
flares/x-rays/goes/xrs/).

Date Class AR location
1997 Nov. 6 X9.5 S18W63
2000 Jul. 14 X5.7 N22W07
2001 Apr. 2 X20.0 S21E83
2001 Apr. 6 X5.6 S21E31
2001 Apr. 15 X14.4 S20W85
2001 Aug. 25 X5.8 S17E34
2001 Dec. 13 X5.3 N16E09
2002 Jul. 23 X5.1 S13E72
2003 Oct. 23 X5.4 S21E88
2003 Oct. 28 X17.2 S16E08
2003 Oct. 29 X10.0 S15W02
2003 Nov. 2 X9.2 S14W56
2003 Nov. 4 X28.0 S19W83
2005 Jan. 20 X7.1 N14W61
2005 Sep. 7 X18.2 S11E77
2005 Sep. 8 X5.4 S12E75
2005 Sep. 9 X6.2 S12E67
2006 Dec. 5 X9.0 S07E68
2006 Dec. 6 X6.5 S05E64
2011 Aug. 9 X7.4 N14W69
2012 Mar. 7 X5.4 N22E12
2017 Sep. 6 X9.4 S09W34
2017 Sep. 10 X8.3 S08W88
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3.2.2 Time Window Determination

Soft X-rays (GOES)

A typical soft X-ray light curve observed by the GOES satellite is shown in the top panel of
Fig. 3.2. In the NOAA list, the timing at which four consecutive flux increases occur was
determined as the start time of each solar flare. The flare end time was typically determined as
the timing at which the event’s flux decline to half the value of its peak. However, this end time
depends on the flare class which makes unsuitable for our analysis. We, therefore, set the flare
end time as the timing at which the flux declines to 1.0× 10−4 W/m2 (X1.0 class).

To extract information about light curve brightening correlated with particle acceleration, we
took a calculation of the time derivative of the light curve as shown in the bottom panel of Fig. 3.2.
For setting the time window, we first fitted the light curve with a Gauss function (A exp{(t −
tpeak)

2/σ2}). We then selected the region of [tpeak − 3σ, tpeak + 3σ] as the search window.

Hard X-ray (RHESSI)

The RHESSI satellite was launched in February 2002 to monitor solar flares. It records elec-
tromagnetic waves in the range of 3 keV to 17 MeV and can observe continuous spectra from
bremsstrahlung of high energy electrons, line γ-rays of 2.223 MeV, and γ-rays from 12C and 16O
nuclei [67]. Owing to its wide energy range, the RHESSI satellite provides important information
for extracting acceleration time scales for electrons, protons, and ions.

In this study, we scanned the energy spectrum in the range of 100–800 keV for hard X-ray
analysis as shown in the top panel of Fig. 3.3 (a). We then determined the count rate within
this energy range using the front detector on the RHESSI. To set the search window, we fitted
the light curve via a combination of basic functions. For the fitting, we used a constant value for
the background before the brightening, a linear function for the brightening phase of the light
curve, and an exponential function for the dimming phase. The start time (tstart) was defined
as the time when the liner function intercepts the background constant. The time window was
determined by selecting the region where the exponential function is 2σ beyond the background
constant. The end time (tend) is the last point satisfying this condition. In this way, the search
window by hard X-ray is determined as [tstart, tend].

Line γ-rays (RHESSI)

For line γ-ray analysis, we first scanned the energy spectrum before and after each solar flare
as shown in the top panel of Fig. 3.3 (a). Here we defined the energy spectrum before (after)
as OFF (ON) FLARE. Then, we took a ratio between them as shown in the bottom panel of
Fig. 3.3 (a). When we confirmed the line γ-ray in the spectrum after the solar flare, we plotted
the light curve using the energy range of 2.218–2.228 MeV as shown in Fig. 3.3 (b). To determine
the search window, we used the same method described above for hard X-rays. It is reported in
Ref. [70] that line γ-ray signal of neutron capture is delayed by 100 sec because it takes some time
for the neutron to be thermalized and captured by hydrogen in the solar atmosphere. Therefore,
we selected the region of [tstart − 100 sec, tend] as the time window for line γ-rays.

GEOTAIL satellite hard X-ray events

The GEOTAIL satellite was launched in July 1992 to observe the Earth’s magnetosphere. Its
main targets are electrical field, magnetic field, plasma, and high energy particles in the mag-
netosphere. The LEP (low energy particle) instrument mounted on the satellite, can measure
counts of ions and electrons independently based on energy-per-charge separation [71]. The LEP
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detector consists of an electrostatic analyzer and particle counters: microchannel plates for ions,
and channel electron multipliers for electrons.

GEOTAIL has occasionally been exposed to the intense fluxes of energetic ions >50 MeV and
photons of >50 keV after strong solar flares or giant flares of magnetars [72–74]. These energetic
ions and photons do not follow the electrostatic analyzer’s energy-per-charge regulation, but
rather penetrate through the satellite wall and hit the particle counters directly. For the solar
flare case, energetic photons include hard X-ray photons from bremsstrahlung by high energy
electrons, as well as line γ-ray photons from nuclear interactions. Figure 3.4 shows an example
of this situation. During the interval 10:35:00–11:35:00 UTC on October 28, 2003, GEOTAIL
was in the solar wind upstream of the Earth’s bow shock and continued to measure solar wind
particles as well as nonthermal ions (10–40 keV/q) accelerated by the bow shock. However,
during the interval 11:01:40–11:15:30 UTC, GEOTAIL was hit by the solar flare hard X-ray
photons, which produced the energy-independent stripes in the first to third panel of Fig. 3.4.
It is noted that tailward-flowing solar wind ions (less than ∼20 keV/q colored with yellow-red-
black) overwrapped with the hard X-ray stripes as shown in the fourth panel of Fig. 3.4. The
penetration depth for hard X-ray photons from the satellite wall to the counter depends on the
satellite spin phase so that the colors of the energy-independent stripes differ slightly sector
by sector. The electron detector (not shown) responded to the solar flare hard X-ray photons
similarly. However, because the form factor of the electron detectors is two orders of magnitude
smaller than that of the ion detectors, the apparent contribution of solar flare hard X-ray photons
is much weaker.

In the present study, we estimated the time profiles of particle acceleration by selecting data
from the four sectors and the energy range that was not “contaminated” by ions, taking count
averages every 12 s. Figure 3.5 shows the photon counts from 10:50:00 to 11:20:00 UTC, as
calculated from the data in the dawnward, sunward, and duskward sectors in Fig. 3.4. Finally,
the time window for GEOTAIL is determined using the same method as that used in the analysis
for line γ-ray above, because a component of the GEOTAIL signal contains line γ-rays.

Because all satellite data are available for the solar flare occurring on November 2, 2003, we
used this example to illustrate the method for the time window determination developed in this
study, shown in Fig. 3.6.

The analysis results for 23 solar flares selected in this study are summarized in Tables 3.4
and 3.5. It is noted that, we failed to obtain the time window determined by the derivative
of soft X-ray for the solar flare occurring on September 9, 2005, because the brightening of its
soft X-ray light curve was relatively slow and the derivative of soft X-ray was not large enough.
Figure 3.7 summarizes the distribution of timing window duration for each channel. On the basis
of these results, the average time duration for each channel is as follows;

• Soft X-ray: 4, 178 s

• Derivative of soft X-rays: 700 s

• Hard X-rays: 944 s

• Line γ-rays from neutron capture: 1, 586 s

• Hard X-rays (GEOTAIL): 776 s
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ray emission measurement of this -are and neutrons can be
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Figure 5: 2e restored incident gamma-ray spectra of the -are on
October 28, 2003 (from [35]). Red curves represent the total spectra,
black curves electron bremsstrahlung component, and blue curves
the pion-decay gamma-ray spectrum. 2e thin curves correspond
to a power law with varying index and the thick curves correspond
to a power law with an exponential cuto3.

found in [35]. 2e important interval is 11:02:21–11:03:40,
when power law spectrum caused by the electron brems-
strahlung extended up to very high energies of photons
(100MeV) was observed. We could not distinguish pion-
decay contribution in this spectrum; consequently we could
estimate the upper limits of pion-decay -ux if any. At
11:03:51 a sharp increase of gamma-ray emissionwith energies
above 40MeV occurred.2e shape of the spectrum changed
substantially in this moment: a characteristic feature has
appeared at energies above 30MeV caused by the decay of
neutral pions (see Figure 5). It was very surprising that the
continuum created by primary electrons became more so.
with a break around 40MeV during this second energy
release episode.

Comparing narrow gamma-line intensities [46] with the
pion-decay -ux at 100MeV energy Kuznetsov et al. [35]
has showed that the spectrum shape of the accelerated pro-
tons had also changed from exponential (11:02:21–11:03:40)
to power law with spectral index equal to ∼3 a.er 11:03:51.
2is spectrum shape remained virtually unchanged, whereas
the total intensity was decreasing gradually till 11:12, which
was the end of our measurements. Regarding the time pro(le
of hard X-rays and #$SXR/#% it is evident that both curves
reach their maximum values at 11:05-11:06 simultaneously
with the time interval of maximum intensity of the pion-
decay emission.

High-energy neutrons were measured by the SONG
detector beginning at 11:06:20 [28, 35] and by the Tsumeb

Figure 3.1: Normalized time profiles of selected emissions from the solar flare occurring on
October 28, 2003.(a) soft X-ray flux and its derivative from GOES; (b) hard X-ray 40-100 keV
from CORONAS-F/SPR-N (black curve); gamma-rays from SONG 0.75-2 MeV (red) and 6-10.5
MeV (green); (c) line γ-rays from INTEGRAL/SPI; (d) γ-rays > 90 MeV (red, left y-axis) and
neutrons (black, right y-axis) from SONG. (e) magnetic field change rate [69]. Taken from [63].
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Figure 3.2: An example solar flare occurring on October 28, 2003, showing the soft X-ray light
curve (top) observed by the GOES satellite and the derivative of the flux of soft X-rays (bottom).
In the top panel, the horizontal axis is universal time and the vertical axis is the flux of soft
X-rays. The black dotted horizontal line indicates a flux of 1.0× 10−4 W/m2. The region drawn
in gray shows the time window selected in this study. In the bottom panel, the horizontal axis
is universal time and the vertical axis is the derivative of the flux of soft X-rays with respect to
time. The blue dots and the green region depict the data and their error, respectively; the red
curve is the result of Gaussian fitting. The gray region shows the time window selected by this
study.
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Figure 3.3: (a) Energy spectra of γ-rays associated with the solar flare occurring on November
2, 2003, as recorded by the RHESSI satellite. The blue solid histograms show ON FLARE and
the pink dashed histograms represent OFF FLARE. The horizontal axis shows energy in keV
and the vertical axis in the top panel shows the flux of γ-rays in units of cm−2sec−1keV−1 The
vertical axis in the bottom panel shows the ratio between fluxes in dimensionless units. (b) Light
curve of the solar flare as shown in (a). The horizontal axis shows universal time and the vertical
axis shows the count rate in units of count per 4 s. The blue points and green bars depict the
data and their error, respectively. The red curves show the fitting results and the shaded region
shows the time window determined by this method.
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Figure 3.4: Count rates recorded by the LEP detector when this solar flare occurring on October
28, 2003 are color-coded (white-blue-green-yellow-red-black). The horizontal axis shows the
universal time (HH:MM) of particle detection. The vertical axis shows the energy of nonthermal
ions in units of energy-per-charge (5–40 keV/q). Four panels, top to bottom, show ion counts
in the four sectors pointed dawnward, sunward, duskward, and tailward, respectively, where the
ion flow directions are defined with respect to the relative magnetosphere geometry of the Sun
and Earth.
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Figure 3.5: Light curve associated with the solar flare occurring on October, 28, 2003 as recorded
by the GEOTAIL satellite. The horizontal axis shows the universal time, and the vertical axis
shows count rate in units of [counts/detector/12 s]). Red points show the data, and blue lines
show the fitting results. This flare is the same flare as shown in Fig. 3.4.
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Figure 3.6: Light curves of the solar flare occurring on November 2, 2003. Gray regions show the
time windows extracted by the analysis methods developed in this study. From top to bottom,
the panels show the light curves for soft X-rays, derivative of soft X-rays, hard X-rays (100–
800 keV), line γ-rays (2.223 MeV), and hard X-rays (GEOTAIL, above 50 keV), respectively.
For the hard X-ray light curve (above 50 keV), the count rate gradually increased from 17:40
onward because protons in the range of 30–50 MeV were observed. These protons masked other
counts due to plasma particles and hard X-ray photons.
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Table 3.4: Time windows determined for soft X-rays, derivative of soft X-rays and hard X-rays. The time is described in units of UTC
([HH:MM:SS]).

Date Soft X-rays (GOES) Derivative of soft X-rays (GOES) Hard X-rays (RHESSI)
tstart tend ∆t [s] tstart tend ∆t [s] tstart tend ∆t [s]

1997 Nov. 6 11:49:00 12:12:21 1,401 11:52:13 11:54:58 165 – – –
2000 Jul. 14 10:03:00 11:05:03 3,723 10:08:44 10:28:31 1,187 – – –
2001 Apr. 2 21:32:00 22:56:12 5,052 21:35:10 21:52:57 1,067 – – –
2001 Apr. 6 19:10:00 19:43:15 1,995 19:12:32 19:21:31 539 – – –
2001 Apr. 15 13:19:00 14:23:39 3,879 13:43:48 13:51:03 435 – – –
2001 Aug. 25 16:23:00 17:36:18 4,398 16:28:36 16:33:38 302 – – –
2001 Dec. 13 14:20:00 14:41:57 1,317 14:24:25 14:31:05 400 – – –
2002 Jul. 23 00:18:00 01:08:27 3,027 00:25:08 00:31:36 388 00:25:44 00:36:46 562
2003 Oct. 23 08:19:00 09:13:9 3,249 08:20:32 08:36:03 931 – – –
2003 Oct. 28 09:51:00 12:36:54 9,954 10:59:30 11:10:57 687 – – –
2003 Oct. 29 20:37:00 21:23:39 2,799 20:38:46 20:50:07 681 – – –
2003 Nov. 2 17:03:00 18:07:03 3,843 17:12:01 17:26:03 842 17:15:41 17:39:22 1421
2003 Nov. 4 19:29:00 21:10:12 6,072 19:36:59 19:56:03 1,144 – – –
2005 Jan. 20 06:36:00 08:05:48 5,388 06:39:22 06:57:12 1,070 06:43:27 06:57:57 870
2005 Sep. 7 17:17:00 18:48:57 5,517 17:23:34 17:39:48 974 – – –
2005 Sep. 8 20:52:00 21:31:48 2,388 21:00:27 21:08:05 458 – – –
2005 Sep. 9 19:13:00 21:20:36 7,656 – – – – – –
2006 Dec. 5 10:18:00 10:56:09 2,289 10:24:18 10:35:43 685 – – –
2006 Dec. 6 18:29:00 19:16:30 2,850 18:41:29 18:47:06 337 18:42:33 18:49:19 406
2011 Aug. 9 07:48:00 08:11:47 1,427 08:00:50 08:05:40 290 – – –
2012 Mar. 7 00:02:00 01:31:34 5,374 00:04:21 00:25:16 1,255 – – –
2017 Sep. 6 11:53:00 13:30:00 5,820 11:54:39 12:03:20 521 – – –
2017 Sep. 10 15:35:00 17:26:06 6,666 15:49:12 16:06:32 1,040 15:54:42 16:19:03 1,461
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Table 3.5: Time windows determined for line γ-rays (RHESSI) and hard X-rays (GEOTAIL).
Time is described in units of UTC ([HH:MM:SS]).

Date Line γ-ray (RHESSI) Hard X-ray (GEOTAIL)
tstart tend ∆t [s] tstart tend ∆t [s]

1997 Nov. 6 – – – 11:50:55 11:57:04 369
2000 Jul. 14 – – – – – –
2001 Apr. 2 – – – – – –
2001 Apr. 6 – – – – – –
2001 Apr. 15 – – – 13:43:42 13:51:58 469
2001 Aug. 25 – – – 16:28:29 16:34:54 385
2001 Dec. 13 – – – – – –
2002 Jul. 23 00:26:28 00:56:22 1,794 – – –
2003 Oct. 23 – – – – – –
2003 Oct. 28 – – – 10:59:45 11:17:36 1,071
2003 Oct. 29 – – – – – –
2003 Nov. 2 17:14:14 17:36:41 1,347 17:13:08 17:37:11 1,443
2003 Nov. 4 – – – 19:38:35 19:53:32 897
2005 Jan. 20 06:42:54 07:09:52 1,618 – – –
2005 Sep. 7 – – – 17:32:44 17:45:32 7678
2005 Sep. 8 – – – – – –
2005 Sep. 9 – – – – – –
2006 Dec. 5 – – – – – –
2006 Dec. 6 – – – – – –
2011 Aug. 9 – – – – – –
2012 Mar. 7 – – – – – –
2017 Sep. 6 – – – – – –
2017 Sep. 10 – – – – – –

Figure 3.8 shows the time duration of search windows as a function of the maximum value
of the soft X-ray peak. The correlation coefficients between the maximum value of the soft
X-ray peak and the time duration of search windows are 0.436 for soft X-rays, 0.341 for soft
X-rays (derivative), 0.236 for hard X-rays (100–800 keV), −0.344 for line γ-rays, and 0.307 for
hard X-rays (>50 keV). Therefore, no strong correlation is found among them, as summarized
in Table 3.6.

To investigate the difference in time profile between channels, we calculated the time elapsed
between the peak timing of a given channel and the peak timing of soft X-rays (Fig. 3.9), because
the peak timing of each channel is earlier than that of soft X-rays. The mean differences are
−320 s for the derivative of soft X-rays, −482 s for hard X-rays, −471 s for line γ-rays, and
−342 s for hard X-rays (GEOTAIL).

Each panel in Fig. 3.10 shows the time correlation between two variables: on the x-axis, the
peak timing of soft X-rays; on the y-axis, a given channel after subtracting the peak timing of
soft X-rays. To extract the difference between peak timings, the plots are fitted with a linear
function; the fitting results are summarized in Table 3.7. The y-intercept of the linear function
gives the difference in peak timings.

In Fig. 3.10 (c), the fitting results are 0.9±0.1 for the slope and 7±55 s for the y-intercept. We
found a good timing correlation between the derivative of soft X-rays and hard X-rays because
the y-intercept is close to the origin of coordinates (0, 0), thus confirming the Neupert effect
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Figure 3.7: Distributions of the width of time window determined by each method: (a) light
curve of soft X-rays, (b) derivative of the light curve of soft X-rays, (c) hard X-rays, (d) line
γ-rays, and (e) hard X-rays (GEOTAIL). The Horizontal axis shows the duration of the time
window. The vertical axis shows the number of entries.
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Figure 7 Time duration as a
function of the peak intensity of
soft X-ray. Black dot, red square,
green up-triangle, blue
down-triangle, and light blue star
show soft X-ray, derivative of
soft X-ray, hard
X-ray (100 – 800 keV), line
γ -ray, and hard
X-ray (>50 keV), respectively.

Figure 8 Time difference distribution after subtracting the peak timing of soft X-rays. The horizontal axis
shows the time difference in units of seconds and the vertical axis shows the entry per 50 s.

et al., 2016). Assuming this time window, the expected background rate can be reduced to
0.067 events/flare. If three events are observed within this time window, the Super-K detec-
tor can reject the null hypothesis of neutrinos not from solar flares at 95% confidence level
(C.L.). On the contrary, the derivative of soft X-rays does not provide us with information
on the acceleration of protons or ionized particles, which produces neutrinos via hadronic
interactions. Therefore, it is questionable whether this window is entirely appropriate for a
comprehensive solar-flare neutrino search.

Figure 3.8: Time duration as a function of the peak intensity of soft X-ray. Black dots, Red
squares, Green up-triangles, Blue down-triangles, and Light blue stars show soft X-ray, Detivative
of soft X-ray, Hard X-ray(100–800 keV), Line γ-ray, and Hard X-ray(above 50 keV) emissions,
respectively.

Table 3.6: Summary of timing information obtained in this study. Average time durations are
calculated from the distributions shown in Fig. 3.7. Correlation coefficients are calculated from
the distribution shown in Fig. 3.8. The differences in peak timing are calculated relative to a
soft X-ray peak time of 0 (Fig. 3.9).

Entries Average duration Correlation Peak timing
[s] coefficient difference [s]

Soft X-ray 23 4, 178 0.436 –
Soft X-ray (derivative) 22 700 0.341 −320

Hard X-ray 5 944 0.236 −482
Line γ-ray 3 1, 586 −0.344 −471

Hard X-ray (GEOTAIL) 7 776 0.307 −342
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Figure 3.9: Time difference distribution after subtracting the peak timing of soft X-rays. The
horizontal axis shows the time difference in units of seconds; the vertical axis shows the entry
per 50 s.
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Table 3.7: Summary of results from fits in Fig. 3.10. Each axis in Fig. 3.10 represents the time
elapsed between the peak timing of a given channel and that of soft X-rays.
Figure 3.10 x-axis y-axis Fitting result χ2/d.o.f

(a) Soft X-ray Hard X-ray (1.1± 0.4)x 1.0/3
(derivative) (100–800 keV) +(41± 166)

(b) Soft X-ray Line γ-ray (1.4± 1.1)x 0.3/1
(derivative) +(331± 548)

(c) Soft X-ray Hard X-ray (0.9± 0.1)x 0.3/4
(derivative) (>50 keV) +(7± 55)

(d) Hard X-ray Line γ-ray (1.0± 0.5)x 0.1/1
(100–800 keV) (141± 286)

between them. Notably, this confirmation takes place by comparing the peak timing without
considering the shape of light curves.

In Fig. 3.10 (d), the y-intercept is 141± 285 s, suggesting that the peak timing of line γ-rays
is delayed from that of hard X-rays (100–800 keV). If the acceleration of both electrons and ions
occurs simultaneously, this difference between their timings is explained by considering neutron
capture since the neutron capture time is estimated to be 100 sec [70,75].

Figure 3.10 (e) overlays the plots shown in Fig. 3.10 (a) and Fig. 3.10 (b). We found that
the peak timing of hard X-rays is earlier than that of line γ-rays, where their difference is about
100 s.

3.3 The Invisible Side Solar Flares

3.3.1 Search window for solar flares at invisible side

As briefly explained in Section 1.6, proton flux directed back to the Sun generates a nuclear
cascade in the solar atmosphere. Such flux results in a narrow beam of relativistic protons with
a rather hard spectrum from solar flares on the invisible side of the Sun. Hence the searches
for neutrinos associated with solar flares occurring at the invisible side provide information
about the acceleration mechanism of downward going proton flux. However, no satellite, except
for a limited number of planet explorers, directly monitors an explosive phenomenon at the
invisible side before the launch of STEREO (Solar Terrestrial Relations Observatory) satellites
in 2006 [76]. The STEREO satellites have performed the CME imaging [77] and indeed observed
the solar high energy particles originated from the CMEs occurring on July 23rd, 2012 [78].

The time of CMEs allows one to infer the occurrence time of a solar flare on the invisible side
of the Sun because large energetic solar flares are usually accompanied by CMEs. Andrews [79]
found the association rate of CMEs with solar flares increases with the flare’s peak flux of soft
X-rays, fluence, and time duration.

As explained in Section 1.4, the observation of CMEs occurring on the invisible side of the
Sun is performed by coronagraph method with the LASCO on SOHO. The catalog of CMEs
observed by the SOHO spacecraft is maintained by NASA [29]1 and this catalog summarizes the
time of CMEs and its locations.

1https://cdaw.gsfc.nasa.gov/CME_list/

https://cdaw.gsfc.nasa.gov/CME_list/
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Figure 3.10: Relationship between each channel’s peak timing after subtracting the peak time
of soft X-rays. The fitting results are summarized in Table 3.7. For (e), the plots shown in both
(a) and (b) are overlaid.
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Figure 3.11: The correlation between the speed of the CMEs and the peak intensity of soft X-rays
from solar flares monitored by the GOES satellite. The black plus signs show the parameters
taken from the catalog [29]. The blue line shows the regression line.

3.3.2 Solar Flare Event Selection

Yashiro et.al. [29] statistically examined a possible correlation between the kinetic energy of
CMEs and the intensity of the solar flare monitored by the GOES satellite and found a weak
positive correlation between them. Based on that study, we collected about 20, 000 CMEs listed
in NASA and evaluated the threshold of the speed of CMEs associated with the solar flare with
X class. Figure 3.11 shows the correlation between the speed of the CMEs and the intensity of
soft X-rays from solar flares. As expected, we found a weak positive correlation between them.
Finally, we conservatively determined the threshold as 2000 km s−1 in order to select the solar
flare of X class. This criterion roughly corresponds to solar flares with X2.0.

3.3.3 Time Window Determination

Yashiro et.al. [29] also investigated the time difference between the CMEs and the solar flares.
That study found the standard deviation of time difference is 1020 s from its distribution. In this
study, we set the start time of the search window to be 3060 s before the time of CMEs emission,
which corresponds to three standard deviation of the time difference. For the end time, we
conservatively set 4178 s after the time of CME emission, where this wide duration is determined
from the light curve of soft X-ray recorded by GOES since all processes, such as acceleration,
energy release, etc, occurring during a solar flare complete within this time duration. Hence,
the search window for solar flares occurring on the invisible side of the Sun is the same time
duration, which corresponds to 7238 s in total.

In this analysis, we selected energetic CMEs whose speed is more than 2000 km s−1. Ten CMEs
from 1996 April to 2018 May were selected with this criterion. Table 3.8 summarizes the date,
search window and location of the selected CMEs.
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Table 3.8: The summary of the search windows estimated in this study for energetic CMEs
occurring on the invisible side of the Sun. The date, time, and active region (AR) are taken from
SOHO LASCO CME CATALOG [29].

Date Time [UTC] tstart tend AR location Speed [km s−1]
2001 Apr. 18 02:06:24 01:15:24 03:16:02 SW90b 2464.2
2002 Jul. 18 18:58:20 18:07:20 20:07:58 E90b 2191.3
2002 Jul. 19 16:04:34 15:13:34 17:14:12 S15E90 2046.6
2003 Nov. 2 09:00:23 15:13:34 17:14:12 SW90b 2036.0
2003 Nov. 7 15:32:19 14:41:19 16:41:57 W90b 2237.0
2003 Nov. 9 05:57:57 05:06:57 07:45:29 E90b 2008.1
2005 Jul. 24 13:35:51 12:44:51 14:45:29 E90b 2527.8
2011 Jun. 4 21:42:42 20:51:42 22:52:20 N16W153 2425.5
2012 Jul. 23 02:10:07 01:19:07 03:19:45 S17W132 2003.2
2014 Dec. 13 13:57:34 13:06:34 15:07:12 S20W143 2221.6

3.4 Summary of the Search Time Windows

We determined the search time windows with the time profile of soft X-ray, the derivative of
soft X-ray, hard X-ray, and line γ-ray emissions for the twenty-three solar flares on the visible
side. The line γ-rays should be from hadronic processes and directly indicate neutrino existence
in a solar flare. This method can be applied to three solar flares. The derivative of soft X-ray
light curve can be applied to all solar flares observed by GOES and would be substituted for the
time window determined by the γ-ray emission from π0. For the reason above, the search time
windows that are determined from the line γ-rays and the derivative of soft X-rays are finally
used in this study.

We determined the search time window for ten solar flares on the invisible side with CME
data from LASCO. Although the time window was almost 10 times longer than that for the solar
flares on the visible side, it enabled us to search for the solar flares on the invisible side.

Tables 3.9 and 3.10 show summaries of time windows which are used to search for solar flare
neutrinos in this study.
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Table 3.9: The time windows that used to search for neutrinos from solar flares on the visible
side in this study. The time is described in units of UTC ([HH:MM:SS]).

Date Derivative of soft X-rays (GOES) Line γ-ray (RHESSI)
start end duration [s] start end duration [s]

1997 Nov. 6 11:52:13 11:54:58 165 – – –
2000 Jul. 14 10:08:44 10:28:31 1,187 – – –
2001 Apr. 2 21:35:10 21:52:57 1,067 – – –
2001 Apr. 6 19:12:32 19:21:31 539 – – –
2001 Apr. 15 13:43:48 13:51:03 435 – – –
2001 Aug. 25 16:28:36 16:33:38 302 – – –
2001 Dec. 13 14:24:25 14:31:05 400 – – –
2002 Jul. 23 00:25:08 00:31:36 388 00:26:28 00:56:22 1,794
2003 Oct. 23 08:20:32 08:36:03 931 – – –
2003 Oct. 28 10:59:30 11:10:57 687 – – –
2003 Oct. 29 20:38:46 20:50:07 681 – – –
2003 Nov. 2 17:12:01 17:26:03 842 17:14:14 17:36:41 1,347
2003 Nov. 4 19:36:59 19:56:03 1,144 – – –
2005 Jan. 20 06:39:22 06:57:12 1,070 06:42:54 07:09:52 1,618
2005 Sep. 7 17:23:34 17:39:48 974 – – –
2005 Sep. 8 21:00:27 21:08:05 458 – – –
2005 Sep. 9 19:13:00 21:20:36 7,656 – – –
2006 Dec. 5 10:24:18 10:35:43 685 – – –
2006 Dec. 6 18:41:29 18:47:06 337 – – –
2011 Aug. 9 08:00:50 08:05:40 290 – – –
2012 Mar. 7 00:04:21 00:25:16 1,255 – – –
2017 Sep. 6 11:54:39 12:03:20 521 – – –
2017 Sep. 10 15:49:12 16:06:32 1,040 – – –

Table 3.10: The time windows that used to search for neutrinos from solar flares on the invisible
side in this study. The time is described in units of UTC ([HH:MM:SS]). The durations are
7238 s for all solar flares in this table.

Date start end
2001 Apr. 18 01:15:24 03:16:02
2002 Jul. 18 18:07:20 20:07:58
2002 Jul. 19 15:13:34 17:14:12
2003 Nov. 2 15:13:34 17:14:12
2003 Nov. 7 14:41:19 16:41:57
2003 Nov. 9 05:06:57 07:45:29
2005 Jul. 24 12:44:51 14:45:29
2011 Jun. 4 20:51:42 22:52:20
2012 Jul. 23 01:19:07 03:19:45
2014 Dec. 13 13:06:34 15:07:12



Chapter 4

Detector Calibration

In this chapter, ID PMT calibration, water transparency calibration, and energy scale calibration
in SK are briefly described. A more detailed explanation about the calibrations is described in
Ref. [80].

4.1 ID PMT Calibraion

The energy and vertex of an event are reconstructed from the charge and timing information of
hit PMTs.

Relative Gain of Each PMT

In order to calibrate the charge of the PMT, gain, a factor that converts from the observed
charge in a PMT in a unit of pico Coulomb (pC) to the number of photoelectrons, is needed.
There were two steps to obtain this value for all PMTs. First, the relative difference of the PMT
gain, which is called “Relative gain”, is measured, Then, the overall average gain, which is called
“Absolute gain”, is determined.

To measure the relative gain difference, a stable light source emitting constant-intensity flashes
is deployed at a certain position in the tank. There are two measurements: the first uses high-
intensity flashes from which every PMT gets multiple photoelectrons. The second measurement
uses low-intensity flashes in which tens of PMTs get hits, i.e. occupancy of hits in each PMT is
much less than 0.1, and the observed charge is mainly from single photoelectron. The average
charge for the ith PMT, Qobs,i of the first measurement and the number of hits for the ith PMT,
Nobs,i, from the second measurement can be parameterized as follows:

Qobs,i ∝ Is × ai × εqe,i ×Gi, (4.1.1)

Nobs,i ∝ Iw × ai × εqe,i (4.1.2)

where Is and Iw are the aberage intensities of high and low intensity flashes, respectively, ai is
acceptance of ith PMT, εqe,i is quantum efficiency (QE), and Gi is the ith PMT’s gain. Then,
relative gain of each PMT was extracted by taking the ratio of Eqs.4.1.1 and 4.1.2. Figure 4.1
shows the distribution of the relative gain of the ID PMTs after being normalized by the overall
average gain.

52
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The second measurement uses low-intensity flashes in which only
a few PMTs are hit in each event, therefore, we can be reasonably
sure that each of these is a single-pe hit. We count the number of
times Nobs(i) that PMT i records a charge that is greater than
the threshold value. Since the location of the light source is not
changed between the two measurements, the complicating factors
in estimating those two intensities Qobs(i) and Nobs(i) are almost
identical:

QobsðiÞp Is # aðiÞ # ɛqeðiÞ # GðiÞ ð1Þ

NobsðiÞp Iw # aðiÞ # ɛqeðiÞ ð2Þ

where Is and Iw are the average intensities of high and low
intensity flashes, respectively, a(i) is the acceptance of ID-PMT i,
ɛqe denotes its QE, and G(i) its gain. The threshold is sufficiently
low that the relative changes in gain, which we want to track, have
little effect on Nobs(i), for example, 10% gain change makes
the Nobs(i) just 1.5% change. The low threshold enables us to
ignore, in the above calculations, differences in probability for
having a charge below the discriminator threshold among PMTs.
The gain of each PMT can then be derived by taking the ratio of

Eqs. (1) and (2), except for a factor common to all PMTs:

GðiÞp
QobsðiÞ
NobsðiÞ

: ð3Þ

Then the relative gain of each ID-PMT can be obtained by normal-
ization with the average gain over all PMTs.18

To perform this calibration we need a means to change the
intensity of the flashes of the light source. The light source is
nitrogen-laser-driven dye laser (Section 3.1.8). To manipulate the
overall intensity of the light delivered into the ID, we used a filter
wheel with neutral density filters between the dye laser, and the
optical fiber that feeds light into the diffuser ball.

Fig. 10 shows the ratio (3) for each PMT, the RMS of the
distribution was found to be 5.9%. Since the HV value for each
PMT was determined to make Qobs be the same, we infer that this
deviation is due to differences in QE among PMTs. The observed
ratio in Eq. (3) for each PMT, normalized by the average over all
PMTs, contributed to a table of relative gain differences among
PMTs. These factors for relative gain differences of each PMT are

Fig. 8. The location of “standard PMTs” inside the SK inner detector (left). The red points indicate the locations of the standard PMTs. These PMTs served as references for
other PMTs belonging to the same group with similar geometrical relationship to the light source (right). (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)
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18 The common factor Is=Iw is also eliminated by this normalization. In the
actual measurement, Nobs was corrected by occupancy.
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Figure 4.1: Relative gain distribution of the ID PMTs. Values are normalized to their mean
value. Taken from [80]

Absolute Gain

The absolute gain is determined using the charge distribution of the single photoelectron signal
and is obtained using a Ni-Cf source calibration. Figure 4.2 is a picture of the Ni-Cf source which
is used in SK. γ-rays with total energy of 7-9 MeV from thermal neutron capture on nickel emit
Cherenkov photons, and the photon yield is about 0.004 p.e.′s/PMT/event. These signals are
considered to be single photoelectron contributions. The observed charge distribution is shown
in Fig. 4.3. The mean value of the charge distribution corresponds to the absolute gain value
and it is shown in Tab. 4.1.

Table 4.1: Summary of absolute gain values in SK.
SK Phase Absolute gain value [pC/p.e.]

SK-I 2.055
SK-II 2.297
SK-III 2.243
SK-IV 2.645

Relative QE

In order to measure energy using the number of photoelectrons from PMTs, the QE of each PMT
is also needed. How to determine the relative QE for each PMT is described here. If the intensity
of a light source is low enough, the observed hit probability should be proportional to the QE, as
can be seen from Eq. 4.1.2. A MC simulation is used to predict the number of photons arriving
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used as fine corrections in conversion from output charge to
number of photoelectrons observed.

3.1.4. Absolute gain conversion factor
As pointed out previously, the relative gain for a PMT is usually

obtained from the average of its single-pe distribution. Problems
with pedestal subtraction in the ATMs before SK-IV prevented us
from doing this on a PMT-by-PMT basis. Given the continuous
distribution of relative gain corrections obtained in the previous
section, we can build the cumulative single-pe distribution for all
ID-PMTs. Applying the relative gain correction aligns the single-pe
spectra of all ID-PMTs so that it makes sense to add them, it also
effectively smoothes the sampling of this distribution enough to
overcome problems encountered at the single-PMT level. While
some additional smearing is introduced by the intrinsic resolution
of the relative gain calibration, the resulting cumulative single-pe
distribution largely represents the average single-pe response of
the detector. In particular, we can extract from it the absolute gain
of all ID-PMTs, which had been normalized out when we cali-
brated the relative gains. In this section, we describe the data we
used and present the results of absolute gain calibration.

For this measurement, a uniform and stable source of single-
photoelectron level light is required. We used a “nickel source”
that isotropically emits gamma rays. The gamma rays have about
9 MeV from thermal neutron capture on nickel from the reaction
58Ni(n;γ)59Ni. A 252Cf source provides neutrons. More details can

be found in Section 8.7 of Ref. [1]. The cylindrical geometry and
inhomogeneous nickel distribution of the old nickel source led us
to build a new one with significantly improved symmetry (Fig. 11).
Deployed at the center of the ID, this source delivers 0.004 pe/
PMT/event on average, a level at which more than 99% of observed
signals are due to single-pe.

The nickel source measurement was done at the beginning of
SK-III. The resulting charge distribution is shown in the histogram
in Fig. 12 that was obtained after correcting for relative gain
differences, as described in Section 3.1.3, and accumulating data
from all ID-PMTs. To minimize the effect of dark hits, a similar
distribution was made using off-time (the timing window in
which we do not expect a signal) data and subtracting it from
on-time (timing window in which we do expect a signal) data. To
evaluate the distribution below the usual threshold of 0.25 photo-
electron, data with higher PMT gain and lower discrimination
threshold were obtained. The dashed histogram in Fig. 12 shows
the data with double the usual PMT gain and half the usual
discrimination threshold. Since it was not possible to obtain data
in the region less than 0.3 pC, we used a straight-line extrapolation
into this low-charge region. The systematic uncertainty introduced

Fig. 11. Picture of the nickel source which was manufactured by CI Kogyo. The ball
was made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source was inserted
into the center of the ball and held there by a brass rod.
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Fig. 12. The single-pe distributions in pC unit for nickel source data in SK-III. The right plot shows the same histogram in logarithmic scale. The solid line in the left figure
shows the data with normal PMT gain, the dashed line shows the data with double gain and half threshold, and the dotted line is linear extrapolation.
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Fig. 13. The single-pe distributions for our MC simulation (solid line). This
distribution was implemented while we were still using the ATM-based electronics.
The dashed line shows the distribution of number of photoelectrons from the
nickel data in SK-IV. The difference between them is due to the threshold function
of the QBEE, and the ratio is also put into our MC simulation.
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Figure 4.2: Picture of Ni-Cf source. This ball is made of 6.5 kg of NiO and 3.5 kg of polyethylene.
The Cf source (neutron source) was inserted into the center of the ball. Taken from [80].

at each PMT and we took the ratio of the observed number of hits to the predicted number of
hits. It is noted that when this calibration was conducted, the water was convected in the entire
detector to make its quality uniform and the remaining cause of the geometrical effect is only
the acceptance from the source to each PMT. Figure 4.4 shows the position dependence of the
photon detection probability of each PMT. In Fig. 4.4, the number of observed hits is corrected
with the distance between the Ni-Cf source and the position of ith PMT, ri, as well as the PMT
acceptance ai:

Nobs,i × r2i /ai. (4.1.3)

Even after this correction, some position dependence remains because of reflection from neigh-
boring surfaces, and scattering and absorption by the water. These further corrections were
estimated by the MC. Once these light propagation effects are considered, the remaining differ-
ence is attributed to the QE of individual PMTs.

Timing Calibration

The time response of each readout channel, including PMTs and readout electronics, has to be
calibrated for precise reconstruction of the event vertices and track directions. The response
time of readout channels can vary due to differences in transit time of PMTs, lengths of PMT
signal cables, and relative differences of readout electronics. In addition, the response time of
readout channels depends on the detected charge of PMTs, since the rise time of a large pulse is
faster than that of a smaller one. This is called the “time-walk” effect. This was calibrated by
injecting various intensities of light into PMTs. A schematic diagram of the timing calibration
system is shown in Fig. 4.9. A nitrogen laser light source whose wavelength is shifted to 398 nm
by a dye is used. The nitrogen laser pulse is split into two outputs, one goes to the trigger PMT
which creates an external trigger for timing calibration events, and the other is sent to the dye
laser module to generate laser pulses. The dye laser pulse with a wavelength of 398 nm and a
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used as fine corrections in conversion from output charge to
number of photoelectrons observed.

3.1.4. Absolute gain conversion factor
As pointed out previously, the relative gain for a PMT is usually

obtained from the average of its single-pe distribution. Problems
with pedestal subtraction in the ATMs before SK-IV prevented us
from doing this on a PMT-by-PMT basis. Given the continuous
distribution of relative gain corrections obtained in the previous
section, we can build the cumulative single-pe distribution for all
ID-PMTs. Applying the relative gain correction aligns the single-pe
spectra of all ID-PMTs so that it makes sense to add them, it also
effectively smoothes the sampling of this distribution enough to
overcome problems encountered at the single-PMT level. While
some additional smearing is introduced by the intrinsic resolution
of the relative gain calibration, the resulting cumulative single-pe
distribution largely represents the average single-pe response of
the detector. In particular, we can extract from it the absolute gain
of all ID-PMTs, which had been normalized out when we cali-
brated the relative gains. In this section, we describe the data we
used and present the results of absolute gain calibration.

For this measurement, a uniform and stable source of single-
photoelectron level light is required. We used a “nickel source”
that isotropically emits gamma rays. The gamma rays have about
9 MeV from thermal neutron capture on nickel from the reaction
58Ni(n;γ)59Ni. A 252Cf source provides neutrons. More details can

be found in Section 8.7 of Ref. [1]. The cylindrical geometry and
inhomogeneous nickel distribution of the old nickel source led us
to build a new one with significantly improved symmetry (Fig. 11).
Deployed at the center of the ID, this source delivers 0.004 pe/
PMT/event on average, a level at which more than 99% of observed
signals are due to single-pe.

The nickel source measurement was done at the beginning of
SK-III. The resulting charge distribution is shown in the histogram
in Fig. 12 that was obtained after correcting for relative gain
differences, as described in Section 3.1.3, and accumulating data
from all ID-PMTs. To minimize the effect of dark hits, a similar
distribution was made using off-time (the timing window in
which we do not expect a signal) data and subtracting it from
on-time (timing window in which we do expect a signal) data. To
evaluate the distribution below the usual threshold of 0.25 photo-
electron, data with higher PMT gain and lower discrimination
threshold were obtained. The dashed histogram in Fig. 12 shows
the data with double the usual PMT gain and half the usual
discrimination threshold. Since it was not possible to obtain data
in the region less than 0.3 pC, we used a straight-line extrapolation
into this low-charge region. The systematic uncertainty introduced

Fig. 11. Picture of the nickel source which was manufactured by CI Kogyo. The ball
was made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source was inserted
into the center of the ball and held there by a brass rod.
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Fig. 12. The single-pe distributions in pC unit for nickel source data in SK-III. The right plot shows the same histogram in logarithmic scale. The solid line in the left figure
shows the data with normal PMT gain, the dashed line shows the data with double gain and half threshold, and the dotted line is linear extrapolation.
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Fig. 13. The single-pe distributions for our MC simulation (solid line). This
distribution was implemented while we were still using the ATM-based electronics.
The dashed line shows the distribution of number of photoelectrons from the
nickel data in SK-IV. The difference between them is due to the threshold function
of the QBEE, and the ratio is also put into our MC simulation.
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Figure 4.3: Charge distribution in units of pC obtained in the absolute gain calibration. Taken
from [80].

pulse width of 0.2 ns passes through a variable filter to adjust the laser intensity. The filtered
light is distributed into the whole ID PMTs through a diffuser ball.

From this calibration, two-dimensional correlation distribution of timing versus pulse height
(charge) called“ TQ-distributions” is obtained. A typical TQ distribution for one readout
channel is shown in Fig. 4.6. Calibration constants, called the“ TQ-map”, are derived by
fitting the TQ distribution to polynomial functions. The timing resolution of the SK detector is
evaluated using the vertically sliced distributions of the TQ-distribution. This was conducted by
fitting the sliced one-dimentinal timing distribution for each charge region with an asymmetric
Gaussian:

f(t) =


A1 exp

(
−(t− Tpeak)

2

σ2
t

)
+B1(t > Tpeak)

A2 exp

(
−(t− Tpeak)

2

σ′2
t

)
+B2(t ≤ Tpeak)

(4.1.4)

where A1, A2, B1, B2, σt and σ′
t are fit parameters. A typical timing distribution for a certain

charge region and fit functions are shown in Fig. 4.7. The obtained timing resolutions are plotted
as a function of observed charge in Fig. 4.8.

4.2 Water Transparency

Water transparency is important in determining the number of generated Cherenkov photons
from the number of observed photoelectrons because the photons are observed after passing
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by this assumption below 0.3 pC becomes negligible after con-
sidering the true discrimination threshold and the small amount
of charge. The value averaged over the whole pC region was
defined as the conversion factor from pC to single-pe; the value of
this conversion factor was 2.243 pC to single-pe. At the beginning
of SK-IV, we repeated this measurement and found the new
conversion factor to be 2.658 pC per photoelectron. This difference
comes from a long-term increase in the PMT gain. No clear reason
has been identified for this increase, but it is accounted for in
physics analyses.

The single-pe distribution, as constructed above, is also imple-
mented in MC simulations. The solid line in Fig. 13 is the same as
the one we pieced together in Fig. 12, with the axis converted from
pC to photoelectron. For simulations of multiple photons in ID-
PMTs, we sum values drawn from this distribution. The nickel-
source data are also used to extract the threshold behavior for MC
simulations. The dashed histogram in Fig. 13 is the experimentally
observed distribution and has the threshold folded into it. In MC
simulations, we use the ratio of the observed (dashed) and partly
observed, partly extrapolated (solid) histograms in Fig. 13 to
implement single-hit threshold behavior.

3.1.5. Relative differences in QEs
Values for QE differ from PMT to PMT. Here we describe how

we determine the relative QE for each PMT. If the intensity of a
light source is low enough, the observed hit probability should be
proportional to the value of QE for the PMT, as can be seen from
Eq. (2). While we can count the number of hits measured by each

PMT, we cannot easily determine how many photons reached it.
Therefore, we used MC simulation to predict the number of
photons arriving at each PMT, and took the ratio of the observed
number of hits to predicted number of hits.

For this measurement, we use the nickel source used in
absolute gain measurements (Section 3.1.4). In addition, the
uniformity of water quality throughout the tank is quite impor-
tant, since any non-uniformity in water properties causes the hit
probability to depend on the PMT position not just because of
relative geometry, but also because of the exact conditions along
the photon path. As discussed in Section 2.4, this condition can be
identified by measuring the temperature profile throughout the
ID. We conducted this calibration when the water convected over
the whole ID volume.19 It was also confirmed that no significant
top–bottom asymmetry of water quality existed because no
differences in the standard PMTs appeared between top and
bottom. We used nickel source data from that day for this
measurement.

Fig. 14 shows the position dependence of the hit probability
with the following corrections:

NobsðiÞ # RðiÞ2=aðθðiÞÞ ð4Þ

where i again indexes the ID-PMTs, R(i) is the distance from the
source position to the PMT position, and aðθÞ is the acceptance as a
function of incident angle θ [4]. Even after this correction, some
position dependence still remains because of reflection from
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Fig. 14. Hit probability as a function of PMT position. The vertical axis shows the number of hits normalized by average value of all the PMTs. The upper figure shows the
barrel PMTs where the horizontal axis denotes the z (cm) position of PMTs. The lower figures show top (left) and bottom (right) PMTs, where the horizontal axis shows the
square of the distance from the center (cm2). The red thick line shows the data, and the blue thin line shows MC. The MC was not corrected by QE differences in each PMT.
(For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

19 The data were taken on October 12, 2006 when was just after SK-III started.
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Figure 4.4: The position dependence of the photon detection probability in the detector. The
vertical axis values are normalized by the average value of all PMTs. The top plot shows the
PMTs on the sidewall, and the horizontal axis is the Z position of PMTs in cm. The bottom left
(right) plot shows the top (bottom) PMTs, and the horizontal axis is the square of the distance
from the detector center in unit of cm2. red points show data and blue points show MC. Taken
from [80]

through the water in the tank. To calibrate the absorption and scattering of light in water, lasers
that have various wavelengths are used. Figure 4.9 shows the schematic view of the calibration
system for water transparency. The sidewall of the detector is divided into five regions, and the
parameters of the scattering component are estimated from the hit timing and charge of the
PMTs in each region. Water absorption and scattering parameters are determined by comparing
MC simulations with data obtained from laser irradiation. Figure 4.10 shows the comparison of
Time-Of-Flight subtracted hit timing distributions between best-tuned laser MC and calibration
data. The number of photons with a wavelength (λ) in water decreases gradually according to

I(λ) = I0(λ) exp(−l/L(λ)) (4.2.1)

where l is the travel length of the light, I0(λ) is the initial intensity, I(λ) is the intensity at l, and
L(λ) is the total attenuation length caused by scattering and absorption, which we call water
transparency. The total attenuation length caused by scattering and absorption, L(λ), is defined
as

L(λ) =
1

αabs(λ) + αsym(λ) + αasymm(λ)
(4.2.2)
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timing of discriminator output) depends on the pulse heights of
PMTs, since the rise time of a large pulse is faster than that of a
smaller one. This is known as the “time-walk” effect. The overall
process time and the time-walk effect can be calibrated by
injecting fast light pulses into PMTs and by varying the intensity
of light.

Fig. 20 shows a schematic diagram of the SK timing calibration
system. The SK uses a nitrogen laser as a light source for timing
calibrations. The nitrogen laser (USHO KEC-100) is a gas flow laser
that emits fast pulsing light of 0.4 ns FWHM at a wavelength of
337 nm. The laser output is monitored by a fast response 2-in. PMT
(Hamamatsu H2431-50, rise time: 0.7 ns, T.T.S: 0.37 ns). This
monitor PMT is used to define the time of laser light injection.
The wavelength of the laser light is shifted to 398 nm by a dye,
where the convoluted response with Cherenkov spectrum, light
absorption spectrum and quantum efficiency of the PMTs is almost
maximum. The pulse width of the dye is 0.2 ns FWHM. The light

intensity is varied by a variable optical filter. We use the optical
filter to measure the time responses of readout channels at various
pulse height. The filtered light is guided into the detector by an
optical fiber (400 μm core) and injected into a diffuser ball located
near the center of the tank to produce an isotropic light. Fig. 21
shows a cross-section of the diffuser ball. Directional variations in
the photon emission time of the diffuser ball were measured to be
less than 0.2 ns.

Timing calibrations for SK ID readout channels were conducted
based on two-dimensional, timing versus pulse height (charge),
correlation tables that are called “TQ distributions”. Fig. 22 shows a
typical scatter plot of the TQ distribution for one readout channel.
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Fig. 18. Schematic view of the nonlinearity calibration.
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Fig. 20. Schematic view of the timing calibration system.
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Figure 4.5: The schematic diagram of the timing calibration system. Taken from [80]

where αabs(λ), αsym(λ) and αasymm(λ) are parameters for absorption, symmetric scattering and
asymmetric scattering, respectively. Those factors are parametrized as follows:

αabs(λ) = P0 ×
P1

λ4
+ C, (4.2.3)

αsym(λ) =
P4

λ4
×
(
1.0 +

P5

λ2

)
, (4.2.4)

αasymm(λ) = P6 ×
(
1.0 +

P7

λ4
× (λ− P8)

2

)
, (4.2.5)

where the second term C in the first line is the amplitude based on the experimental data for
> 464 nm [81] and C = P0 × P2 × (λ/500)P3 for < 464 nm, P0−8 are constant coefficients.

These parameters are used in MC and tuned by this calibration. Figure 4.11 shows typical
fitted water parameters used in MC. The points are the data obtained in April 2009.

The water transparency is also measured by the Cherenkov light from cosmic ray muons
passing through the detector. The water transparency measured by cosmic ray muons gives an
averaged water transparency weighted over the spectrum of Cherenkov photons and the quantum
efficiency as a function of wavelength. Since this transparency is essentially what we need in the
physics analysis, this water transparency is used for correcting the number of hit PMTs and the
number of photoelectrons for the energy measurement. Details of the method to measure the
water transparency by muons are described in Ref. [80]. Figure. 4.12 shows the measured water
transparency over the period analyzed in this thesis.
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The calibration constants, called the “TQ-map”, are derived by
fitting the TQ distribution to polynomial functions. A TQ-map
includes overall process time and the time-walk effect; each
readout channel has its own TQ-map.

In the laser event selection, we require that the monitor PMT is
fired. The fired timing defines the reference timing of the laser
flashed. For laser events, we apply a timing correction, called time-
of-flight (TOF) correction, that subtracts time of flight from the
diffuser ball to the respective PMT position using group velocity
of light with the measured wavelength, !398 nm. Using the
TOF-corrected hit timing, “laser hits” are defined as hits in a time
window 750 ns around the hit timing of the monitor PMT.

The selected laser hits of each readout channel are divided into
180 bins of charge, called “Qbin”s. Each Qbin is defined as the
amount of charge from the PMT in pC; they are defined on a linear
scale from 0 to 10 pC (0.2 pC/Qbin) and on a logarithmic scale from
10 to 3981 pC (50 log ðpCÞ/Qbin). After the TQ distributions are
divided into 180 Qbins, the timing distribution is smoothed by a
Gaussian to minimize statistical fluctuations. Although the timing
distribution in each Qbin is almost Gaussian, the timing distribu-
tions have a small asymmetric feature because of an asymmetric
time response of PMT and contributions from direct and indirect
light; direct light causes early hits, while indirect light causes late
hits due to reflection and scattering. In order to take the asym-
metric feature into account, the timing distribution in each Qbin is
fitted to an asymmetric Gaussian, which provides the peak timing
and standard deviation. The peak timing and standard deviations
for respective charges are fitted by polynomial functions depend-
ing on Qbin:

polNðxÞ $ p0þp1xþp2x
2þ⋯þpNx

N ð6Þ

Qbinr10 : F1ðxÞ $ pol3ðxÞ ð7Þ

Qbinr50 : F2ðxÞ $ F1ð10Þþðx&10Þ

'½F ′1ð10Þþðx&10Þ ' pol3ðx&10Þ) ð8Þ

Qbin450 : F3ðxÞ $ F2ð50Þþðx&50Þ ' pol6ðx&50Þ ð9Þ

where F ′1 in Eq. (8) is a derivation of F1, that is introduced for
continuity between F1ðxÞ and F2ðxÞ at Qbin¼ 10. In Eqs. (8) and (9),
F1ð10Þ and F2ð50Þ are introduced to satisfy the boundary

conditions to connect Fi(x) (i¼1, 2, 3) at Qbin¼ 10 and
Qbin¼ 50. F1ðxÞ and F2ðxÞ have 4 fit parameters each, and 7 fit
parameters in F3ðxÞ. Thus, the number of fit parameter is 15 in
total. The parameters resulting from the fit are saved in a database
as the TQ-map and are used to correct the time response of each
readout channel.

The timing resolution of the SK detector is evaluated using the
same data set as used for the TQ-map evaluation. To evaluate the
timing resolution, all PMT timing distributions, corrected by their
TQ-maps, are accumulated in each Qbin and the timing distribu-
tions in Qbins are fitted by an asymmetric Gaussian that is defined,

f ðt; t4TpeakÞ $ A1 ' expð&ðt&TpeakÞ
2=s2t ÞþB1 ð10Þ

f ðt; trTpeakÞ $ A2 ' expð&ðt&TpeakÞ
2=st ′2ÞþB2 ð11Þ

where Ai, Bi (i¼1,2), st and s′t are fit parameters (note that, in these
equations, a larger t corresponds to earlier hits). The fit parameters
need to satisfy a boundary condition, A1þB1 ¼ A2þB2, to connect
two Gaussian functions at t ¼ Tpeak. As an example, Fig. 23 shows
the timing distribution and the function resulting from the fit for
Qbin¼14.
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Fig. 22. Typical TQ distribution for a readout channel. The horizontal axis is charge (Qbin) of each hit, and the vertical axis is time-of-flight-corrected timing (T) of the hits.
Larger (smaller) T corresponds to earlier (later) hits in this figure.

Fig. 23. Timing distribution added over all the readout channels in Qbin¼14
(! 1 photoelectron). The result of the fit to an asymmetric Gaussian is shown by
the solid curve.
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Figure 4.6: A typical TQ distribution for one readout channel. The horizontal axis corresponds
to observed charge. The vertical axis shows detection timing. Larger value in the vertical axis
corresponds to earlier hits in this plot. Taken from [80]

4.3 Absolute Energy Calibration

The method used for the absolute energy calibration in SK depends on the energy range. The
methods (or control samples) which are listed below are related with this study.

• “High” energy stopping muons (1-10 GeV)

• “Low” energy stopping muons (200-500 MeV)

• γ-rays from neutral pions (about 130 MeV)

• Decay electrons from stopping muons (about 50 MeV)

• LINAC calibration (below 20MeV)

The accuracy of the absolute energy scale is checked by comparing data from all calibration
sources with the MC simulation.

“High” Energy Stopping Muons

For energy calibration, muon events that stopped in SK, which is called “stopping muons”, are
used. The momentum of Cosmic-Ray (CR) muon can be determined by track length since the
energy loss (dE/dx) is approximately constant in water. The track length is defined by the
distance between the entering position at the detector and the vertex position of the subsequent
decay electron. Stopping muons which satisfy the following criteria are used:

• The entering position is at the top wall of the detector.

• The direction is downward.

• Only one decay electron is detected.
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The calibration constants, called the “TQ-map”, are derived by
fitting the TQ distribution to polynomial functions. A TQ-map
includes overall process time and the time-walk effect; each
readout channel has its own TQ-map.

In the laser event selection, we require that the monitor PMT is
fired. The fired timing defines the reference timing of the laser
flashed. For laser events, we apply a timing correction, called time-
of-flight (TOF) correction, that subtracts time of flight from the
diffuser ball to the respective PMT position using group velocity
of light with the measured wavelength, !398 nm. Using the
TOF-corrected hit timing, “laser hits” are defined as hits in a time
window 750 ns around the hit timing of the monitor PMT.

The selected laser hits of each readout channel are divided into
180 bins of charge, called “Qbin”s. Each Qbin is defined as the
amount of charge from the PMT in pC; they are defined on a linear
scale from 0 to 10 pC (0.2 pC/Qbin) and on a logarithmic scale from
10 to 3981 pC (50 log ðpCÞ/Qbin). After the TQ distributions are
divided into 180 Qbins, the timing distribution is smoothed by a
Gaussian to minimize statistical fluctuations. Although the timing
distribution in each Qbin is almost Gaussian, the timing distribu-
tions have a small asymmetric feature because of an asymmetric
time response of PMT and contributions from direct and indirect
light; direct light causes early hits, while indirect light causes late
hits due to reflection and scattering. In order to take the asym-
metric feature into account, the timing distribution in each Qbin is
fitted to an asymmetric Gaussian, which provides the peak timing
and standard deviation. The peak timing and standard deviations
for respective charges are fitted by polynomial functions depend-
ing on Qbin:

polNðxÞ $ p0þp1xþp2x
2þ⋯þpNx

N ð6Þ

Qbinr10 : F1ðxÞ $ pol3ðxÞ ð7Þ

Qbinr50 : F2ðxÞ $ F1ð10Þþðx&10Þ

'½F ′1ð10Þþðx&10Þ ' pol3ðx&10Þ) ð8Þ

Qbin450 : F3ðxÞ $ F2ð50Þþðx&50Þ ' pol6ðx&50Þ ð9Þ

where F ′1 in Eq. (8) is a derivation of F1, that is introduced for
continuity between F1ðxÞ and F2ðxÞ at Qbin¼ 10. In Eqs. (8) and (9),
F1ð10Þ and F2ð50Þ are introduced to satisfy the boundary

conditions to connect Fi(x) (i¼1, 2, 3) at Qbin¼ 10 and
Qbin¼ 50. F1ðxÞ and F2ðxÞ have 4 fit parameters each, and 7 fit
parameters in F3ðxÞ. Thus, the number of fit parameter is 15 in
total. The parameters resulting from the fit are saved in a database
as the TQ-map and are used to correct the time response of each
readout channel.

The timing resolution of the SK detector is evaluated using the
same data set as used for the TQ-map evaluation. To evaluate the
timing resolution, all PMT timing distributions, corrected by their
TQ-maps, are accumulated in each Qbin and the timing distribu-
tions in Qbins are fitted by an asymmetric Gaussian that is defined,

f ðt; t4TpeakÞ $ A1 ' expð&ðt&TpeakÞ
2=s2t ÞþB1 ð10Þ

f ðt; trTpeakÞ $ A2 ' expð&ðt&TpeakÞ
2=st ′2ÞþB2 ð11Þ

where Ai, Bi (i¼1,2), st and s′t are fit parameters (note that, in these
equations, a larger t corresponds to earlier hits). The fit parameters
need to satisfy a boundary condition, A1þB1 ¼ A2þB2, to connect
two Gaussian functions at t ¼ Tpeak. As an example, Fig. 23 shows
the timing distribution and the function resulting from the fit for
Qbin¼14.
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Fig. 22. Typical TQ distribution for a readout channel. The horizontal axis is charge (Qbin) of each hit, and the vertical axis is time-of-flight-corrected timing (T) of the hits.
Larger (smaller) T corresponds to earlier (later) hits in this figure.

Fig. 23. Timing distribution added over all the readout channels in Qbin¼14
(! 1 photoelectron). The result of the fit to an asymmetric Gaussian is shown by
the solid curve.
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Figure 4.7: Timing distribution added over all the readout channels. The observed charge region
used in the distribution is about 3 pC (1 photoelectron level). The result of the fit to an
asymmetric Gaussian is shown by the solid curve. Taken from [80]

• Reconstructed range of the muon track is 7 < L < 30 m.

The first three criteria are used to select vertical downward-going muons that have a clear
Cherenkov ring. Therefore, it can be well reconstructed. The fourth criterion selects high energy
muon events.

“Low” Energy Stopping Muons

The momentum of stopping muons having low energy (< 500 MeV/c) can be estimated using
the Cherenkov angle. The relationship between the Cherenkov angle and momentum can be
expressed as follows:

cos θc =
1

nβ
=

1

n

√
1 +

m2

P 2(θc)
(4.3.1)

where θc is the Cherenkov angle, n ∼ 1.33 is the refraction index of water, β is the speed of
muon in a unit of speed of light (c), m is the invariant mass, and P is momentum, respectively.
Stopping muons which satisfy the following criteria are used:

• The entering position is at the top wall of the detector.

• The direction is downward.

• Only one decay electron is detected.

• Total number of photoelectrons in the ID is less than 1,500 p.e.′s (750 p.e.′s for
SK-II).

The first three criteria are the same as those for the “high” energy stopping muon events. The
fourth criterion selects “low” energy cosmic muons having momenta less than 380 MeV/c.
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Fig. 24 shows the timing resolution, i.e. the standard deviation
st and s′t , as a function of charge. They are implemented in the SK
detector simulation. By implementing both st and s′t , SK detector
simulation reproduces timing distributions of data, e.g. LINAC
calibration21 data, better than by implementing only st.

The task of real-time monitoring is to monitor the deviation of
the time-response of readout channels during SK detector opera-
tion, and to apply a correction to the TQ-map as necessary.

For the real-time monitoring of the time response of readout
channels, SK employs a nitrogen laser (Laser Science Instruments,
VSL-337 and DLM-120 dye laser system). This laser system uses
sealed nitrogen as a gain medium and is better suited for
continuous operation than the gas-flow laser that used for the
TQ-map evaluation. This laser also emits fast pulsing light of less
than 4 ns FWHM, and the wavelength of the light is 337.1 nm. The
wavelength of the laser light is shifted by a dye system to 398 nm.
The light output of the dye system is injected into the same
diffuser ball as used for TQ-map evaluation.

For real-time monitoring, SK uses a fixed light intensity that is
adjusted to obtain an averaged SK ID occupancy of ! 99% and an
averaged charge of ! 20 photoelectrons per readout channel at
maximum. The frequency of the flashing laser light is ! 0:03 Hz, and
a typical 24-h operation provides a statistical accuracy of ! 0:05 ns
for monitoring the time response of the readout channels.

Fig. 25 shows timing-offset values as a function of time for a
typical readout channel; here, the timing offset is defined as the
difference between the measured time response from real-time
monitoring and that from pre-defined TQ-map. As shown in the
figure, the time responses of readout channels have been stable
within 70:1 ns for a few years.

3.2. Calibration for photon tracking

In this section, we summarize results from measurements of
water quality and light reflection at the ID wall used in SK detector
simulations (SK-MC).

3.2.1. Light absorption and scattering in water
By injecting a collimated laser beam into the SK tank (Fig. 26)

and comparing the timing and spatial distributions of the light
with MC, we can extract light absorption and scattering coeffi-
cients as functions of wavelength. The details of the experimental
setup and data analysis are described in Section 8.2 of Ref. [1].

Fig. 27 compares data and MC results for typical hit PMT time
distributions after time-of-flight (TOF based on the distance from
the target of the laser at the bottom region to the hit PMT
position). The left region is from scattered photons, while the
right peak represents photons reflected by the bottom PMTs and
black sheets. The total number of scattered photons and the shape
of the time distribution are used to tune the symmetric and
asymmetric scattering and the absorption parameters for the SK-
MC. We generate various timing distributions with different MC
parameters and select the one that minimizes the χ2 value for the
difference between data and MC results.

The number of photons with a wavelength (λ) in water
decreases gradually according to

IðλÞ ¼ I0ðλÞe%ðl=LðλÞÞ ð12Þ

where l is the travel length of the light, I0ðλÞ is the initial intensity,
IðλÞ is the intensity at l, and LðλÞ is the total attenuation length
caused by scattering and absorption, which we call water trans-
parency. LðλÞ is defined in the SK-MC as follows:

LðλÞ ¼
1

αabsðλÞþαsymðλÞþαasyðλÞ
ð13Þ

where αabsðλÞ, αsymðλÞ, and αasyðλÞ are described below. These are
tuning parameters used in the SK-MC, they are SK-based empirical
functions and do not exactly represent real physical properties.

The absorption amplitude αabs (m%1) as a function of wavelength
λ (nm) is empirically determined using the laser beam data in

αabsðλÞ ¼ P0 '
P1

λ4
þC ð14Þ

where the second term C is the amplitude based on the experimental
data for λZ 464 nm [11,12], while the following formula

C ¼ P0 ' P2 ' ðλ=500ÞP3 ð15Þ

is used for λr 464 nm. Values for parameters P0%P3 are obtained
from a fit to the data. The results of the fit of Eqs. (14) and (15) to the
data of April 2009 are shown in Fig. 28.

The angular distribution of scattered light is divided into two
components, “symmetric” (described by 1þ cos 2θ where θ is the
scattered photon angle) and “asymmetric” for which the scattering
probability increases linearly from cos θ¼ 0 to 1, and no scatter-
ing occurs for cos θo0). The “symmetric” scattering consists of
Rayleigh and symmetric Mie scattering, while the “asymmetric”
scattering consists of forward Mie scattering. The Mie scattering
typically has a forward-peaked distribution for particles whose
size is greater than wavelength of the light. The “asymmetric”
scattered angle function is a simple approximation because details
of the particle sizes are unknown. The “symmetric” αsym and
“asymmetric” αasym scattering amplitudes are empirically deter-
mined from

αsymðλÞ ¼
P4

λ4
' 1:0þ

P5

λ2

! "
ð16Þ

αasymðλÞ ¼ P6 ' 1:0þ
P7

λ4
' ðλ%P8Þ2

! "
ð17Þ

where P4%P8 are fitting parameters. Fig. 28 shows a typical result
of the scattering fit to Eqs. (16) and (17).

Table 3 gives typical values of the fitted parameters determined
from the laser beam data. Using the values in Table 3, the values
for 1/αabs, 1/αsym, and 1/αasym are calculated to be 4.02'102 m,
1.76'102 m, and 9.89'103 m, respectively. These lead to
L! 120 m at λ¼400 nm.

Obtaining real-time laser-beam data continues and time varia-
tion of each coefficient are monitored at several wavelengths.
Fig. 29 shows time variations in absorption and scattering in SK-IV.
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Fig. 24. Timing resolution st (square) and s′t (triangle) as a function of charge
(photoelectron) for SK-IV.

21 The details of SK LINAC calibration can be found in Ref. [1].
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Figure 4.8: Timing resolution σt (square) and σ′
t (triangle) as a function of charge (photoelec-

tron) for SK-IV. Taken from [80]

γ-rays from Neutral Pions

Single π0 events are produced by Neutral Current (NC) interactions of atmospheric neutrinos
in the detector. The π0 decays into two photons with a lifetime of 8.5 × 10−17 sec, i.e. almost
immediately in the water Cherenkov detectors. The invariant mass of π0 can be calculated using
the reconstructed momentum of two γ-rays as

Mπ0 =
√
2Pγ,1Pγ,2(1− cos θ) (4.3.2)

where Pγ,1 and Pγ,2 are the momenta of the two obserbed γ-rays, and θ is the opening angle
between the γ-rays. π0 like events which satisfy the following criteria are used:

• Two electron-like rings are detected.

• An electron from muon decay is not detected.

• Vertex position is reconstructed within the Fiducial Volume (FV).

The second criterion rejects events in which charged pions are produced with the π0 or Charged
Current (CC) events.

Decay Electrons from Stopping Muons

Stopping muons produce decay electron events. Decay electrons have a continuous energy spec-
trum which is called the Michel spectrum. The mean of the energy spectrum is about 37 MeV.
The selection criteria for decay electron are listed follows:
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Each parameter was determined by applying the same analysis
(χ2 method) on the real data from each laser run. The symmetric
scattering coefficient is relatively stable (the RMS/mean was about
3% August 2008 – November 2012). Both the absorption and
asymmetric scattering coefficients have relatively larger time
dependence (about 20–40% and 20–60% in the same time period,
respectively). Since asymmetric scattering is one order of magni-
tude smaller than absorption, the time variations in water trans-
parency are mainly caused by absorption.

As described in Section 2.4, water quality has position depen-
dence. The vertical dependence is determined from the nickel data
obtained every month and monitored with the real-time Xe
system as described in Section 3.1.2. A similar z-dependence in
the water quality is seen in other control sample data, such as
decay electrons from cosmic-ray stopping muons. Fig. 30 shows
the top–bottom asymmetry of the hit probability normalized by
the average of all the PMTs as a function of time. The top–bottom
asymmetry (αtba) is defined by

αtba ¼ ð〈Ntop〉# 〈Nbottom〉Þ=〈Nbarrel〉 ð18Þ

where 〈Ntop〉; 〈Nbottom〉 and 〈Nbarrel〉 are the averages of the hit
probabilities of top, bottom and barrel of SK, respectively. The
average of the hit probability on the top PMTs is about 5% smaller
than that on the bottom PMTs, as discussed in Section 2.4. The
nickel and Xe measurements are in accordance over the entire

SK-IV time period. Since the time variation is mainly caused by
absorption, as described above, the vertical position and time
dependence of the water quality is introduced in SK-MC by
multiplying αabs by a factor Aðz; tÞ in Eq. (13):

Aðz; tÞ ¼ 1þz & βðtÞ for zZ#11 m

¼ 1#11 & βðtÞ for zr#11 m ð19Þ

Date
2009/10/19 2010/11/26 2012/01/02 2013/02/07

Ti
m

in
g 

O
ffs

et
 (n

s)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Fig. 25. Timing-offset values with respect to pre-defined TQ-map for a typical
readout channel as a function of time. The error bar on each point indicates
statistical uncertainty.

Fig. 26. Real-time laser system for measurements of absorption and scattering of
the Cherenkov light in water and reflectivity at the PMT surface. Analysis was
performed using PMTs belonging to five divisions of the barrel region, B1–B5, and
top. The blue shaded circle spot at the bottom region indicates the beam target
used in the TOF calculation. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Fig. 27. Typical TOF-subtracted (see text) timing distributions for the vertical
down-going laser beam with the wavelength at 405 nm between data (black circle)
and MC (red histogram, the best tune) normalized by observed total photoelec-
trons. The top plot is for the PMTs at the SK tank top wall. The second to bottom
plots correspond to the five barrel wall regions from top to bottom of the SK tank as
indicated in Fig. 26. The time region between the left two blue solid vertical lines is
used to measure the absorption and scattering described in this Section 3.2.1 and
the right region is used for the measurement of reflection described in Section
3.2.2. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 28. Typical fitted water coefficient functions used in the SK-MC. The points are
the data obtained in April 2009. The each lines through the points for absorption,
symmetric scattering and asymmetric scattering show the fitted functions while
the top line shows the total of all fitted functions added together.
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Figure 4.9: The schematic view of the calibration system for water transparency. The side wall
of the detector is divided into five regions, and the parameters of the scattering component are
estimated from the hit timing and charge of the PMTs in each region. Taken from [80]

• Time interval from a stopping muon is 2.0 to 8.0 µsec.

• The number of hit PMTs in a 50 nsec window is greater than 60 hits (30 hits
for SK-II).

• The goodness of vertex fit which is defined as Eq. 6.2.6 is greater than 0.5.

• Vertex position is reconstructed within the FV

The first criterion involves the efficient timing of decay electron tagging. The second criterion
rejects γ-rays of 6 MeV or more emitted from muon capture on nucleons.

The absolute energy scale is calibrated by various methods for different momentum ranges.
To estimate the systematic uncertainty of the energy scale, the ratio of values between data and
MC in each calibration method is used as shown in Fig. 4.13.

LINAC calibration

For energy calibration for lowest energy region (3.5 < E < 20 MeV) in SK analysis, a linear
accelerator (LINAC) for electrons is used [83]. Since the calibration hole positions are fixed and
the length of the beam pipe is also fixed, the calibration data were taken at the fixed 9 points
as shown in Fig. 4.14.

In order to measure the energy of the single electron generated by the LINAC calibration
system, a germanium detector is used. This germanium detector is calibrated with γ-rays from
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Each parameter was determined by applying the same analysis
(χ2 method) on the real data from each laser run. The symmetric
scattering coefficient is relatively stable (the RMS/mean was about
3% August 2008 – November 2012). Both the absorption and
asymmetric scattering coefficients have relatively larger time
dependence (about 20–40% and 20–60% in the same time period,
respectively). Since asymmetric scattering is one order of magni-
tude smaller than absorption, the time variations in water trans-
parency are mainly caused by absorption.

As described in Section 2.4, water quality has position depen-
dence. The vertical dependence is determined from the nickel data
obtained every month and monitored with the real-time Xe
system as described in Section 3.1.2. A similar z-dependence in
the water quality is seen in other control sample data, such as
decay electrons from cosmic-ray stopping muons. Fig. 30 shows
the top–bottom asymmetry of the hit probability normalized by
the average of all the PMTs as a function of time. The top–bottom
asymmetry (αtba) is defined by

αtba ¼ ð〈Ntop〉# 〈Nbottom〉Þ=〈Nbarrel〉 ð18Þ

where 〈Ntop〉; 〈Nbottom〉 and 〈Nbarrel〉 are the averages of the hit
probabilities of top, bottom and barrel of SK, respectively. The
average of the hit probability on the top PMTs is about 5% smaller
than that on the bottom PMTs, as discussed in Section 2.4. The
nickel and Xe measurements are in accordance over the entire

SK-IV time period. Since the time variation is mainly caused by
absorption, as described above, the vertical position and time
dependence of the water quality is introduced in SK-MC by
multiplying αabs by a factor Aðz; tÞ in Eq. (13):

Aðz; tÞ ¼ 1þz & βðtÞ for zZ#11 m

¼ 1#11 & βðtÞ for zr#11 m ð19Þ
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Fig. 25. Timing-offset values with respect to pre-defined TQ-map for a typical
readout channel as a function of time. The error bar on each point indicates
statistical uncertainty.

Fig. 26. Real-time laser system for measurements of absorption and scattering of
the Cherenkov light in water and reflectivity at the PMT surface. Analysis was
performed using PMTs belonging to five divisions of the barrel region, B1–B5, and
top. The blue shaded circle spot at the bottom region indicates the beam target
used in the TOF calculation. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Fig. 27. Typical TOF-subtracted (see text) timing distributions for the vertical
down-going laser beam with the wavelength at 405 nm between data (black circle)
and MC (red histogram, the best tune) normalized by observed total photoelec-
trons. The top plot is for the PMTs at the SK tank top wall. The second to bottom
plots correspond to the five barrel wall regions from top to bottom of the SK tank as
indicated in Fig. 26. The time region between the left two blue solid vertical lines is
used to measure the absorption and scattering described in this Section 3.2.1 and
the right region is used for the measurement of reflection described in Section
3.2.2. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 28. Typical fitted water coefficient functions used in the SK-MC. The points are
the data obtained in April 2009. The each lines through the points for absorption,
symmetric scattering and asymmetric scattering show the fitted functions while
the top line shows the total of all fitted functions added together.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272 267

Figure 4.10: The comparison between laser MC and calibration data. Typical Time-Of-Flight-
subtracted timing distributions for the vertical down-going laser beam with the wavelength at
405 nm between data (black circle) and MC (red histogram, the best tuned) normalized by
observed number of total photoelectrons. The top plot is for the PMTs at the SK tank top wall.
The second to the sixth plots correspond to the five barrel wall regions from top to bottom of
the SK. Taken from [80]

Ni(n,γ)Ni reaction (9.0 MeV and etc.), 137Cs (0.662 MeV), 60Co (1.33 MeV). Figures 4.15 and
4.16 show the output charge of the Ge detector as a function of γ-ray energy and the difference of
the deviation between data and the fitted line. The electron energy measured by the germanium
detector is used as input of MC simulation for LINAC calibration. After the LINAC calibration
data is taken, the SK simulation is tuned to match the detector response. Figure 4.17 shows the
difference of the effective number of hit PMTs, Neff , which is defined in Eq. 6.2.4 after tuning
MC in SK-IV. The conversion function from Neff to energy is determined by MC simulation of
mono-energetic electrons.
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Each parameter was determined by applying the same analysis
(χ2 method) on the real data from each laser run. The symmetric
scattering coefficient is relatively stable (the RMS/mean was about
3% August 2008 – November 2012). Both the absorption and
asymmetric scattering coefficients have relatively larger time
dependence (about 20–40% and 20–60% in the same time period,
respectively). Since asymmetric scattering is one order of magni-
tude smaller than absorption, the time variations in water trans-
parency are mainly caused by absorption.

As described in Section 2.4, water quality has position depen-
dence. The vertical dependence is determined from the nickel data
obtained every month and monitored with the real-time Xe
system as described in Section 3.1.2. A similar z-dependence in
the water quality is seen in other control sample data, such as
decay electrons from cosmic-ray stopping muons. Fig. 30 shows
the top–bottom asymmetry of the hit probability normalized by
the average of all the PMTs as a function of time. The top–bottom
asymmetry (αtba) is defined by

αtba ¼ ð〈Ntop〉# 〈Nbottom〉Þ=〈Nbarrel〉 ð18Þ

where 〈Ntop〉; 〈Nbottom〉 and 〈Nbarrel〉 are the averages of the hit
probabilities of top, bottom and barrel of SK, respectively. The
average of the hit probability on the top PMTs is about 5% smaller
than that on the bottom PMTs, as discussed in Section 2.4. The
nickel and Xe measurements are in accordance over the entire

SK-IV time period. Since the time variation is mainly caused by
absorption, as described above, the vertical position and time
dependence of the water quality is introduced in SK-MC by
multiplying αabs by a factor Aðz; tÞ in Eq. (13):

Aðz; tÞ ¼ 1þz & βðtÞ for zZ#11 m

¼ 1#11 & βðtÞ for zr#11 m ð19Þ
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Fig. 25. Timing-offset values with respect to pre-defined TQ-map for a typical
readout channel as a function of time. The error bar on each point indicates
statistical uncertainty.

Fig. 26. Real-time laser system for measurements of absorption and scattering of
the Cherenkov light in water and reflectivity at the PMT surface. Analysis was
performed using PMTs belonging to five divisions of the barrel region, B1–B5, and
top. The blue shaded circle spot at the bottom region indicates the beam target
used in the TOF calculation. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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Fig. 27. Typical TOF-subtracted (see text) timing distributions for the vertical
down-going laser beam with the wavelength at 405 nm between data (black circle)
and MC (red histogram, the best tune) normalized by observed total photoelec-
trons. The top plot is for the PMTs at the SK tank top wall. The second to bottom
plots correspond to the five barrel wall regions from top to bottom of the SK tank as
indicated in Fig. 26. The time region between the left two blue solid vertical lines is
used to measure the absorption and scattering described in this Section 3.2.1 and
the right region is used for the measurement of reflection described in Section
3.2.2. (For interpretation of the references to color in this figure caption, the reader
is referred to the web version of this paper.)
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Fig. 28. Typical fitted water coefficient functions used in the SK-MC. The points are
the data obtained in April 2009. The each lines through the points for absorption,
symmetric scattering and asymmetric scattering show the fitted functions while
the top line shows the total of all fitted functions added together.
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Figure 4.11: Typical fitted water coefficient functions used in the MC. The points are the data
obtained in April 2009. Each curves for absorption, symmetric scattering, and asymmetric
scattering show the fitted function for each case while the black curve shows the total of all fitted
functions added together. Taken from [80]
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Figure 3.36: Time variation of water transparency (water attenuation length). Absolute values
are sensitive to the detector configurations and can not be compared among different detector
phases.

Figure 3.37: Schematic view of the laser light injector system for the reflectivity measurement of
the black sheet. Both the reflected and direct light was measured by ID PMTs. Taken from [42].

33

Figure 4.12: Time variation of water transparency. Absolute values are sensitive to the detector
configurations and can not be compared among different detector phases.
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most discrepant sample from this study in each run period.
The total systematic error is assigned taking this value
summed in quadrature with the time variation of the energy
scale, which is measured using the variation in the average
reconstructed momentum of Michel electrons and the
variation in the stopping muon momentum divided by
range. An example of the latter showing the energy scale
stability since SK-I appears in Fig. 4. Note the SK-III
period was subject to poor and volatile water transparency
conditions, resulting in a comparatively turbulent energy
scale. The stability seen in the SK-IV period is a result of
improvements in the water purification system and in
corrections for the time variation of the PMT response.
The total energy scale uncertainty in each period has been
estimated as 3.3% in SK-I, 2.8% in SK-II, 2.4% in SK-III,
and 2.1% in SK-IV.

B. Sample selection

The current analysis utilizes atmospheric neutrino data
collected during each of the SK run periods and

corresponds to a total livetime of 5,326 days, 2,519 of
which are from SK-IV. Super-Kamiokande’s atmospheric
neutrino data are separated into three broad categories, fully
contained (FC), partially contained (PC) and upward-going
muons (Up-μ) that are further sub-divided into the final
analysis samples. Fully contained events have a recon-
structed vertex within the 22.5 kton fiducial volume,
defined as the region located more than 2 m from the
ID wall, and with no activity in the OD. The FC data are
sub-divided based upon the number of observed Cherenkov
rings, the particle ID (PID) of the most energetic ring,
and visible energy or momentum into combinations of
single- or multi-ring, electron-like (e-like) or muon-like
(μ-like), and sub-GeV (E < 1330.0 MeV) or multi-GeV
(E > 1330.0 MeV). Additional selections are made based
on the number of observed electrons from muon decays and
the likelihood of containing a π0. For the SK-I, -II, and -III
data periods the latter selection is based on [16] and for SK-
IV it is performed using the improved algorithm presented
in [6]. After all selections there are a total of 14 FC analysis
samples. Events with a fiducial vertex but with energy
deposition in the OD are classified as PC. Based on the
energy deposition within the OD, PC events are further
classified into “stopping” and “through-going” subsamples.
The Up-μ sample is composed of upward-going muon

events produced by neutrino interactions in the rock
surrounding SK or in the OD water. Accordingly, light
deposition in both the OD and ID is expected and the
sample is divided into “through-going” and “stopping”
subsamples for events that cross or stop within the ID,
respectively. Through-going events with energy deposition
consistent with radiative losses are separated into a “show-
ering” subsample. The 19 analysis samples defined for each
of the SK run periods are summarized in Table II. Zenith
angle distributions of each sample are shown in Fig. 5.
Distributions of the true neutrino energy for the FC, PC,
and Up-μ event categories appear in Fig. 6. Their event
rates over the lifetime of the experiment have been stable at
8.3 FC events per day, 0.73 PC events per day, and 1.49 Up-
μ events per day, as shown in Fig. 7. In total 27, 505 μ-like

( M
C

 - 
D

at
a 

) /
 D

at
a 

 [%
] 

210 310 410
-4

-2

0

2

4

Decay electron
0πNeutral current 

µSub-GeV stopping 
µMulti-GeV stopping 

SK-I

210 310 410

SK-II

210 310 410

SK-III

210 310 410

SK-IV

Momentum [MeV]
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Figure 4.13: Summary of absolute energy scale measurements for each SK phase. The percent-
age of differences between data and MC are shown. Vertical error bars denote the statistical
uncertainty and horizontal error bars denote the momentum range spanned by each analysis.
Taken from [82].
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IV. ENERGY CALIBRATION OF THE SK-IV492

DETECTOR493

A. LINAC calibration494

1. Overview495

The LINAC calibration system consists of an electron496

gun, a linear accelerator, beam pipes, collimators, mag-497

nets, and a beam trigger. The details of the system are498

described elsewhere [44]. The last part of the beam pipe499

is inserted vertically into the SK detector and a single500

electron is injected at a time into the detector. The501

LINAC can inject electrons directly into the detector,502

which mimics the electrons produced by elastic scatter-503

ing interactions of the 8B or hep solar neutrinos.504

Mono-energetic single electrons are injected into the505

SK-IV detector at several positions. The energy of in-506

jected electron ranges from 4.4 MeV to 18.9 MeV in total507

energy.508

Since the previous report [24], we conducted LINAC509

calibrations in 2016 and 2017. We analyzed calibration510

data taken in SK-IV with the improved event reconstruc-511

tion algorithm as described in Sec III. For the LINAC512

data analysis, a LINAC trigger signal from the trigger513

counter around the end of the beam pipe is required. To514

reject multiple electron events, separation by hit timing515

distribution after subtracting TOF (defined in Sec. III A)516

is applied. Since the timing of electrons occasionally over-517

laps, we rejected events whose energy is beyond 3� from518

the mean of the energy distribution.519

2. Determination of the absolute energy scale in SK-IV520

In this analysis, we use good quality LINAC calibra-521

tion data taken in 2010, 2012, 2016, and 2017 while the522

calibration data taken in 2009 is not used because of the523

worse quality of the water transparency at that time. The524

calibration data was taken at nine di↵erent positions in525

the SK detector. By comparing the peak of e↵ective hits526

distribution (Ne↵ in Eq. (4)) from these calibration data527

and simulated events, the absolute energy scale of the528

MC simulation code for SK-IV was tuned to match the529

LINAC data. In particular, the absolute correction fac-530

tor for PMT quantum e�ciency is determined by this531

analysis. Figure 12 shows the di↵erence of the Ne↵ be-532

tween the calibration data and the MC simulation after533

the tuning.534535

To evaluate the position dependence of the energy536

scale during the SK-IV period, the weighted mean is ob-537

tained from the di↵erence of Ne↵ between the data and538

MC simulation, where the injecting beam energies are539

6.989, 8.861, 13.644, and 18.938 MeV. Figure 13 shows540

the di↵erence of data and MC simulation after taking541

the weighted mean for each position. The remaining542543

position-dependent energy scale uncertainty in SK-IV is544
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FIG. 12. The di↵erence of the Ne↵ between the calibration
data and the MC simulation. The marker shows the position
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calculated by taking the volume average for nine posi-545

tions and treated as a ±0.40% systematic uncertainty on546

the energy scale.547

After the MC simulation is tuned, it can be used to de-548

rive the conversion from Ne↵ to electron energy. For this549

purpose, mono-energetic electrons are generated with550

random vertex position and direction in the whole ID551

volume, and then the reconstructed energy distribution552

of events reconstructed in the standard fiducial volume553

are examined. Figure 14 shows the reconstructed energy554

distribution of the mono-energetic electron simulations.555

Each distribution of reconstructed energy is fitted with556557

a Gaussian function and the peak energy and the devia-558

tion are obtained. The fit results are used to to create the559

conversion function, and determine the energy resolution560

function of the detector, which is found to be:561

�(E) = �0.05525 + 0.3162
p

E + 0.04572E, (9)

where E is the reconstructed electron total energy in562

MeV. This is comparable to the energy resolution eval-563

Figure 4.17: The difference of the Neff between the LINAC calibration data and the MC sim-
ulation in SK-IV. The markers show the positions of the calibration. The red horizontal lines
shows ±0.5%.



Chapter 5

Simulation

In this chapter, the Monte Carlo (MC) simulation for solar flare neutrinos in SK is described.

5.1 Neutrino Interactions

For events with neutrino energies above 100 MeV (defined as “high-energy” events as follows),
the tools for atmospheric neutrino oscillation analysis were used, and for events with energies
below 100 MeV (defined as “low-energy” events as follows), the tools for solar neutrino analysis
and supernova neutrino searches were used in this study. More detailed information about data
reduction will be described in Chap. 6.

5.1.1 High-Energy neutrino interactions

For High-Energy events, neutrino interactions inside the detector are simulated based on NEUT
[84]. They are classified into two categories, Charged Current (CC) and Neutral Current (NC)
interactions. A neutrino exchanges a W± boson with the target in the CC interaction. After
the CC interaction, a charged lepton is left in the final state. By distinguishing the flavor of
the charged lepton inside the detector, the flavor of incoming neutrino can be identified. On the
other hand, in the NC interaction, a neutrino interacts with the target mediated by a Z0 boson.
After this NC interaction, no signs of the neutrino flavor are left within the detector.

In the NEUT simulation, the following interactions are considered:

• CC and NC (quasi-)elastic scattering. CCQE (NCQE): ν +N → l(ν) +N ′(N).

• CC meson exchange current, CCMEC : ν +NN ′ → l +N ′′N ′′′,

• CC and NC single meson production: ν +N → l(ν) +N ′(N) + meson,

• CC and NC coherent pion production, CCCOH (NCCOH): ν + 16O → l(ν) +
16O+ π,

• CC and NC deep inelastic scattering, CCDIS (NCDIS): ν+N → l(ν)+N ′(N)+
hadrons,

where N ,N ′,N ′′, and N ′′′ stand for nucleons, l stands for a charged lepton, and ν stands for a
neutrino.

Brief explanations for each interaction are described below.
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(Quasi-)Elastic Scattering

For the CCQE interaction in NEUT, Llewellyn Smith model [85] is used. The CCQE cross-
sections as a function of incoming neutrino energy in NEUT and various experimental results
are shown in Fig. 5.1.
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and Pauli blocking of the nucleon. The outgoing momentum of the nucleons in
the interactions is required to be larger than the Fermi surface momentum to allow
quasi-elastic scattering to occur. The Fermi surface momentum is set to 225MeV/c,
which is required to reproduce the quasi-elastic peak in electron scattering. The
NEUT model was compared with other models [134, 135] to estimate systematic
uncertainties of neutrino interactions and nuclear effects. Figure 3.7 shows the cross-
section of the quasi-elastic scattering from the experimental data and the calculations
from the NEUT library.

Figure 3.7: Cross-section for the CCQE scattering of muon neutrino (left panel)
and muon anti-neutrino (right panel). Solid lines show the calculated free targets,
and the dashed lines show the calculated bound targets. Data points are taken
from ANL [136] (crosses), BNL [137] (triangles), Gargamelle [138–140] (circles), Ser-
pukhov [141] (asterisks), and SKAT [142] (stars). The figure was taken from Hayato
[121].

The NC elastic scattering cross-sections were estimated from the CC cross-section
by the following relations [143, 144]:

σNC(νp → νp) = 0.153× σCCQE(νn → e−p) (3.13)

σNC(νp → νp) = 0.218× σCCQE(νp → e+n) (3.14)

σNC(νn → νn) = 1.5× σNC(νp → νp) (3.15)

σNC(νn → νn) = 1.0× σNC(νp → νp) (3.16)

3.2.2 Meson Exchange Current

The CCQE interaction is approximated so that the neutrino interacts with a single
nucleon only if it ignores the direct correlation between the nucleons in the nucleus.
In reality, however, the interaction between nucleons must introduce some direct
correlation, such that the incident neutrino interacts simultaneously with multiple

Figure 5.1: Cross-section for the CCQE scattering of muon neutrinos (left panel) and muon anti-
neutrinos (right panel). Solid lines show the calculated curves for free targets, and the dashed
lines show the calculated bound targets. Experimental data points are from: ANL [86], BNL [87],
Gargamelle [88], Serpukhov [89], and SKAT [90]. Taken from [84].

CC meson exchange current

The CCQE interaction is approximated so that the neutrino interacts with a single nucleon only
if it ignores the direct correlation between the nucleons in the nucleus. However, it is suggested
that a process in which an incoming neutrino interacts with multiple nucleons in the target
nucleus simultaneously by MiniBooNE experiment [91]. The Meson Exchange Current (MEC)
model by Nieves et al. [92] is adopted in NEUT.

CC and NC single meson production

Single meson production occurs via a baryon resonance excitation state in a neutrino interaction
as following:

ν +N → l(ν) +N∗, (5.1.1)

N∗ → N ′ +meson (5.1.2)

where N∗ is the baryon resonance, and a single meson is produced from N∗.
When the invariant mass of the hadron system, W , is less than about 2.0 GeV/c2, the

interactions are dominant hadron production processes. Figure 5.2 shows the cross-sections of
single pion production as a function of incoming neutrino energy.

CC and NC coherent pion production

The reaction in which a single pion has the same charge as the incoming weak current can be
generated by the interaction between an oxygen nucleus and the neutrino. This interaction is
called coherent pion production. Because the momentum transmitted to the oxygen nucleus is
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Fig. 2. Cross-sections of (a) ⌫µp ! µ�p⇡+, (b) ⌫µn ! µ�p⇡0, (c) ⌫µn ! µ�n⇡+.
Solid lines show the calculated cross-sections. Experimental data points are sum-
marized in the table.

In the determination of the angular distribution of pion in the final state,
we use Rein and Sehgal’s method for the P33(1232) resonance. For the other
resonances, directional distribution of generated pion is set to be isotropic in
the Adler Frame (resonance rest frame). With the Rein and Sehgal’s model,
it is possible to calculate the cross-sections for each individual resonance if we
ignore the interferences. Using this characteristics, we made the probability
functions to determine whether the intermediate resonance is P33 or not with
the single-resonance cross-sections. The angular distribution of ⇡+ has been
measured for ⌫p! µ�p⇡+ mode [14] and the prediction from the simulation
agrees well with the data. We also consider the Pauli blocking effect in the
decay of resonances by requiring that the momentum of nucleon should be
larger than the Fermi surface momentum. This suppresses the interaction
cross-section by a few percent. The pion-less delta decay is also considered
and 20% of the events do not have a pion and only the lepton and the nucleon
are generated.

As described, the Rein and Sehgal’s model provide us the amplitudes of
neutrino resonance productions. Therefore, it is also possible to calculate
the cross-sections of single photon, K and Eta productions by changing the
decay probabilities of the resonances. We also included these interactions in
the simulation program.

Figure 5.2: Cross-section for single pion production of the muon neutrino. The solid lines
show the calculated cross-section. The experimental data are summarized in the bottom right
panel [93–100]. Taken from [84]

very small, the angular distribution of the outgoing leptons and pions are peaked in the forward
direction. Coherent pion production is simulated based on the Rein and Sehgal model [101].

CC and NC deep inelastic scattering

The interaction of incident neutrinos with the constituent quarks of the target nucleon often
generates multiple hadrons via CC deep inelastic scattering (DIS). When the invariant mass
of the hadron system, W , is greater than 1.3 GeV/c2, this process becomes dominant. For
interactions with W < 2.0 GeV/c2, only pions are produced as generated hadrons in the final
state. Since this hadronic invariant mass region, W < 2.0 GeV/c2, is overlapped with the region
for the single pion production interaction, the multiple pion production is simulated as the DIS
process.

Figure 5.3 shows the total cross-section of the CC interaction, including CCQE, single meson
productions, and DIS.

5.1.2 Low-Energy neutrino interaction

For Low-Energy events, neutrino interactions inside the detector are simulated based on invers-
beta-decay (IBD):

ν̄e + p → e+ + n. (5.1.3)

The IBD cross-section is the largest in the energy region of the low-energy sample and can be
analytically expressed. Only IBD was considered to obtain a conservative limit because other
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�(⌫̄N ! ⌫̄X)

�(⌫̄N ! µ+X)
= 0.39� 0.02⇥ ((E⌫ � 3.)/3.)

(3 GeV < E⌫ < 6 GeV) ,

�(⌫̄N ! ⌫̄X)

�(⌫̄N ! µ+X)
= 0.37 (E⌫ � 6 GeV) .

These values are estimated from the experimental results [29, 30].
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Fig. 3. Neutrino and anti-neutrino charged current total cross-section. The up-
per 4 lines corresponds to neutrino and lower 4 lines corresponds to the anti
neutrino. The meanings of each lines and corresponding data points are shown
in the figure. (CCFR90 [18], CDHSW87 [19], GGMPS79 [20], CHARM88 [21],
BNL80 [22], CRS80 [23], BEBCWBB79 [24], IHEPJINR96 [25], IHEPITEP79 [26],
CCFRR84 [27], SKAT [28]).

In NEUT, both PYTHIA/JetSet and our own codes are used to generate
the deep inelastic scattering events because PYTHIA/JetSet was developed
to simulate higher energy interactions and does not fit for the lower energies.
Therefore, we use the experimental results to generate an event whose W is
less than 2 GeV/c2. For those small W events, we assume KNO scaling to
determine the value of W [31]. The multiplicity of pions is determined by
the function described before, which was also obtained experimentally. The
forward–backward asymmetry of pion multiplicity(nF

⇡/nB
⇡ ) in the hadronic

center of mass system is included as follows:

nF
⇡

nB
⇡

=
0.35 + 0.41 ln

�
W 2

�

0.5 + 0.09 ln (W 2)
. (2)

This value was obtained from the result of the BEBC experiment [32].

Figure 5.3: Comparison between experimental data and calculated curves of the total cross-
sections of the CC interaction for ν and ν̄. The experimental data were taken from CCFR [102],
CDHSW [103], GGM-PS [104], CHARM [105], BNL [106], CRS [107], BEBC-WBB [108], IHEP-
JINR [109], IHEP-ITEP [110], CCFRR [111], and SKAT [112]. Taken from [84]

interactions are not known precisely, especially about energy and angular distributions of exiting
γ-ray emissions. Although only IBD is considered in this thesis, obtained flux limit will be
conservative. In this study, Strumia and Vissani’s model [113] is used for the IBD cross-section
as shown in Fig. 5.4.

5.2 SK Detector Simulation

The secondary particles produced by NEUT are propagated in the SK detector simulation using
a GEANT3 based simulation called SKDETSIM. Interactions of the particles in water, particle
decays, and production of Cherenkov photons are simulated in SKDETSIM. Detector responses
including the water property, optical modeling as well as PMT and electronics responses to the
produced photons are simulated based on the detector calibration results (See Chap. 4). The
opening angle of the Cherenkov ring is calculated using Eq. 2.1.1. For the propagation of charged
particles, the number of Cherenkov photons and their wavelengths are calculated using Eq. 2.1.4.

Cherenkov photons produced by the charged particles can be scattered or absorbed in water.
The probability of either of these processes occurring is characterized by parameters that depend
on the transparency of the water, which is also based on the detector calibration results. When
the Cherenkov photons arrive at the wall of the tank, reflections on the surface can occur. The
calculated reflection value, including the polarization, is used for the SKDETSIM.

SK is an experiment that spans 20 years, and the detector conditions have fluctuated some-
what. Short-term fluctuations include water transparency fluctuations and long-term fluctua-
tions include increased gain in PMT. In order to incorporate these changes into the simulation,
a time-dependent detector simulation has been introduced in SKDETSIM.
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Figure 5.4: IBD cross-section on a free proton as a function of neutrino energy as calculated by
Strumia and Vissani [113].

5.3 Solar Flare Neutrino Flux

The generation processes of solar flare neutrinos in theoretical models are described in Chap. 1.
The assumptions of the total energy of the solar flare neutrinos and the solar atmosphere model
are different in each model, and the flux predictions of the solar flare neutrinos reaching the
earth in each model are derived by the Monte Carlo simulation. The neutrino energy spectrum
from the solar flare neutrino model was used as input to simulate the solar flare neutrino signal.
For the high-energy MC sample, the expected visible energy spectrum of solar flare neutrinos
is obtained based on the atmospheric neutrino simulations using a re-weighting method. In the
re-weighting method, the result is obtained by re-weighting each simulated event with the ratio
of the actual neutrino energy spectrum of solar flares and that of atmospheric neutrinos. The
energy spectra thus obtained for various solar flare simulations are shown in Fig. 5.5 and 5.6.
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Figure 5.5: The energy spectra of solar flare neutrino from Fargion and Moscat [42]. The
horizontal axis is reconstructed positron kinetic energy and the vertical axis shows the number
of events. The yellow-green histograms represent the energy spectrum of the generated events,
and the magenta histograms represent the energy spectrum after the reduction (See Chap. 6) is
applied.
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Figure 5.6: The energy spectra of solar flare neutrinos from Fargion and Moscat [42]. The
horizontal axis is the visible energy in SK and the vertical axis shows the number of events. The
yellow-green histograms represent the energy spectrum of the generated events, and the magenta
histograms represent the energy spectrum after the reduction (See Chap. 6) is applied.



Chapter 6

SK Data Analysis

In this chapter, a method to search for events in the Super-Kamiokande detector is described.
Solar flare neutrinos are considered to have energies ranging from several MeV to several GeV.
For events with energies above 100 MeV (defined as “high-energy” events hereafter), the tools
for the atmospheric neutrino oscillation analysis were used, and for events with energies below
100 MeV (defined as “low-energy” events hereafter), the tools for the solar neutrino analysis and
the supernova neutrino search were used in this study. The data sets obtained by those tools are
described below.

6.1 High-Energy Event Analysis

The atmospheric neutrino events observed in Super-Kamiokande can be classified into several
types, as shown in Fig. 6.1. If a neutrino interacts in the inner detector (ID) and producted
charged particles lose all their energy in ID, the event is called a fully contained (FC) event. If
a neutrino interacts in ID and deposits energy both in the inner and outer detectors, the event
is called a Partially Contained (PC) event. When a muon-neutrino interacts with the rock in
the vicinity of the detector, the generated muon enters from the outer detector (OD) and emit
Cherenkov light in OD and ID. Downward-incident events are not used in the analysis because it
is difficult to distinguish them from cosmic-ray muon backgrounds, but upward-incident events
are used in the analysis of neutrino oscillations because they are mainly induced by neutrino
interactions. They are called upward-going muons (UPMU).

In this study, we analyzed only the FC data sample, since the energy of solar flare neutrinos
peaks around 70 MeV, and the track of the charged particles is usually contained in ID. The
event selection method for the FC sample is described below.

6.1.1 First Reduction

The number of triggered events in a day is about 106 events/day, most of which are due to
downward cosmic ray muons and low-energy radioactive events. To remove such background,
the following conditions are given as the first step of the FC event selection.

• PE300 > 200 p.e.’s : The PE300, the total number of photoelectrons observed in
ID within 300 ns, is greater than 200 photoelectrons (p.e.’s).

• NHITA800 < 55 : Number of OD hits within a range of ±400 ns around the
event trigger, NHITA800, is less than 55.
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FC PC UPMU

Figure 6.1: Three types of high-energy events at SK. The solid arrows show charged particles
and dashed lines show neutrinos.

The first condition corresponds to a threshold of about 22MeV/c for the electron momentum,
which cuts out most low-energy events such as radiation background. The second condition is
to cut out cosmic ray muons that come into the detector.

6.1.2 Second Reduction

In the second stage of the FC event selection, the following conditions are given.

• PEmax/PE300 < 0.5 : The ratio of the largest number of photoelectrons among
all hit ID PMTs, PEmax, to the total number of photoelectrons PE300 is less
than 0.5.

• NHITA800 < 25 (30 for SK-IV) or PEtot > 100, 000 p.e.’s (50,000 p.e.’s for SK-II)
: NHITA800 is less than 25 (30 for SK-IV) or total number of photoelectrons in
the inner tank PEtot is more than 100,000 photoelectrons (50,000 photoelectrons
for SK-II).

The first condition cuts out events where one PMT has an extremely large signal compared
to the surrounding PMTs due to electrical noises in the PMTs, and the second condition further
cuts out events such as cosmic ray muons left over from the first event selection.

6.1.3 Third Reduction

A third reduction comprises of several cuts optimized to reduce various types of muons, flasher
events, low energy radioactive events, and electric noise events.

Through-going Muon Cut

A high energy cosmic-ray muon that passes through ID is called a through-going muon. To
eliminate these events, a through-going muon fitter is applied if an event that PEmax is greater
than 231 p.e.’s and number of ID PMT hits is more than 1000 hits. The fitter finds them by
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maximizing the following goodness

goodness =
1∑
i

1
σ2
i

×
∑
i

1

σ2
i

exp

(
− (t′i − t0)

2× (σi × 1.5)2

)
, (6.1.1)

where σi is the timing resolution of i-th PMT, t′i is the i-th PMT’s time-of-flight corrected
residual time and t0 is chosen so that the goodness is maximal at each tested entering and
exiting point. The event rejection criteria are as follows:

• goodness > 0.75 : The goodness greater than 0.75.

• NHITAin > 10 or NHITAout > 10 : NHITAin (NHITAout) is the number of OD
PMT hits located within 8 m from the reconstructed entering (exiting) point in
a fixed 800 nsec timing window.

When those criteria are met, the event is rejected as a through-going muon.

Stopping Muon Cut

Stopping muons are cosmic-ray muons that stop inside ID. In a similar manner to through-going
muons, a special stopping muon fitter identifies a cluster of earliest timing ID PMT hits as a
muon entering point from those PMT’s position, and the fitting goodness is evaluated using
Eq. 6.1.1. The criteria to reject those events are following:

• goodness > 0 : The stopping muon fit is succeeded, the goodness is greater than
0.

• NHITAin > 10 : If NHITAin is greater than than 10.

When those criteria are met, the event is rejected as a stopping muon.

Cable Hole Muon Cut

There are cable holes on the top of the SK tank to supply HV on PMTs and take PMT signals.
The cosmic-ray muons that enter through cable holes are removed using the veto counters, as
shown in Fig. 6.2. When one of the veto counters hit and the distance between the cable hole
and the reconstructed vertex is less than 4 m, the event is rejected.

Low Energy Event Cut

In order to reject low energy events in the high-energy analysis, the following rejection criteria
are applied:

• NHIT < 500 : The number of ID PMT hits (NHIT) is less than 500.

• N50 < 50 (N50 < 25 for SK-II) : N50 is the maximum number of ID PMT hits in
a sliding 50 nsec window after subtracting the photon time-of-flight. The vertex
position used for the time-of-flight subtraction is reconstructed with a dedicated
low energy event fitter.



76 CHAPTER 6. SK DATA ANALYSIS

CHAPTER 5. DATA SET

Figure 5.9: Schematic view of the veto counter. It is composed of a plastic scintillator plate and
50 cm PMT. Taken from [107].
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Figure 5.10: Reduction variable N50 distributions of events with less than 500 ID PMT hits in
SK-IV. The atmospheric neutrino (ATM ν) MC histograms are normalized by SK-IV livetime
and the two-flavor oscillation probability (∆m2 = 2.5 × 10−3 eV2, sin2 2θ = 1.0). The term
“Final Sample” refers to events after all the FC event selection criteria. Vertical error bars on
the data points denote the statistical uncertainty.
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Figure 6.2: The schematic view of the cable hole and the veto counter. Plastic scintillation
counters are used as veto counters for four large cable holes.

Flasher Event Cut

Flasher events often have a broad timing distribution compared to events produced by charged
particles. The flasher event rejection criteria are as follows:

• NHITmin,100 > 15 (For SK-I) : NHITmin,100 is the minimum number of ID PMT
hits in a sliding 100 nsec timing window from +300 nsec to +800 nsec after the
trigger timing.

• NHIT < 800 and NHITmin,100 > 10 (For SK-II to SK-IV) : NHIT is the number
of ID PMT hits.

Accidental Coincidence Event Cut

A cosmic-ray muon and low energy activities sometimes accidentally coincide. In case the cosmic-
ray muon comes in the detector several hundred nsec after the low energy activity, the event
trigger is issued by the low energy activity, and no obvious OD PMT hits are found around the
trigger timing. The event rejection criteria are as follows to prevent them from contaminating
the data set:

• PELATE > 5, 000 p.e.’s (PELATE > 2, 500 p.e.’s for SK-II) : PELATE is the total
number of photoelectrons in ID within a fixed 500 nsec timing window from
+300 nsec to +800 nsec after the trigger timing.
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• NHITALATE > 20 : NHITALATE is the number of OD PMT hits within a fixed
500 nsec timing window from +300 nsec to +800 nsec after the trigger timing.

6.1.4 Fourth Reduction

To remove remaining flasher events, an intelligent pattern matching algorithm is applied. The
flasher events usually repeat with similar hit patterns, because the flasher events occur when a
light is emitted from a flasher PMT. The algorithm tries to find if two different events in which
PMT hit patterns are similar or not. The procedure of the algorithm of the pattern matching is
as follows:

• Divide ID wall into 1,450 patches of a 2 × 2 m square.

• Calculate the correlation factor r by comparing the total charge in each patch
of two events, A and B. The correlation is defined as:

r =
1

N

∑
i

(QA
i − ⟨QA⟩)× (QB

i − ⟨QB⟩)
σA × σB

, (6.1.2)

where N is the number of patches, QA
i (QB

i ) is the ith patch’s total observed
charge in event A (B), ⟨QA⟩ (⟨QB⟩) is the average charge over all patches in
event A (B), σA (σB) is is the standard deviation of the observed charge in
event A (B).

• Calculate the distance (DISTmax) between the PMTs with the maximum pulse
heights in the two compared events.

• If DISTmax is less than 75 cm, an offset value (0.15) is added to r.

• If r exceeds a threshold (rthr), events A and B are recognized as matched. The
rthr is defined as

rthr = 0.168× log

(
PEA

300 + PEB
300

2

)
+ 0.13, (6.1.3)

where PE300 is the total number of photoelectrons observed in ID within 300
nsec.

• Repeat the above calculation over 10,000 events around the target event and
count the number of matched events.

• Remove the events with large r, or a large number of matched events.

6.1.5 Fifth Reduction

The fifth reduction is designed to remove still remaining cosmic ray muons and flasher events.

Stopping Muon Cut

The remaining stopping muons are rejected more tightly than that of the third reduction. The
goodness which is defined by Eq.6.1.1 and NHITAin, the number of OD PMT hits located within
8 m from the reconstructed entering point, are used again. The criteria follows:

• goodness ≥ 0.5 and NHITAin ≥ 5 : This is a tighter criteria condition than that
of in the third reduction.
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Invisible Muon Cut

If the momentum of cosmic ray muon is too low to generate Cherenkov light, it can not be
detected. They are called an invisible muon. A cluster of OD PMT hits, which are produced
earlier than the ID trigger timing and are induced by the muon before its decay, are often found
in such events. Events satisfying at least one of the following criteria are rejected as invisible
muon events:

• PEtot < 1, 000 p.e.’s (500 p.e.’s for SK-II) and NHITAearly,200 ≥ 5 and NHITAsum ≥
10 : PEtot is the total ID PMT charge and NHITAearly,200 is the maximum num-
ber of OD PMT hits in a sliding 200 nsec timing window from −9000 nsec to
−200 nsec from the trigger timing. NHITAsum is defined as following:

NHITAsum =

{
NHITAearly,200 +NHITA500(dOD < 500cm)

NHITAearly,200 +NHITA500(otherwise)
(6.1.4)

where NHITA500 is the number of OD PMT hits in a fixed 500 nsec timing
window from −200 nsec to +300 nsec from the trigger timing, and dOD is the
distance between the position of the OD PMT hit cluster in NHITAearly,200 and
the position of the OD PMT hit cluster in NHITA500.

Flasher Event Cut

In order to further reject flasher events, there are flasher rejection criteria at the fifth reduction
step. The goodness-of-vertex fit and the variable described in the third reduction NMIN100 are
used. The criteria are as follows:

• goodness-of-vertex < 0.4 and NHITmin,100 > 6 : The goodness-of-vertex fit is
described in Sec. 6.1.7.

6.1.6 Final Sample Selection

After five reduction steps, the neutrino events that satisfy the following three criteria are finally
selected in this study.

• The number of hit PMTs in the largest OD hit cluster (NHITAC) is less than
16 (10 for SK-I).

• The reconstructed vertex (dwall) of neutrino interaction is located at more than
200 cm away from the ID wall.

• The visible energy (Evis) obtained from the reconstruction algorithm should be
greater 100 MeV for an electron.

The overall efficiency of the FC sample selections for the true neutrino events is estimated by
the signal MC as shown in Tab. 6.1.6. Here, we use atmospheric neutrino MC events for the
signal efficiency estimation. The background contamination i.e. non-neutrino events in the final
sample is estimated to be about 0.1% based on the eye-scant of the selected events.

In addition to this, the search time window which is described in Chap. 3 is applied to search
neutrinos associated with solar flares.
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Table 6.1: Reduction efficiency after each FC reduction step calculated by the signal MC.
Efficiency SK-I SK-II SK-III SK-IV

1st Reduction 100.0 99.96 100.0 100.0
2nd Reduction 100.0 99.90 99.98 99.99
3rd Reduction 99.91 99.97 99.81 99.83
4th Reduction 99.51 99.51 99.68 99.00
5th Reduction 99.47 99.43 99.62 98.85

6.1.7 Event Reconstruction

Event information can be obtained by the reconstruction of the Cherenkov light cones in SK.
In this section, the event reconstruction method of high-energy event is briefly described. A
detailed explanation of the reconstruction can be found in Shiozawa et. al [114].

Vertex Reconstruction

The vertex reconstruction algorithm consists of three steps, point-fit, ring edge finding, and TDC-
fit. Since this step is prior to the ring counting algorithm described later, the following calculation
assumes a single-ring event and focuses on the most energetic ring. An initial vertex position is
estimated by maximizing the following estimator (G), assuming all photons are emitted at the
same time and position:

G =
1

N

∑
i

1

σ2
i

exp

(
− (t′i − t0)

2

2(⟨σ⟩ × 1.5)2

)
, (6.1.5)

where N is the number of hit PMTs, ⟨σ⟩ is fixed to 2.5 nsec here, and t′i is the i-th PMT’s
time-of-flight subtracted residual time for an assumed vertex position. The vertex fitter searches
for a vertex position where the estimator G takes the maximum value.

The direction and the outer edge of the dominant ring are measured in the second step. A
pair consisting of the direction and the opening angle, Q(θedge), is tested by a parameter as
follows:

Q(θedge) =

∫ θedge

0
PE(θ)dθ

sin(θedge)
×
(
dPE(θ)

dθ θ=θedge

)2

× exp

(
(θedge − θexp)

2

2σ2
θ

)
, (6.1.6)

where θexp and σθ are the Cherenkov opening angle expected from the charge within the cone
and its resolution. PE(θ) is the angular distribution of the observed charge as a function of
opening angle θ from the particle direction. For the first factor, the numerator of the first
element favors more of the charge in the reconstructed ring and the denominator is enhanced
against the narrower ring. The middle factor favors sharper rings and the last factor enhances
the estimator if it is close to the expectation. The direction and the ring edge position are
determined to maximize the estimator. The vertex position is then determined using TDC-fit,
wherein track length of a charged particle and the scattering are taken into account. The time
residuals for PMTs inside and outside the Cherenkov ring are calculated, and the goodness of
the algorithm proceeds step by step, and the later reconstruction steps use results obtained in
the former steps.
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Ring Counting

When the vertex and the first Cherenkov ring are found, the ring counting algorithm is applied
to search for other such rings in the event. Other rings are searched for using an algorithm with
a Hough transformation and the likelihood technique. Figure 6.3 shows the illustration of the
method. The dashed circles centered at each hit PMT are drawn with 42◦. The direction of
the Cherenkov ring is identified as the intersection point of those dashed circles. By selecting
the ring direction using this method, the second and subsequent ring candidates are searched
for. The likelihood method is used to determine whether a candidate ring is consistent with ring
properties.
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Table 6.2: Angular resolution of FC and PC for each SK phase. The resolution is
defined as the width where 68% of the events are included.

Angular Resolution [◦] SK-I SK-II SK-III SK-IV

FC : Sub-GeV

Single-ring
e-like 3.2 3.4 3.2 3.2

µ-like 1.9 2.2 1.9 1.9

FC : Multi-GeV

Single-ring
e-like 1.3 1.4 1.3 1.2

µ-like 0.9 1.0 0.8 0.8

PC

Single-ring µ-like 1.0 1.2 1.0 0.9

Figure 6.1: Basic idea of finding ring candidates is shown. The shaded circle
represents the Cherenkov ring image, and the dashed circles are virtual Cherenkov
rings centered on each PMT hit. The point of overlap is to be the center of the real
Cherenkov ring.

event, we test whether the (N + 1)-th ring candidate is true using the likelihood.

Figure 6.3: Basic idea of finding ring candidates. The shaded ring represents the Cherenkov
ring image, and the dashed circles are virtual Cherenkov rings centered at each PMT hit. The
overlapping point is to be the center of the real Cherenkov ring.

When N rings are found for an event, we test whether the (N + 1)-th ring candidate is true
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using the likelihood. The likelihood function is defined as

L =
∑
i

log

(
prob(qobsi ,

N+1∑
n=1

αn · qexpi,n )

)
, (6.1.7)

prob(qobs, qexp) =


1√
2
exp

(
− (qobs − qexp)2

2σ

)
(qexp > 20 p.e.)

Single p.e. and Poisson convolution (qexp ≤ 20 p.e.),

(6.1.8)

where hit PMTs inside N + 1 Cherenkov rings are summed. qobs is the observed p.e. in the
i-th PMT, αn · qexpi,n is the expected p.e. at the i-th PMT from the nth ring, σ is the resolution
for qexp, and the probability function determines how well the expected charge reproduces the
charge observed in the i-th PMT. The likelihood is maximized by varying the αn factors with a
lower momentum constraint.

6.2 Low-Energy Event Analysis

The lowest threshold for the Super-Kamiokande detector analysis is 3.5 MeV, but in the neutrino
energy region below 14.06 MeV, the steady-state 8B neutrinos are dominant. Therefore the
energy region to be analyzed is above 16 MeV for the solar flare neutrino search. For low-energy
events, the vertex of the event is reconstructed from the hit timing of each PMT, the direction of
the event from the hit pattern of the PMTs, and the energy is reconstructed from the parameters
obtained from the calibration of the detector and used in the reduction processes.

6.2.1 Event Reconstruction

Vertex Reconstruction

The hit timing of each PMT is used to reconstruct the vertex. The maximum distance that a
charged particle with an energy of less than 100 MeV can travel in pure water is about 50 cm,
which is small compared to the positional resolution. Therefore, the track of charged particles
is assumed to be point-like. The maximum likelihood method is used to reconstruct the vertex
position, and the likelihood function is defined as follows.

L(v,∆ti) ≡
Nhit∑
i=1

log(P (∆ti(v))), (6.2.1)

where ∆ti is defined using TOF corrected residual time of the i-th PMT (tres,i) and time of
occurrence of the event (t0) as

∆ti ≡ tres,i − t0. (6.2.2)

P (∆ti(v)) is the probability density function of ∆ti and it is determined by the LINAC calibra-
tion. Vertex position reconstruction is done by maximizing the likelihood function in an event
reconstruction program called BONSAI (Branch Optimization Naviating Successive Annealing
Iterations).
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Direction Reconstruction

Since Cherenkov light photons create a ring pattern of events, it is possible to determine the
direction of the events. The direction reconstruction, the maximum likelihood method is used,
and the likelihood function is defined as follows:

L(d) ≡
N20∑
i=1

log(f(cos θi, E))× cos θi
a(θi)

, (6.2.3)

where θi is the angle of incidence of a photon to the i-th PMT as shown in Fig. 6.4, N20 is
the maximum number of ID PMT hits in a sliding 20 nsec window after subtracting the photon
time-of-flight and f(cos θi, E) is the distribution function of the angle between the direction of
the charged particle and the direction of the observed photon from the vertex. The cos(θi)/a(θi)
term is a correction term for the acceptance of the i-th PMT as shown in Fig. 6.5.

Figure 4.7: Definition of (θi,φi).

36

Figure 6.4: Definition of θi and ϕi. Taken
from [115]

To obtain the number of true hits, the number of the hit within the “off-time window” is
subtracted from that of the “on-timing window”. Since the hit rate depends on both geometrical
location of a PMT and the Ni calibration source position, the corrected hit rate for the i−th
PMT is defined as

hcorr(i) =
hi × r2i
a(θi)

(5.1.4)

where hi is the hit rate for the i−th PMT, ri is the distance between the i−th PMT and the
calibration source position and a(θi) is the PMT acceptance which is extracted by the MC
simulation as shown in Figure 5.4. This acceptance depends on the geometry of the PMT and
the acrylic case. After the installation of the acrylic case in SK-II, its value was changed2. The
PMT angular dependence of the PMT acceptance was represented as

a(θi) = 0.205 + 0.524 cos θi + 0.390 cos2 θi − 0.132 cos3 θi. (5.1.6)
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Figure 5.4: The incident angle dependence of the PMT acceptance. The black dotted curve
indicates the acceptance without the acrylic case. The red curve indicates the acceptance with
the acrylic case used in SK-II, SK-III and SK-IV. The difference of acceptance above 40◦ is
cased by the combination of the geometry of the PMT and the acrylic case.

Finally, the hit rate is normalized to obtain the hit probability as

Ph(i) =
hcorr(i)∑
hcorr(i)/Nall

, (5.1.7)

2 Before the installation of the acrylic case when SK-I, the angular dependence of the PMT acceptance was
described as

a(θi) = 0.354 + 0.510 cos θi + 0.116 cos2 θi − 0.012 cos3 θi. (5.1.5)

60

Figure 6.5: Angular dependence of accep-
tance of PMT (a(θi)). Taken from [116].
The black line is for PMT only (SK-I). The
red line indicates the case with shock wave
protection (SK-II and later).

Energy Reconstruction

Since the number of emitted Cherenkov photons is essentially proportional to the energy of the
charged particles, the energy of the charged particles can be estimated from the observed number
of photons. However, for low-energy events, the number of PMTs which detected photons, called
“hit PMTs”hereafter, is used to reconstruct the energy instead of the total number of photons.
The reason for using the number of hit PMTs is as follows.

• The number of photons emitted in low-energy events is small, and the average
number of photoelectrons in each PMT is mostly one.

• The resolution of one photoelectron of PMT is not good.

The number of PMT hits depends on the vertex position and the direction of an event, the
transparency of the water, and the quantum efficiency of each PMT. The number of effective
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hits, Neff , is calculated by making the following corrections to the hit PMTs of N50 which is the
maximum number of ID PMT hits in a sliding 50 nsec window.

Neff =

N50∑
i=1

[
(Xi + εtail − εdark)×

Nall

Nalive
× Rcover

S(θi, ϕi)
× exp(ri/λ)×G(i)

]
(6.2.4)

where Xi is the multiple hit correction, εtail is the delayed hit correction, εdark is the dark noise
correction, Nall is the number of ID PMTs in SK, Nalive is the number of non bad PMTs, Rcover

is the coverage of ID PMTs, the effective area of the i-th PMT’s photocathode from view of
the direction of photon incidence, the exp(ri/λ) term is water transparency correction term and
G(i) is the quantum efficiency correction term. From the above corrections, Neff is determined.
The conversion function from Neff to energy is determined by Monte Carlo simulation of mono-
energitic electrons.

6.2.2 First Reduction

The 1st reduction is used to remove typical detector-derived noises and cosmic ray events. The
cutting criteria are as follows.

First of all, events with Low Energy (LE) triggers are selected for low-energy sample. In
addition, we remove events most likely due to muons by vetoing OD triggers or events with a
charge deposition larger than 1000 p.e.’s.

Some well-reconstructed events in FV can be electrons from muon decays or charged particles
from showers associated with cosmic muons induced spallation events. To remove these events,
low-energy events occuring less than 50 µsec after a muon are rejected. There are many back-
ground events coming from the wall. To remove these, the fiducial volume (FV) cut is applied,
which selects only events more than 200 cm away from the ID wall.

We then apply quality cuts to the remaining events by requiring the goodness of the ver-
tex fit as defined in Eq. 6.2.6, which is called bsgoodness, and the azimuthal isotropy of the
reconstructed ring as defined in Eq. 6.2.7, bsdirKS, to verify

bsgoodness > 0.5 and Ovaq = bsgoodness2 − bsdirKS2 > 0.25. (6.2.5)

Definition of bsgoodness is as follows:

bsgoodness =

∑
i exp(

(tres,i−t0)
2

2w2 ) exp(
(tres,i−t0)

2

2σ2 )∑
i exp(

(tres,i−t0)2

2w2 )
, (6.2.6)

where tres,i is the i-th PMT’s hit time after subtracting the time of flight, and t0 is the fit peak
time of tres,i distribution,w is the RMS of the tres,i distribution and σ is the timing resolution of
the PMTs.

Another parameter, bsdirKS, is defined as

bsdirKS =
max(Auniform,i −Adata,i)−min(Auniform,i −Adata,i)

2π
, (6.2.7)

where Auniform,i is the azimuthal angle of the i-th hit PMT, assuming that the hit PMTs are
uniformly distributed along a Cherenkov cone. Adata,i is that of the observed azimuthal angle of
the i-th hit PMT.
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6.2.3 Second Reduction

Since only half of the spallation background events are removed in the first reduction, a more in-
depth study of the correlations between muons and low-energy events is necessary. We therefore
pair each low-energy event that passes the first reduction with all muons up to 30 sec before and
after the low-energy event and, for each of these pairs, compute the following observables. The
former and the latter are called pre sample and post sample, respectively.

variables

dt: time difference between the muon and the low-energy event.

l t: Transverse distance of the low-energy event to the muon track.

ll: Longitudinal distance to the point of the muon track associated with the maximal energy
deposition.

muqismsk: Total charge deposited by the muon in the detector. This directly reflects how likely
oxygen nuclei are broken up by the muon track.

resQ: Residual charge deposited by a muon compared to the value expected from the minimum
ionization. This observable can be expressed as

resQ = muqismsk− qMI · L (6.2.8)

where qMI and L are the number of photoelectrons per centimeter expected from the minimum
ionization and the track length, respectively. For muons with multiple tracks, L is the sum of the
lengths of all tracks. This observable is not associated to an event pair but allows to determine
how likely a given muon is to induce a shower.

In order to discriminate the spallation events from the random events more effectively, a
likelihood is calculated from the spallation variables. For this, two probability density functions
(PDFs), the spallation PDF (PDFspall) and the random PDF (PDFrandom), are prepared for each
discriminating variable i(= dt, lt, ll,muqismsk, resQ).The post sample distribution is subtracted
from the pre sample distribution and the resulting distribution is area-normalized to produce
PDF i

spall. The post sample distributions are area-normalized to produce PDF i
random. The ratios

of PDF i
spall to PDF i

random are multiplied to each other to make spallation likelihood (Lspall ) as:

Lspall = log(
∏
i

PDF i
spall

PDF i
random

) (6.2.9)

The cut points are determined by the shape of likelihood distributions as shown in Fig. 6.6.

6.2.4 Third Reduction

The low energy end of the search energy window is contaminated by radioactivity events that
survive the fiducial volume cut. In order to reduce all these different contributions, we consider
the following observables:

Effective distance to wall deff: the distance to the nearest detector wall along the event’s
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reconstructed direction. This observable allows to remove residual radioactivity background
events which are mostly coming perpendicular to the wall.

Cherenkov angle θc: the opening angle of the Cherenkov light cone emitted by an electron is
around 42◦ over a large energy range. Conversely, the angles heavier particles like muons and
pions are significantly smaller than 42◦ in the low-energy analysis. In addition, neutral current
(NC) interactions with multiple photon emissions can lead to superimposed Cherenkov cones as
multiple MeV-scale photons can accelerate more than one electron through the Compton effect.
These multiple overlapping cones will then be reconstructed as a single cone with a particularly
large opening angle. Consequently, θc is one of the most powerful observables for reducing both
NC and µπ atmospheric neutrino backgrounds.

Pion likeness pilike: electrons and positrons do not follow a straight trajectory in SK due to
Coulomb multiple scatterings, which leads to fuzzy Cherenkov rings. Charged pions, on the other
hand, lead to well-delineated ring patterns. In order to discriminate pion rings from electron rings
we consider a 15 ns time-of-flight subtracted window around the main activity peak and compute
the opening angles of the cones formed by the directions of all possible 3-hit combinations of
the hit PMTs. We then identify the peak of this opening angle distribution θ0 and estimate the
“ fuzzyness”of the ring by computing.

pilike =
Ntriple(θ0 ± 3◦)

Ntriple(θ0 ± 10◦)
(6.2.10)

Rings with pilike close to one will be more pion-like.

Pre- and post-activity cuts: events where visible muons and pions decay into electrons can
lead to two distinct activity peaks in the same trigger window. Depending on which particle
deposits more light, unusually high activity can be noticed either before or after the main peak
in the trigger window. For pre-activity we compute the maximal number of hits in a 15 ns
time-of-flight subtracted window ending at least 12 ns before the main peak. We thus derive
two observables, maxpre and maxpregate, by considering hits in the whole SHE trigger window
and in the 1.3 µs gate around the main activity peak, respectively. For post-activity, we use
the muechk function elaborated by the atmospheric neutrino analysis group to identify muon
decays. This function evaluates the number of decay electrons.

6.2.5 Summary of Low-Energy Sample

After applying all reduction written above, the energy and cos θSun distribution is shown Fig. 6.7
and Fig. 6.8. θSun is the angle between the reconstructed event direction and the vector pointing
from the Sun to SK. Because of energy resolution of SK, the solar neutrino peak is seen in the
right most bins of cos θSun distributions and the lowest energy bins of the energy distributions.

The overall efficiency of the low-energy samples for the true solar flare neutrino events is
estimated by the signal MC as shown in Tab. 6.2.5.
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Table 6.2: Reduction efficiency after each low-energy reduction step calculated by signal MC.
Efficiency SK-I SK-II SK-III SK-IV

1st Reduction > 99% > 99% > 99% > 99%
2nd Reduction 81.8% 76.2% 81.8% 82.7%
3rd Reduction 79.3% 85.2% 90.9% 90.2%

6.3 Summary for SK Data Analysis

The rate of BG events in this search was calculated from data other than the search time window.
Table. 6.3 shows the background rate in each SK phase.

Table 6.3: Background event rate of each SK phase.
SK phase SK-I SK-II SK-III SK-IV

Low-energy (event/day) 0.20± 0.01 0.19± 0.02 0.20± 0.01 0.20± 0.01
High-energy (event/day) 7.45± 0.07 7.33± 0.09 7.53± 0.12 7.15± 0.05
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Figure 6.6: Likelihood cut thresholds for misfit (top left), stopping (top right), single through-
going along dt (middle left) and dlt (middle right), and multiple muons along dt (bottom left)
and dlt (bottom right). These are the exact cut conditions for misfit and stopping muons while
give the initial points for the later scan.
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Figure 6.7: energy(left) and cos θSun(right) distribution SK I-III final sample. Because of energy
resolution of SK, the solar neutrino peak is seen in most right bins of cos θSun distributions and
the lowest energy bin of the energy distributions.
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Figure 6.8: energy(left) and cos θSun(right) distribution SK IV final sample. Because of energy
resolution of SK, the solar neutrino peak is seen in the most right bins of cos θSun distributions
and the lowest energy bin of the energy distributions.



Chapter 7

Results and Discussions

7.1 Visible Side Solar Flares

Neutrino Search with the Time Windows Determined by Derivative of
Soft X-ray light curves

As explained in Section 3.2, we selected twenty-three solar flares above X5.0 class occurring
on the visible side of the solar surface. However, we can not search for solar flare neutrinos
from the three solar flares occurring on August 25th, 2001, December 13th, 2001 and July 23rd,
2002 because no SK data is available due to the reconstruction work toward SK-II after the
accident. Hence, we searched for solar flare neutrinos from the remaining twenty solar flares. As
a consequence of the search, there is no signal detected in the low-energy data sample while two
events in the high-energy data sample are detected as summarized in Table 7.1. Figures 7.1- 7.10
show the time distributions of neutrino events in SK around the search time windows. Figure 7.11
shows the time of observed events together with light curves recorded by the GOES satellite.

The event on November 4th, 2003 was observed during the impulsive phase of the solar flare,
where particle acceleration is expected to be active. In addition to this, there was an observation
of the neutron associated with this solar flare [117]. On the other hand, the event on September
6th, 2017 was observed during the dimming phase after the peak of the soft X-ray light curve,
where all process of particle acceleration is likely to complete.

Figure 7.12 shows the energy of the observed event with the background energy spectrum.
Here, the background sample is the events accumulated outside the search windows and the main
component is the interaction of atmospheric neutrinos. The expected number of background
events of high-energy data samples in the search time windows is 0.20 events (0.12 events) for
solar flare event on November 4th, 2003 (September 6th, 2017). The probability of a background
event is 18.1% (11.3%).

In order to investigate whether background events come from the direction of the Sun or
not, we examined the angular distribution of θSun, which is defined as the angle between the
reconstructed direction of charged particle and the direction pointing from the Sun to SK.

Neutrino Search with the Time Windows Determined by Line γ-ray
light curves

We set the search time windows by using 2.223 MeV γ-ray data that indicates hadron acceleration
and neutrino existence in solar flares as described in Chap. 3. By using the search time windows

89
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Table 7.1: The summary of two events observed within the search window for neutrinos associated
with the solar flare occurring on the visible side of the Sun.

Date (UTC) November 4th, 2003 September 6th, 2017
Solar flare class X28.0 X9.4

SK phase SK-II SK-IV
Observed time (UTC) 19:42:26 12:03:05

Event topology 2-ring e-like 1-ring µ-like
Reconstructed energy 178.3 MeV 1.2 GeV

θSun 67.1◦ 39.6◦

Estimated background rate [event flare−1] 0.20 0.12
Probability of background event 18.1% 11.3%

for solar flare events which occurring on November 2nd, 2003 and January 20th, 2005, the solar
flare neutrino event has been sought in SK. However, there was no candidate neutrino event
within the search time windows. For the solar flare occurring on July 23rd, 2002, we can not
search for neutrino event because no SK data is available due to the reconstruction work toward
SK-II after the accident.

7.2 Invisible Side Solar Flares

As explained in Section 3.3, we selected ten large CMEs occurring on the invisible side of the
Sun by setting the criteria of their emission speed. Unfortunately, we can not search for solar
flare neutrinos from the CMEs occurring on July 19th and 20th, 2002 because no SK data is
available due to the reconstruction work toward SK-II after the accident. Hence, we searched
for solar flare neutrinos from the remaining eight CMEs.

There is no signal in the low-energy data sample while six events in the high-energy data
sample as summarized in Table 7.2. The numbers of observed events within the search time
window are two events for the solar flares on November 7th, 2003 and July 24th, 2005 while
one event for those on June 4th, 2011 and July 23rd, 2012. Figures 7.15-7.18 show the time
distributions of neutrino events in SK around the search time windows.

In the case of two solar flares on November 7th, 2003, and on July 24th, 2005, we found
two consecutive neutrino events within their search windows. Their time differences are 1131 s
and 4065 s, respectively. We analyzed the time difference distribution between the consecutive
events in the background sample in order to verify whether their time differences are rare or
not. Figure 7.19 shows the time difference of two consecutive events observed within their search
windows together with the time difference distribution of the background sample. Comparing the
time difference distribution of the background sample, we estimated the occurrence probabilities
for each solar flare, which corresponds to 10% and 29%. The black data points in Fig. 7.20 show
the distribution of the number of neutrino candidates in each solar flare. It is consistent with
the Poisson distribution with the estimated background rate of 0.62 event/flare as shown with
the red histograms in the figure.

Figure 7.21 shows the energy of the observed event with the background energy spectrum.
The expected number of background events of the high-energy data sample is 0.62 event/flare.
It is the same for all the solar flares on the invisible side since the search time range is uniform
for the solar flares on the invisible side.

Figures 7.22-7.27 show the angular distribution of the neutrino events from solar flares that
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occurring on the invisible side of the solar surface and that of the signal simulation sample.
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Figure 7.1: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on November 6th, 1996 (top), July 14th, 2000 (upper-middle), April
2nd, 2001 (lower-middle), and April 6th, 2001 (bottom). The red points show the time of neutrino
events.
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Figure 7.2: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on April 15th, 2001 (top), October 23rd, 2003 (upper-middle),
October 28th, 2003 (lower-middle), and October 29th, 2003 (bottom). The red points show the
time of neutrino events.
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Figure 7.3: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on November 2nd, 2003 (top), November 4th, 2003 (upper-middle),
January 20th, 2005 (lower-middle), and September 7th, 2005 (bottom). The red points show the
time of neutrino events.
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Figure 7.4: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on September 8th, 2005 (top), September 9th, 2005 (upper-middle),
December 5th, 2006 (lower-middle), and December 5th, 2006 (bottom). The red points show the
time of neutrino events.
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Figure 7.5: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on August 9th, 2011 (top), March 7th, 2012 (upper-middle),
September 6th, 2017 (lower-middle), and September 10th, 2017 (bottom). The red points show
the time of neutrino events.
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Figure 7.6: The time distributions of low-energy neutrino events around the solar flares occurring
on the visible side of the Sun on November 6th, 1996 (top), July 14th, 2000 (upper-middle), April
2nd, 2001 (lower-middle), and April 6th, 2001 (bottom). The red points show the time of neutrino
events.
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Figure 7.7: The time distributions of high-energy neutrino events around the solar flares occurring
on the visible side of the Sun on April 15th, 2001 (top), October 23rd, 2003 (upper-middle),
October 28th, 2003 (lower-middle), and October 29th, 2003 (bottom). The red points show the
time of neutrino events.
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Figure 7.8: The time distributions of low-energy neutrino events around the solar flares occurring
on the visible side of the Sun on November 2nd, 2003 (top), November 4th, 2003 (upper-middle),
January 20th, 2005 (lower-middle), and September 7th, 2005 (bottom). The red points show the
time of neutrino events.
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Figure 7.9: The time distributions of low-energy neutrino events around the solar flares occurring
on the visible side of the Sun on September 8th, 2005 (top), September 9th, 2005 (upper-middle),
December 5th, 2006 (lower-middle), and December 5th, 2006 (bottom). The red points show the
time of neutrino events.
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Figure 7.10: The time distributions of low-energy neutrino events around the solar flares occur-
ring on the visible side of the Sun on August 9th, 2011 (top), March 7th, 2012 (upper-middle),
September 6th, 2017 (lower-middle), and September 10th, 2017 (bottom). The red points show
the time of neutrino events.
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Figure 7.11: The time of observed neutrino events for the solar flare on November 4th, 2003 (left),
and July 6th, 2017 (right). The black dotted line shows the time of neutrino event in the SK
detector. The red (green) plot shows the derivative of the light curves (original light curve)
recorded by the GOES satellite. The shaded region shows the search windows determined by
using the derivative of soft X-ray light curve according to the method described in Chap. 3. In
the case of the solar flare on November 4th, 2003 (left), the instrument on the GOES satellite
saturated due to the high intensity of soft X-rays. This did not allow the satellite to record the
data for more than 15 minutes from 19:45 to 20:00.
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Figure 7.12: The energy distribution of the two neutrino events observed in the time window
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Figure 7.13: The angular distribution of the neutrino events from solar flares occurring on
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dashed line shows the angular, θSun, of the candidate neutrino event.
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7.3 Fluence Calculation

Since the number of neutrino candidates is consistent with the number of expected backgrounds,
we have converted that to the upper limit on the neutrino fluence. In this thesis, the limits of
the solar flare neutrinos were calculated using the predictions from Fargion and Moscato [42],
Kocharov et. al [43], and Takeishi et. al [44]. The probability density function of the number of
the observed event for the low-energy data set is defined as follows:

PLow(S +B|nobs) =
1

A

∫∫∫
e−(S+B)(S +B)nobs

nobs!

× G(∆σIBD)G(∆εLow)G(∆B)d(∆σIBD)d(∆εLow)d(∆B), (7.3.1)

S ≡ Nptemit

∫
F (Eν)σIBD(Eν)εLow(Eν)dEν , (7.3.2)

where S represents number of expected signal, A is a normalization factor representing the total
integral of PLow(S+B|nobs), nobs is number of observed events in the search time window, Np is
the number of target proton in SK relevant to the neutrino interactions, F is predicted neutrino
flux in unit of cm−2 sec−1 MeV−1, temit is time duration of neutrino emission in a solar flare,
which is assumed as 100 sec, σIBD = σ0,IBD + ∆σIBD is the IBD cross section as a function of
electron anti neutrino energy derived from the simulation, σ0,IBD is the best estimate and ∆σIBD

is the deviation, εLow = ε0,Low + ∆εLow is the reduction efficiency of the low-energy sample,
ε0,Low is the best estimate and ∆εLow is the deviation, and B = B0 +∆B is number of expected
background events in the search window, B0 is the best estimate and ∆B is the deviation.
G(∆σIBD), G(∆εLow), G(∆B) represent the prior probabilities for fluctuation of the IBD cross
section, the reduction efficiency and number of expected background event in the search time
window, respectively. They are assumed to be Gaussian functions,

G(∆σIBD) =
1√

2πδ2σIBD

exp(− (∆σIBD)
2

2δ2σIBD

), (7.3.3)

G(∆εLow) =
1√

2πδ2εLow

exp(− (∆εLow)
2

2δ2εLow

), (7.3.4)

G(∆B) =
1√
2πδ2B

exp(− (∆B)2

2δ2B
), (7.3.5)

where δσIBD
, δεLow

and δB are systematic uncertainties of the the IBD cross section, the reduction
efficiency and number of expected backgound event in the search time window, respectively.

Neutrino fluence can be calculated by using flux F ,

Φ = temit

∫
F (E)dE, (7.3.6)

With these definitions, the neutrino fluence limit at a given confidence level (C.L.) is caluculated
as

C.L. =

∫ Φlim

0
PLow(S +B|nobs)dΦ∫∞

0
PLow(S +B|nobs)dΦ

. (7.3.7)

The fluence limits obtained from low-energy data set is given in Tables 7.3 and 7.4.
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Figure 7.15: The time distributions of high-energy neutrino events around the solar flares oc-
curring on the invisible side of the Sun on April 18th, 2001 (top), November 2nd, 2003 (upper-
middle), November 7th, 2003 (lower-middle), and November 9th, 2003 (bottom). The red points
show the time of neutrino events. The dashed vertical line shows the estimated start time of par-
ticular CME emission and the shaded regions show the search windows according to the method
described in Section 3.3.2.
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Figure 7.16: The time distributions of high-energy neutrino events around the solar flares occur-
ring on the invisible side of the Sun on July 24th, 2005 (top), June 4th, 2011 (upper-middle),
July 23rd, 2012 (lower-middle) December 13th, 2014 (bottom). The red points show the time
of neutrino events. The dashed vertical line shows the estimated start time of particular CME
emission and the shaded regions show the search windows according to the method described in
Section 3.3.2.
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Figure 7.17: The time distributions of low-energy neutrino events around the solar flares occur-
ring on the invisible side of the Sun on July 24th, 2005 (top), June 4th, 2011 (upper-middle),
July 23rd, 2012 (lower-middle) December 13th, 2014 (bottom). The red points show the time of
neutrino events.
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Figure 7.18: The time distributions of low-energy neutrino events around the solar flares occur-
ring on the invisible side of the Sun on July 24th, 2005 (top), June 4th, 2011 (upper-middle),
July 23rd, 2012 (lower-middle) December 13th, 2014 (bottom). The red points show the time of
neutrino events.
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Figure 7.19: The time difference between the two events observed within the search windows for
solar flares on November 8th, 2003 (dashed blue line) and July 24th, 2005 (dotted pink line).
The red histograms show the area normalized distribution of the time difference between the
consecutive events in the background sample.
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Figure 7.20: The distribution of the number of neutrino candidates in the search time window
per one solar flare. The black lines show the distribution of the number of neutrino candidates
from solar flares on the invisible side. The red histograms show the Poisson distribution with
the estimated background rate, 0.62 event/flare, as the mean. The red histograms is normalized
as the area to be 8, which is the number of solar flares occurring on the invisible side.
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Figure 7.21: The energy distribution of the neutrino events observed in the time window for
solar flares occurring on the invisible side of the Sun and that of the background sample. The
green circle, magenta square, yellow upward triangle, blue downward triangle are the energy of
observed events on November 7th, 2003, July 24th, 2005, June 4th, 2011, and July 23rd, 2012,
respectively. The background spectrum is normalized by the time duration of 7238 s according
to the method described in Section 3.3.1.
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Figure 7.22: The angular distribution of the neutrino events from the solar flare occurring on
November 7th, 2003, and that of the signal simulation sample. The green thick and the black
thin histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Figure 7.23: The angular distribution of the neutrino events from the solar flare occurring on
November 7th, 2003, and that of the signal simulation sample. The green thick and the black
thin histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Figure 7.24: The angular distribution of the neutrino events from the solar flare occurring on
July 23rd, 2005, and that of the signal simulation sample. The green thick and the black thin
histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Figure 7.25: The angular distribution of the neutrino events from the solar flare occurring on
July 23rd, 2005, and that of the signal simulation sample. The green thick and the black thin
histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Figure 7.26: The angular distribution of the neutrino events from the solar flare occurring on
June 4th, 2011, and that of the signal simulation sample. The green thick and the black thin
histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Figure 7.27: The angular distribution of the neutrino events from the solar flare occurring on
July 23rd, 2012, and that of the signal simulation sample. The green thick and the black thin
histograms show the angular distribution of signal MC and Background sample, respectively.
The red dashed line shows the angle from the Sun, θSun, of the candidate neutrino event.
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Table 7.4: The summary of fluence limits for the low-energy sample for solar flares on the
invisible side. We assumed the energy spectrum from Fargion and Moscato [42] and the neutrino
interactions from Strumia and Vissani [113]. The search time windows are same as in Table 3.10

Date Search Time Window Number of candidate Expected background Fluence limits
Start End event [event] rate [event/flare] [cm−2 flare−1]

2001 Apr. 18 01:15:24 03:16:02 0 0.002 < 1.7× 107

2002 Jul. 18 18:07:20 20:07:58 No SK data - -
2002 Jul. 19 15:13:34 17:14:12 No SK data - -
2003 Nov. 2 08:09:23 10:10:01 0 0.002 < 1.7× 107

2003 Nov. 7 14:41:19 16:41:57 0 0.002 < 1.7× 107

2003 Nov. 9 05:06:57 07:45:29 0 0.002 < 1.7× 107

2005 Jul. 24 12:44:51 14:45:29 0 0.002 < 1.7× 107

2011 Jun. 4 20:51:42 22:52:20 0 0.002 < 1.7× 107

2012 Jul. 23 01:19:07 03:19:45 0 0.002 < 1.7× 107

2014 Dec. 13 13:06:34 15:07:12 0 0.002 < 1.7× 107

For the high-energy data set, we considered reactions of all neutrino flavors because the
distance between the Sun and the Earth is sufficiently long compared with the oscillation length
of neutrinos whose energy is less than 100 GeV [118]. The flavor ratio of solar flare neutrinos at
the production point is νe : νµ : ντ = 1 : 2 : 0 due to its origin from π± and µ± decays while
the flavor ratio at the detector is approximately νe : νµ : ντ = 1 : 1 : 1, where we also assume
that the ratio of neutrino to anti-neutrino is approximately equal, as ν : ν̄ = 1 : 1. The fluence
limit of solar flare neutrino using the high-energy sample can be obtained by a similar procedure
to the one for the low-energy sample. The difference in the calculation procedure of the upper
limit between the high and the low-energy data sets is the definition of the probability density
function of the number of observed events. For the high-energy data set, it is defined as follows:

PHigh(S +B|nobs) =
1

A′

∫∫∫
e−(S+B)(S +B)nobs

nobs!

× G(∆σ(Eν))G(∆εHigh)G(∆B)d(∆σ(Eν))d(∆εHigh)d(∆B), (7.3.8)

S = NT temit

∫
dEν

∑
i=e,µ,τ,ē,µ̄,τ̄

(
F (Eνi

)σ(Eνi
)εHigh(Eνi

)

6

)
, (7.3.9)

where NT is the number of target nuclei relevant to the neutrino interactions, F (Eν) is the
expected energy spectrum from each theoretical model [42–44], σ(Eν) is the combined cross
section for all interactions, and εHigh(Eν) is the reduction efficiency of the high-energy sample.
Figure 7.28 shows a comparison between fluence prediction from solar flare neutrino models and
the upper limits in this study. The Fargion’s model is experimentally excluded. The Kocharov’s
model will be testified by the next-generation neutrino detector such as Hyper-K. The Takeishi’s
model is difficult to test even if the next-generation neutrino detector.

Fargion and Moscato [42] define energy conversion factor, η, as the amount of energy carried
away by π± out of the total energy of a solar flare. If the total energy of a solar flare is known, the
energy conversion factor can be calculated by using our result, based on the following equation:

nobs = 7.5η

(
EFL

1031 erg

)
(7.3.10)
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Figure 7.28: The comparison between predicted fluence by solar flare neutrino models and fluence
upper limits obtained in this study. Red solid lines (black dashed line) show predicted neutrino
fluence of each model (fluence upper limit).
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where EFL is the total energy of solar flare and nobs is observed event in SK. According to
Ref. [61], The total energy of the solar flare event that occurred on November 4th, 2003 is
estimated to be 1.3 × 1034erg. In the case of this solar flare, the energy conversion factor is
determined as η = 0.004, which is two order of magnitude smaller than the estimation by Fargion
and Moscato [42]. Therefore, this experimental result suggests that the theoretical assumption
of energy conversion during solar flares should be re-considered. The 90% C.L. upper limits of
the fluence for solar flare neutrino in the high-energy data sample in each flare are summarized
in Tables 7.5 and 7.6.
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Table 7.5: The summary of fluence upper limits at 90% C.L. for the high-energy sample. We assumed the energy spectrum from Fargion
and Moscato [42] and the neutrino interactions from Hayato et. al [84]. The search time windows are same as in Table 3.9

Date Derivative of soft X-rays Line γ-ray (RHESSI) Number of candidate Expected background Fluence limits
Start End Start End event [event] rate [event/flare] [cm−2 flare−1]

1997 Nov. 6 11:52:13 11:54:58 – – 0 0.04 < 5.6× 105

2000 Jul. 14 10:08:44 10:28:31 – – 0 0.20 < 5.6× 105

2001 Apr. 2 21:35:10 21:52:57 – – 0 0.20 < 5.6× 105

2001 Apr. 6 19:12:32 19:21:31 – – 0 0.10 < 5.6× 105

2001 Apr. 15 13:43:48 13:51:03 – – 0 0.08 < 5.6× 105

2001 Aug. 25 16:28:36 16:33:38 – – No SK data - -
2001 Dec. 13 14:24:25 14:31:05 – – No SK data - -
2002 Jul. 23 00:25:08 00:31:36 00:26:28 00:56:22 No SK data - -
2003 Oct. 23 08:20:32 08:36:03 – – 0 0.16 < 5.6× 105

2003 Oct. 28 10:59:30 11:10:57 – – 0 0.12 < 5.6× 105

2003 Oct. 29 20:38:46 20:50:07 – – 0 0.12 < 5.6× 105

2003 Nov. 2 17:12:01 17:26:03 17:14:14 17:36:41 0 0.14 < 5.6× 105

2003 Nov. 4 19:36:59 19:56:03 – – 1 0.20 < 8.5× 105

2005 Jan. 20 06:39:22 06:57:12 06:42:54 07:09:52 0 0.18 < 5.6× 105

2005 Sep. 7 17:23:34 17:39:48 – – 0 0.18 < 5.6× 105

2005 Sep. 8 21:00:27 21:08:05 – – 0 0.08 < 5.6× 105

2005 Sep. 9 19:13:00 21:20:36 – – 0 0.67 < 5.6× 105

2006 Dec. 5 10:24:18 10:35:43 – – 0 0.12 < 5.6× 105

2006 Dec. 6 18:41:29 18:47:06 – – 0 0.06 < 5.6× 105

2011 Aug. 9 08:00:50 08:05:40 – – 0 0.06 < 5.6× 105

2012 Mar. 7 00:04:21 00:25:16 – – 0 0.20 < 5.6× 105

2017 Sep. 6 11:54:39 12:03:20 – – 1 0.12 < 8.9× 105

2017 Sep. 10 15:49:12 16:06:32 – – 0 0.18 < 5.6× 105
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Table 7.6: The summary of fluence upper limits at 90% C.L. for the high-energy sample for solar
flares on the invisible side. We assumed the energy spectrum from Fargion and Moscato [42]
and the neutrino interactions from Hayato et. al [84]. The search time windows are same as in
Table 3.10

Date Search Time Window Number of candidate Expected background Fluence limits
Start End event [event] rate [event/flare] [cm−2 flare−1]

2001 Apr. 18 01:15:24 03:16:02 0 0.62 < 5.6× 105

2002 Jul. 18 18:07:20 20:07:58 No SK data - -
2002 Jul. 19 15:13:34 17:14:12 No SK data - -
2003 Nov. 2 08:09:23 10:10:01 0 0.62 < 5.6× 105

2003 Nov. 7 14:41:19 16:41:57 2 0.62 < 1.2× 106

2003 Nov. 9 05:06:57 07:45:29 0 0.62 < 5.6× 105

2005 Jul. 24 12:44:51 14:45:29 2 0.62 < 1.2× 106

2011 Jun. 4 20:51:42 22:52:20 1 0.62 < 8.2× 105

2012 Jul. 23 01:19:07 03:19:45 1 0.62 < 8.2× 105

2014 Dec. 13 13:06:34 15:07:12 0 0.62 < 5.6× 105

To compare the results of this work with the other experimental results, the model-independent
fluence upper limit was also calculated for the low-energy sample. In this case, the probability
density function at an energy E is defined as follows:

PLow(S +B|nobs)(E) =
1

A

∫∫∫
e−(S(E)+B)(S(E) +B)nobs

nobs!

× G(∆σIBD)G(∆εLow)G(∆B)d(∆σIBD)d(∆εLow)d(∆B),(7.3.11)

S(E) = Nptemit

∫
F (Eν)θ(E,Eν)σIBD(Eν)εLow(Eν)dEν (7.3.12)

where θ(E,Eν) is a function which is defined as,

θ(E,Eν) =

{
1 (E − 5 MeV < Eν ≤ E + 5 MeV)

0 (otherwise),
(7.3.13)

and other variables and functions are same as that used in Eq. (7.3.2). The fluence limit was
calculated every 10 MeV in the energy range from 20 to 120 MeV. Figure 7.29 shows the results
of the upper limits of fluence for solar flare neutrinos with the model-independent method. Com-
pared to the Kamiokande-II result [52], the sensitivity was improved by an order of magnitude in
the energy region from 20 to 110 MeV. SNO, Borexino, and KamLAND collaborations searched
for neutrinos from solar flares in the energy range of MeV by analyzing light curves from the
GOES satellite. Because their methods (as well as assumptions) differ from each other, we can
not directly compare the experimental results with these results.

7.4 Discussions and Future Prospects

Neutrinos from solar flares are important to understand the mechanism of proton acceleration at
the astrophysical site. For solar flares that occurred on the visible and invisible sides, we firstly
estimated the time of neutrino emission from optical light curves and CMEs observations by the



7.4. DISCUSSIONS AND FUTURE PROSPECTS 123

Neutrino energy [MeV]
0 20 40 60 80 100

]
-2

N
eu

tr
in

o 
fl

ue
nc

e 
lim

it 
pe

r 
fl

ar
e 

[c
m

610

710

810

910

1010

1110

1210

1310

1410

1510

1610

1710

Solar flare on the visible side
SK Upper Limit (This work)

)eνKamland ES+IBD (
Kamiokande

)eνBorexino (
SNO

)eνHomestake (

Figure 7.29: The fluence limit obtained by the SK-I, II, III, and IV (red thick-solid) together with
the other experimental results by Kamiokande (black long-dashed-dotted) [52], KamLAND (pink
dashed) [119], Borexino (Green thin-solid) [54], SNO (blue dotted) [53] below 100 MeV. The
results from other experiments have been scaled to fit the definition of calculation in this study.
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solar satellites. Then, we searched for neutrino events coincident with solar flares in the Super-
Kamiokande detector. Two neutrino events from solar flares occurring on the visible side, while
six neutrino events from solar flares that occurred on the invisible side were observed, but all of
them are consistent with the background rate estimated from the usual data of the SK detector.
Since no significant excess of events is observed, we obtained the upper limit of the solar flare
neutrino fluence. For example, the fluence limit at 90% C.L. for the largest solar flare with the
class of X28.0 occurring on the visible side of the Sun on November 4th, 2003 is 8.5× 105 cm−2.
In addition, the fluence limit for the solar flare occurring on the invisible side on November 7th,
2003, which followed the largest solar flare from April 1996 to May 2018, is 1.2× 106 cm−2.

In order to compare the results with the other experimental fluence limits, the model-
independent fluence limit is also obtained below 100 MeV. Our result gave the most stringent
upper limit on the fluence of solar flare neutrinos.

In July 2020, 13 tons of Gd2(SO4)3 · 8H2O (gadolinium sulfate octahydrate) was dissolved into
the detector’s water tank in order to improve its neutron detection efficiency. This Gd loading
is mainly motivated to increase the detector’s sensitivity to the diffuse supernova anti-electron
neutrinos by applying the delayed coincidence technique between primary neutrino interaction
and about 8 MeV γ-rays from Gd-neutron capture due to large neutron cross-section of Gd [120].
This technique also enhances the sensitivity to solar flare neutrinos as well. In addition to SK-Gd,
further searches are required to understand the production of solar flare neutrinos by the large
scale neutrino detectors such as Hyper-Kamiokande [45], IceCube gen-2 [121], and JUNO [122]
during the next solar cycle 25 staring from the late 2019. The fiducial volume of Hyper-K is
about ten times that of Super-K. Assuming that the reduction efficiency of Hyper-K is the same
as that of Super-K, the sensitivity of the solar flare neutrino detection is estimated to be about
six times better.

In this study, we searched for solar flare neutrinos coincident with the impulsive phase of solar
flares. On the other hand, the late arrival of prompt solar charged particles results in the delayed
neutrino flux originating from the collisions with the Earth’s atmosphere. Search for neutrinos
originated from the long time-scale acceleration would be an interesting topic in future.
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Conclusion

We have performed searches for neutrinos associated with solar flares with the Super-Kamiokande
detector. Neutrinos from solar flares are important to understand the mechanism of proton
acceleration at the astrophysical site. When the protons are traveling downward towards the
solar core along with the magnetic field line, a beam-like acceleration of protons efficiently collides
with a nucleus in the dense plasma. Such a process results in enhancing the production rate of
the neutrinos. If this beam-like acceleration occurs on the invisible side of the Sun, the large
neutrino intensity at the neutrino detectors at the Earth would be expected.

The first step of the solar flare neutrino search was to select the large solar flares and estimate
the neutrino emission time for both the visible and invisible sides of the Sun. Twenty-three solar
flares on the visible side above the X5.0 class, and ten solar flares accompanied with CMEs whose
emission speed is faster than 2000 km s−1 on the invisible side occurring between April 1996 and
May 2018 were selected. For solar flares occurring on the visible side, we estimated the time of
neutrino emission from optical light curves which are observed by the solar satellites. For solar
flares occurring on the invisible side, we set the search time window from CMEs observations.
The average duration of the search windows used in this study are 700 s (derivative of soft X-ray
by GOES) and 1586 s (line γ-ray by RHESSI) for the visible side solar flares. We conservatively
set the search time window of 7238 s/flare (3060 s before the time of CMEs emission and 4178 s
after the time of CME emission), where this duration is determined from the study of the visible
side solar flares, since all processes, such as acceleration, energy release, etc, occurring during a
solar flare complete within this time duration. As a result, the average background rate for a
solar flare in Super-Kamiokande becomes 0.24 event/flare for the visible side and 0.62 event/flare
for the invisible side.

Then, we searched for neutrino events coincident with the solar flares in the Super-Kamiokande
detector. The SK data is divided into two samples as high-energy samples (above 100 MeV) and
low-energy samples (16 - 100 MeV). For the three solar flares on the visible side, the SK data
is not available because the SK detector was under reconstruction. Therefore, the number of
solar flares on the visible side for solar flare neutrino search is twenty. No low-energy neutrino
candidates are found in the search time windows while the backgrond rate is 0.001 event/flare.
On the other hands, there are two solar flares occurring on the visible side of the Sun with one
high-energy neutrino candidate in the search time windows. For the other solar flares on the
visible side, there are not any neutrino candidates. The solar flares with the neutrino candi-
date occurred on November 4th, 2003, and September 6th, 2017, and background rates are 0.20
event/flare and 0.12 event/flare, respectively. The probabilities that the neutrino candidate is
from a background source are 18.1% and 11.3%, respectively. So we have concluded they are

125
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consistent with the background rate.
For the solar flares occurring on the invisible side of the Sun, the SK data is not available

for the two solar flares because of the reconstruction work of the SK detector. Hence, we have
searched for solar flare neutrinos by using eight solar flares occurring on the invisible side, finally.
No low-energy neutrino candidates are found in the search time windows while the backgrond
rate is 0.002 event/flare. There are two solar flares with two high-energy neutrino candidates and
two solar flares with one high-energy neutrino candidate. There are not any neutrino candidates
with the other four solar flares. The background rate for each solar flare on the invisible side is
0.62 event/flare. The probabilities that the neutrino candidates are from background sources are
12.8% for solar flares with two neutrino candidates and 46.2% for solar flares with one neutrino
candidate, respectively. So we have concluded they are also consistent with the background rate.
It is the first time that the solar flare neutrino search from solar flares on the invisible side of
the Sun has been carried out.

Based on the observed events within the search window, the upper limit of the solar flare
neutrino fluence was calculated for each solar flare. The fluence upper limits at 90% C.L. for the
solar flares occurring on the visible side of the Sun without neutrino candidates are 5.6×105 cm−2.
For the solar flares occurring on the invisible side of the Sun, The fluence upper limits at 90%
C.L. in the energy region from 100 MeV to 10 GeV are 5.6 × 105 cm−2, 8.2 × 105 cm−2 and
1.2 × 106 cm−2 for solar flares with zero, one and two neutrino candidates, respectively. The
fluence upper limit for the solar flare occurring on November 4th, 2003 is 8.5×105 cm−2. This is
the largest solar flare since 1996. From the obtained fluence upper limit, the upper limit on the
conversion factor, η, which is the efficiency of energy conversion from the total energy of solar
flare to the energy of the neutrinos, is estimated based on Fargion and Moscato [42]. In the case
of the largest solar flare on November 4th, 2003, it is determined as η < 0.004, which is two
orders of magnitude smaller than the estimation by Fargion and Moscato [42]. Therefore, this
experimental result suggests that the theoretical assumption adopted in Ref. [42] of the energy
conversion during solar flares should be re-considered. In addition, the fluence upper limit at 90%
C.L. for the solar flare occurring on the invisible side on November 7th, 2003, which followed the
largest solar flare, is 1.2× 106 cm−2. From the comparison between the fluence upper limit and
prediction of the solar flare neutrino fluence expected by the theoretical model [42] of Fargion
and Moscato, we have concluded the theoretical model is excluded. The fluence upper limits at
90% C.L. in the energy region from 16 to 100 MeV for the solar flares occurring on the visible
and invisible side of the Sun are 1.7×107 cm−2. In order to compare the results with the fluence
limits from other experiments, the model independent fluence upper limit below 100 MeV is also
obtained. The result does not rule any theoretical models but gives the most stringent upper
limits on the fluence of solar flare neutrinos in the tens of MeV region.
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