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ABSTRACT

In this thesis, we investigate the surface states appearing due to the nontrivial topol-
ogy of the magnon wave functions and the transport phenomena related to the Berry
curvature of magnons. In recent years, there has been much interest in the properties
arising from the nontrivial topology of the band structure of particles in materials. Al-
though many important concepts are proposed for electrons, topological properties have
also been investigated for bosonic quasiparticles such as magnons, photons, phonons, and
triplons. In particular, magnons carry spins over long distances in magnetic materials,
and their topological properties are of interest from the viewpoint of realizing new trans-
port phenomena in materials, since their fundamental properties themselves are different
from those of electrons. So far, models of magnetic materials with chiral and helical edge
states of magnons, which correspond to quantum Hall insulators and quantum spin Hall
insulators in two dimensions, respectively, have been investigated. Among the topologi-
cal materials, the realization of magnonic counterparts of three-dimensional topological
insulators with Dirac surface states is expected to give rise to a variety of novel proper-
ties, as is the case of electrons. However, the Dirac surface states in three-dimensional
topological insulators require the Kramers degeneracy due to time-reversal symmetry for
fermions. On the other hand, since magnons are bosons, usual time-reversal symmetry
does not give rise to the Kramers degeneracy. Therefore, a magnonic counterpart of
three-dimensional topological insulators has not yet been constructed. Magnons flowing
in the bulk of magnets also give rise to nontrivial transport phenomena associated with
their Berry curvature. Through the spin Nernst effect of magnons, a pure spin current
flows in the direction perpendicular to the temperature gradient. However, in the range
of linear response to the temperature gradient, such spin currents require specific in-
teractions such as the Dzyaloshinskii-Moriya interaction. The topological properties of
magnons as a nonlinear response have not been explored yet.

The results of this thesis consist of the following three studies. In the first study, we
propose a model of the magnon system corresponding to a three-dimensional topological
insulator under an artificial setup by mimicking the fermionic time-reversal symmetry.
The surface states of magnons realized are unprecedented states in magnetic systems. The
corresponding topological numbers are defined, and the correspondence to the magnon
Dirac surface state is discussed. However, the model is constructed as a spin system in
which one lattice site has two localized spins and is difficult to be realized in materials.
In addition, interactions between spins such as Heisenberg interaction, Dzyaloshinskii-
Moriya interaction, and others have to be fine-tuned for the systems to have the fermionic
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time-reversal symmetry.
In the second study, we construct models possessing Dirac surface states of magnons

in a much more realistic setup, which are symmetric under the combination of time-
reversal and half translation. This can be classified as a magnonic analog of topological
crystalline insulators. We argue that the van der Waals magnet CrI3 is a candidate
material to realize the proposed model. It is also found that the electric field response
peculiar to the magnon system is realized due to the spin polarization of the Dirac surface
states. The applied electric field gives rise to the Aharonov-Casher phase for magnons,
and it causes the number of magnons on one and the other surfaces to increase and
decrease, respectively. The magnon current in this process is evaluated by using linear
response theory.

In the third study, we develop a theory of the nonlinear spin Nernst effect of magnons
in antiferromagnets. In the previous studies, novel transport phenomena associated with
the Berry curvature of magnons, such as the magnon thermal Hall and spin Nernst effect,
have been studied. They result in the energy and spin current flowing in the direc-
tion perpendicular to the temperature gradient, respectively. However, these phenomena
have been investigated only in the linear response regime. In these cases, the transverse
magnon current requires the Dzyaloshinskii-Moriya interaction or noncollinear spin con-
figurations. In this work, we develop a second-order response theory for the temperature
gradient, and show that the magnon flow perpendicular to the temperature gradient can
be described by physical quantities like the dipole moments of the Berry curvature. We
consider honeycomb, square, and diamond lattice antiferromagnets that break the in-
version and rotation symmetries, and show that the nonlinear spin Nernst effect can be
realized without the Dzyaloshinskii-Moriya interaction in these systems.

In the surface states of magnons proposed in the first and second studies, many novel
properties are expected, as is the case for electronic systems. For example, the surface
states are expected to enable us to drive controlled spin currents on the surface since they
exhibit spin-momentum locking, where the component of spins conveyed is locked by the
direction of motion. In addition, the induction of the magnon current by an electric field,
which is discussed in the second study, provides a novel way to manipulate magnons. Since
the nonlinear spin Nernst effect of magnons, which is proposed in the third study, can
occur in many magnetic materials even without the Dzyaloshinskii-Moriya interaction, it
leads to the generation of strain-tunable spin current in magnets without heavy atoms.
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Chapter 1

Introduction

In this thesis, we are particularly interested in phenomena in magnetic materials, which
are brought about by the topological properties of magnons. The primary concepts of
topological properties are proposed first in electronic systems, such as quantum Hall
insulators and topological insulators. Before considering magnons, we discuss studies on
topological properties in electronic systems in Sec. 1.1. After that, in Sec. 1.2, we briefly
introduce the studies of magnons which are particularly related to our work. In Sec. 1.3,
the purpose and the organization of this thesis are given.

1.1 Review of the topological properties of electrons

In this part, we review representative studies on the topological properties, focusing on
electronic systems. We give a brief introduction to topological properties of electrons
in Sec. 1.1.1. We discuss quantum Hall insulators, quantum spin Hall insulators, three-
dimensional (3D) topological insulators, and topological crystalline insulators in turn in
Sec. 1.1.2, Sec. 1.1.3, Sec. 1.1.4, and Sec. 1.1.5, respectively. In Sec. 1.1.6, we show the
studies on the Hall effect as a nonlinear response.

1.1.1 Electronic properties related to nontrivial band topology

Researchers recognized that the nontrivial topology of the electron wave functions in
materials could be the origin of novel physical properties at the time when the quan-
tum Hall effect was formulated [1]. The quantum Hall effect is a phenomenon in which
the transverse conductivity is quantized in a magnetic field. The transverse conductiv-
ity is expressed by using the integral of the Berry curvature describing the topology of
the wave function, which is an integer called Chern number. The Chern number corre-
sponds to the number of edge states. These electron edge states contribute to the electric
current propagating in the direction perpendicular to the electric field [1–8]. The pro-
posal of quantum spin Hall insulators [9–15], which have helical edge states protected by
time-reversal symmetry, first suggested the possibilities of topological properties that can
emerge depending on the symmetries of the system.
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An important study that follows this is the extension of quantum spin Hall insula-
tors to three-dimensions [16]. Such 3D topological insulators exhibit a wide variety of
nontrivial properties [16–26]. On the surface of 3D topological insulators, electrons with
single Dirac cone appear, which is protected by time-reversal symmetry. This surface
state exhibits spin-momentum locking, in which spin orientation and direction of motion
are locked to each other [17, 18, 27]. In addition, 3D topological insulators are shown to
exhibit nontrivial magnetoelectric effects, which are called topological magnetoelectric
effects [28–31].

In recent years, one of the areas that has been developing is the topological crystalline
insulators, a class of materials with surface states protected by various crystalline sym-
metries [32–38]. Transport properties associated with the Berry curvature are also being
revisited from the perspective of nonlinear response. It has been shown that the Hall
current proportional to the second-order of the electric field is described by the Berry
curvature dipole, which is the dipole moment of the Berry curvature [39–53], and has
been observed in layered WTe2 [54, 55]. The remarkable feature of the nonlinear Hall
effect is that it is realized even in materials with time-reversal symmetry.

1.1.2 Quantum Hall effect and Chern number

In a strong magnetic field, electrons confined in two-dimensional (2D) materials are known
to exhibit a quantized transverse conductivity. This is called the quantum Hall effect [1–8]
and is directly related to the topology of the electron wave function. Thouless-Kohmoto-
Nightingale-den Nijs (TKNN) formula [1], which describes such a Hall conductivity, is
written as follows:

σxy = − e2

2πh

∑
n,(En≤EF )

∫
BZ

dkxdkyΩn(kx, ky), (1.1)

where Ωn(kx, ky) is the Berry curvature of electrons. Here, e and h are the elementary
charge and the Planck constant, respectively. By using the eigenstates |ψn(kx, ky)⟩ of the
Hamiltonian with the band index n, it is defined as follows:

Ωn(kx, ky) = −2Im[⟨∂kxψn(kx, ky)|∂kyψn(kx, ky)⟩]. (1.2)

Here, En and EF are the eigenenergy of |ψn(kx, ky)⟩ and the Fermi energy, respectively.
In gapped systems, the following integral of the Berry curvature over the Brillouin zone
(BZ) is quantized:

Ch =
1

2π

∑
n,(En≤EF )

∫
BZ

dkxdkyΩn(kx, ky), (1.3)

The integer Ch is called Chern number and corresponds to the number of edge states
which appear in the quantum Hall insulators with open boundary conditions. Figure 1.1
is the band structure of the Haldane model [8], known as an example of In the bulk band
gap, we can see the edge state resulting from the nontrivial topology of electron wave
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functions. The TKNN formula (1.1) implies that one edge states contribute to the Hall
conductance by e2/h.

Fig. 1.1: The band structure of the Haldane model [8], with open boundary conditions.
Between the conduction and valence bands, there is a chiral edge state, which contributes
to the quantum Hall conductivity. This figure is taken from Ref. [17].

The phases of matters related to the band topology of electrons, such as quantum Hall
insulators, is called topological phases [56–73]. The invariants that characterize them,
such as the Chern number, are called the topological invariants [74–83] So far, a huge
variety of topological phases have been investigated, and the topological indices may take
various expressions depending on the symmetries of the systems.

1.1.3 Quantum spin Hall insulators

In the case of quantum Hall insulators, what is important for making the electron band
structure to be topologically-nontrivial is to break the time-reversal symmetry by, e.g.,
applying a magnetic field. For some time after the discovery of the quantum Hall ef-
fect, people have not particularly associated the topological properties of electrons with
time reversal or any other symmetry.. In fact, however, the topological phases exhibited
by electrons in materials can be extremely diverse depending on the symmetries of the
materials.

What made people aware of this possibility was the theoretical proposal of quantum
spin Hall insulators with helical edge states protected by time-reversal symmetry [9, 10].
Pairs of electronic states, which possess opposite spins and are associated with each
other by the time-reversal operator, appear at the edge of these materials. Since these
electronic states flow in opposite directions to each other, the transverse current is not an
electric current but a spin current. The first model for the quantum spin Hall insulators
was constructed by combining the two copies of the Haldane model [8], to restore time-
reversal symmetry. It is called the Kane-Mele model, which is described as a tight-binding
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model on the honeycomb lattice. The Hamiltonian is written as follows:

H =
∑
⟨i,j⟩,α

tc†iαcjα +
∑

⟨⟨i,j⟩⟩,α,β

it2c
†
iα

[
s · (d1

ij × d2
ij)
]
αβ
cjβ, (1.4)

where the indices α, β (=↑, ↓) correspond to the directions of spins of electrons. Here,
ci↑(↓) and c†i↑(↓) are the annihilation and creation operators of electrons with up (down)
spins at site i, respectively. The first and second terms are the nearest-neighbor hopping
and the second nearest-neighbor spin-orbit interaction. The second nearest-neighbor
sites i and j have one common nearest-neighbor sites, which we denote as k. The vectors
pointing from k to i and j are written as d1

ij and d2
ij, respectively [see Fig. 1.2(a)]. The

spin operator is given by s. By using Pauli matrices σ = (σx, σy, σz), it is defined as
s = (ℏ/2)σ.

Fig. 1.2: (a) Honeycomb lattice and the vectors d1
ij and d2

ij which appear in Eq. (1.4).
(b) Band structure of the Kane-Mele model [9]. The gapless helical edge states cross at
kx = π/a. Figure (b) is taken from Ref. [9].

The band structure of this model is shown in Fig. 1.2(b). A gapless helical edge
state can be seen around kx = π/a. This can be interpreted as just a pair of chiral
edge states in a quantum Hall insulator with electronic states having opposite spins.
In particular, in the case that the system conserves spin, electron states with opposite
spins flowing in opposite directions lead to a unique transport phenomenon known as the
pure spin current, which does not accompany an electric current. As shown in Fig. 1.3,
when electrons flow in opposite directions, the electriccurrents carried by these electron
states cancel out. On the other hand, since the spins of the pair of electrons in helical
edge states are opposite, spin current are conveyed in the same direction. Therefore, it
remains uncanceled. Such a pure spin current is expected to have possible applications
in spintronics [84], due to the ability to convey the information without Joule heating.
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The quantum spin Hall insulator was first realized [11, 12] in HgTe/CdTe quantum
well structures, in which HgTe is sandwiched between the layers of CdTe. The band
inversion occurs at the thickness of the quantum well d = dc = 6.3. The band structure
of HgTe/CdTe quantum well structures is topologically nontrivial (trivial) when d > dc
(d < dc).

Fig. 1.3: Counter-propagating electron states which are realized in the quantum spin
Hall insulators. Electrons with up spin moving to the right convey the electric and spin
current to the right. On the other hand, electrons with down spin moving to the left
convey the electric and spin current to the left and the right, respectively. As a result,
the electric current cancels out, while the spin current does not.

The existence of the gapless helical edge state at kx = π/a in Fig. 1.2 is closely related
with the Kramers degeneracy in time-reversal-invariant systems. According to Kramers
theorem, when fermionic systems are symmetric under time-reversal, each energy level
is at least doubly degenerate at time-reversal-invariant momenta (TRIM) in BZ. Here,
TRIM Λ are defined as the momenta such that Λ and −Λ correspond to the same point in
the Brillouin zone. Due to this, the gapless point of the band structures of the helical edge
state, which appears as a Kramers pair, is protected in the presence of the time-reversal
symmetry. This indicates the robustness of the helical edge states.

Topological phases of 2D topological insulators are characterized by Z2 indices. Among
the various expressions of Z2 indices [74–83], we here introduce the one which is given
by integrating the Berry connection and curvature in the effective Brillouin zone which
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is one-half of BZ [13]. It is defined as follows:

Dn :=
1

2π

[∮
∂EBZ

dk ·An(k) −
∫
EBZ

d2kΩz
n(k)

]
mod 2, (1.5)

where EBZ denotes the effective Brillouin, which is shown in Fig. 1.4. Here we denote the
index for the bands as n. Due to the time-reversal symmetry, the nth band consists of
two eigenstates |ψn,1(k)⟩ and |ψn,2(k)⟩, which are related by the time-reversal operator
Θ as follows:

|ψn,2(k)⟩ = −Θ |ψn,1(−k)⟩ . (1.6)

When we write the corresponding Berry connection and curvature of |ψn,l(k)⟩ (l = 1, 2)
as

An,l(k) = i ⟨ψn,l(k)|∇kψn,l(k)⟩ , (1.7)

Ωz
n,l(k) = (∇k ×An,l(k))z , (1.8)

the total Berry connection and curvature in Eq. (1.5) are defined as the summations over
l = 1, 2, i.e.,

An(k) =
∑
l=1,2

An,l(k), (1.9)

Ωz
n(k) =

∑
l=1,2

Ωz
n,l(k). (1.10)

Here, we note that due to the relation (1.6), the electron wave functions with wave vectors
k and −k are not independent, as depicted in Fig. 1.4. Thus, the total Berry connection
(1.9) and curvature (1.10) describe the topology of the wave functions with both the
wave vector k and −k . Therefore, the topologically-nontrivial structure is accounted for
without overlap by integrating them only in the EBZ part.

The number of gapless helical edge states which cross the Fermi surface corresponds
to the topological index summed over the bands under the Fermi surface, i.e.,

D =
∑

n,(En≤EF )

Dn mod 2. (1.11)
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Fig. 1.4: 2D Brillouin zone of the square lattice. EBZ is shown by the blue region.
Time-reversal operator Θ relates the electron states with the wave vectors k and −k as
in Eq. (1.6).

1.1.4 Three-dimensional topological insulators

After intense studies of quantum spin Hall insulators, it was theoretically suggested that
materials with metallic boundary states protected by time-reversal symmetry could also
exist in three dimensions [16,20,21]. These materials are called 3D topological insulators
and exhibit electron surface states with Dirac dispersions. Unlike the case of quantum spin
Hall insulators, there are two types of topologically nontrivial phases in 3D topological
insulators, which are called strong and weak topological phases. The strong topological
insulators are unique to 3D systems and exhibit more diverse properties than their 2D
counterparts, i.e., quantum spin Hall insulators. On the other hand, the surface states
in weak topological insulators are not robust against disorder. They can be regarded as
a mere stacking of quantum spin Hall insulators, and whether the surface states appear
or not depend on which direction the surface is cut.

The topological phases of 3D topological insulators can be classified according to the
invariants defined as the winding numbers in EBZ of ki = 0 and π (i = x, y, z). These
are written as follows:

νi,0 :=
∑

n,(En≤EF )

1

2π

[∮
∂EBZi,0

dk · [An(k)]ki=0 −
∫
EBZi,0

dkjdkk
[
Ωi

n(k)
]
ki=0

]
mod 2,

(1.12)

νi,π :=
∑

n,(En≤EF )

1

2π

[∮
∂EBZi,π

dk · [An(k)]ki=π −
∫
EBZi,π

dkjdkk
[
Ωi

n(k)
]
ki=π

]
mod 2,

(1.13)

where i = x, y and z. The indices j and k represent two of x, y and z which are different
from i. Here, n, En, and EF are the index for the bands, the energy of the nth band,



8 1 Introduction

and the Fermi energy, respectively. The Berry connection in 3D systems is defined in the
same way as Eq. (1.9). The Berry curvature in this case is given by

Ωn(k) = ∇k ×An(k). (1.14)

These are the winding numbers in the six EBZ in the 3D BZ. For example, a region
denoted by EBZx,0 is specified as kx = 0, ky ∈ [−π, π], and kz ∈ [0, π], which is EBZ in
the kx = 0 plane. We define the other five EBZ in similar ways (see Fig. 1.5). A loop in
k-space ∂EBZi,0(π) is a boundary of EBZi,0(π).

Fig. 1.5: Six EBZ in the 3D BZ of the cubic lattice. Those in (a) the kx = 0 (π) plane,
(b) the ky = 0 (π) plane, and (c) the kz = 0 (π) plane are written as EBZx,0(π), EBZy,0(π),
and EBZz,0(π), respectively.

These six topological invariants are not independent since they satisfy the following
relation:

νx,0 + νx,π = νy,0 + νy,π = νz,0 + νz,π mod 2. (1.15)

Thus, the topological phases of 3D topological insulators are characterized by a set of
independent topological invariants (ν0; νx, νy, νz), where

ν0 = νx,0 + νx,π mod 2, (1.16)

νi = νi,π (i = x, y, z). (1.17)

The index ν0 determines whether the total number of Dirac cones is even or odd. In the
case of ν0 = 1, the system has an odd number of Dirac cones crossing Fermi surface in
the band structure in total. These Dirac cones on the surface are protected by the time-
reversal symmetry and robust against nonmagnetic disorder. When the four invariants
(ν0; νx, νy, νz) are all zero, the system is topologically trivial. In the other cases, i.e.,
ν0 = 0 and at least one of νi (i = x, y, z) is nonzero, the number of Dirac cone is even.
The Dirac surface states, in this case, are not robust even against time-reversal invariant
disorder.
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As an explicit example of 3D topological insulators, let us introduce the first model
proposed by Fu, Kane, and Mele [16]. The model is described by the tight-binding
Hamiltonian on the diamond lattice as follows:

H =
∑
⟨i,j⟩

(t+ δtp)c
†
icj + i(8λSO/a

2)
∑
⟨⟨i,j⟩⟩

c†is · (d1
ij × d2

ij)cj, (1.18)

where the first and second terms are the nearest-neighbor hopping and the second nearest-
neighbor spin-orbit interactions. Here, ci contains two components of annihilation oper-
ators of electrons with up and down spins. The hopping amplitude is different between
the four nearest-neighbor bonds on the diamond lattice. The difference is described by
δtp (p = 1, · · · , 4). The vectors d1

ij and d2
ij are defined in a similar way as the Kane-

Mele model (1.4). When we write one common nearest-neighbor sites between the second
nearest-neighbor sites i and j as k, d1

ij and d2
ij are defined as the vectors pointing from

k to i and j.
Figure 1.6 shows the band structure of the Fu-Kane-Mele model (1.18). We can see the

correspondence between the topological indices and the number of Dirac cones described
above. When the strong index is ν0 = 0, as in the upper left and upper right panels,
the number of surface states is even. In this case, whether or not a surface state appears
depends on how the surface is cut. Weak topological insulators can be regarded as stacks
of two-dimensional spin Hall insulators, and the weak index νx, νy, νz corresponds to the
stacking direction. In other words, when the set of weak indices and the direction of the
cut surface coincide, as in the upper left panel, no surface state appears. On the other
hand, when the strong index is ν0 = 1, as in the lower left and lower right panels, the
number of surface states is odd, in which case the surface states appear on any surface.

Fig. 1.6: Band structure of the model (1.18) with a (111) surface with the corresponding
topological invariants. In this figure, a set of (ν0; νx, νy, νz) is shown in the form as
ν0; (νx, νy, νz). The weak index 1̄ can be thought of as 0. There are odd (even) Dirac
cones between the bulk band gap in the case of ν0 = 1(0). The surface BZ is shown in
the inset. This figure is taken from Ref. [16].
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The realization of 3D topological insulators in real materials is first confirmed in
Bi1−xSbx [24], after the theoretical suggestion by Refs. [83,85]. By using an angle-resolved
photoemission spectroscopy (ARPES), an odd number of Dirac cones in the band struc-
ture of Bi1−xSbx is observed (see Fig. 1.7). In the band structure of Bi1−xSbx, an odd
number of Dirac cones appear in the case of 0.07 ≤ x ≤ 0.22, while its band structure is
complicated and the band gap is small. On the other hand, a single Dirac cone with a
large bulk band gap is found in the band structure of Bi2Se3,Bi2Te3, and Sb2Se3, which
are called the second generation topological insulators [25, 26].

Fig. 1.7: ARPES measurement of the surface band structure of Bi0.9Sb0.1. The yellow
circles denote Fermi crossings of the surface states. The number of them is related to the
topological invariant. Since the surface band crosses Fermi surface five times between
two time-reversal-invariant points Γ̄ and M̄, there are an odd number of Dirac cones on
the surface. This figure is taken from Ref. [24].

One of the interesting features of the surface state of 3D topological insulators is
that the electric degree of freedom, or the degree of freedom corresponding to the orbital
motion of electrons, is tied with the magnetic degree of freedom, or spins. Such a property
is called the spin-momentum locking [17,18,27]. It can also be seen in helical edge states
of 2D topological insulators. However, since edge states of 2D topological insulators
can only move in one dimension, the result simply implies that electrons with up and
down spins flow in opposite directions. On the other hand, since the surface state of 3D
topological insulators flows in a 2D plane, the spin-momentum locking described above
also has 2D degrees of freedom. Let us see the spin-momentum locking by considering
the effective Hamiltonian for the surface of 3D topological insulators:

H(k) = kyσx − kxσy. (1.19)

The eigenvalues of the Hamiltonian are written as E±(k) = ±
√
k2x + k2y. We define the

eigenvectors corresponding to E±(k) as ψ±(k), which are written as

ψ±(k) =
1√
2

(
ikx + ky

±
√
k2x + k2y

)
. (1.20)
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The spin direction of the eigenstates, which is given by (ℏ/2)ψ†
±(k)σψ±(k), is described in

Fig. 1.8. Since the velocity of the surface states has the same direction as k, it can be seen
that the direction of the electron spin is in a fixed direction perpendicular to the direction
of electron motion. Due to this spin polarization, the component of the spin carried by
the electron is determined by the direction of the velocity of the electron, and phenomena
such as the Edelstein effect [86] can be expected. In addition, the association between the
electric and magnetic degrees of freedom in the surface states in 3D topological insulators
gives rise to a unique external field response, known as the topological magnetoelectric
effect [28–31]. It is known that quantized orbital magnetization and electric polarization
appear, which are proportional to the electric and magnetic fields, respectively.

Here, we emphasize that breaking the spin conservation is necessary to realize the
strong topological insulators, as explained in the following. In the case with the conser-
vation of spin i-component (i = x, y, z), the electron eigenstates can be taken to have spins
in the directions either +ei or −ei, where ei is the unit vector in the i-direction. While
the Dirac electron states on the surface cut perpendicular to ei must have spins pointing
in the surface, electron states with spins perpendicular to ei cannot be eigenstates in such
a system. Thus, there cannot exist the Dirac electron states on this surface. As a re-
sult, a topological insulator conserving the spin i-component must be a weak topological
insulator, and is regarded as a stacking of quantum spin Hall insulators in the i-direction.

Fig. 1.8: Schematic picture of the spin directions of the electron surface states in 3D
topological insulators in real and momentum spaces. They are always perpendicular to
the directions of the velocity. This figure is taken from Ref. [27].

1.1.5 Topological crystalline insulators

As discussed in the previous section, topological insulators possess surface states pro-
tected by symmetry, which have attracted a great deal of attention. Although the first
studies treated materials with time-reversal symmetry, many kinds of symmetries can be
realized in materials, depending on their crystal and magnetic structures. Reflecting the
mathematical structure of the wave function of electrons with such symmetries, a wide
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variety of topological phases can exist. The first suggestion of the existence of materials
with surface states protected by a symmetry other than time-reversal symmetry has been
made by Mong, Essin, and Moore [38]. They studied combined symmetry of time-reversal
and a half translation about the unit cell. The model is constructed by stacking the layers
of anomalous quantum Hall insulators alternately so that their Chern numbers are op-
posite to each other [see Fig. 1.9]. The nearest-neighbor layers are antiferromagnetically
coupled, and the systems are called antiferromagnetic topological insulators.

Fig. 1.9: Picture of antiferromagnetic topological insulators. Red and blue arrows are
localized spins aligned upward and downward. Red and blue layers, which are anomalous
quantum Hall insulators with opposite Chern numbers, are stacked alternately. In this
case, the lattice vector A3 is parallel to the z-axis.

As in the case of topological insulators with time-reversal symmetry, Kramers theorem
plays an important role in the existence of surface states in antiferromagnetic topological
insulators. When we define the combination of operators of time-reversal and translation
in one-half of the lattice vector in A3 direction as S1/2(k), it satisfies S1/2(−k)S1/2(k) =
−eik3 , where k3 = k · A3. Unlike the time-reversal symmetry, this operator does not
square to −1 everywhere in the BZ. However, the square becomes −1 in the k3 = 0 plane
as S2

1/2(k3 = 0) = −1, which is sufficient for topological surface states to appear. The
band structure of an antiferromagnetic topological insulator is shown in Fig. 1.10. A
single Dirac cone, similar to that of topological insulators, appears at the point (0, 0).



1.1 Review of the topological properties of electrons 13

Fig. 1.10: Band structures of antiferromagnetic topological insulators considered in
Ref. [38]. The top and bottom are calculated under the open boundary conditions with
(100) and (1̄1̄1) surfaces, respectively. The Dirac cone appears only in the surface which
is parallel to A3, i.e., (100) surface in this case. This figure is taken from Ref. [38].

We note that unlike the case of the topological insulators, whether the surface states
appear or not depends on what direction the surface is cut. The surface states appear
only when the surface is parallel to the lattice vector A3. The band structures of an-
tiferromagnetic topological insulators under two types of open boundary conditions are
shown in Fig. 1.10. The top and bottom panels in Fig. 1.10 is calculated when the system
has the (100) surface which is parallel to A2, A3 and the (1̄1̄1) surface which is parallel
to A1, A2, respectively. Here, A1 and A2 are the lattice primitive vectors which are
different from A3. We can see that a Dirac cone exists in the former case, while in the
latter case the band gap is open.

So far, topological crystalline insulators [32, 33], which have gapless surface states
protected by a wide variety of crystalline symmetries, are studied. The interesting feature
is that, depending on which symmetry the surface states are protected by, the properties
of the surface states are different. For example, the dispersion of the surface states in
the topological crystalline insulators, which is symmetric under the combination of time-
reversal and rotation, is quadratic.

The theoretical study [34] predicted that SnTe is a topological crystalline insulator
with mirror symmetry. The symmetry-protected surface states in SnTe are observed in
the ARPES experiment [35] [see Fig. 1.11]. Surface states protected by mirror symmetry
is also observed in other several insulators such as Pb1−xSnxSe (x = 0.23) [36] and
Pb1−xSnxTe (x = 0.4) [37].
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Fig. 1.11: ARPES intensity mappings for SnTe in the 2D BZ observed at various binding
energies. We can see the shape of Dirac dispersion, which is shown by red. It is evidence
of the topological crystalline insulator. This figure is taken from Ref. [35].

1.1.6 Nonlinear Hall effect

As we discussed in Secs. 1.1.2 and 1.1.3, the Berry curvature of electrons gives rise to
interesting phenomena such as transverse quantized currents and spin currents. In the
linear response regime, the transverse current of the Hall effect is represented by the
integral of the Berry curvature over BZ. However, for this value to be finite, the time-
reversal symmetry must be broken by a magnetic field or magnetization; i.e., the complex
hopping term must be included in the Hamiltonian. On the other hand, it has become
clear that in the nonlinear response regime, the Hall effect can appear even without
breaking time-reversal symmetry or complex hopping term. The remarkable study is the
nonlinear Hall effect [39–55]. In this section, the Dirac constant ℏ is taken to be unity.

Let us consider the current induced by applying an electric field of frequency ω and
amplitude Ec: Ec(t) = Re[Eceiωt]. The current is given by

ja = −e
∫
BZ

dkf(ϵ(k))va(k), (1.21)

va(k) =
∂

∂ka
ϵ(k) + ϵabcΩb(k)k̇c, (1.22)

where a, b, and c are indices for x, y, and z. Here, v(k), ϵ(k), ϵabc, and Ω(k) are the
velocity of electrons, the energy of electrons, the Levi-Civita symbol, and the Berry cur-
vature, respectively. The nonequilibrium distribution function f(ϵ(k)) can be calculated
by using the Boltzmann equation with the relaxation time approximation:

−eτEa
∂

∂ka
f(ϵ(k)) + τ

∂

∂t
f(ϵ(k)) = f0(ϵ(k)) − f(ϵ(k)), (1.23)
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where f0(ϵ(k)) and τ are the equiliblium distribution function in the case without the
external field and the relaxation time, respectively. As a result, Hall current as a second-
order response to the electric field can be written as follows:

ja = Re[j0a + j2ωa e2iωt]. (1.24)

Here, j0a and j2ωa are given by

j0a =
e2

2

∫
BZ

dkϵabcΩb(ϵ(k))E∗
c

eτEa ∂
∂ka
f0(ϵ(k))

1 + iωτ
, (1.25)

j2ωa =
e2

2

∫
BZ

dkϵabcΩb(ϵ(k))Ec
eτEa ∂

∂ka
f0(ϵ(k))

1 + iωτ
. (1.26)

They can be rewritten as

j0a = − e3τ

1 + iωτ
ϵadcEbE∗

c

∫
BZ

dkf0(ϵ(k))
∂

∂kb
Ωd(k), (1.27)

j2ωa = − e3τ

1 + iωτ
ϵadcEbEc

∫
BZ

dkf0(ϵ(k))
∂

∂kb
Ωd(k). (1.28)

From these equations, we see that the nonlinear Hall current is described by the Berry
curvature dipole: Dab =

∫
BZ
dkf0(ϵ(k))(∂/∂ka)Ωb(k). Since ∂/∂ka and Ωb(k) are odd

under time reversal, the Berry curvature dipole is even. Therefore, it can be nonzero
even under time-reversal symmetry.

In addition, the Berry curvature dipole does not require any flux in the hopping terms,
and often appears when the crystal breaks inversion and rotation symmetries. Thus, the
nonlinear Hall effect is expected to occur in materials even without magnetization, spin-
orbit interaction, or an applied magnetic field.

The nonlinear Hall effect has actually been observed in WTe2 [54, 55]. The result
of the observed transverse current corresponding to j2ωa is shown in Fig. 1.12. Layered
WTe2 was chosen as a target of the observation of the nonlinear Hall effect since it breaks
inversion and rotation symmetries but does not break time-reversal symmetry.
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Fig. 1.12: Observed AC voltage versus the current in WTe2. Red circles correspond to
the transverse current, which is evidence for the nonlinear Hall effect. We can see that
the transverse current is quadratic in the applied current Iexc, and is dominant over the
longitudinal current shown by purple and green circles in relatively large Iexc. This figure
is taken from Ref. [54].

1.2 Brief introduction to studies on magnons related

to our work

Among particles in matters, magnons, which are quasiparticles of spin waves, have at-
tracted much attention as an alternative transport carrier in matters to electrons be-
cause they can carry spin currents over long distances without Joule heating [84, 143].
In magnetically ordered systems, low-energy excitations are manifested in the form of
precessional motion in the semi-classical description due to deviations from the ordered
direction of the spins. They are represented by propagating spin waves. Since the spin
angular momentum is quantized, this spin deviation is also discrete. Thus, spin waves can
be described as quantum mechanical particles and are called magnons. It has been exper-
imentally confirmed that magnons can propagate in magnetic materials such as yttrium
iron garnet (YIG) over long distances of about 10 mm [87–92]. Spin currents carried by
magnons are used instead of electric charges, for example, to design logic circuits [93–96].

In recent years, many nontrivial properties of magnons have been investigated by
introducing the concept of topological properties, which have been rapidly developed in
electronic systems. The magnon thermal Hall effect [97–119] and the spin Nernst effect
[120–124], in which energy and spin currents flow in the direction perpendicular to both
the temperature gradient and the magnetization, are unconventional properties associ-
ated with the topology of the magnon band structure in magnetic insulators. Magnons
with linear dispersion such as Weyl [125–129] and Dirac [130–134] semimetals, which show
many nontrivial properties, have also been studied. Many experimental observations of
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nontrivial topological properties of magnons were conducted immediately after the the-
oretical proposal. The thermal Hall effect and the spin Nernst effect in magnons were
observed in the pyrochlore ferromagnet Lu2V2O7 [99] and the honeycomb antiferromag-
net MnPS3 [124], respectively, soon after the theoretical study [98, 120]. Magnon Dirac
dispersion was also observed in the antiferromagnet Cu3TeO6 by neutron scattering [134]
just after it was suggested to exist by the magnon band calculation [133]. In particular,
the thermal Hall effect and spin Nernst effect of magnons can be described in terms of the
Berry curvature of magnons. In the topological properties of magnons, Dzyaloshinskii-
Moriya (DM) interaction [135–137] plays an important role. It gives a complex hopping
term to the Hamiltonian of magnons, similar to what the spin-orbit interaction does to
electrons, which endows the Bloch wavefunction of magnons with the Berry curvature.

There are also cases that the magnon thermal Hall effect and spin Nernst effect are
contributed by the boundary states, which result from the nontrivial topology of the
magnon band structure. While magnons have no Fermi surface due to Bose statis-
tics, edge states [138–142] crossing gaps between bulk bands appear corresponding to
the Chern number [141] or Z2 topological number [142] of the bulk band. While such
magnon boundary states have not yet been observed, it is expected to be discovered in
the future with improved measurement technology. In Chap. 2, we discuss the details of
the description of magnons and the above topological properties.

1.3 Purpose and organization of this thesis
The purpose of this thesis is to extend the stage of topological properties of magnons
to the realm of higher dimensions or the nonlinear response regime and to search for
unconventional phenomena in magnetic materials. Magnons, which are quasiparticles in
magnetic materials, are attracting attention in the field of spintronics as an alternative
transport carrier in materials [84, 143]. Topological properties of magnons are expected
to be a treasure trove of novel phenomena in magnets that have not been observed in ei-
ther topological electronic or conventional magnonic systems. However, even a magnonic
counterpart of 3D topological insulators, which is recognized as one of the most significant
studies on electronic topological materials, has not been considered. As is the case in
electronic systems, many nontrivial properties can be expected in 3D magnetic materials
with Dirac surface states of magnons protected by symmetry. We will investigate sym-
metries in magnets and realize theoretically the surface states in the magnon systems.
We also focus on the fact that most of the magnon topological transport phenomena have
been investigated mostly in the range of linear response. It is expected that further new
phenomena will be found by exploring the region including nonlinear ones.

The remaining part of this thesis is organized as follows. In Chap. 2, we discuss
the formulation and basic properties of magnons as well as important studies on the
topological properties of magnons. The results obtained in this thesis are shown in
the following chapters. In Chap. 3, we propose a model for the magnonic analog of
3D topological insulators, i.e., a magnetic material which has symmetry-protected Dirac
surface states of magnons [144]. The model is constructed based on the pseudo-time-
reversal symmetry which is discussed in Sec. 2.6. However, the proposed model seems
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difficult to be realized experimentally since the setup is quite artificial. On the other
hand, magnonic analogs of topological crystalline insulators, which have the surface states
protected by crystal symmetries, can be realized more naturally. In Chap. 4, we propose
a model that realizes the magnon Dirac surface states in a much more realistic setup in a
magnetic material with a combined symmetry of time-reversal and half-translation [145].
We discuss the realization of the model in the van der Waals magnet CrI3 [146–155]. We
also propose a unique external field response that arises from the spin-momentum locking
of the Dirac surface state. In the next study, we consider the transport phenomena related
to the Berry curvature of magnons in the region beyond the linear response regime. The
study of the nonlinear response of magnons so far include the nonlinear Hall effect [122],
spin Seebeck effect [156], and optical response [157, 158]. In Chap. 5, by constructing a
second-order response theory for magnons with respect to temperature gradients, we show
that the nonlinear transverse current is associated with the extended Berry curvature
dipole of magnons [159]. We show that such nonlinear spin Nernst current, originating
from the extended Berry curvature dipole in antiferromagnets, can be widely realized
in magnetic materials without the DM interaction. In particular, the spin current is
generated in a simple honeycomb lattice antiferromagnet and can be redirected by the
lattice distortion. We summarize our studies and discuss the future prospects in Chap. 6.
The studies on the topologically nontrivial properties which are discussed in this thesis
are listed in Tab 1.1. The results of this thesis are shown with asterisks.

Tab. 1.1: The summary of the topological properties which are particularly relevant to
this thesis. The first column lists the name of topological materials and effects. The
references, which proposed or experimentally observed in electronic systems and corre-
sponding magnonic systems, are shown in the second and the third columns, respectively.
Asterisks are added to the studies which are the results of this thesis.

Materials (Effect) Electrons Magnons
Quantum Hall insulators [1], [2] (Sec. 1.1.2) [98], [99] (Sec. 2.3)

Quantum spin Hall insulators [9], [10], [11] (Sec. 1.1.3) [121], [142] (Sec. 2.6)
3D topological insulators [16], [24] (Sec. 1.1.4) [144] (Chap. 3) *

Topological crystalline insulators [32], [35] (Sec. 1.1.5) [145] (Chap. 4) *
Nonlinear Hall (Nernst) effect [39], [54] (Sec. 1.1.6) [122] (Sec. 2.3)

Nonlinear spin Hall (Nernst) effect N/A [159] (Chap. 5) *



Chapter 2

Topological properties of magnons: for-
malism and applications

As seen in the previous chapter, studies on the transverse transport phenomena and
edge (surface) states due to Berry curvature have led to significant results in electronic
systems. An important question is whether they can be realized in other systems, and the
answer is yes. Topological properties reminiscent of the Hall effect have been studied in
bosonic systems such as those of magnons [97–134], photons [160–166], phonons [167–179],
and triplons [180–184]. In particular, we are interested in the topological properties of
magnons since they are responsible for the novel transport phenomena in magnets. In this
chapter, after explaining the basic properties of magnons, we will discuss in detail some of
the topological properties in magnon systems that are particularly relevant to our studies.
The description and basic properties of magnons are discussed in Sec. 2.1. In Sec. 2.2, we
show how to obtain the energy eigenvalues of magnons described by Bogoliubov-de Gennes
(BdG) Hamiltonians. The DM interaction which plays an important role in topological
properties of magnons, and the thermal Hall effect of magnons are explained in Sec. 2.3. In
Sec. 2.4, we introduce a study of the magnon transverse current in the nonlinear response
regime. In Secs. 2.5 and 2.6, we show the studies on the spin Nernst effect contributed by
the bulk magnons and the magnon helical edge states in antiferromagnets, respectively.

2.1 Basic properties of magnons

Let us introduce the notation and the spin-wave approximation. o begin with, we assume
the spin with magnitude S is located at each lattice site.. Here, we define an operator of
the spin operator at site i as Si = (Sx

i , S
y
i , S

z
i ). The spin operator satisfies the commu-

tation relation [Sa
i , S

b
j ] = iδijϵabcS

c
i , where the Dirac constant is taken to be ℏ = 1. Here,

ϵabc is the Levi-Civita symbol. We take the basis at site i as the eigenstates of Sz
i , i.e.,

|mi⟩ (mi = −S,−S + 1, · · · , S − 1, S). These states satisfy the following equations:

S2
i |mi⟩ = S(S + 1) |mi⟩ , (2.1)

Sz
i |mi⟩ = mi |mi⟩ . (2.2)

19
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We define the spin raising and lowering operators as S±
i = Sx

i ± iSy
i , respectively. The

following commutation relations are satisfied:

[Sz
i , S

±
i ] = ±S±

i , (2.3)

[S+
i , S

−
i ] = 2Sz

i . (2.4)

Thus, when acting on the state |mi⟩, S±
i changes the eigenvalues of Sz

i by ±1, which
results in the following equation:

S±
i |mi⟩ =

√
S(S + 1) −mi(mi ± 1) |mi ± 1⟩ . (2.5)

For example, when a magnetic field is applied in the z-direction, the ground state of each
site is represented by |mi = S⟩. The first excited state |mi = S − 1⟩ is a spin precession
with a slight deviation from the z-direction, which is actually close to the picture of a
magnon at site i.

In general, the eigenstate |mi⟩ can be interpreted as a state in which the number of
magnons is ni = S−mi. When we define the number operator of magnons as Ni = S−Sz

i ,
then the annihilation and creation operators bi and b†i of magnons such that Nop

i = b†ibi
acts on the eigenstate |mi⟩ of Sz

i as follows:

b†i |mi = S − ni⟩ =
√
ni + 1 |mi = S − (ni + 1)⟩ , (2.6)

bi |mi = S − ni⟩ =
√
ni |mi = S − (ni − 1)⟩ , (2.7)

b†ibi |mi = S − ni⟩ = ni |mi = S − ni⟩ . (2.8)

Here, we note that bi and b†i satisfy [bi, b
†
i ] = 1. By using Eqs. (2.6) to (2.8), the action

of S+
i to the states with the number of magnons ni is reproduced when we redefine S+

i

as S+
i =

√
2S −Nop

i bi. This can be confirmed by the following calculation:

S+
i |mi = S − ni⟩ =

√
S(S + 1) − (S − ni)(S − ni + 1) |mi = S − ni + 1⟩

=
√

2S + 1 − (Nop
i + 1)

√
ni |mi = S − ni + 1⟩

=
√

2S −Nop
i bi |mi = S − ni⟩ . (2.9)

Thus, we can take the following mapping from the spin operator to the magnon annihi-
lation and creation operators:

Sz
i = S −Nop

i , (2.10)

S+
i =

√
2S −Nop

i bi, (2.11)

S−
i = b†i

√
2S −Nop

i . (2.12)

This is called Holstein-Primakoff transformation [185]. The commutation relations of the
spin operators are directly related to those of magnons. In particular, when the temper-
ature is low enough and the number of excited magnons is sufficiently small compared
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to the magnitude of spins S, the Holstein-Primakoff transformation can be written in a
simplified form:

Sz
i = S −Ni, (2.13)

S+
i ≃

√
2Sbi, (2.14)

S−
i ≃

√
2Sb†i . (2.15)

In a magnetic material where the spins are correlated with each other, the precessional
motion from the spin configuration in the ground state propagates as a wave. Let us
consider a Heisenberg ferromagnet with the Hamiltonian H = J

∑
⟨i,j⟩ Si · Sj, where the

summation is taken over the nearest-neighbor sites. After applying the Holstein-Primakoff
transformation, it can be diagonalized by the Fourier transformation b†k =

∑
i e

ikrib†i
under periodic boundary conditions. In this case, the phase factor eikri corresponds to
the azimuthal angle of the direction of the precessional motion of the spin. A schematic
picture of spin waves propagating through a magnet is shown in Fig. 2.1.

Fig. 2.1: Precession of the propagation of the spin waves. The low energy collective
excitation in the ordered magnets can be described as the propagation of such a deviation
from the ordered direction of the spins.

Here, a spin z-component of the one-magnon state |k⟩ = b†k |0⟩ one less than that
of the ground state of the ferromagnetic Hamiltonian |0⟩, i.e., ⟨k| (Sz

i − S) |k⟩ = −1.
Thus, in the case where the spins are aligned in the +z direction in the ground state,
the magnon carries a magnetic angular momentum of −ℏ. As the transport properties of
magnons, two physical quantities, spin angular momentum and energy, are of interest.

2.2 Diagonalization of bosonic Bogoliubov-de Gennes

Hamiltonians
In magnets with antiferromagnetic or non-collinear spin configurations, magnons are de-
scribed by the bosonic BdG Hamiltonians [186,187]. In such cases, the number of magnons
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no longer preserves. The intrinsic topological classifications of bosonic BdG Hamiltoni-
ans and their realization in magnon systems are reviewed in Ref. [188]. In this part, we
explain the way to obtain the energy eigenvalues and eigenstates of the systems which are
described by the bosonic BdG Hamiltonian. The discussion here is based on Ref. [186].
We also show the expression of the Berry connection and curvature of the system. Let
us consider the bosonic BdG Hamiltonian in k-space as follows:

H =
1

2

∑
k

ϕ†(k)H(k)ϕ(k), (2.16)

ϕ†(k) = [β†
1(k), · · · , β†

N (k), β1(−k), · · · , βN (−k)], (2.17)

where β†
i (k) is the creation operator of bosons with the momentum k. Here, the subscript

N is the number of internal degrees of freedom in a unit cell. The matrix H(k) is given
by

H(k) =

(
h(k) ∆(k)

∆∗(−k) h∗(−k)

)
. (2.18)

When we consider the system without dissipation, the Hamiltonian is Hermitian, leading
to h(k) = h†(k) and ∆T (k) = ∆(−k). The commutation relation satisfied by the compo-
nents of the operator ϕ(k) is written as [ϕi(k), ϕ†

j(k
′)] = (Σz)ijδk,k′ . Here, Σz is defined

as a tensor product Σz := σz⊗1N , where σa (a = x, y, z) is the a-component of the Pauli
matrix acting on the particle-hole space and 1N is the N × N identity matrix.

The linear combinations of bosons, which create eigenstates of bosonic BdG Hamilto-
nians, should be bosonic. Thus, the corresponding operator ψi(k) satisfies the commuta-
tion relations the same as ϕi(k), i.e., [ψi(k), ψ†

j(k
′)] = (Σz)ijδk,k′ . The operator ψi(k) is

written as ψi(k) = (T−1(k)ϕ(k))i, where T (k) is the matrix which diagonalizes the ma-
trix H(k). We here discuss under what conditions T (k) leaves the bosonic commutation
relation unchanged. The commutator of ψi(k) is written as follows:

[ψi(k), ψ†
j(k)] = [(T−1(k))ikϕk(k), (T−1(k))∗jlϕ

†
l (k)] = (T−1(k))ik(Σz)kl(T

−1(k))∗jl

=
(
T−1(k)Σz(T

−1(k))†
)
ij
, (2.19)

where repeated indices are summed over. Thus, the commutation relation [ψi(k), ψ†
j(k

′)] =
(Σz)ijδk,k′ correspond to the following para-unitary condition:

T (k)ΣzT
†(k) = Σz. (2.20)

The matrix T (k) satisfying the above para-unitarity is called para-unitary matrix. Thus,
we must diagonalize the BdG Hamiltonian by using a matrix satisfying the above para-
unitarity (2.20).

To obtain the energy eigenvalues of bosons and the para-unitary matrix T (k), it is
useful to note certain properties of ΣzH(k). When the matrix H(k) is positive definite,
the following three statements hold:
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(i) The eigenvalues of the matrix ΣzH(k) are real and nonzero.

(ii) If v(k) is an eigenvector of ΣzH(k) with eigenvalue E(k), then Σxv
∗(−k) is an

eigenvector of ΣzH(k) with eigenvalue −E(k), where Σx := σx ⊗ 1N .

(iii) Eigenvectors can be taken to satisfy para-orthogonality v†nσ(k)Σzvmρ(k) = σδnmδσρ,
where n = 1, · · · ,N and σ = ±, 2N .

The proof of these are shown in Appendix A. By using (i), (ii), and (iii), we can see that
the para-unitarity Eq. (2.20) is satisfied by the following matrix T (k):

T (k) = (v1+(k), · · · ,vN +(k),v1−(k), · · · ,vN −(k)) , (2.21)

where the eigenvectors vn+(k) and vn−(k) are related by vn+(k) = Σxv
∗
n−(−k) (n =

1, · · · ,N ). The Hamiltonian is diagonalized by T (k) as follows:

T †(k)H(k)T (k) = diag (E1(k), · · · , EN (k), E1(−k), · · · , EN (−k)) . (2.22)

Therefore, solving the eigenvalue problem ΣzH(k)v(k) = E(k)v(k), we obtain the eigen-
values and the para-unitary matrix automatically. Since the ΣzH(k) is no longer Hermi-
tian, the bosonic BdG systems should be understood in terms of non-Hermitian quantum
systems. As in above (iii), as a result of the non-Hermiticity, the para-orthogonality is
satisfied under the inner product different from that of Hermitian systems. Therefore,
we introduce the inner product as follows:

⟨⟨ϕ,ψ⟩⟩ = ϕ†Σzψ, (2.23)

where ϕ and ψ are the 2N -dimensional vectors. Reflecting this, the Berry connection
and curvature of the bosonic systems described by BdG Hamiltonian are written as

Anσ(k) = iσ⟨⟨vnσ(k),vnσ(k)⟩⟩ (2.24)

Ωnσ(k) = ∇k ×Anσ(k). (2.25)

The detailed derivation of these formulas is given in Ref. [103].

2.3 Dzyaloshinskii-Moriya interaction and the ther-

mal Hall effect of magnons

The DM interaction [135–137], which is an effective interaction that appears between spins
via the spin-orbit interaction, contributes to the realization of topologically nontrivial
magnon states. The Hamiltonian of the DM interaction between the sites i and j is,
in many cases, given by HDM

ij = Dij · (Si × Sj), where Dij is a vector determined
by the crystal structure. This interaction gives a complex hopping term to the magnon
Hamiltonian in a similar way that the spin-orbit interaction does to electron Hamiltonians.
As an example, let us consider a two-dimensional ferromagnet with magnetization in
the +z direction. In many 2D magnetic materials, Dij points in the z-direction as
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Dij = Dez. By applying the Holstein-Primakoff transformation, HDM
ij can be written as

HDM
ij = iDSb†ibj + h.c..

Magnons in ferromagnets with DM interactions can be described in a similar way
as quantum Hall insulators in electronic systems discussed in Sec. 1.1.2. Since magnons
with no electric charge cannot be driven by an electric field, a temperature gradient is
instead applied as a driving force. Magnons excited from spins aligned in the z-direction
acquire complex phases through the DM interaction, which results in the Berry curvature
of magnons. This contributes to the magnon current in a direction perpendicular to the
temperature gradient, leading to a transverse thermal current. A schematic picture of the
magnon thermal Hall effect is shown in Fig. 2.2. It was observed experimentally [99] soon
after the theoretical proposal [98] and triggered a great deal of interest in the topological
properties of magnons.

Fig. 2.2: Schematic picture of the magnon thermal Hall effect. Spins in a ferromagnet are
aligned in the z-direction due to an applied magnetic field. Berry curvature of magnons
arising from the DM interaction results in the current flowing in the direction perpendic-
ular to both the magnetic field and the temperature gradient. This figure is taken from
Ref. [99].

In the theoretical study [98], the kagome lattice ferromagnet with the fictitious fluxes
shown in Fig. 2.3 (a), which would be induced by the DM interaction, is proposed as
a model exhibiting the magnon thermal Hall effect. These fictitious fluxes open gaps
between the three bulk bands of magnons. The Chern numbers of the lower, middle, and
top bands are defined as Chn =

∫
BZ
dkΩn(k) (n = 1, 2, 3), and are calculated as −1, 0, and

1, respectively. Here, Ωn(k) = −2Im ⟨(∂/∂kx)un(k)|(∂/∂ky)un(k)⟩ is the Berry curvature
of magnons with the nth eigenvector |un(k)⟩. We note that the expression of the Berry
curvature in this case is the same as that of electrons, since magnons in the ferromagnets
are usually described not by the BdG Hamiltonian, but by the Hamiltonian without
paring terms. The bulk-edge correspondence similar to that of electrons can be confirmed
as well for magnons [141]. In Fig. 2.3 (b), which is the result of the band calculation for
a finite strip, we can see the chiral edge states of magnons between the three bulk bands.
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(b)(a)

Fig. 2.3: (a) Kagome lattice system with fictitious fluxes. Magnons obtain the complex
phase of ϕ, when going around a triangle consisting of three lattice sites along the direction
indicated by the arrows. These complex phases are the same as the ones that the DM
interaction induces to magnons on the kagome layers within the pyrochlore lattice. (b)
Magnon band structure of the kagome lattice ferromagnet with DM interaction. The
Chern numbers of the three bands are 1, 0, and −1, respectively. Chiral edge states of
magnons can be seen between the band gaps. Figures (a) and (b) are taken from Refs. [98]
and [110], respectively.

The expression of the magnon thermal Hall coefficient originally derived in Ref. [98]
should be modified by taking into account the orbital angular momentum of magnons.
The correct formula was obtained in Ref. [101] and is eventually written as follows:

κxy = −k
2
BT

ℏV
∑
n,k

c2(ρ0(ϵn(k)))Ωn(k), (2.26)

where kB, T , V , ρ0, and ϵn(k) are the Boltzmann constant, temperature, the volume of
the system, the Bose distribution function, and the energy of the nth band, respectively.
By using the polylogarithm function Li2(−ρ), the function c2(ρ) is defined as c2(ρ) =

(1 + ρ)
(

log 1+ρ
ρ

)2
− (log ρ)2 − 2Li2(−ρ). From a semi-classical description of magnons,

the formula Eq. (2.26) is derived in Appendix B.
When magnons are described by a BdG Hamiltonian, the thermal Hall coefficient can

be given in the same form as Eq. (2.26) with the replacement of the Berry curvature Ωn(k)
by Ωn+(k) in Eq. (2.25). Although one-half of the eigenvalues of the matrix ΣzH(k) are
positive and the others are negative, the summation is taken only over the eigenstates
with positive eigenvalues. As you can see from Eq (2.26), the thermal Hall current is
not directly related to the Chern numbers or is quantized. The reason for this is that
magnons are bosons and do not have Fermi surfaces. Therefore, in magnon systems, the
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Chern number should be understood simply as a quantity that counts the number of edge
states.

The thermal Hall effect of magnons has been observed for the first time in a pyrochlore
ferromagnet Lu2V2O7 [99], which is understood as a 3D stack of the proposed one [98]. In
the experiment, the thermal Hall conductivity perpendicular to the temperature gradient
was measured for different signs and magnitudes of the magnetic field, which is shown in
Fig. 2.4. The possibility that the contribution is due to electrons or phonons is excluded
by considering the dependence on the magnetic field and temperature. The thermal Hall
effect of magnons in a kagome ferromagnet as is the first proposal was later experimentally
observed in the magnet Cu(1-3, bdc) [113].

Fig. 2.4: The thermal Hall conductivity of Lu2V2O7 measured at various temperatures
and applied magnetic fields, which is considered to be the contribution of magnons. The
magnon thermal Hall effect is unclear at too low temperature and at high temperature
since there are few excited magnons and since thermal fluctuation is large, respectively.
We can see the magnetic field dependence of the thermal Hall coefficient most clearly at
the temperature around 50 K. This figure is taken from Ref. [99].

2.4 Transverse current of magnons as a nonlinear re-

sponse

While most of topological properties of magnons are studied in the linear response regime,
the transverse current of magnons, i.e., magnon current perpendicular to the magnetic-
field gradient, is studied in the nonlinear response regime [122]. Following the discussion
of the nonlinear Hall effect of electrons in Ref. [39], the magnon current perpendicular to
the magnetic-field gradient ∇Bz is associated with the Berry curvature dipole of magnons.
The magnetization current conveyed by magnons as a second-order response to ∇Bz is
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given by

JNL,α = χαβγ(∂βBz)(∂γBz), (2.27)

where χαβγ = ϵαβγ(gµB)3τDβδ/ℏ2. Here, g, µB, and τ , are the g-factor of constituent
spins, Bohr magneton, and the relaxation time of magnons, respectively. In the case that
the spins are aligned in the +z-direction, the Berry curvature dipole tensor of magnons
Dαβ is defined as follows:

Dαβ =
1

V

∑
n,k

∂Ωβ
n(k)

∂kα
ρ0(ϵn(k)), (2.28)

where V is the volume of the systems. As shown in Fig. 2.5, the Berry curvature dipole
of magnons is calculated in the honeycomb lattice ferrimagnet, in which the spins on the
two sublattices are ordered in the same direction but have the different magnitudes.

Fig. 2.5: The Berry curvature dipole Dx in the honeycomb lattice ferrimagnet. It is
calculated as a function of the angle ϕ between one of the nearest-neighbor bonds and
the x-axis. This figure is taken from Ref. [122].

2.5 Spin Nernst effect of magnons

Similarly to the spin Hall effect for electrons, the spin Nernst effect of magnons is also
realized by combining the magnon thermal Hall systems with spin dipole moments in
opposite directions to each other. In the honeycomb lattice antiferromagnets with the
DM interaction, it is shown that magnons flow perpendicular to the temperature gradient,
and these directions are opposite between the magnon states with the magnetic moments
upward and downward [120]. These transverse magnon currents result in a pure spin
current without heat flow, which is the spin Nernst effect of magnons. The honeycomb
lattice antiferromagnet exhibiting spin Nernst effect of magnons is shown in Fig. 2.6. The
spins on the sublattices A and B are aligned upward and downward, respectively.
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Fig. 2.6: The left panel shows the schematic picture of the magnon spin Nernst effect.
Antiferromagnetic Heisenberg interaction between the nearest-neighbor spins results in
the Néel order, in which spins on the sublattice A (B) point in the +z (−z)-direction.
Due to the DM interaction, magnon states with the magnetic moments upward, i.e.,
+ℏ (downward, i.e., −ℏ) flow leftward (rightward). As in the case of spin Hall effect of
electrons, they result in the pure spin current. This figure is taken from Ref. [120]. The
right panel shows the lattice vector ai and the vector between the nearest-neighbor sites
di (i = 1, 2, 3).

The Hamiltonian of the model is written as follows:

H = J1
∑
⟨ij⟩

Si · Sj +D2

∑
⟨⟨ij⟩⟩

ξij · (Si × Sj) + K
∑
i

(Sz
i )2 , (2.29)

where J1 and D2 are the coupling constant of the antiferromagnetic Heisenberg interaction
(J1 > 0) and the DM interaction, respectively. The summations of the first and the second
terms are taken over the nearest and the next nearest-neighbor couplings, respectively.
The vector ξij is defined as ξij = 2

√
3di × dj, where di(j) is a vector pointing from the

lattice site between the sites i and j to the site i(j). The third term is an easy-axis
anisotropy and satisfies K < 0.

By applying Holstein-Primakoff and Fourier transformations, we can obtain the BdG
Hamiltonian of magnons as follows:

H =
∑
k

ψ†(k)H(k)ψ(k), (2.30)

where ψ†(k) = [a†k, b
†
k, a−k, b−k]. The operator ak (bk) annihilates magnons with the wave

vector k, which are excited from spins on the sublattice A (B). The matrix H(k) is given
by

H(k) = S


d+D2g(k) 0 0 J1f(k)

0 d−D2g(k) J1f
∗(k) 0

0 J1f(k) d−D2g(k) 0
J1f

∗(k) 0 0 d+D2g(k)

 , (2.31)



2.5 Spin Nernst effect of magnons 29

where d = 3J1 − 2K, f(k) =
∑

i e
ik·di . The function g(k) is defined as

g(k) =
∑
i

2 sin(k · ai), (2.32)

where ai (i = 1, 2) are the lattice vectors (see Fig. 2.6). As in the present system, in
collinear antiferromagnets that contain only the interactions such as Heisenberg and DM
interactions, the z-component of the total spins Sz is conserved since they preserve the
symmetry of the rotation around the z-axis. In such a case, the magnon eigenstates are
separated into two parts which are magnon states with magnetic moment upward and
downward. When we write the magnon vacuum as |0⟩, magnon states with magnetic
moment upward (downward) are described as linear superpositions of the states written
as ak |0⟩ and b†−k |0⟩ (bk |0⟩ and a†−k |0⟩). This state can be thought of as an electron with
an upward (downward) spin and a momentum k.

The DM interaction gives the Berry curvature with opposite signs to magnons states
having the magnetic moments upward and downward as the spin Hall effect does for
electronic systems. The magnon spin Nernst current, which is carried by the magnon
states with the magnetic moments upward and downward moving in opposite directions,
is evaluated in linear response theory. It is written as follows:

JS
y =

∇T
V

∫
BZ

d2kc1 (ρ0(ϵ(k))) (Ω↑(k) − Ω↓(k)) . (2.33)

Here, Ω↑(↓)(k) is the Berry curvature of magnons with the magnetic moment upward
(downward), respectively. We assume that the temperature is written as T (r) = T0 +
x∇T , where ∇T is a constant for the temperature gradient. The function c1(ρ0) is defined
as c1(ρ0) := (1 + ρ0)ln(1 + ρ0) − ρ0lnρ0.

A spin current perpendicular to the temperature gradient, which is considered to
be generated by a mechanism similar to the theoretical proposal, has been observed
in an antiferromagnet MnPS3 with a stacked honeycomb lattice [124]. Since couplings
between the honeycomb layers of MnPS3 is small, the system is regarded as a stacking of
independent 2D magnets, and is close to the one proposed in the theoretical study. The
spin current flowing in the direction perpendicular to the temperature gradient can be
converted into an electric current due to the inverse spin Hall effect by injecting it into
the Pt terminal [see Fig. 2.7].
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Fig. 2.7: (a) Experimental setups for observing the magnon spin Nernst effect in MnPS3.
(b) Difference between the electric voltage of the two Pt terminals Pt1 and Pt2. As a
signal of the spin current generated in the direction perpendicular to the temperature
gradient, the difference is clearly observed at the temperature below TN = 80 K, which
is the antiferromagnetic ordering temperature. These figures are taken from Ref. [124].

2.6 Magnonic analogs of quantum spin Hall insula-

tors

Since the honeycomb lattice antiferromagnet in the previous section has only one magnon
band, there is no helical edge state of magnons, and the spin Nernst effect of magnons is
contributed by the magnons in the bulk.

On the other hand, magnonic systems having helical edge states, which are analogous
to quantum spin Hall insulators of electrons discussed in Sec. 1.1.3, have also been pro-
posed theoretically [121,123]. The first model is constructed as an antiferromagnetically
coupled two layers of the honeycomb lattice. The spin configuration of this model and
the magnon band structure are shown in Fig. 2.8(a) and (b), respectively. A helical edge
state can be seen in the bulk band gap.
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(a) (b)

Fig. 2.8: (a) Bilayer honeycomb lattice antiferromagnet with a staggered magnetization.
Spins on the nearest-neighbor sites and layers are aligned in the opposite directions to
each other. (b) Magnon band structure. Helical edge states which are topologically
nontrivial are shown in blue. The red lines are the edge states which are not related to
the topology of the magnon bands. The figures are taken from Ref. [121].

The Hamiltonian of this model is given by

H = J1
∑
⟨i,j⟩,l

S
(l)
i · S(l)

j +D2

∑
⟨⟨i,j⟩⟩,l

ξij ·
(
S

(l)
i × S(l)

j

)
+ K

∑
i

(
ez · S(l)

i

)2
+ J ′

∑
i

S
(1)
i · S(2)

i ,

(2.34)

where the index l = 1, 2 denotes the first and second layers. Here, S
(l)
i is the operator

of the spin at site i on the lth layer. The first term is the intralayer antiferromagnetic
Heisenberg interaction between the nearest-neighbor spins. The second term is the in-
tralayer DM interaction between the next-nearest-neighbor spins. The remaining terms
are the easy-axis anisotropy and the interlayer antiferromagnetic Heisenberg interaction,
respectively. By applying Holstein-Primakoff and Fourier transformations, the Hamilto-
nian can be written as follows:

H =
∑
k

ψ†(k)H(k)ψ(k), (2.35)

where ψ† = [a†1(k), b†2(k), a†2(k), b†1(k), a1(−k), b2(−k), a2(−k), b1(−k)]. Here, a1(2)(k)
and b1(2)(k) annihilate magnons with the wave vector k which are excited from spins on
the A and B sublattices on the first (second) layer. The matrix H(k) is given by

H(k) =


h1(k) 0 0 ∆1(k)

0 h∗1(−k) ∆∗
1(−k) 0

0 ∆∗
1(−k) h∗1(−k) 0

∆1(k) 0 0 h1(k)

 , (2.36)
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where

h1(k) = S

(
3J + J ′ − 2K +D2g(k) 0

0 3J + J ′ − 2K −D2g(k)

)
, (2.37)

∆1(k) = S

(
J ′ Jf(k)

Jf ∗(k) J ′

)
. (2.38)

Here, the function g(k) is defined in Eq. (2.32).

In electronic spin Hall insulators, the Kramers theorem plays an important role in
the robustness of the helical edge states. Kramers theorem is applicable only when the
time-reversal operator satisfies Θ2 = −1 as in the case of electrons. However, since
magnons are bosons, Kramers theorem is not directly applicable since the time-reversal
operator satisfies Θ2 = +1. In the above system, the time-reversal operator is defined
as Θ = 12 ⊗ σx ⊗ 12K with Θ2 = +1, which exchanges magnons from spins upward and
downward. Here, 12 and K are the 2×2 unit matrix and the complex conjugate operator,
respectively. With this Θ, the Hamiltonian H(k) satisfies Θ−1H(k)Θ = H(−k). In the
case where Kramers theorem does not hold, it is expected that the hybridization of the
edge states occurs at the band crossing point, opening the gap and causing the helical
edge state to disappear. Despite this, magnon helical edge states appear in the band
structure in Fig. 2.8. This is due to the conservation of the z-component of spins in
this model. In spin-conserving systems, the magnon states with upward and downward
magnetic moments are separated from each other, so there is no hybridization at the band
crossing point to open the gap. The fact that magnon states with upward and downward
magnetic moments can exist as separated and degenerate states in systems with spin
conservation suggests that it has a different symmetry other than Θ. In fact, when
a model satisfying the time-reversal symmetry conserves the z-component of spins, it
simultaneously has a symmetry of the operator Θ′ = σz⊗iσy⊗12K with Θ′2 = −1 satisfies
Θ′−1H(k)Θ′ = H(−k). The operator Θ′ is called pseudo-time-reversal operator [142]. As
shown in Appendix C, Kramers theorem can also be applied to the bosonic systems as
long as they have pseudo-time-reversal symmetry. Thus, the symmetry of Θ′ leads to
Kramers pairs of magnons.

The topological phases under the symmetry of Θ′ are studied in our paper Ref. [142]
and summarized in our review [188]. Here, let us compare the form of a Hamiltonian with
time-reversal symmetry and that of a Hamiltonian with pseudo-time-reversal symmetry.
The generic Hamiltonian satisfying time-reversal symmetry Θ−1H(k)Θ = H(−k) can be
written as follows: Let us define the generic Hamiltonian H(k) satisfying time-reversal
symmetry Θ−1H(k)Θ = H(−k) as a 4N × 4N matrix, where N = 2 for the case of
Eq. (2.38). This is given in the following expression:

H(k) =


h̄1(k) h̄2(k) ∆̄2(k) ∆̄1(k)

h̄†2(k) h̄∗1(−k) ∆̄∗
1(−k) ∆̄†

2(k)

∆̄†
2(k) ∆̄∗

1(−k) h̄∗1(−k) h̄∗2(−k)
∆̄1(k) ∆̄2(k) h̄T2 (−k) h̄1(k)

 , (2.39)
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where h̄i(k) and ∆̄i(k) for i = 1, 2 are N × N matrices and satisfy h̄†1(k) = h̄1(k),
∆̄†

1(k) = ∆̄1(k), h̄T2 (k) = h̄2(−k), and ∆̄T
2 (k) = ∆̄2(−k). Here, N is the number of the

degrees of freedom. On the other hand, the one satisfying pseudo-time-reversal symmetry
Θ′−1H(k)Θ′ = H(−k) is given by

H(k) =


h1(k) h2(k) ∆2(k) ∆1(k)

h†2(k) h∗1(−k) ∆∗
1(−k) −∆†

2(k)

∆†
2(k) ∆∗

1(−k) h∗1(−k) h∗2(−k)
∆1(k) −∆2(k) hT2 (−k) h1(k)

 , (2.40)

where hi(k) and ∆i(k) for i = 1, 2 are N × N matrices and satisfy h†1(k) = h1(k),
∆†

1(k) = ∆1(k), hT2 (k) = −h2(−k), and ∆T
2 (k) = ∆2(−k). We can see that these forms

are the same when the system conserves spins, i.e., h2(k) = h̄2(k) = ∆2(k) = ∆̄2(k) = 0.

When the system breaks the spin conservation, the time-reversal symmetry and the
pseudo-time-reversal symmetry do not coincide, and the helical edge state cannot exist
unless the latter is satisfied. The first model of a magnonic analog of quantum spin Hall
insulators without spin conservation was proposed in Ref. [142]. The model includes the
XYZ anisotropy, which breaks the spin conservation but does not break pseudo-time-
reversal symmetry. The Hamiltonian for this system can be written as follows:

HH = H
(1)
XYZ +H

(2)
XYZ +H

(1)
DM +H

(2)
DM +H(inter), (2.41)

H
(l)
XYZ =

∑
⟨i,j⟩

J (l)
x S

(l)
i,xS

(l)
j,x + J (l)

y S
(l)
i,yS

(l)
j,y + J (l)

z S
(l)
i,zS

(l)
j,z, (2.42)

H
(l)
DM = D

∑
⟨⟨i,j⟩⟩

ξij
(
S

(l)
i × S(l)

j

)
z
, (2.43)

H(inter) = J ′
∑
i

S
(1)
i · S(2)

i , (2.44)

where S
(l)
i,a (a = x, y, z) is the a-component of the spin at site i on the lth layer and

J
(1)
z = J

(2)
z .

To make the pseudo-time-reversal symmetry satisfied, J
(l)
x and J

(l)
y in the top and

bottom layers (l = 1 and 2) should be tuned to be J
(1)
x = J

(2)
y and J

(1)
y = J

(2)
x . 1

The band structure of magnons is shown in Fig. 2.9. We can see that the helical edge
state of magnons is not gapped out by the XYZ anisotropy as long as it respects the
pseudo-time-reversal symmetry.

1As seen from this, models for the magnonic analogs of quantum spin Hall insulators which break
spin conservation are artificial in many cases.
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Fig. 2.9: Magnon band structure of the magnonic analog of quantum spin Hall insulators
with the Hamiltonian in Eq. (2.41). The helical edge is shown in red. This figure is taken
from Ref. [142].

In general, Z2 topological invariant for magnonic analogs of quantum spin Hall in-
sulators which are symmetric under Θ′ is defined in the following. Here we focus on
the non-negative eigenvalues of ΣzH(k), and it is enough since the topological invari-
ants are the same in the non-positive eigenvalues as discussed later. Since the systems
satisfying Θ′-symmetry are assumed to have the same number of spins pointing up-
ward and downward, the number of degrees of freedom of magnons N is even. As
shown in Appendix C, there are always two different eigenstates Ψn,1,+(k) and Ψn,2,+(k)
(n = 1, · · · ,N /2) with the eigenvalues En(k) and En(−k), respectively. They satisfy
Ψn,2,+(k) = −Θ′Ψn,1,+(−k) and form the nth Kramers pair. Next, we consider the
eigenvectors of ΣzH(k) with the non-positive eigenvalues, i.e., hole bands. As discussed
in Appendix A, the particle-hole conjugates Ψn,l,−(k) = ΣxKΨn,l,+(−k), (l = 1, 2) are
the eigenvectors of ΣzH(k) with the eigenvalue −En((−1)lk). These eigenvectors satisfy
the relations ⟨⟨Ψn,l,σ(k),Ψm,l′,σ′(k)⟩⟩ = σδn,mδl,l′δσ,σ′ (σ = ±) due to the para-unitarity
of the matrix diagonalizing ΣzH(k), where the inner product is defined in Eq. (2.23).

The Berry connection and curvature of the eigenstates Ψn,l,σ(k) are defined as follows:

An,l,σ(k) = i σ ⟨⟨Ψn,l,σ(k),∇kΨn,l,σ(k)⟩⟩ , (2.45)

Ωn,l,σ(k) = ∇k ×An,l,σ(k). (2.46)

Let us take the summation over l = 1, 2 and define the Berry connection and curvature
of the nth Kramers pair as

An,σ(k) =
∑
l=1,2

An,l,σ(k), (2.47)

Ωn,σ(k) =
∑
l=1,2

Ωn,l,σ(k). (2.48)
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Here, Ψn,2,+(k) = −Θ′Ψn,1,+(−k) and Ψn,l,−(k) = ΣxKΨn,l,+(−k) result in the relations
of the Berry connections written as An,1,+(k) = An,2,−(k) and An,2,+(k) = An,1,−(k).
They yield An,σ(k) = An,−σ(k) and Ωn,σ(k) = Ωn,−σ(k).

By using the Berry connection and curvature of the nth Kramers pair, Z2 topological
invariant for magnonic analogs of quantum spin Hall insulators is defined as follows:

Dn,σ :=
1

2π

[∮
∂EBZ

dk ·An,σ(k) −
∫
EBZ

d2kΩz
n,σ(k)

]
mod 2, (2.49)

where EBZ and ∂EBZ stand for the effective Brillouin zone and its boundary which are
the same as those in Eq. (1.5), respectively. Due to An,σ(k) = An,−σ(k) and Ωn,σ(k) =
Ωn,−σ(k), the topological invariants of particles and holes are the same, i.e., Dn,σ = Dn,−σ.





Chapter 3

Three-dimensional topological magnon
systems

To extend magnonic analogs of quantum spin Hall insulators (2D topological insulators)
to 3D, it is necessary to break the spin conservation. In realizing a Z2 topological phase
of magnons in such systems, pseudo-time-reversal symmetry discussed in Sec. 2.6 plays
an important role. In this study, we propose for the first time a model for a magnonic
analog of 3D topological insulators, which is discussed in Sec. 1.1.4 for electrons. The
model is designed to satisfy pseudo-time-reversal symmetry. In these systems, the Dirac
surface states of magnons protected by the pseudo-time-reversal symmetry appear. We
explain the model on a diamond lattice in Sec. 3.1. The topological invariants and bulk-
edge correspondence is discussed in Sec. 3.2. In Sec. 3.3, we show that the topological
invariants can be much more simplified when the system has inversion symmetry. By
using the simplified expressions of topological invariants, we construct a phase diagram
of the proposed model in Sec. 3.4.

3.1 Model
Let us consider the first example of magnonic analogs of 3D topological insulators. We
assume artificial spin systems in which two spins are localized at each site of the diamond
lattice and pointing in the opposite directions to each other, as shown in Fig. 3.1. We
consider the Hamiltonian of this system as follows:

H = HDM +HJ ′ +HJ +HXY +HΓ +Hκ, (3.1)

where the first term HDM is the DM interaction acting between next-nearest-neighbor
spins pointing in the same direction. In order to realize the spin configuration in which
two spins on the same site are aligned in the opposite directions, we consider the second
term HJ ′ , which is antiferromagnetic interaction between these two spins. The third
term HJ is the bond-dependent ferromagnetic interaction between nearest-neighbor spins
pointing in the same direction. The remaining term Hκ is the single-ion anisotropy. We
note that in the magnon description, the Hamiltonian corresponding to the Fu-Kane-
Mele model [16] is realized. After applying the Holstein-Primakoff transformation, the
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interactions HJ , HDM, HΓ, and HXY correspond to the hopping term t
∑

⟨i,j⟩ c
†
icj, the z,

x, and y-components of the spin-orbit interaction i(8λSO/a
2)
∑

⟨⟨i,j⟩⟩ c
†
is · (d1

ij × d2
ij)cj in

Eq. (1.18). The correspondence between the Hamiltonians of magnons considered here
and those of electrons in Ref. [16] is summarized as follows:

HJ ↔ t
∑
⟨i,j⟩

c†icj, (3.2)

HDM ↔ i(8λSO/a
2)
∑
⟨⟨i,j⟩⟩

c†isz(d
1
ij × d2

ij)zcj, (3.3)

HΓ ↔ i(8λSO/a
2)
∑
⟨⟨i,j⟩⟩

c†isx(d1
ij × d2

ij)xcj, (3.4)

HXY ↔ i(8λSO/a
2)
∑
⟨⟨i,j⟩⟩

c†isy(d
1
ij × d2

ij)ycj. (3.5)

The remaining interactions HJ ′ and Hκ are considered to realize the spin configuration
shown in Fig. 3.1 and do not have their counterparts in the Fu-Kane-Mele model [16]. It
is confirmed that they do not change the topology of the band structure. The detailed
expression of the Hamiltonian in terms of magnons obtained by applying the Holstein-
Primakoff and Fourier transformations are discussed in Appendix D. In the absence of
HΓ, we can obtain the energy spectrum of the system analytically, which is discussed in
Appendix E.

a3

a2a1

A

B

A

A

A

Fig. 3.1: Diamond lattice magnet having two spins at each site, which is proposed as
the first model of magnonic analog of 3D topological insulators. We assume that the
two spins at the same sites are aligned upward and downward. Two sublattices of the
diamond lattice are denoted as A and B. The lattice prime vectors are shown by ai

(i = 1, 2, 3).

3.2 Topological invariants

By using the Berry connection Eq. (2.47) and curvature Eq. (2.48) for bosonic BdG
systems, the topological invariants for 3D topological magnonic systems are defined as
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follows:

νnσi,0 :=
1

2π

[∮
∂EBZi,0

dk · [Anσ(k)]ki=0 −
∫
EBZi,0

dkjdkk
[
Ωi

nσ(k)
]
ki=0

]
mod 2, (3.6)

νnσi,π :=
1

2π

[∮
∂EBZi,π

dk · [Anσ(k)]ki=π −
∫
EBZi,π

dkjdkk
[
Ωi

nσ(k)
]
ki=π

]
mod 2. (3.7)

Here, i (= x, y, z) and n are the indices for the coordinates and the bands. The indices
j and k represent two of x, y, and z which are different from i. The particle and hole
space is designated by σ = + and σ = −, respectively. We define EBZx,0 and others in
the same way as the electronic systems in Eqs. (1.12) and (1.13). In this chapter, we
calculated the topological invariants by using the numerical method of Ref. [19].

Since the values of the topological invariants of a particle and a hole are the same:
νn+i,0 = νn−i,0 , νn+i,π = νn−i,π as discussed in Sec. 2.6, we write νn±i,0(π) = νni,0(π) in the following. To
consider the bulk-boundary correspondence of magnons, we introduce the virtual “Fermi
level” ϵ, and take the summation of topological invariants over the bands below ϵ. This
summation is confirmed to correspond to the number of the surface states, in the same way
as that of electrons [16]. As we discussed for electron topological insulators in Sec. 1.1.4
four of the six topological indices νi,0(π) are independent. Let us define a set of independent
topological indices (νn0 ; νnx , ν

n
y , ν

n
z ) as νn0 = νnx,0 + νnx,π and νni = νni,π (i = x, y, z). We call

the topological phase for ν0 =
∑

n,(En(k)≤ϵ) ν
n
0 (mod 2) = 1 as the strong topological

phase in the magnonic analogs of 3D topological insulators. On the other hand, the weak
topological phase refers to that for ν0 =

∑
n,(En(k)≤ϵ) ν

n
0 (mod 2) = 0 and at least one of

νi =
∑

n,(En(k)≤ϵ) ν
n
i (mod 2) (i = x, y, z) taking nonzero.

3.3 Simplified expressions for the topological invari-

ants of the diamond lattice system
If a system has inversion symmetry, the expression of the topological invariants for topo-
logical insulators can be greatly simplified [83]. The same discussion can be applied to
magnon systems. In this part, by using inversion symmetry, we analytically calculate the
topological invariants for the diamond lattice system. The Hamiltonian (D.7) satisfies
the following inversion symmetry:

RΣzH(k) − ΣzH(−k)R = 0, (3.8)

where R is an inversion operator defined as R := 12 ⊗ 12 ⊗ σx. Following the discussion
in Ref. [83], topological invariants for 3D topological magnon systems with inversion
symmetry can be written as

(−1)ν0 =
∏

n1=0,1;n2=0,1;n3=0,1

δm=(n1n2n3),

(−1)νi =
∏

ni=1;nj ̸=i=0,1

δm=(n1n2n3), (3.9)
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where i = x, y, and z. Since ΣzH(k) commutes with the inversion operator R at TRIM:
Γm = (Γx

m,Γ
y
m,Γ

z
m) = π(n1, n2, n3), an energy eigenvector Ψn,1,+(Γm) can be chosen to

be an eigenvector of R. Here, we write the eigenvalue of R as ξn(Γm). Then, δm=(n1n2n3)

is defined as the product of ξn(Γm) over the bands below the fictitious Fermi energy:

δm=(n1n2n3) =
∏

n,En(k)≤ϵ

ξn(Γm) (3.10)

Now, we assume that the fictitious Fermi energy lies between two bands in the particle
space. In this case, δm=(n1n2n3) is an eigenvalue of R with eigenvector of the lower band
Ψ2,1,+(Γm). In the following, we obtain the expression of Ψ2,1,+(Γm). The Hamiltonian
of the diamond lattice system is written in the same form as Eq. (2.40) with N = 2. In
particular, at the TRIM, the Hamiltonian of the diamond lattice system is written as

H(k) =


h1(Γ) 0 0 J ′12

0 h∗1(Γ) J ′12 0
0 J ′12 h∗1(Γ) 0
J ′12 0 0 h1(Γ)

 , (3.11)

where J ′ is a coupling constant of the Heisenberg interaction between spins on the same
site, as explained in Appendix D. The eigenvectors of the matrix h1(Γ) are written as:

ϕ±(Γ) =
1√
2

(
1

∓sgn[γ(Γ)]

)
, (3.12)

where the corresponding eigenvalues are ϵ±(Γ) = d0 ± |d1(Γ)|. Here, γ(k) is defined as
γ(k) = −d1(k) − id2(k). We note that the imaginary part of γ(k), i.e., d2(k), vanishes
at TRIM. If we write the eigenvector of ΣzH(Γ) as

Φ±(Γ) =


αϕ±(Γ)

0
0

βϕ±(Γ)

 , (3.13)

the eigenvalue equation can be written as follows:
h1(Γ) 0 0 J ′12

0 h∗1(Γ) J ′12 0
0 −J ′12 −h∗1(Γ) 0

−J ′12 0 0 −h1(Γ)




αϕ±(Γ)
0
0

βϕ±(Γ)

 = E±(Γ)


αϕ±(Γ)

0
0

βϕ±(Γ)

 . (3.14)

This results in the following relation:(
ϵ±(Γ) − E±(Γ) J ′

−J ′ −ϵ±(Γ) − E±(Γ)

)(
α
β

)
=

(
0
0

)
. (3.15)
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In order for the equation to have a nontrivial solution, the determinant of the matrix on
the left-hand side must be zero. Then, we obtain the following equation:

E2
±(Γ) − ϵ2±(Γ) + J ′2 = 0. (3.16)

Therefore, we obtain the energy eigenvalues in the particle space:

E±(Γ) =
√
ϵ2±(Γ) − J ′2. (3.17)

We can see that E+(Γ) and E−(Γ) correspond to the energies of the top and bottom
bands, respectively. Now we focus on the bottom band. By using θ(Γ) defined as

tanh (θ(Γ)) :=
E−(Γ) − ϵ−(Γ)

J ′ , (3.18)

the coefficients α and β of the normalized wave function of the bottom band are written
as α = cosh (θ(Γ)) and β = sinh (θ(Γ)), respectively. Then, the eigenvector of the bottom
band Ψ2,1,+(Γ) is given by

Ψ2,1,+(Γ) =


cosh (θ(Γ))ϕ−(Γ)

0
0

sinh (θ(Γ))ϕ−(Γ)

 . (3.19)

We can see that this is an eigenvector of R with eigenvalue sgn[γ(Γ)]. Then, δm=(n1n2n3)

in Eq. (3.10) can be written as

δm=(n1n2n3) = sgn[γ(Γm)]

= sgn[J0 + J1e
iΓx

m + J2e
iΓy

m + J3e
iΓz

m ], (3.20)

where Ji (i = 0, · · · , 3) is the coupling constant of the Heisenberg interaction between
the spins on the nearest-neighbor sites. The details are shown in the Appendix D. By
using this, the strong index for the diamond lattice system is given by

(−1)ν0 = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)]

× sgn[(J0 + J1 + J2 + J3)(J0 + J1 − J2 + J3)(J0 + J1 + J2 − J3)(J0 + J1 − J2 − J3)].
(3.21)

The other three indices are written as follows:

(−1)νx = sgn[(J0 − J1 + J2 + J3)(J0 − J1 − J2 + J3)(J0 − J1 + J2 − J3)(J0 − J1 − J2 − J3)],
(3.22)

(−1)νy = sgn[(J0 + J1 − J2 + J3)(J0 − J1 − J2 + J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)],
(3.23)

(−1)νz = sgn[(J0 + J1 + J2 − J3)(J0 − J1 + J2 − J3)(J0 + J1 − J2 − J3)(J0 − J1 − J2 − J3)].
(3.24)
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3.4 Phase diagram and band structure

We calculate the band structure of magnons of the model (3.1) along with the high
symmetry points, as shown in Fig. 3.2(a). In this section, we classify the topological
phases of the model, by calculating the topological invariants of the lower band in the
particle space. We discuss the correspondence between the topological invariants and the
number of the surface Dirac cones in the bulk band gap. By using the simplified formula
for the topological invariants in Eqs. (3.21) to (3.24), we construct a phase diagram of
the diamond lattice system as shown in Fig. 3.2(b). We can see that three phases: strong
topological, weak topological, and trivial phases are all realized in the phase diagram.
Figure 3.3 shows the band structure for a slab with (100) face of the system. We
can discuss the bulk-boundary correspondence which is the same as that in electronic
systems. Even number (2 and 0, respectively) of surface Dirac cones can be seen in
weak topological phases (0; 111) and (0; 100) (Fig. 3.3(a) and (b), respectively). We can
also find odd number (1 and 3, respectively) of surface Dirac cones in strong topological
phases (1; 111) and (1; 100) (Fig. 3.3(c) and (d), respectively). Here, we note that the
Dirac surface states of magnons which are first realized in this study exhibit interesting
properties, such as the magnon spin-momentum locking [189–191], as in the case of those
of electrons.
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Γ Γ

Fig. 3.2: (a) The bulk band structure of magnons in the diamond lattice system (3.1).
For practical calculation, we consider the topologically equivalent deformed lattice, which
is a cubic one, by taking a1 = (1, 0, 0), a2 = (0, 1, 0), and a3 = (0, 0, 1). We choose the
parameters as J0 = 1.4, J1 = J2 = J3 = J ′ = 1.0, J− = D = Γ = 0.3, κ = 1.5.
We write the high symmetry points as Γ = (0, 0, 0), X = (π, 0, 0), M = (π, 0, π), and
R = (π, π, π). (b) The phase diagram of magnonic analog of 3D topological insulators
in the diamond lattice system, which are constructed as a function of J0 and J1. The
topological indices for each phase are written as (ν20 ; ν2x, ν

2
y , ν

2
z ). We choose the other

parameters as J2 = J3 = J ′ = 1.0, J− = D = Γ = 0.3, κ = 1.5. The phase boundary
between two phases with different weak indices is plotted as the dashed line.
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Fig. 3.3: The magnon band structure of the model (3.1) for a slab with (100) face
for the four phases (ν20 ; ν2x, ν

2
y , ν

2
z ) = (0; 1, 1, 1), (0; 1, 0, 0), (1; 1, 1, 1), and (1; 1, 0, 0) in

Fig. 3.2(b). We show the topological Dirac surface states by red. The high symmetry
points are written as Γ = (0, 0),M1 = (π, 0),M2 = (π, π), and M3 = (0, π). We choose
the coupling constants (J0, J1) to be (a) (J0, J1) = (0.6, 1.0), (b) (J0, J1) = (1.0, 0.8),
(c) (J0, J1) = (1.4, 1.0), and (d) (J0, J1) = (1.0, 1.4), respectively. We take the other
parameters to be the same as those in Fig. 3.2(b), i.e., J2 = J3 = J ′ = 1.0, J− = D =
Γ = 0.3, κ = 1.5.





Chapter 4

Dirac surface states in magnonic analogs
of topological crystalline insulators

The topological surface states of magnons considered in the previous chapter are un-
precedented states in the magnetic systems. However, the realization of them is limited
to quite artificial models. In this chapter, we point out that similar surface states of
magnons can be realized in much more natural models. They are categorized in the
magnonic analogs of topological crystalline insulators discussed in Sec. 1.1.5. In partic-
ular, the models which we consider here are the magnonic analogs of antiferromagnetic
topological insulators (MAFTI) [38]. The essential point is that the symmetry of the
combination of time-reversal (Θ) and a half translation (T1/2) allows for the Kramers
pairs of magnons. In the following, we refer to the symmetry of the combination operator
S1/2 = ΘT1/2 as S-symmetry.

We also discuss the properties unique to the topological surface states of magnons.
The particle with a magnetic moment obtains a vector potential dependent on its mag-
netic moment when moving in an electric field, which is called Aharonov-Casher (AC)
effect [192].In particular, AC effect is dominant for particles which do not have an elec-
tric charge but have a magnetic moment, such as magnons. Together with the spin-
momentum locking in the surface states [189–191], the AC effect results in the realization
of electric-field-driven current of magnons. We also find out the candidate material for
MAFTI. We calculate the magnon band structure of a van der Waals magnet CrI3 with
the monoclinic stacking and reveal the existence of the Dirac surface states topologically
protected by S-symmetry.

In Secs. 4.1 and 4.2, we propose the model for MAFTI and discuss the induction
of magnon current by an electric field, respectively. In Sec. 4.3, we study the model
corresponding to a van der Waals magnet CrI3 and show the existence of magnon Dirac
surface states. The phase diagrams for the models in Sec. 4.1 and CrI3 are constructed
in Sec. 4.4.

4.1 Model
In this section, we propose the first models for MAFTI. It is a stack of honeycomb lattice
magnets with intralayer ferromagnetic and interlayer antiferromagnetic interactions. The
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system is shown in Fig. 4.1. The spins on the odd and even layers are aligned in +z- and
−z-directions, respectively. The Hamiltonian is written as follows:

H = −
∑
⟨ij⟩,l

Si,lJijSj,l +D
∑
⟨⟨ij⟩⟩,l

ξij (Si,l × Sj,l)z + J ′
∑
i,⟨l,l′⟩

Si,l · Si,l′ . (4.1)

Here, a pair of indices i and l denote the sites on honeycomb lattice and the layers, respec-
tively. The vector Si,l := (Sx

j,l, S
y
j,l, S

z
j,l) is the operator of spins on the site designated by

the indices i and l. The 3×3 diagonal matrix Jij is defined as Jij := Jn = diag(Jx
n , J

y
n, J

z
n),

where n = 0, 1, 2 correspond to the three different bonds in the honeycomb lattice as
shown in Fig. 4.1. The second term is the DM interaction between the next-nearest-
neighbor spins on the honeycomb layers. The sign convention ξij = +1(= −ξji) for
i→ j is shown by orange arrows in Fig. 4.1. The third term represents antiferromagnetic
interlayer couplings.

Fig. 4.1: The picture for the first model of MAFTI. Red and blue circles indicate spins
aligned upward and downward, respectively. Spins on the same layer are ferromagnetically
ordered. The stacked layers have alternating magnetization. The two sublattices of the
honeycomb lattice is indicated by A and B. The matrices Jn (n = 0, 1, 2) are the couplings
of the Heisenberg interaction with XYZ anisotropy with the three different bonds. The
lattice primitive vectors are denoted as a1, a2, and a3.

Here, we apply Holstein-Primakoff and Fourier transformations and write down the
Hamiltonian (4.1) as follows:

H =
1

2

∑
k

[b†(k)b(−k)]H(k)

[
b(k)
b†(−k)

]
. (4.2)

Here, when we define the annihilation operator of magnons at the sublattice A(B) on
the layer with odd (even) l as b(k, A(B), 1(2)), the operator b(k) is written as b(k) =
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(b(k, A, 1), b(k, B, 1), b(k, A, 2), b(k, B, 2))T . The explicit expression for the matrix H(k)
is given in Appendix F.

As we can expect from Fig. 4.1, the system is symmetric under the combination
of time-reversal, which correspond to reversing the direction of spins, and the transla-
tion in the z-direction by one layer. They are defined as Θ = K and T1/2(kz) = 12 ⊗
σxdiag(1, eikz)⊗12, respectively. The symmetry of the system leads to S−1

1/2(kz)H(k)S1/2(kz) =

H(−k), where the operator S1/2(kz) is defined as S1/2(kz) = ΘT1/2(kz).
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Fig. 4.2: Magnon energy dispersion of a slab with (100) face of the model (4.1) (a)
without and (b) with an applied electric field. In (a), Dirac surface states are shown in
green. In (b), the ones which shift upward and downward are shown in red and blue,
respectively. When calculating the energy dispersions, the parameters are taken to be
Jx
1 = 1.6, Jy

1 = 0.4, Jx
2 = 1.0, Jy

2 = 1.0, Jx
3 = 0.4, Jy

3 = 1.6, Jz
1 = Jz

2 = Jz
3 = 1.1,

D = 0.2, J ′ = 0.5, and S = 1.0. We note that for simplicity, the lattice is deformed into
a topologically equivalent cubic-shaped lattice. The high symmetry points Γ, M1, M2,
and M3 are defined as (k2, k3) = (0, 0), (π, 0), (π, π), and (0, π), respectively.

Since the operator S1/2(kz) satisfies S1/2(−kz)S1/2(kz) = eikz , Kramers theorem can
be applied at time-reversal invariant momenta in the kz = π plane due to S1/2(π)2 = −1,
which enables topological surface states to appear. The magnon band structure of a slab
with (100) face is shown in Fig. 4.2(a). The single Dirac surface states similar to that in
strong topological insulators in class AII, which we discussed in Sec. 1.1.4, can be found
at (ky, kz) = (π, π) (M2 point). By replacing the pseudo-time-reversal operator Θ′ with
S1/2(π) in the definition of νnσz,π in Ref. [144], we can define the Z2 topological invariant
of MAFTI as follows:

νnσz,π :=
1

2π

[∮
∂EBZz,π

dk · [Anσ(k)]kz=π −
∫
EBZz,π

dkxdky [Ωz
nσ(k)]kz=π

]
mod 2. (4.3)

Correspondence between the existence of the surface states and this topological invariant
can be confirmed. By using this, we construct the phase diagram of the model (4.1) in
Sec. 4.4.
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4.2 Energy current induced by a homogeneous elec-

tric field
In this section, we discuss what occurs when we apply an electric field to MAFTI. As
seen from Fig. 4.2(b), by applying an electric field, the Dirac dispersions of one and the
other surfaces shift upward (red) and downward (blue), respectively. After discussing the
mechanism for this in terms of the spin-momentum locking of the magnons [189–191], we
show that this results in an energy current.

To understand the phenomena, let us consider the AC effect, in which magnons acquire
a geometric phase by moving in an electric fieldE [192]. Due to the AC effect, the hopping
term of magnons is modified as

b†ibj + h.c.→ eiϕijb†ibj + h.c., (4.4)

where bi is an annihilation operator of magnons at site i. The AC phase ϕij is written as

ϕij =
1

c2

∫ rj

ri

dr · (E × µ) . (4.5)

Here, c and ri(j) are the speed of light in a vacuum and the position of the lattice site
i(j), respectively. The vector µ := −σgµBez is the magnetic moment of magnons from
up (σ = +) or down (σ = −) spins, where g is the g-factor of the spins, µB is the Bohr
magneton, and eγ (γ = x, y, z) is the unit vector in the γ-direction. In the reciprocal
space, the AC effect results in the shift of the wave vector as follows:

k→ k − σgµB

c2
E × ez. (4.6)

How the vector potential in Eq. (4.6) results in the shift of surface Dirac dispersions
as in Fig. 4.2(b) is explained as follows. The effective Hamiltonian for (1̄00) and (100)
surfaces are written as follows:

H±(k̄) = ±
(
αky + E0 β∗kz
βkz −αky + E0

)
, (4.7)

where E0 and k̄ are the energy of the center of the Dirac cone and k̄ = (ky, kz), respec-
tively. The details of the derivation is shown in Appendix G. Here, the coefficients α
and β are calculated numerically as in Ref. [144]. The magnon state described by the
wave function ψ = (1, 0)T and ψ′ = (0, 1)T have the magnetic moment µ = −gµBez and
µ = +gµBez, respectively. The direction of the magnetic moment and the momentum
are locked, whose relationships are opposite between magnons described by H+(k̄) and
H−(k̄). Under a homogeneous electric field applied in the x-direction E = Exex, due to
the Peierls substitution in Eq. (4.6), the Hamiltonian H±(k̄) is changed as follows:

H±(k̄) → ±
(
α(ky + gµB

c2
Ex) + E0 β∗kz

βkz −α(ky − gµB

c2
Ex) + E0

)
= H±(k̄) ± α

gµB

c2
Ex12. (4.8)
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From the above equation, we can understand the mechanism of the shift of Dirac surface
states as in Fig. 4.2(b).

Next, we show that the shift of the Dirac surface states results in the energy current.
The energy current operator is introduced as follows [103,193]:

Jx =
∑
i

P̄iḣi. (4.9)

Here, we write the operator of the position along the x-direction and the time derivative
of the Hamiltonian density at the site i as P̄i and ḣi, respectively. By using the set of
magnon annihilation and creation operators ψ(k̄), Jx can be written as follows:

Jx =
1

2

∑
k̄

ψ†(k̄)Jx(k̄)ψ(k̄), (4.10)

where the matrix Jx(k̄) is given by

Jx(k̄) = − i

2

(
P̄H(k̄)ΣzH(k̄) −H(k̄)ΣzH(k̄)P̄

)
. (4.11)

Here, P̄ and H(k̄) are the matrix for the operator of the position in the x-direction and
the Hamiltonian for a slab geometry with open boundary conditions in the x-direction,
respectively. By using 4N × 4N identity matrix 14N , we define Σz as Σz = σz ⊗ 14N ,
where N is the number of the unit cells in the x-direction parallel to the vector a1. We
discuss the details of the energy current operator in Appendix H.

By using the linear response theory, we calculate the energy current induced by an
applied electric field. We first consider the AC electric field Ex(t) = Exe

−iωt. When the
perturbation Hamiltonian of the first order in the electric field Ex is written as HE, the
expectation value of Jx is written as follows:

⟨Jx⟩ = − i

ℏ

∫ ∞

0

dτeiωτ tr
[
e−iH0τ/ℏ[HE, ρ0]e

iH0τ/ℏJx
]
e−iωt. (4.12)

Here, the density operator for the unperturbed Hamiltonian H0 at thermal equilibrium is
given as ρ0. The details of the expression of HE are given in Appendix I. In the following,
Planck units are used; i.e., the Planck constant, the Boltzmann constant, and the speed
of light are taken to be unity. Here, let us study the response to the DC electric field,
and take the limit of ω → 0. The energy current Eq. (4.12) is written as follows:

⟨Jx⟩ = i
∑
k̄

∑
αβγδζη

nB(Eα(k̄)) − nB(Eδ(k̄))

(Eα(k̄) − Eδ(k̄) + i/τℓ)(Eα(k̄) − Eδ(k̄))

× T−1
αβ (k̄)

(
Ĵx(k̄)

)
βγ
Tγδ(k̄)T−1

δζ (k̄)
(

ˆ̇HE(k̄)
)
ζη
Tηα(k̄). (4.13)

Here, we define Ĵx(k̄) and ˆ̇HE(k̄) as Ĵx(k̄) = ΣzJx(k̄) and ˆ̇HE(k̄) = i(ΣzH(k̄)ΣzHE(k̄)−
ΣzHE(k̄)ΣzH(k̄)), respectively. Here, nB is the Bose distribution function. The matrix
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T (k̄) is a matrix which diagonalizes the BdG Hamiltonian of magnons. It satisfies the
following para-unitarity T (k̄)†ΣzT (k̄) = Σz. To take account of the finite lifetime of
magnons, the phenomenological damping rate 1/τℓ is introduced.

Fig. 4.3: The energy conductivity as a function of temperature. The parameters which
are the same as those in Fig. 4.2 are used. The lifetime of magnons and the number of
unit cells are taken to be 1/τℓ = 10−2 and N = 24, respectively. The summation in the
BZ is calculated on the 80 × 80 grid points.

Figure 4.3 shows the conductivity κxx = Re [⟨Jx⟩] /(gµBEx) as a function of tem-
perature T . We can see that the conductivity is a monotonically increasing function of
temperature. In the zero-temperature limit, κxx should become zero as magnons cannot
be excited, whereas it appears to be nonzero. This is due to a finite size effect. We have
confirmed that the energy of the entire system increases when an electric field is applied.
Therefore, the magnon flow can be considered to be driven by the energy injected by the
electric field.

Magnons acquire the AC phase by an electric field, as discussed above. On the other
hand, electric-field-induced DM interaction due to the superexchange mechanism [194,
195], which is proportional to the strength of the electric field, also adds a phase to
magnons via the spin-orbit interaction. The form of the phase is identical to that of the
AC phase as in Eq. (4.4), and thus we cannot tell them apart. The spin-orbit interaction
itself in a vacuum is quite small. However, the interaction can be drastically enhanced in
solids as we observed a variety of phenomena originating from the spin-orbit interaction.
Indeed, the AC phase is observed in a single-crystal yttrium iron garnet [196]. It implies
that the energy current induction discussed above is in the observable range.
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4.3 Realization of Dirac surface states of magnons in

CrI3

In this section, we point out that the van der Waals magnet CrI3 [146–155] with the
monoclinic structure is a candidate material for MAFTI. Electronic configuration 3d3 of
CrI3 forms a honeycomb lattice structure. The magnetic moments are carried by Cr3+

ions with the spin magnitude 3/2. The honeycomb layers of CrI3 forming the monoclinic
structure are illustrated in Fig. 4.4(a). The Hamiltonian of CrI3 is given by

H =
∑
l

∑
γ=x,y,z

∑
⟨ij⟩γ

Hγ
ij,l +D

∑
⟨⟨ij⟩⟩,l

ξij (Si,l × Sj,l)z + J ′
∑

⟨(i,l),(j,l′)⟩∈mono

Si,l · Sj,l′ − κ
∑
i

(Sz
i )2.

(4.14)

Here, ⟨ij⟩x, ⟨ij⟩y, and ⟨ij⟩z are the nearest-neighbor x-, y-, and z-bonds, which are shown
by red, green, and blue lines in Fig. 4.4(a), respectively.

The interactions between the sites i and j which are connected by the x-, y-, and
z-bonds on the lth layer are written as follows:

Hx
ij,l = −JSi,l ·Sj,l +KSx

i,lS
x
j,l+Γ(Sy

i,lS
z
j,l+S

z
i,lS

y
j,l), (4.15)

Hy
ij,l = −JSi,l ·Sj,l +KSy

i,lS
y
j,l+Γ(Sz

i,lS
x
j,l+S

x
i,lS

z
j,l), (4.16)

Hz
ij,l = −JSi,l ·Sj,l +KSz

i,lS
z
j,l+Γ(Sx

i,lS
y
j,l+S

y
i,lS

x
j,l). (4.17)

Here, the first and second terms in the right-hand sides in Eqs. (4.15) to (4.17) are the
ferromagnetic Heisenberg and Kitaev interactions [197], respectively. The third terms
are the symmetric off-diagonal intralayer interaction. The second term in Eq. (4.14)
represents the DM interaction between the next-nearest-neighbor spins in the same layers.
The third term in Eq. (4.14) is the interlayer antiferromagnetic Heisenberg interaction
between the nearest-neighbor bonds across the layers in the monoclinic structure. The
bonds corresponding to the summation

∑
⟨(i,l),(j,l′)⟩∈monoare shown in the black dashed

lines in Fig. 4.4(a). The last term is the easy axis anisotropy. In Appendix J, we write the
BdG Hamiltonian of magnons obtained by applying the Holstein-Primakoff and Fourier
transformations.
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Fig. 4.4: (a) The lattice structure of CrI3 with the monoclinic stacking. The x-, y-, and z-
bonds are shown by the red, green, and blue bonds on the honeycomb lattice, respectively.
The interlayer coupling, which is the third term in Eq. (4.14), is represented by the black
dashed lines. The spins on the layers with odd (even) l are aligned in +z- (−z-) direction.
The vectors a1, a2, and a3 are the lattice primitive vectors. The vector pointing from the
sites in the lower layer to the corresponding ones in the upper layer corresponds to a3/2,
which are along the horizontal black dashed lines. (b) Energy dispersion of magnons of
a slab with (100) face of the model (4.14). We can see the gapless Dirac surface states,
which is shown in green, in the band structure. The area encircled by the red frame is
shown enlarged. While the gap opening at M1 point is small, we can see that the band
gap closes only at M2 point, which corresponds to the single Dirac cone. (c) Energy
conductivity calculated by using the linear response theory. For (b) and (c), we take the
parameters to be J = 1.0, K = −0.5, Γ = 0.3, D = 0.07, J ′ = 0.1, κ = 0.4, and S = 3/2.
The lifetime τℓ and the number of unit cells N are taken to satisfy 1/τℓ = 10−2 and
N = 24, respectively. The summation in the BZ is calculated over 80 × 80 grid points in
(c).

The energy dispersion of magnons of the model (4.14), which are calculated for a slab
with (100) face, is shown in Fig. 4.4(b). Although the gap opening at M1 is small, we can
find the single Dirac cone, which is like the strong topological insulators, with the gap
closing at M2 point. The parameters of the intralayer interactions in CrI3 are estimated
by the density functional theory calculations, which is shown in Fig. 3 in Ref. [155]. The
coupling constant of the interlayer interactions is estimated according to the discussion in
Ref. [151]. As in the case of the model (4.1), we can discuss the induction of the magnon
current by an electric field. By using the linear response theory, the thermal conductivity
κxx is calculated as a function of temperature, which is shown in Fig. 4.4(c). Similar to
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the previous case, the energy conductivity monotonically increases with the temperature.
The difference in the temperature in which the conductivities begin to increase comes
from the difference between the heights of the magnon bands, i.e., the energies required
to excite magnons. As seen in the phase diagram in Sec. 4.4, the topological phase which
has a single Dirac cone appears in a broad region in the parameters space.

Finally, we note that the monoclinic structure of CrI3 is realized at a temperature
higher than 200K, in which the magnetic order is no longer exist. However, it has been
reported that the monoclinic structure remains unchanged in a thin film of CrI3 even when
the temperature is lowered below 200K [152]. Therefore, we expect the magnon physics
discussed in this section can be realized in a thin film of CrI3, and similar materials.

4.4 Phase diagrams

The phase diagrams of models (4.1) and (4.14) are constructed and shown in Fig. 4.5(a)
and (b), respectively. The phase diagram of the model (4.1) is shown as a function of D
and α which is a parameter introduced as Jx

0 = 1.0 + α and Jx
2 = 1.0 − α. That of the

model (4.14) is constructed as a function of K and D. The “Strong” topological phase in
the phase diagram means a topological phase which has a single Dirac cone as in the case
of strong topological insulators in class AII, which we discussed in Sec. 1.1.4. In such a
case, between the two bulk bands, surface states of magnons cross at only M2 point and
is topologically protected by S-symmetry. On the other hand, the “Weak” topological
phase is similar to the weak topological insulators, which possess an even number of gap
closing points in the bulk band gap. The surface states in this case are not robust against
disorder. What we call MAFTI is nothing but the magnets with the “Strong” topological
phase. When the system has no surface states, it is categorized in the “Trivial” phase.
The system is in the “Gapless” phase when the gap between the two bulk bands closes.
We note that the “Gapless” phase at the zero DM interaction is a magnonic analog of
nodal line semimetals.

Figure 4.5(a) implies that the “Strong” topological phase requires nonzero D and α.
Thus, for the realization of the single Dirac cone, the first, second, and third terms of
the Hamiltonian in Eq. (4.1) are all necessary. The roles of the three interactions for
realizing a single Dirac cone are summarized as follows. The DM interaction plays a
role in making the magnon bands topologically nontrivial. The XYZ anisotropy, which
breaks spin conservation, and bond dependence of the Heisenberg interaction is required
for the realization of a single Dirac cone, i.e., the surface states closing the gap only
at M2 point. When the system does not have these interactions, gap closing of surface
states the line between M1 and M2 points, not a single Dirac cone. It is also noted that
without the interlayer interaction, the system would be merely stacked Chern insulators
of magnons with alternating Chern numbers. Figure 4.5(b) shows that the “Strong”
topological phase in CrI3 is realized in a broad region around the parameters estimated
by density functional theory calculations [155], which is shown by the black dot.
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(b)(a)

Fig. 4.5: The phase diagrams for (a) the model (4.1) and for (b) the model (4.14). In (a),
we set other parameters to be Jx

0 = 1.0 +α, Jx
1 = 1.0, Jx

2 = 1.0−α, Jy
0 = Jy

1 = Jy
2 = 1.0,

Jz
0 = Jz

1 = Jz
2 = 1.4, J ′ = 0.5, and S = 1.0. In (b), the parameters are taken to be

J = 1.0 , Γ = 0.3, J ′ = 0.1, κ = 0.4, and S = 3/2. The black dot shows the parameters
estimated by density functional theory calculations in Refs. [151,155], i.e., K = −0.5 and
D = 0.07.



Chapter 5

Nonlinear spin Nernst effect of magnons

In this chapter, we study the nonlinear spin Nernst effect of magnons. The magnon
spin Nernst effect is interested as a means to generate pure spin current in the magnetic
insulators. So far, as discussed in Sec. 2.5, the spin Nernst effect of magnons is studied
in the linear response regime. Since the linear magnon spin Nernst effect requires DM
interaction, it is expected to appear in magnets containing heavy atoms. On the other
hand, the generation of pure spin current in materials which do not contain heavy atoms
such as organic materials is known to be difficult both in metals and insulators, since the
spin-orbit and the DM interaction are negligible in these materials.

In this chapter, by considering the nonlinear topological response of magnons, namely
the nonlinear spin Nernst effect of magnons, we discuss the generation of pure spin current
in the magnets with negligible DM interaction. We derive the formula for the transverse
current of magnons as a second-order response to the temperature gradient. In particular,
the spin Nernst current in the nonlinear response regime is revealed to be described by
the dipole moment of the product of the energy and the Berry curvature, which we call
extended Berry curvature dipole. We note that the case is similar to the nonlinear Hall
effect of electrons discussed in Sec. 1.1.6. It implies the possibility to realize spin Nernst
effect in the magnets where DM interaction is negligible. We applied the formula to the
various Néel antiferromagnets and found that the nonlinear magnon spin Nernst effect
is expected to occur in a wide variety of magnets. In addition, we show that in some
systems, the direction of nonlinear magnon spin Nernst current can be tuned by the
strain.

The derivation of the expression of the nonlinear spin Nernst current of magnons is
given in Sec. 5.1. In Sec. 5.2, we study the nonlinear magnon spin Nernst effect in the
strained honeycomb lattice antiferromagnet. In Sec. 5.3, by comparing with the spin
current as a result of the linear magnon spin Nernst effect observed in MnPS3 [124], we
estimate the order of the nonlinear magnon spin Nernst current. The nonlinear magnon
spin Nernst effect in the square and diamond lattice antiferromagnets are studied in
Sec. 5.4.

55
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5.1 Expression of the nonlinear spin Nernst current

of magnons
In this section, we first derive the formula for the magnon spin Nernst current up to the
second-order response to the temperature gradient. Here, we assume a steady state where
both ends of the system are in contact with heat baths at different temperatures. In such
a case, it is known that the distribution of temperature can be written as a linear function
of a position [198]. Bearing this in mind, we henceforth assume that the temperature
gradient is applied in the x-direction as T (x) = T0 − x∇T [199]. We assume that the
temperature gradient is applied in the x-direction as T (x) = T0 − x∇T , where ∇T is a
constant. According to Ref. [101], the magnon current perpendicular to the temperature
gradient, i.e., in the y-direction, is written as follows:

Jy = − 1

ℏV
∑
n,k

Ωn(k)

∫ ∞

0

dϵ
∂

∂x
ρ(En(k) + ϵ, T (x)). (5.1)

The derivation is the same as that of Eq. (B.6) in Appendix B. The distribution function
for magnons with the energy E under the temperature T (x) is given by ρ(E, T (x)). Here,
the energy eigenvalue and Berry curvature of the nth band are denoted as En(k) and
Ωn(k), respectively.

The second-order response to the temperature gradient, i.e., the coefficient of (∇T )2

in Eq. (5.1), is obtained by solving the Boltzmann equation. Here, we assume that the
density of magnons is sufficiently small so that the nonequilibrium distribution function
is not far from the one in the equilibrium. With the relaxation time approximation [200–
202], the Boltzmann equation can be written as

∂

∂t
ρ(En(k) + ϵ, T (x)) + ẋ · ∂

∂x
ρ(En(k) + ϵ, T (x)) + k̇ · ∂

∂k
ρ(En(k) + ϵ, T (x))

= −ρ(En(k) + ϵ, T (x)) − ρ0(En(k) + ϵ, T (x))

τ
, (5.2)

where we define the relaxation time and the equilibrium distribution function as τ and
ρ0(E, T (x)) = [eE/T (x) − 1]−1, respectively. Here, ẋ and k̇ are the time-derivatives of the
position and the wave vector, respectively. The first and third terms on the left-hand
side of Eq. (5.2), i.e., (∂/∂t)ρ(En(k) + ϵ, T (x)) and k̇ · (∂/∂k)ρ(En(k) + ϵ, T (x)), vanish
since we assume the steady-state and the system without external field. In this case, the
Boltzmann equation Eq. (5.2) is written as

ẋ
∂

∂x
ρ(En(k) + ϵ, T (x)) = −ρ(En(k) + ϵ, T (x)) − ρ0(En(k) + ϵ, T (x))

τ
. (5.3)

Here, we solve this up to the first order of ∇T as follows:

ρ(En(k) + ϵ, T (x)) = ρ0(En(k) + ϵ, T (x)) − τ ẋ
∂

∂x
ρ0(En(k) + ϵ, T (x)) +O((∇T )2)

= ρ0(En(k) + ϵ, T (x)) − τ

ℏ
∂En(k)

∂kx

∂

∂x
ρ0(En(k) + ϵ, T (x)) +O((∇T )2).

(5.4)
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Here, the velocity ẋ is written as (1/ℏ)(∂/∂kx)En(k). We note that the order of the
x-derivative corresponds to that of ∇T since the system depends on ∇T via T (x) = T0−
x∇T . Since the x-derivative in Eq. (5.2) provides another ∇T , the first and second term
on the final equation are proportional to the first- and second-order of the temperature
gradient, i.e.,

∂

∂x
ρ(En(k) + ϵ, T (x)) =

∂

∂x
ρ0(En(k) + ϵ, T (x)) − τ

ℏ
∂En(k)

∂kx

∂2

∂x2
ρ0(En(k) + ϵ, T (x)) +O((∇T )3)

= −∇T ∂

∂T0
ρ0(En(k) + ϵ, T0) + x(∇T )2

∂2

∂T 2
0

ρ0(En(k) + ϵ, T0)

− τ

ℏ
(∇T )2

∂En(k)

∂kx

∂2

∂T 2
0

ρ0(En(k) + ϵ, T0) +O((∇T )3). (5.5)

Here, the second term in the final expression: x(∇T )2(∂2/∂T 2
0 )ρ0(En(k) + ϵ, T0), which

is an odd function of x, vanishes in the whole space. The transverse magnon current up
to a second-order of ∇T is obtained by substituting Eq. (5.5) to Eq. (5.1) and is written
as follows:

Jy =
∇T
ℏV

∑
n,k

Ωn(k)
∂

∂T0

∫ ∞

0

dϵρ0(En(k) + ϵ, T0)

+
τ(∇T )2

ℏ2V
∑
n,k

Ωn(k)
∂En(k)

∂kx

∂2

∂T 2
0

∫ ∞

0

dϵρ0(En(k) + ϵ, T0) +O((∇T )3). (5.6)

Here, by using the function c1(ρ0) := (1 + ρ0)ln(1 + ρ0) − ρ0lnρ0, we can write down the
following equation:

∂

∂T0

∫ ∞

0

dϵρ0(En(k) + ϵ, T0) = c1(ρ0(En(k), T0)), (5.7)

By using the above function c1(ρ0) and replacing the sum over k with the integral over
BZ, we can rewrite the second term of the right-hand side of Eq. (5.6) as follows:∑

n,k

Ωn(k)
∂En(k)

∂kx

∂2

∂T 2
0

∫ ∞

0

dϵρ0(En(k) + ϵ, T0)

=
∑
n,k

Ωn(k)
∂En(k)

∂kx

∂

∂T0
c1(ρ(En(k), T0))

=
∑
n

∫
BZ

d2kΩn(k)
∂En(k)

∂kx

(
−En(k)

T0

)
∂

∂En(k)
c1(ρ0(En(k), T0))

= − 1

T0

∑
n

∫
BZ

d2kEn(k)Ωn(k)
∂

∂kx
c1(ρ0(En(k), T0))

=
1

T0

∑
n

∫
BZ

d2kc1(ρ0(En(k), T0))
∂

∂kx
(En(k)Ωn(k)) (5.8)
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Here, the T0-derivative acting on the function c1(ρ0(En(k), T0)) can be replaced with
(−En(k)/T0)∂/∂En(k), i.e.,

∂

∂T0
→ −En(k)

T0

∂

∂En(k)
. (5.9)

This is because the T0-dependence is given in the form of ρ0(En(k), T0) = [eEn(k)/T0 −
1]−1. The above equation is used in the second equality in Eqs. (5.8). By substituting
Eqs. (5.7) and (5.8) to Eq. (5.6), the expression of the magnon current perpendicular
to the temperature gradient up to the second-order of ∇T is obtained and written as
follows:

Jy =
∇T
ℏV

∑
n

∫
BZ

d2kc1 (ρ0(En(k), T0)) Ωn(k)

+
τ(∇T )2

ℏ2V T0

∑
n

∫
BZ

d2kc1(ρ0(En(k), T0))
∂

∂kx
(En(k)Ωn(k)) +O((∇T )3). (5.10)

In the following, we consider the magnons in Néel antiferromagnets, in which the
nearest-neighbor spins point in opposite directions, i.e., in the +z and −z -directions.
Due to the perfect staggered magnetization, the systems have PT -symmetry which is
given by the following equation:

(PT )−1ΣzH(k)PT = ΣzH(k). (5.11)

Here, P and T are parity and time-reversal operators, respectively. As discussed in
Sec. 2.5, the magnon eigenstates in the antiferromagnets which conserve Sz are divided
into the ones with magnetic moments upward and downward. Due to PT -symmetry, these
magnon states with magnetic moment upward and downward have the same energy.

The eigenvectors and Berry curvature of magnons with the up (down) spin dipole
moment are given as ψn,↑(↓)(k) and Ωn,↑(↓)(k), respectively. The transverse spin current
is written as JS

y = ℏ(Jy,↑−Jy,↓) since the magnons with the up (down) spin dipole moment
carry the spin angular momentum +ℏ (−ℏ). By substituting Eq. (5.10), magnon spin
Nernst current JS

y can be written as follows:

JS
y =

∇T
V

∑
n

∫
BZ

d2kc1 (ρ0(En(k), T0)) (Ωn,↑(k) − Ωn,↓(k))

+
τ(∇T )2

ℏV T0

∑
n

∫
BZ

d2kc1(ρ0(En(k), T0))
∂

∂kx
[En(k) (Ωn,↑(k) − Ωn,↓(k))]

+O((∇T )3), (5.12)

As seen in the above equation, the second-order spin Nernst current is written in terms
of not Berry curvature dipole itself, i.e., Dx

n,↑(↓)(k) := (∂/∂kx)(Ωn,↑(↓)(k)), but the Berry-

curvature-dipole-like quantity: D̄x
n,↑(↓)(k) := (∂/∂kx)[En(k)(Ωn,↑(k) − Ωn,↓(k))]. In the
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following, we call the latter extended Berry curvature dipole. Since the PT -symmetry
ensures that the signs of Berry curvature of magnons with up and down spin dipole
moments are opposite, i.e., Ωn,↑(k) = −Ωn,↓(k), thermal Hall current of magnons defined
in Ref. [101] is zero in both linear and nonlinear response regime. Since the nonzero
values of the integral of the Berry curvature require the complex hopping terms due to
DM interaction or noncollinear spin configuration, the linear spin Nernst effect is absent
as well. Thus, the first term in the right-hand side of Eq. (5.12) is zero in such a case.
On the other hand, the nonlinear spin Nernst effect of magnons is expected even without
with negligible DM interaction, since extended Berry curvature dipole can appear when
the lattice breaks the inversion and rotational symmetries, as discussed in the following.

5.2 Honeycomb lattice antiferromagnet with strain
The nonlinear spin Nernst effect of magnons described in the second term in the right-
hand side of Eq. (5.12), is expected to occur in a wide variety of magnets, since the
extended Berry curvature dipole appears even without DM interaction. The first example
we consider is a honeycomb lattice antiferromagnet with strain. The honeycomb lattice
antiferromagnets extended along the x- and y-directions are shown in Fig. 5.1(a) and (b),
respectively. The Hamiltonian is given by

H = J1
∑
⟨ij⟩1

Si · Sj + J2
∑
⟨ij⟩2

Si · Sj − κ
∑
i

(Sz
i )2. (5.13)

The summations about ⟨ij⟩2 and ⟨ij⟩1 are taken over the nearest-neighbor vertical bonds
and the other ones shown in Fig. 5.1, respectively. Here, Si = (Sx

i , S
y
i , S

z
i ) is the operator

of the spin at site i. The remaining term is an easy-axis anisotropy in the z-direction.

(a) (b)

Fig. 5.1: Honeycomb lattice antiferromagnets with the strain. Red and blue circles denote
spins pointing in the +z and −z-directions, respectively. In (a) and (b), the lattice is
extended along the x- and y-directions, respectively. The coupling constants satisfy (a)
J1 < J2 and (b) J1 > J2.

By applying Holstein-Primakoff and Fourier transformations, we can write down the
Hamiltonian as follows:

H =
∑
k

ψ†(k)H(k)ψ(k), (5.14)
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with

H(k) =


d 0 0 γ(k)
0 d γ∗(k) 0
0 γ(k) d 0

γ∗(k) 0 0 d

 , (5.15)

ψ†(k) =
[
b†↑(k), b†↓(k), b↑(−k), b↓(−k)

]
, (5.16)

where d = 2J1S + J2S + 2κS and γ(k) = 2J1Se
iky/2

√
3 cos(kx/2) + J2Se

−iky/
√
3. The op-

erator b↑(↓)(k) annihilates a magnon with the dipole moment upward (downward), which
is the one from spins pointing downward (upward). For this model, the parity and time-
reversal operators are written as P = 12⊗σx and T = K, respectively. The PT -symmetry
in Eq. (5.11) is satisfied in the above Hamiltonian. Owing to the simple and typical
model (4.1), we can find the candidate materials of the honeycomb AFMs. For exam-
ple, the honeycomb AFMs 2-Cl-3,6-F2-V [207] and Mn[C10H6(OH)(COO)]2×2H2O [209]
would be candidates modeled by Eq. (5.13) with 0.7 < J2/J1 < 1.0 and J2 = 2J1, re-
spectively. We note that the materials possess bond-dependences inherently. Thus, the
nonlinear magnon SNE is expected to exhibit even without the strain.

The band structure, Berry curvature, and extended Berry curvature dipole of magnons
with up spin dipole moment in the strained honeycomb antiferromagnet are shown in
Fig. 5.2. Due to the PT -symmetry, those with up and down spin dipole moments are
related by the following equations:

E↓(k) = E↑(k), (5.17)

Ω↓(k) = −Ω↑(k), (5.18)

D̄x
↓(k) = −D̄x

↑(k). (5.19)

As seen in Figs. 5.2(a)-(d), Berry curvature and band structure are antisymmetric and
symmetric about k → −k. Thus, the linear spin Nernst effect is expected to be absent,
which is reasonable since the DM interaction is not included in the model.
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(a) (b)

(c) (d)

(e) (f)
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Fig. 5.2: (a), (b) Band structure E↑(k), (c), (d) Berry curvature Ω↑(k), and (e), (f)
extended Berry curvature dipole D̄x

↑(k) of magnons with the up spin dipole moment in
the strained honeycomb lattice antifferomagnet, whose Hamiltonian is given by Eq. (5.13).
The parameters in (a), (c), and (e) are chosen to be J1S = 0.5, J2S = 1.0, and κS = 0.01,
which is the case described in Fig. 5.1(a). In (b), (d), and (f), we take the parameters to
be J1S = 1.5, J2S = 1.0, and κS = 0.01, corresponding to Fig. 5.1(b).

The coefficient of the nonlinear spin Nernst effect of magnons in Eq. (5.12) is shown in
Fig. 5.3. It is zero in the case of J1 = 0 and J1 = J2 (corresponding tothe system with the
three-fold rotational symmetry restored). The signs of the coefficients are opposite be-
tween the cases of J1 < J2 and J1 > J2, which means that the direction of the spin Nernst
current can be controlled by tuning the strain. Here, in which directions the transverse
current is driven can be understood intuitively in terms of the balance of the coupling
constants of the nearest-neighbor bonds; i.e., the transverse magnon current tends to flow
in the direction of the stronger nearest-neighbor bonds corresponding eventually to the
+y/−y-direction in total.
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� �

0.5 1.51.0

−0.05

−0.15

−0.1

Fig. 5.3: Coefficient of the nonlinear spin Nernst effect of magnons as a function of the
coupling constant J1. We choose the other parameters to be J2S = 1.0, and κS = 0.01,
and T0 = 0.1. The factor τ/(ℏV T0) is taken to be unity.

5.3 Order estimation of the nonlinear spin Nernst

effect

Here, let us discuss the order of the nonlinear magnon spin Nernst effect, by comparing it
to the linear one observed in the honeycomb antiferromagnet MnPS3 [124] with the DM
interaction. We here consider the following Hamiltonian for the antiferromagnet MnPS3:

H = J1
∑
⟨ij⟩1

Si · Sj + J2
∑
⟨ij⟩2

Si · Sj +D
∑
⟨⟨ij⟩⟩

ξij (Si × Sj)z − κ
∑
i

(Sz
i )2, (5.20)

where the third term is the DM interaction between the second nearest-neighbor spins.
The sign convention of the DM interaction ξij is shown in Fig. 5.4. Other terms are
the same as those in the model (5.13). By applying Holstein-Primakoff and Fourier
transformations, we obtain the magnon Hamiltonian for model (5.20), which is written
as in the same form as in Eq. (5.16) with the additional term ∆(k) derived from the DM
interaction, i.e.,

H(k) =


d− ∆(k) 0 0 γ(k)

0 d+ ∆(k) γ∗(k) 0
0 γ(k) d+ ∆(k) 0

γ∗(k) 0 0 d− ∆(k)

 , (5.21)

∆(k) = 2DS

[
sin

(
−1

2
kx +

√
3

2
ky

)
− sin

(
1

2
kx +

√
3

2
ky

)
+ sin(kx)

]
. (5.22)
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Fig. 5.4: Honeycomb lattice corresponding to the antiferromagnet MnPS3. The sign
convention ξij = +1 (= −ξji) for i→ j is indicated by the orange arrows.

The experiment [124] shows a good agreement with the theoretical study [120], in
which the parameters of MnPS3 are considered as J1 = J2 = 1.54 meV, D = 0.36 meV,
κS = 0.0086 meV, and S = 5/2 [203]. To estimate the order of linear spin Nernst
current, we ignore the second and the third nearest-neighbor Heisenberg interactions
taken into account in Ref. [120], whose coupling constants are less than one-fourth of the
nearest-neighbor ones. Since the antiferromagnet MnPS3 possesses the nonnegligible DM
interaction, the spin current observed in MnPS3 [124] is mainly attributed to the linear
spin Nernst effect, which is described by the first term in Eq. (5.12). Here, we write the
part of the integral in this term as follows:

I1 :=
∑
n

∫
BZ

d2kc1 (ρ0(En(k), T0)) (Ωn,↑(k) − Ωn,↓(k)) . (5.23)

Figure 5.5(a) shows the numerical result of I1 as a function of temperature T0 in model
(5.20). From the figure, the order of the spin current at T0 = 20 K can be written as
follows:

JS
L =

∇T
V

× I1 ∼
∇T
V

× 10−1. (5.24)

Next, we estimate the order of nonlinear spin Nernst effect in model (5.20) where the
DM interaction is set to zero, which is equivalent to model (5.13). We here assume that
the coupling constant J1 in Eq. (5.13) is changed as J1 = 1.54 → 2.0 meV. In such a
case, i.e., for D = 0 and J1 ̸= J2, the model does not exhibit the linear magnon spin
Nernst effect, but the nonlinear one, which is described by the second term in Eq. (5.12).
Here, we write the part of the integral of this term with the prefactor 1/T0 as I2, i.e.,

I2 :=
1

T0

∑
n

∫
BZ

d2kc1(ρ0(En(k), T0))
∂

∂kx
[En(k) (Ωn,↑(k) − Ωn,↓(k))] . (5.25)

The numerical result of I2 as a function of T0 is shown in Fig. 5.5(b). From this figure,
we can evaluate the nonlinear spin current at T0 = 20 K as

JS
NL =

τ(∇T )2

ℏV
× I2 ∼

τ(∇T )2

ℏV
×
(
10−1 meV · nm · K−1

)
. (5.26)
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Since the linear spin Nernst current in Eq. (5.24) was observed with the electric voltage
VL ∼ 1 µV through the inverse spin Hall effect at T0 = 20 K (see Fig. 2.6 and Fig. 3(c)
in Ref. [124]), we can estimate the voltage VNL by the nonlinear spin Nernst current in
Eq. (5.26) in the following by taking their ratio:

VNL ∼ VL ×
JS
NL

JS
L

∼ 10−1 µV × (τ(∇T )2/ℏV ) × (10−1 meV · nm · K−1)

(∇T/V ) × 100

∼ 10n+6 µV. (5.27)

Here, we assume that the lifetime of magnons and the applied temperature gradient are
τ ∼ 10n s and ∇T ∼ 10−6 K · nm−1, respectively. From Ref. [204], we expect that
VNL ∼ 10−3 µV is detectable, where the magnon lifetime is τ ∼ 1 ns. In model (5.13),
the velocity of magnons is estimated as v = (∂/ℏ∂ki)E↑(k) ∼ 1012 nm · s−1. Then, the
corresponding mean free path for τ ∼ 1 ns is l ∼ 1 µm, which is achievable in magnets.
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Fig. 5.5: Numerical results of (a) I1 and (b) I2 defined as Eqs. (5.23) and (5.25), respec-
tively. The parameters J1 and D are chosen to be (a) J1 = 1.54 meV and D = 0.36 meV,
and (b) J1 = 2.0 meV and D = 0, respectively. In both (a) and (b), the other parameters
J2, κ, and S are taken as J2 = 1.54 meV, κS = 0.0086 meV, and S = 5/2, respectively.
We note that I1 is dimensionless. In particular, at the temperature T0 = 20 K, the orders
of them are I1 ∼ 10−1 and I2 ∼ 10−1 meV · nm · K−1, respectively.

5.4 Nonlinear spin Nernst effect of magnons in var-

ious antiferromagnets
Next, we discuss the nonlinear magnon spin Nernst effect in several other Néel antiferro-
magnets. We consider square lattice antiferromagnets with bond dependences and dia-
mond lattice antiferromagnet under pressure, which are shown in Fig. 5.6. The Hamiltoni-
ans of the corresponding models have the same form as Eq. (5.13). The nearest-neighbor
bonds ⟨ij⟩1 and ⟨ij⟩2, whose coupling constants are J1 and J2, are shown Fig. 5.6.
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(a) (b)

(c)

Fig. 5.6: The spin configuration and the lattice structure of the square lattice antiferro-
magnets with (a) staggered- and (b) zigzag-bond dependences. The bonds corresponding
to the coupling constant J1 and J2, i.e., ⟨ij⟩1 and ⟨ij⟩2 in Eq. (5.13), are shown by the
thin and thick lines, respectively. (c) The spin configuration and the lattice structure of
the diamond lattice antiferromagnet, which is compressed in the z-direction due to the
pressure. The vertical and the other three nearest-neighbor bonds correspond to ⟨ij⟩2
and ⟨ij⟩1 in Eq. (5.13), whose coupling constants are J2 and J1, respectively.

By applying Holstein-Primakoff and Fourier transformations to Eq. (5.13), we can
obtain the Hamiltonian for magnons, which are in the same form as Eq. (5.16) in these
three cases. The Hamiltonian for these models are obtained by replacing d and γ(k)
in Eq. (5.16) as in the following. Those of the square lattice antiferromagnets with
staggered-bond dependence [see Fig. 5.6(a)] are given by

d = 3J1S + J2S + 2κS, (5.28)

γ(k) = J1Se
ikx/

√
2 + J1Se

iky/
√
2 + J2Se

−ikx/
√
2 + J1Se

−iky/
√
2. (5.29)

In the case of the square lattice antiferromagnets with zigzag-bond dependence [see
Fig. 5.6(b)], they can be written as follows:

d = 2J1S + 2J2S + 2κS, (5.30)

γ(k) = J1Se
ikx/

√
2 + J1Se

iky/
√
2 + J2Se

−ikx/
√
2 + J2Se

−iky/
√
2. (5.31)

For the diamond lattice antiferromagnet [see Fig. 5.6(c)], they are given by

d = 3J1S + J2S + 2κS, (5.32)

γ(k) = J1Se
ik·a0 + J1Se

ik·a1 + J1Se
ik·a2 + J2Se

ik·a3 , (5.33)
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where a0 =
(

0, 1√
3
,− 1

2
√
6

)
, a1 =

(
−1

2
,− 1

2
√
3
,− 1

2
√
6

)
, a2 =

(
1
2
,− 1

2
√
3
,− 1

2
√
6

)
, and a3 =(

0, 0, 3
4

√
2
3

)
. The PT -symmetry in Eq. (5.11) is present in these models.

(a) (b)

(c) (d)

(e) (f)
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Fig. 5.7: (a),(c) Berry curvature Ω↑(k) and (b),(d) extended Berry curvature dipole
D̄y

↑(k) = ∂ky [E(k)Ω↑(k)] of magnons with the up spin dipole moment in the square lattice
antiferromagnets. (a) and (b) ((c) and (d)) are results for the staggered-bond (zigzag-
bond) dependence in Fig. 5.6(a) (Fig. 5.6(b)), which is described by the Hamiltonian
in Eqs. (5.16), (5.28), and (5.29) (Eqs. (5.16), (5.30), and (5.31)). Figures (e) and (f)
show the x-component of Berry curvature Ωx

↑(0, ky, kz) and txtrextended Berry curvature
dipole D̄xy

↑ (0, ky, kz) of magnons in the diamond lattice antiferromagnet under pressure
with the Hamiltonian in Eqs. (5.16), (5.32), and (5.33), respectively. The parameters in
these systems are chosen to be J1S = 1.0, J2S = 1.2, and κS = 0.01.

Berry curvature and extended Berry curvature dipole of magnons are calculated in
these systems and shown in Fig. 5.7. In Figs. 5.7(e) and (f), the x-component of Berry
curvature and extended Berry curvature dipole for the diamond lattice system defined as
Ωx

↑(k) = 2Im[(∂kyψ↑(k))†Σz(∂kzψ↑(k))] and D̄xy
↑ (k) = ∂ky [E(k)Ωx

↑(k)] are plotted in the
kx = 0 plane, respectively. The PT -symmetry leads to the following equations, which
relate the energy eigenvalue, Berry curvature, and extended Berry curvature dipole of up
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and down spin dipole moment:

E↓(k) = E↑(k), (5.34)

Ω↓(k) = −Ω↑(k), (5.35)

Ωx
↓(k) = −Ωx

↑(k), (5.36)

D̄x
↓(k) = −D̄x

↑(k), (5.37)

D̄xy
↓ (k) = −D̄xy

↑ (k). (5.38)

As in the case of the honeycomb lattice antiferromagnet in Sec. 5.2, the Berry curvatures
in Figs. 5.7(a), (c), and (e) are antisymmetric, and the linear spin Nernst current is
confirmed to be zero in these cases. In addition, nonzero extended Berry curvature dipoles
in Figs. 5.7(b), (d), and (f) imply the existence of nonlinear spin Nernst current. In all
cases, breaking the inversion and rotational symmetries by introducing bond dependence,
i.e., J1 ̸= J2, is important for the nonzero extended Berry curvature dipoles.

The quasi-two-dimensional antiferromagnet Cu(en)(H2O)2SO4 is a candidate mate-
rial of the square lattice antiferromagnet with zigzag bond dependence, in which the
coupling constants are estimated as J1 = 10J2 ∼ 0.30 meV [212]. We can also find can-
didate materials of the diamond lattice antiferromagnets exhibiting Néel order, such as
CoRh2O4 [213], MnAl2O4 [214], and (ET)Ag4(CN)5 [215]. In particular, (ET)Ag4(CN)5
is a molecular compound, and can be distorted by applying pressure without difficulty.
Thus, the pressure-tunable spin current is expected in the AFM.

0.01 0.01

(a) (b) (c)
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∇�
2

0.005

0.005

Fig. 5.8: Nonlinear spin Nernst coefficient contributed by magnons which are calculated
in the square lattice antiferromagnet with the (a) staggered-, (b) zigzag-bond depen-
dences, and (c) the diamond lattice antiferromagnet under pressure. The temperature
is dependent on the position y and written as T (y) = T0 − y∇T . As in the case of the
honeycomb lattice antiferromagnets, the direction of the spin current in the diamond
lattice antiferromagnet can be tuned externally by the applied pressure. For (a), (b), and
(c), the parameters are set to be J1S = 1.0, κS = 0.01, T0 = 0.1 and the factor τ/(ℏV T0)
is taken to be unity.

We calculate the coefficients of the nonlinear spin Nernst effect of magnons in these
models as a function of J2, which are shown in Fig. 5.8. As seen from the calculation
of extended Berry curvature dipole in Fig. 5.7, we can expect the nonlinear spin Nernst
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current of magnons in these cases. Since the diamond lattice is 3D, the following formula,
which is obtained by generalizing Eq. (5.12), is used:

JS
z =

∇T
V

∑
n

∫
BZ

d3kc1 (ρ0(En(k), T0))
(
Ωx

n,↑(k) − Ωx
n,↓(k)

)
+
τ(∇T )2

ℏV T0

∑
n

∫
BZ

d3kc1(ρ0(En(k), T0))
∂

∂ky

(
En(k)

(
Ωx

n,↑(k) − Ωx
n,↓(k)

))
+O((∇T )3). (5.39)

Assuming that the pressure applied to the diamond lattice antiferromagnets change the
length of bonds ⟨ij⟩1 and ⟨ij⟩2, Since the large-and-small relationship between J1 and J2
in the diamond lattice can be changed by the direction of the pressure. Thus, the spin
current in the diamond lattice antiferromagnet is pressure-tunable, which is similar to
the case of the honeycomb lattice antiferromagnet.



Chapter 6

Summary and future prospects

In this thesis, we have investigated the surface states of magnons, which appear due to
the nontrivial band topology, and the transport phenomena associated with Berry cur-
vature. In Chap. 3, by considering the fermion-like pseudo-time-reversal symmetry, we
have proposed a topological magnon system with magnon surface states, which can be re-
garded as a magnonic analog of a three-dimensional topological insulator. These surface
states are protected by pseudo-time-reversal symmetry and have a linear Dirac disper-
sion. The relation between the number of surface states and the topological invariant
characterizing the system has been discussed. However, the model proposed there has
been realized in a very artificial setup. In Chap. 4, we have focused on the fact that the
Kramers degeneracy in magnon bands occurs under the symmetry of the combination of
time-reversal and half-translation. We have proposed models with magnon Dirac surface
states protected by this symmetry. These surface states are similar to those proposed
in Chap. 3, and shows many novel properties such as spin-momentum locking. Unlike
that of Chap. 3, the models proposed here are realized in a natural setup, and we have
found that the van der Waals magnet CrI3 is a candidate material. We have calculated
the band structure of magnons in CrI3 at the parameters estimated by density functional
theory calculations and shown that these surface states are realized. By using the linear
response theory, we have discussed the induction of the magnon current caused by the
spin-momentum locking of the magnon surface states and the Aharonov-Casher effect
in an electric field. In Chap. 5, we have proposed the nonlinear spin Nernst effect for
magnons. By considering the second-order response to a temperature gradient, we have
found that the magnon current perpendicular to the temperature gradient can be de-
scribed by a dipole moment of the product of the energy and the Berry curvature. This
nonlinear spin Nernst effect is is expected to occur in many antiferromagnets without the
Dzyaloshinskii-Moriya interaction.

To summarize, the main results of our studies are as follows.

• The first model of a magnon system with surface states like those of three-
dimensional topological insulators of electrons has been constructed.

• By considering the counterparts of topological crystalline insulators of
electrons, we have realized similar surface states in natural setups.

69
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• We have calculated the magnon band structure of CrI3 and confirmed
the existence of surface states.

• The characteristic electric field response due to the surface states has
been proposed.

• We have developed a theory of the nonlinear spin Nernst effect of magnons.

The future prospects are as follows. The magnon surface states proposed in this study
are the counterparts of those observed in three-dimensional topological insulators, which
are known to exhibit many interesting properties in electronic systems. It is possible to
study various phenomena similar to those investigated in electronic systems as well as
those unique to magnon systems. For example, since the surface state is spin-polarized,
the Edelstein effect is expected. By the current resolution of inelastic neutron scattering,
the surface states of magnons are difficult to be measured. Therefore, the existence of
the proposed surface states should be proved by measuring related transport phenomena.
Thus we hope that future experiments will enable us to observe phenomena such as the
induction of the magnon current by an electric field proposed in this thesis and the Edel-
stein effect. Another future direction is to explore the magnon surface states, which are
protected by symmetries other than the pseudo-time-reversal symmetry and the symme-
try of the combination of time-reversal and half translation. For example, in electronic
systems, surface states protected by a combination of time-reversal and C4 rotation have
been investigated [32], and similar ones can be considered for magnon systems. Depend-
ing on which symmetry the surface state is protected by, properties such as dispersion
relations will change, resulting in many novel phenomena in magnon systems. The non-
linear spin Nernst effect of magnons is expected to be measured by converting it into
an electric current using the inverse spin Hall effect in Pt. Fortunately, we can consider
many candidate materials which exhibit the nonlinear spin Nernst effect of magnons,
e.g., antiferromagnets on a honeycomb lattice [205–211], square lattice with zigzag bond
dependence [212], and diamond lattice [213–215]. Those with large bond dependence and
long magnon lifetime should be targets for the measurement. In particular, we expect to
find purely nonlinear contributions in magnets which only contain light atoms, since the
Dzaloshinskii-Moriya interaction is typically very small even if the inversion symmetry is
broken. We here emphasize that our proposal for the nonlinear magnon spin Nernst ef-
fect provides one of a few possible ways to generate the spin current in materials without
heavy atoms, such as organic materials [216,217] where the Dzyaloshinskii-Moriya inter-
action is negligible. We expect that our results will lead to new ways of the manipulation
of magnons and spin currents, which can be first enabled by their topological properties,
and will stimulate the field of spintronics.
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Appendix

Appendix A : Proof of the statements in Sec. 2.2

In this part, we prove the three statements (i)-(iii) in Sec. 2.2.
Proof of (i).

By using the eigenvalues λn(k) (n = 1, · · · , 2N ) and the unitary matrix U(k), the
Hamiltonian matrix H(k) can be written as

H(k) = U †(k)diag(λ1(k), · · · , λ2N (k))U(k). (A.1)

In the following, we assume that the eigenvalues are positive definite. The above equation
can be written as H(k) = Q†(k)Q(k), where, Q(k) is a regular matrix given by Q(k) =
diag(

√
λ1(k), · · · ,

√
λ2N (k))U(k). The eigenvalues of ΣzH(k) is the same as a matrix

Ω(k) = Q(k)ΣzQ
†(k) since they are similar to each other. We note that the matrix Ω(k)

is Hermitian and its determinant is nonzero, i.e.,

Det (Ω(k)) = Det (Σz) Det (H(k)) = (−1)N Det
(
Q(k)Q†(k)

)
̸= 0. (A.2)

Thus, we can show that as those of Ω(k), the eigenvalues of ΣzH(k) is real and nonzero.
2

Proof of (ii). Let us take the complex conjugate of the eigen equation ΣzH(k)ψ(k) =
E(k)ψ(k) and reverse the direction of the wave vector, i.e.,

ΣzH
∗(−k)ψ∗(−k) = E(−k)ψ∗(−k). (A.3)

By multiplying the above equation from the left by Σx and by using the anti-commutation
relation {Σz,Σx} = 0 and Σ2

x = 12N , we obtain the following equation:

−ΣzΣxH
∗(−k)ΣxΣxψ

∗(−k) = E(−k)Σxψ
∗(−k). (A.4)

Since the BdG Hamiltonian satisfies ΣxH(k)Σx = H∗(−k), we can write the above
equation as follows:

ΣzH(k)Σxψ
∗(−k) = −E(−k)Σxψ

∗(−k). (A.5)

2
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In the following, the eigenvalues and the eigenvectors of ΣzH(k) are arranged as
follows:

(E1(k), · · · , EN (k),−E1(−k), · · · ,−EN (−k)) , (A.6)

(ψ1(k), · · · ,ψN (k),Σxψ
∗
1(−k), · · · ,Σxψ

∗
N (−k)) . (A.7)

We denote the eigenvectors as

ψn+(k) = ψn(k), (A.8)

ψn−(k) = Σxψ
∗
n(−k). (A.9)

It should be noted that the matrix in Eq. (A.7) is nothing but the para-unitary matrix
T (k) in Eq. (2.21).
Proof of (iii).

Since the eigenvalues of Ω(k) = Q(k)ΣzQ
†(k) is ±En(k) (En(k) > 0;n = 1, · · · ,N ),

the eigen equation of Ω(k) can be written as follows:

Ω(k)ϕnσ(k) = σEn(k)ϕnσ(k), (A.10)

where ϕnσ(k) is the eigenvectors. We can choose the orthogonal set of the eigenvectors,
i.e.,

⟨ϕmρ(k),ϕnσ(k)⟩ = ϕ†
mρ(k)ϕnσ(k) = δnmδσρ. (A.11)

We can see that the vector defined as ψnσ(k) :=
√
En(k)Q−1(k)ϕnσ(k) satisfies the

following equation:

ΣzH(k)ψnσ(k) = σEn(k)ψnσ(k), (A.12)

which implies that ψnσ(k) is an eigenvector of ΣzH(k) with eigenvalue σEn(k). By using
the equation:

[Q−1(k)]−1ΣzQ
−1(k)ϕnσ(k) = Ω−1(k)ϕnσ(k)

= (σEn(k))−1ϕnσ(k), (A.13)

we can see that the following para-unitarity relation is satisfied by ψnσ(k), i.e.,

⟨⟨ψmρ(k),ψnσ(k)⟩⟩ = ψ†
mρ(k)Σzψnσ(k)

=
√
En(k)Em(k)ϕ†

mρ(k)[Q−1(k)]−1ΣzQ
−1(k)ϕnσ(k)

= σ

√
En(k)

Em(k)
ϕ†

mρ(k)ϕnσ(k)

= σδnmδσρ. (A.14)

2
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Appendix B : Derivation of magnon thermal Hall cur-

rent

Here, we derive the expression of the magnon thermal Hall current (2.26). As in the case
of electrons, the semiclassical equation of motion of magnons are written as follows:

ṙ =
1

ℏ
∂ϵ(k)

∂k
− k̇ ×Ωn(k), (B.1)

ℏk̇ = −∇U(r). (B.2)

Thus, the velocity can be written as ṙ = (1/ℏ)∇U(r) × Ωn(k). Let us consider the
current in the x-direction in a temperature gradient applied in the y-direction. The
magnon current at the position y is given by

Jx(y) =
1

V

∑
n,k

ρ(ϵn,k + U(r), T (y))ẋ

=
1

ℏV
∑
n,k

ρ(ϵn,k + U(r), T (y))
∂

∂y
U(r)Ωz

n(k). (B.3)

Here, we write the width of the system in the y-direction as ω, where the center is taken
to be y = 0. When b1 and b2 are set to be b1 < −ω/2 and ω/2 < b2, respectively,
the potential energy of magnons satisfies U(y = b1) = U(y = b2) = ∞. Therefore, the
magnon current in the x-direction in the whole space is written as follows:

Jx =
1

ω

∫ b2

b1

dyJx(y). (B.4)

Here, we divide the systems into the two regions as b1 ≤ y ≤ a and a ≤ y ≤ b2, where
the position y = a is set to be in the systems, i.e., U(y = a) = 0. In the first region
b1 ≤ y ≤ a, we can roughly take the temperature as T (y) ̸= T (−ω/2). The integral in
this region is calculated as follows:

1

ω

∫ a

b1

dyJx(y) =
1

ω

1

ℏV
∑
n,k

∫ a

b1

dy
∂U(r)

∂y
ρ(ϵn,k + U(r), T (y))Ωz

n(k)

=
1

ω

1

ℏV
∑
n,k

∫ 0

∞
dUρ(ϵn,k + U, T (−ω/2))Ωz

n(k)

= − 1

ω

1

ℏV
∑
n,k

∫ ∞

ϵn,k

dϵρ(ϵ, T (−ω/2))Ωz
n(k). (B.5)
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By calculating the integral in the second region a ≤ y ≤ b2, the magnon current (B.4)
can be written as

Jx =
1

ω

1

ℏV
∑
n,k

∫ ∞

ϵn,k

dϵ (ρ(ϵ, T (ω/2)) − ρ(ϵ, T (−ω/2))) Ωz
n(k).

=
1

ℏV
∑
n,k

∫ ∞

ϵn,k

dϵ

(
∂

∂x
ρ(ϵ, T (x))

)
Ωz

n(k). (B.6)

The magnon current is often interested in terms of the transport properties of the spin
magnetic moment and the energy. For example, magnons from spins upward are consid-
ered to have a magnetic moment −ℏ. Thus, the spin and energy currents conveyed by
the magnons, in this case, are written as follows:

JS
x = − 1

V

∑
n,k

∫ ∞

ϵn,k

dϵ
∂ρ(ϵ, T (y))

∂y
Ωz

n(k), (B.7)

JE
x =

1

ℏV
∑
n,k

∫ ∞

ϵn,k

dϵϵ
∂ρ(ϵ, T (y))

∂y
Ωz

n(k). (B.8)

In particular, the energy current (B.8) is rewritten as

JE
x = − 1

T

∂T

∂y

1

ℏV
∑
n,k

∫ ∞

ϵn,k

dϵϵ2
∂ρ(ϵ, T )

∂ϵ
Ωz

n(k). (B.9)

By using the function cq(ρ) defined as

cq(ρ) =

∫ ∞

ϵn,k

dϵ (βϵ)q
(
−∂ρ(ϵ, T )

∂ϵ

)
=

∫ ρ

0

dt (log(1 + 1/t))q , (B.10)

we finally obtain the formula for the thermal Hall current of magnons Eq. (2.26), i.e.,

κxy = −k
2
BT

ℏV
∑
n,k

c2(ρn)Ωn(k). (B.11)

Appendix C : Kramers pairs of bosons described by

Bogoliubov-de Gennes Hamiltonians
In the main text, we mentioned that the Kramers theorem can be applied when the
systems are symmetric under an anti-unitary operator which squares to −1. However,
the proof of the Kramers theorem is a bit different from the case of electrons due to the
peculiar mathematical properties of magnons described by the BdG Hamiltonian. In this
part, we give the details of the proof of the Kramers theorem in such a case. We here
show that under certain symmetry, the eigenvalues of the matrix ΣzH(Λ) degenerate at
TRIM: k = Λ.
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By using a para-unitary matrix P and the complex conjugation K, we define an
anti-unitary operator O = PK which satisfies

O2 = −1. (C.1)

We assume that the system is symmetric under this operator and satisfies

ΣzH(Λ)O −OΣzH(Λ) = 0, (C.2)

Here, we write the eigenvector of ΣzH(Λ) with the eigenvalue E(Λ) as ψ(Λ), i.e.,

ΣzH(Λ)ψ(Λ) = E(Λ)ψ(Λ). (C.3)

Multiplying both sides of Eq. (C.3) from the left by O, we obtain

ΣzH(Λ)Oψ(Λ) = E(Λ)Oψ(Λ). (C.4)

Here, we used the commutation relations Eq. (C.2). Thus, the two vectors ψ(Λ) and
Oψ(Λ) are both the eigenvectors of ΣzH(Λ) with the same eigenvalue E(Λ).

Next, we show that these vectors are orthogonal to each other. The inner product of
these vectors can be deformed as the following:

⟨⟨ψ(Λ), Oψ(Λ)⟩⟩ = −
〈〈
O2ψ(Λ), Oψ(Λ)

〉〉
= −

(
O2ψ(Λ)

)∗
i

(ΣzP )ij ψ
∗
j (Λ)

= −ψ∗
j (Λ)

(
P TΣz

)
ji

(
KO2ψ(Λ)

)
i

= −
〈〈
ψ(Λ),ΣzP

TΣzKO
2ψ(Λ)

〉〉
.

= −
〈〈
ψ(Λ),

(
ΣzP

TΣzKPK
)
Oψ(Λ)

〉〉
= −⟨⟨ψ(Λ), Oψ(Λ)⟩⟩ . (C.5)

Thus, we confirmed that vectors ψ(Λ) and Oψ(Λ) are orthogonal to each other, i.e.,
⟨⟨ψ(Λ), Oψ(Λ)⟩⟩ = 0. Here, in the final equality in Eq. (C.5), we used the following
equation:

ΣzP
TΣzKPK =

(
ΣzP

†ΣzP
)∗

= Σ2
z = 12N , (C.6)

which is derived from the para-unitarity of P .

Appendix D : Details of the interactions in the Hamil-

tonian (3.1)

In Sec. 3.1, we proposed the first model of magnonic analog of 3D topological insulators.
In this part, we give an explicit expression of the interactions in the Hamiltonian (3.1).
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They are given by the following equations:

HDM =
∑

R,s=u,d

Dz
1(Sx

s (R, A)Sy
s (R+ a1, A) − Sy

s (R, A)Sx
s (R+ a1, A))

+Dz
2(Sx

s (R, A)Sy
s (R+ a2, A) − Sy

s (R, A)Sx
s (R+ a2, A))

+Dz
3(Sx

s (R, A)Sy
s (R+ a3, A) − Sy

s (R, A)Sx
s (R+ a3, A))

+Dz
21(S

x
s (R, A)Sy

s (R+ a21, A) − Sy
s (R, A)Sx

s (R+ a21, A))

+Dz
31(S

x
s (R, A)Sy

s (R+ a31, A) − Sy
s (R, A)Sx

s (R+ a31, A))

+Dz
32(S

x
s (R, A)Sy

s (R+ a32, A) − Sy
s (R, A)Sx

s (R+ a32, A))

− (A↔ B), (D.1)

HJ ′ = J ′
∑
i

Si,u · Si,d, (D.2)

HJ = −
∑

R,s=u,d

J0Ss(R, A) · Ss(R, B) + J1Ss(R, A) · Ss(R+ a1, B)

+ J2Ss(R, A) · Ss(R+ a2, B) + J3Ss(R, A) · Ss(R+ a3, B), (D.3)

HXY = J−
∑
R

D̄y
1(Sx

u(R, A)Sx
d(R+ a1, A) − Sy

u(R, A)Sy
d(R+ a1, A))

+ D̄y
2(Sx

u(R, A)Sx
d(R+ a2, A) − Sy

u(R, A)Sy
d(R+ a2, A))

+ D̄y
3(Sx

u(R, A)Sx
d(R+ a3, A) − Sy

u(R, A)Sy
d(R+ a3, A))

+ D̄y
21(S

x
u(R, A)Sx

d(R+ a21, A) − Sy
u(R, A)Sy

d(R+ a21, A))

+ D̄y
31(S

x
u(R, A)Sx

d(R+ a31, A) − Sy
u(R, A)Sy

d(R+ a31, A))

+ D̄y
32(S

x
u(R, A)Sx

d(R+ a32, A) − Sy
u(R, A)Sy

d(R+ a32, A))

− (u ↔ d)

− (A↔ B), (D.4)

HΓ = Γ
∑
R

D̄x
1(Sx

u(R, A)Sy
d(R+ a1, A) + Sy

u(R, A)Sx
d(R+ a1, A))

+ D̄x
2(Sx

u(R, A)Sy
d(R+ a2, A) + Sy

u(R, A)Sx
d(R+ a2, A))

+ D̄x
3(Sx

u(R, A)Sy
d(R+ a3, A) + Sy

u(R, A)Sx
d(R+ a3, A))

+ D̄x
21(S

x
u(R, A)Sy

d(R+ a21, A) + Sy
u(R, A)Sx

d(R+ a21, A))

+ D̄x
31(S

x
u(R, A)Sy

d(R+ a31, A) + Sy
u(R, A)Sx

d(R+ a31, A))

+ D̄x
32(S

x
u(R, A)Sy

d(R+ a32, A) + Sy
u(R, A)Sx

d(R+ a32, A))

− (u ↔ d)

− (A↔ B), (D.5)

Hκ = −κ
∑

i,s=u,d

(Sz
i,s)

2. (D.6)

Here, we write the operators of up and down spins localized at the site i as Si,u and Si,d,
respectively. In the case that the site i is on X (X = A,B) sublattice in the unit cell
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labeled by the lattice vector R, we write another expression of Si,s (s = u, d) as Ss(R, X)
(s = u, d). Here, aij is given by aij = ai−aj. We consider the two nearest-neighbor bond
vectors traversed between sites (R, A) and (R + ai, A) ((R, A) and (R + aij, A)) [218],
which is detailed in Fig. D1. By using them, the DM vector Di (Dij) is given by Di =
D(d1

i (R)×d2
i (R))/|d1

i (R)×d2
i (R)|

(
Dij = D(d1

ij(R) × d2
ij(R))/|d1

ij(R) × d2
ij(R)|

)
. We

define the vectors D̄i and D̄ij as D̄i = Di/D and D̄ij = Dij/D, respectively.

(R, A) (R+ai, A)

(R, B)

ai

di(R)
1

di(R)
2

Fig. D1: Two nearest-neighbor bond vectors d1
i (R) and d2

i (R). The site (R, B) is the
common nearest-neighbor site between two next nearest sites (R, A) and (R + ai, A).
The vectors d1

i (R) and d2
i (R) point to the site (R, B) from (R, A) and (R + ai, A),

respectively.

By applying the Holstein-Primakoff and Fourier transformation, we can obtain the
Hamiltonian which is written in the form as Eq. (2.40) with N = 2. The matrix H(k) is
given by

H(k) =

(
h(k) ∆†(k)
∆(k) h∗(−k)

)
. (D.7)

Here, 4 × 4 matrices h(k) and ∆(k) are written as follows:

h(k) = d014 +
5∑

a=1

da(k)Γa, (D.8)

∆(k) = J ′σx ⊗ 12, (D.9)

where Γ(1,2,3,4,5) as given by

Γ(1,2,3,4,5) = (12 ⊗ σx, 12 ⊗ σy, σx ⊗ σz, σy ⊗ σz, σz ⊗ σz). (D.10)

We note that these Γ matrices satisfy the standard anticommutation relations: {Γ(i),Γ(j)} =
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2δij14. Here, di (i = 0, 1, · · · , 5) in Eq. (F.2) are written as

d0 = J0 + J1 + J2 + J3 + J ′ + 2κ, (D.11)

d1(k) = −J0 − J1 cos (k1) − J2 cos (k2) − J3 cos (k3), (D.12)

d2(k) = −J1 sin (k1) − J2 sin (k2) − J3 sin (k3), (D.13)

d3(k) = −
√

2Γ[sin (k2) − sin (k3) − sin (k21) + sin (k31)], (D.14)

d4(k) = −
√

2J−[sin (k3) − sin (k1) − sin (k32) + sin (k12)], (D.15)

d5(k) = −
√

2D[sin (k1) − sin (k2) − sin (k13) + sin (k23)]. (D.16)

Here, ki and kij are defined as ki = k · ai and kij = ki − kj, respectively. We write the
three lattice prime vectors of the diamond lattice as ai (i = 1, 2, 3). We can see that the
pseudo-time-reversal symmetry (C.2) is satisfied by the Hamiltonian (D.7).

Appendix E : The analytical expressions of energy

eigenvalues
In this part, we show that in the case of Γ = 0, the energy spectrum of the Hamiltonian
of the diamond lattice system (3.1) can be obtained analytically. By using the unitary
matrix U(k) (details of U(k) are shown later), ΣzH(k) can be written as follows:

U †(k)ΣzH(k)U(k) =

(
0 Q1(k)

Q2(k) 0

)
, (E.1)

where Qn(k) (n = 1, 2) are defined by

Qn(k) =


−d0 0 λn,+(k) 0

0 −d0 0 λn,−(k)
λ∗n,+(k) 0 −d0 0

0 λ∗n,−(k) 0 −d0

 . (E.2)

Here λn,±(k) is written as

λn,±(k) = −id4(k) + (−1)nJ ′ ±
√
d25(k) + |γ(k)|2. (E.3)

We note that the matrix U †(k)(ΣzH(k))2U(k), whose eigenvalues are equal to the square
of the ones of ΣzH(k), is the block diagonal:

U †(k)(ΣzH(k))2U(k) = (U †(k)ΣzH(k)U(k))2

=

(
Q1(k)Q2(k) 0

0 Q2(k)Q1(k)

)
. (E.4)

The matrices Q1(k)Q2(k) and Q2(k)Q1(k) have the same eigenvalues, which correspond
to the double eigenvalue E2(k) of (ΣzH(k))2. Here, we write the pair of eigenvalues of
ΣzH(k) as ±E(k). Therefore, E2(k) can be obtained as the eigenvalues of Q1(k)Q2(k):

Q1(k)Q2(k) =

(
q1(k) q2(k)
q∗2(k) q∗1(k)

)
, (E.5)
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where the matrices q1(k) and q2(k) are given by

q1(k) =

(
d20 + λ1,+(k)λ∗2,+(k) 0

0 d20 + λ1,−(k)λ∗2,−(k)

)
. (E.6)

q2(k) =

(
−d0(λ1,+(k) + λ2,+(k)) 0

0 −d0(λ1,−(k) + λ2,−(k))

)
. (E.7)

Since this matrix can be divided into two parts, the eigenvalues are calculated from the
following equation:∣∣∣∣ d20 + λ1,±(k)λ∗2,±(k) − E2(k) −d0(λ1,±(k) + λ2,±(k))

−d0(λ∗1,±(k) + λ∗2,±(k)) d20 + λ∗1,±(k)λ2,±(k) − E2(k)

∣∣∣∣ = 0. (E.8)

Then, one has

E2(k) = d20 + Re[λ1,ρ(k)λ∗2,ρ(k)] + ρ′
√

(d20 + Re[λ1,ρ(k)λ∗2,ρ(k)])2 + d20|λ1,ρ(k) + λ2,ρ(k)|2,
(E.9)

where ρ, ρ′ = ±. Finally, the eigenvalues of ΣzH(k) are written as follows:

Eρ1,ρ2,ρ3(k)

= ρ1

√
d20 + Re[λ1,ρ2(k)λ∗2,ρ2(k)] + ρ3

√
(d20 + Re[λ1,ρ2(k)λ∗2,ρ2(k)])2 + d20|λ1,ρ2(k) + λ2,ρ2(k)|2,

(E.10)

where ρ1, ρ2, ρ3 = ±. We note that due to the pseudo-time-reversal and inversion sym-
metry, these eigenvalues are doubly degenerate and satisfy Eρ1,+,ρ3(k) = Eρ1,−,ρ3(k).

In the following, we show how to construct the matrix U(k). This is written as the
product of three unitary matrices U1, U2, and U3(k), i.e., U(k) = U1U2U3(k). The first
matrix U1 is the one which diagonalizes C := σy ⊗ σy ⊗ 12. Since C anticommutes with
ΣzH(k), U1 makes ΣzH(k) off-diagonal:

U †
1ΣzH(k)U1 =

(
0 R1(k)

R2(k) 0

)
, (E.11)

where

R1(k) =


−d0 + d5(k) + J ′ γ(k) id4(k) 0

−γ∗(k) −d0 − d5(k) + J ′ 0 −id4(k)
−id4(k) 0 −d0 − d5(k) − J ′ γ(k)

0 id4(k) −γ∗(k) −d0 + d5(k) − J ′

 ,

(E.12)

R2(k) =


−d0 + d5(k) − J ′ γ(k) id4(k) 0

−γ∗(k) −d0 − d5(k) − J ′ 0 −id4(k)
−id4(k) 0 −d0 − d5(k) + J ′ γ(k)

0 id4(k) −γ∗(k) −d0 + d5(k) + J ′

 .

(E.13)
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The second matrix is given by U2 = 12 ⊗ u. Here u is a 4 × 4 matrix and diagonalizes
c := σx ⊗ σz which anticommutes with d014 + R1,2(k). By the unitary transformation
using u, d014 +R1,2(k) becomes off-diagonal:

u†(d014 +R1(k))u =

(
0 r11(k)

r12(k) 0

)
, (E.14)

u†(d014 +R2(k))u =

(
0 r21(k)

r22(k) 0

)
, (E.15)

where

r11(k) = r†12(k) =

(
d5(k) − id4(k) − J ′ γ∗(k)

γ(k) −d5(k) − id4(k) − J ′

)
, (E.16)

r21(k) = r†22(k) =

(
d5(k) − id4(k) + J ′ γ∗(k)

γ(k) −d5(k) − id4(k) + J ′

)
. (E.17)

Since rij(k) (i, j = 1, 2) commute with each other, they are diagonalized by the same
unitary matrix v(k) as follows:

v†(k)rn1(k)v(k) =

(
λn,+(k) 0

0 λn,−(k)

)
, (E.18)

v†(k)rn2(k)v(k) =

(
λ∗n,+(k) 0

0 λ∗n,−(k)

)
(n = 1, 2). (E.19)

By using v(k), the third matrix U3(k) is defined as U3(k) = 14 ⊗ v(k). Now we can
construct the matrix U(k) and obtain the unitary-transformed Hamiltonian Eq. (E.1).

Appendix F : Explicit expression of Hamiltonian ma-

trix in Eq. (4.2)

In this part, we give the detailed expression of the matrix H(k) in the Hamiltonian (4.2),
which is proposed as a model for MAFTI. The general form of the Hamiltonian for
noninteracting bosons are written as follows:

H(k) =

(
h(k) ∆†(k)
∆(k) h∗(−k)

)
. (F.1)

In the case of model (4.2), h(k) and ∆(k) are 4 × 4 matrices and given by

h(k) =


d+ p(k) −γ+(k) 0 0
−γ∗+(k) d− p(k) 0 0

0 0 d− p(k) −γ+(k)
0 0 −γ∗+(k) d+ p(k)

 , (F.2)

∆(k) =


0 −γ−(k) γ∗z (k3) 0

−γ∗−(k) 0 0 γ∗z (k3)
γz(k3) 0 0 −γ−(k)

0 γz(k3) −γ∗−(k) 0

 , (F.3)
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where

d = Jz
0S + Jz

1S + Jz
2S + 2J ′S, (F.4)

p(k) = 2DS [sin(k1) − sin(k2) − sin(k1 − k2)] , (F.5)

γ±(k) = J±
0 S + J±

1 Se
ik1 + J±

2 Se
ik2 , (F.6)

γz(k3) = J ′S
(
1 + eik3

)
. (F.7)

Here S, ki, and J±
i are the spin magnitude, ki = k ·ai, and J±

n = (Jx
n±Jy

n)/2, respectively.

Appendix G : The derivation of the effective Hamil-

tonian for the surface
In this part, we derive the effective Hamiltonian of the surface of the system. Let us
consider the projection onto the subspace of two (particle) bands above and below the
Dirac point we focus on. We define the set of the wave functions of these bands as

|Ψ(k̄)⟩ =
[
|Ψ1(k̄)⟩ , S1/2(kz) |Ψ1(k̄)⟩ , |Ψ2(k̄)⟩ , S1/2(kz) |Ψ2(k̄)⟩

]
, (G.1)

where |Ψ1(2)(k̄)⟩ is the eigenvectors of the lower (higher) band. Since we consider up to
first order of kz−π, the operator S1/2(kz) can be replaced with S1/2(π). The Hamiltonian
projected onto this subspace is a 4 × 4 matrix and written as

H1(k̄) = ⟨Ψ(k̄)|H(k̄) |Ψ(k̄)⟩ . (G.2)

Expanding the Hamiltonian H1(k̄) to the second order in kx and the first order in (ky−π)
and (kz−π), we denote the terms depending on (ky−π) or (kz−π) as Hyz(k̄). The other
terms are denoted by Hx(kx). We write the energy of the center of the Dirac cone as E0.
The state ψ(x) which is localized on the (100) surface is obtained as the eigenvector of
the Hamiltonian Hx(−i∂x) with the eigenvalue E0:

Hx(−i∂x)ψ(x) = E0ψ(x). (G.3)

Here we take ψ(x) as

ψ(x) = ψ0e
λx. (G.4)

The parameter λ is obtained by solving

Det (Hx(−iλ) − E014) = 0. (G.5)

This is an eighth order equation in λ and has eight solutions. Four of them are positive and
the other are negative. The negative solutions correspond to states localized on the (1̄00)
surface. Here we focus on the positive solutions corresponding to states localized on the
(100) surface. Due to the S-symmetry, each two of the eight solutions are the same. Thus,
we write two positive solutions as λ1 and λ2 and define the corresponding two constant
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vectors as ψ1 and ψ2. The combined operator in the subspace of first and second bands
is defined as S1/2(kz) = ΘT1/2(kz), where Θ = K and T1/2(kz) = σxdiag(1, eikz) ⊗ 12,
respectively. The vectors S1/2(π)ψ1 and S1/2(π)ψ2 are also the solutions with λ1 and λ2,
respectively. Then the wave function which satisfies Eq. (G.3) is generally written as

ψ(z) =
(
α1ψ1 + β1S1/2(π)ψ1

)
eλ1x +

(
α2ψ2 + β2S1/2(π)ψ2

)
eλ2x. (G.6)

Since λ1,2 > 0, this satisfies the condition ψ(−∞) = 0. Using the other boundary
condition that the wave function vanishes on the surface x = 0, i.e. ψ(0) = 0, we obtain
four simultaneous equations for the coefficient α1, β1, α2 and β2:

(
ψ1, S1/2(π)ψ1,ψ2, S1/2(π)ψ2

)
α1

β1
α2

β2

 = 0. (G.7)

Since the determinant of the matrix
(
ψ1, S1/2(π)ψ1,ψ2, S1/2(π)ψ2

)
is zero, the above

equation has a nontrivial solution. The overall factor of the four coefficients α1, β1, α2

and β2 is determined by the normalization condition:∫ 0

−∞
dx|ψ(x)|2 = 1. (G.8)

From the coefficients obtained, we have the effective surface Hamiltonian

Heff(k̄) =

(
⟨ψ|Hyz(k̄) |ψ⟩ + E0 ⟨ψ|Hyz(k̄) |S1/2(π)ψ⟩
⟨S1/2(π)ψ|Hyz(k̄) |ψ⟩ ⟨S1/2(π)ψ|Hyz(k̄) |S1/2(π)ψ⟩ + E0

)
, (G.9)

where the matrix element ⟨ψ|Hyz(k̄) |ψ⟩ is defined as

⟨ψ|Hyz(k̄) |ψ⟩ =

∫ 0

−∞
dxψ†(x)Hyz(k̄)ψ(x). (G.10)

The other three matrix elements are defined similarly.

Appendix H : Expression of energy current

In this part, the explicit expression of the energy current operator Jx in Eq. (4.9) is
discussed. Here, the open (periodic) boundary conditions in the direction(s) along a1

(a2 and a3), are considered. When we apply the Holstein-Primakoff transformation and
Fourier transformation along with the a2 and a3 directions, the Hamiltonian (4.1) is
written as follows:

H =
1

2

∑
k̄

ψ†(k̄)H(k̄)ψ(k̄). (H.1)
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The operator ψ(k̄) is defined by Eqs. (I.4) and (I.8). We define the position operator in
the x-direction as follows:

P =
1

2

∑
k̄

ψ†(k̄)P̄ψ(k̄). (H.2)

Here, P̄ is an 8N × 8N diagonal matrix whose components are given by

P̄4n+1,4n+1 = P̄4n+3,4n+3 = P̄4(n+N)+1,4(n+N)+1 = P̄4(n+N)+3,4(n+N)+3

=

√
3

2
(n− 1) − 1

2

(√
3

2
(N − 1) +

1

2
√

3

)
, (H.3)

P̄4n+2,4n+2 = P̄4n+4,4n+4 = P̄4(n+N)+2,4(n+N)+2 = P̄4(n+N)+4,4(n+N)+4

=

√
3

2
(n− 1) − 1

2

(√
3

2
(N − 1) − 1

2
√

3

)
. (H.4)

We also define the Hamiltonian density at site i and its time derivative as follows:

hi =
1

2

∑
k̄

∑
j

ψ†
i (k̄)Hij(k̄)ψj(k̄). (H.5)

ḣi = i[H, hi], (H.6)

The energy current operator Jx in Eq. (4.9) is defined by using these P̄ and ḣi. We can
rewrite the energy current operator Jx as follows:

Jx = − i

4

∑
k̄

ψ†(k̄)
(
P̄H(k̄)ΣzH(k̄) −H(k̄)ΣzH(k̄)P̄

)
ψ(k̄), (H.7)

where Σz = σz ⊗ 14N . Thus, a matrix Jx(k̄) is defined as

Jx(k̄) = − i

2

(
P̄H(k̄)ΣzH(k̄) −H(k̄)ΣzH(k̄)P̄

)
. (H.8)

Appendix I : Expression of perturbation term due to

an electric field
In this part, we explain the details of the perturbation Hamiltonian HE, which is in-
troduced to evaluate the energy current using the linear response theory in the Sec. 4.2
and 4.3. Here, same boundary conditions as in Appendix G, i.e., the open (periodic)
boundary conditions in the direction(s) along a1 (a2 and a3), are considered. We write
the magnon BdG Hamiltonian in an applied electric field as follows:

H =
∑
ij

(
hij(Ex)b†ibj + ∆ij(Ex)bibj

)
+ h.c.. (I.1)
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When an AC electric field has a frequency ω as E = Exe
−iωtex, the first-order perturba-

tion Hamiltonian can be expressed as HE(t) = HEe
−iωt, where HE is given by

HE =
∑
ij

(
Ex

[
∂

∂Ex

hij(Ex)

]
Ex=0

b†ibj + Ex

[
∂

∂Ex

∆ij(Ex)

]
Ex=0

bibj

)
+ h.c.. (I.2)

We take the open (periodic) boundary conditions in the direction(s) along a1 (a2 and
a3). The Hamiltonian after applying the Holstein-Primakoff transformation and Fourier
transformation along the a2 and a3 directions is written as follows:

HE =
1

2

∑
k̄

ψ†(k̄)HE(k̄)ψ(k̄), (I.3)

where ψ(k̄) is given by

ψ(k̄) = (b(k̄), b†(−k̄))T . (I.4)

When the number of unit cells in the x-direction is N , the operator b(k̄), the number
of components of the operator b(k̄) is 4N . By using bj(k̄, A(B), 1(2)), which is the
annihilation operator of magnons at the sublattice A(B) in the jth unit cell on the layer
with odd (even) l, they are written as follows:

b4n+1(k̄) = bn(k̄, A, 1), (I.5)

b4n+2(k̄) = bn(k̄, B, 1), (I.6)

b4n+3(k̄) = bn(k̄, A, 2), (I.7)

b4n+4(k̄) = bn(k̄, B, 2). (I.8)

The matrix HE(k̄) in Eq. (I.3) is given by

HE(k̄) =

(
hE(k̄) ∆†

E(k̄)
∆E(k̄) h∗E(−k̄)

)
. (I.9)

Here, the matrices hE(k̄) and ∆E(k̄) are written as follows:

hE(k̄) =


hE1(k̄) hE2(k̄) 0 0

h†E2(k̄)
. . . . . . 0

0
. . . . . . hE2(k̄)

0 0 h†E2(k̄) hE1(k̄)

 , (I.10)

∆E(k̄) =


∆E1(k̄) ∆E2(k̄) 0 0

∆E2(−k̄)
. . . . . . 0

0
. . . . . . ∆E2(k̄)

0 0 ∆E2(−k̄) ∆E1(k̄)

 . (I.11)
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Here, the matrices hE1(k̄), hE2(k̄), ∆E1(k̄), and ∆E2(k̄) for the model (4.1) are given by

hE1(k̄) = S


2D cos(k2) iJ+

2 e
ik2 0 0

−iJ+
2 e

−ik2 −2D cos(k2) 0 0
0 0 −2D cos(k2) −iJ+

2 e
ik2

0 0 iJ+
2 e

−ik2 2D cos(k2)

 , (I.12)

hE2(k̄) = S


−D(1 + e−ik2) i

2
J+
1 0 0

0 D(1 + e−ik2) 0 0
0 0 −D(1 + e−ik2) − i

2
J+
1

0 0 0 D(1 + e−ik2),

 . (I.13)

∆E1(k̄) = 0, (I.14)

∆E2(k̄) = 0. (I.15)

In the case of the model (4.14) for CrI3, these matrices are given by

hE1(k̄) = S


2D cos(k2) iJeik2 0 0
−iJe−ik2 −2D cos(k2) 0 0

0 0 −2D cos(k2) −iJeik2
0 0 iJe−ik2 2D cos(k2)

 , (I.16)

hE2(k̄) = S


−D(1 + e−ik2) i

2
J + i

4
K 0 0

0 D(1 + e−ik2) 0 0
0 0 −D(1 + e−ik2) − i

2
J − i

4
K

0 0 0 D(1 + e−ik2)

 , (I.17)

∆E1(k̄) = S


0 0 i

6
J ′(−1 + e−ik3) − i

3
J ′e−ik2

0 0 i
6
J ′ei(k2−k3) i

6
J ′(−1 + e−ik3)

i
6
J ′(−1 + eik3) i

6
J ′ei(−k2+k3) 0 0

− i
3
J ′eik2 i

6
J ′(−1 + eik3) 0 0

 ,

(I.18)

∆E2(k̄) = S


0 0 0 0
0 0 i

3
J ′ 0

0 0 0 0
− i

6
J ′eik3 0 0 0

 . (I.19)

Appendix J : Magnon Hamiltonian of CrI3

In Sec. 4.3, we discuss the realization of MAFTI in a van der Waals magnet CrI3 with the
spin Hamiltonian Eq. (4.14). The Hamiltonian of magnons is the same form as Eq. (F.1).
In this part, we give an explicit expression for the Hamiltonian. In the case of CrI3 [155],
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the matrices h(k) and ∆(k) in Eq. (F.1) are given by

h(k) =


d+ p(k) γ∗(k) 0 0
γ(k) d− p(k) 0 0

0 0 d− p(k) γ∗(k)
0 0 γ(k) d+ p(k)

 , (J.1)

∆(k) =


0 γKΓ(−k) γ3(−k) γ21(−k)

γKΓ(k) 0 γ12(−k) γ3(−k)
γ3(k) γ12(k) 0 γ∗KΓ(k)
γ21(k) γ3(k) γ∗KΓ(−k) 0

 , (J.2)

where

d = 3JS + 4J ′S −KS, (J.3)

p(k) = 2DS [sin(k1) − sin(k2) − sin(k1 − k2)] , (J.4)

γ(k) = −JS
(
1 + e−ik1 + e−ik2

)
+
KS

2
(1 − e−ik1), (J.5)

γKΓ(k) =
KS

2
(1 + e−ik1) − iΓSe−ik2 , (J.6)

γ3(k) = J ′S
(
1 + eik3

)
, (J.7)

γ21(k) = J ′S
(
eik2 + ei(k1+k3)

)
, (J.8)

γ12(k) = J ′S
(
e−ik1 + ei(−k2+k3)

)
. (J.9)
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[180] J. Rumhányi, K. Penc, and R. Ganesh, Nat. Commun. 6, 6805 (2015).

[181] D. G. Joshi and A. P. Schnyder, Phys. Rev. B 96, 220405(R) (2017).

[182] D. G. Joshi and A. P. Schnyder, Phys. Rev. B 100, 020407(R) (2019).

[183] K. Nawa, K. Tanaka, N. Kurita, T. J. Sato, H. Sugiyama, H. Uekusa, S. Ohira-
Kawamura, K. Nakajima and H. Tanaka. Nat. Commun. 10, 2096 (2019).



96 BIBLIOGRAPHY
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