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Abstract

In this thesis, we investigate the transport dynamics in the spin-resolved quantum Hall edge
states, which form spin-resolved one-dimensional conduction channels at the edges of the
two-dimensional electron system in the integer quantum Hall state [Quantum Hall edge
channels (QHECs)]. In the spin-resolved QHECs, the spin and orbital degrees of freedom
of electrons are strongly coupled. In other words, there is a one-by-one correspondence
between the spin and orbital degree of electrons in spin-resolved QHECs. The primary
interest of our studies here is whether it is possible to make quantum operations on one
degree of freedom through manipulations of the other in such a strongly coupled system.
More specifically, our question is what sort of quantum operations on electron spins are
possible via the control of electron orbitals in the spin-resolved QHECs.

When we take the quantization axis of the spins along the magnetization axis, the zenith
angle is determined by the partition rate of the spin-resolved QHECs, while the azimuth
angle is defined as the phase difference between them. Thus, unitary operation on the spin
is done by gate-controlled beam splitters, which partially transmit electrons between the
spin-resolved QHECs, and phase shifters. Because of the preparation of the initial state
with no entanglement, the first target should be to create a maximally entangled state if we
set our goal to complete control of spin.

The previous studies found that the transmission between the spin-resolved QHECs
occurs at the corner of the QHECs because effective magnetic fields arising from the spin-
orbit interactions (SOI) change non-adiabatically. In addition, the phase difference, which
corresponds to the azimuth angle, is shifted through the Aharonov-Bohm phase by chang-
ing the distance between the spin-resolved QHECs. However, independent control of the
beam splitter and phase shifter was not established. In the present thesis (chapter 4), we
show a concrete method for this independent control with a device consisting of multi-
ple metallic gates. Notably, we find that the transmission probability at the corner of the
QHECs is affected by the curvature.

In the experiment in chapter 4, the estimated transmission probability of the beam split-
ter was about 2%. However, a beam splitter with 50% of transmission probability, namely
a half-mirror, is required to create a maximally entangled state, hence for the arbitrary uni-
tary operations. Such a small transmission probability of the experiment in chapter 4 is
attributable to the right-angled gate shape, limiting the rotation angle of the effective mag-
netic field of SOI. In chapter 5, we realize such a half-mirror by using an acute angle gate.
We confirm coherent transmission at the BS by observing the Aharonov-Bohm interference
with significantly high visibility of about 60%. The results indicate that we have realized
a quantum state with a high degree of entanglement, probably the maximal entanglement.
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We also show the results of transport simulation using the tight-binding model, indicating
that the transmission probability of the beam splitter is affected by the angle of the gate
corner and SOI strength, as well as the gradient of confining potential at the position of
QHECs.

A remaining problem in getting our first target, a maximally entangled state, is the proof
of quantum coherence. The interferometry guaranteed 60%, and we have tried a different
approach henceforth. Although the coherence length of QHECs is significantly extended
due to the chirality, it is still finite, which means that the decoherence does take place dur-
ing the transport. Under highly-nonequilibrium conditions, e.g., finite voltages between the
adjacent channels, inelastic inter-channel transmission is expected to be involved, leading
to the enhancement of decoherence. Such an inelastic transmission should be measured as
a reduction of shot noise in principle. However, the resolution of shot noise measurement
required for this study is significantly high. In chapter 6, we show a novel high-resolution
shot noise measurement system, which comprises homemade-HEMT-based cryogenic tran-
simpedance amplifiers. In the subsequent chapter 7, we describe measurement of the shot
noise generated by the transmission between the spin-resolved QHECs for the first time.
The shot noise amplitude has asymmetric behavior for the sign of the bias voltage originat-
ing from the edge channel reconstruction. We have shown that the inter-channel transmis-
sion is elastic at the small source-drain bias condition, which supports the realization of the
spin-orbit maximally entangled state.
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Chapter 1

Introduction

In this chapter, we briefly introduce a physical problem that we deal with throughout this
thesis. Physics behind the problem is presented in the next chapter.

1.1 Preface
Quantum entanglement[1], which can be expressed as correlation between physical degrees
of freedom, is one of the most critical consequences of quantum mechanics, having no
counterpart in classical one. It is thus inherently important for quantum computation[2, 3].

The simplest form of the entanglement can be seen in the one on a pair of two-level
systems. Let {|+⟩A , |−⟩A} and {|+⟩B , |−⟩B} be normalized bases of qubits A and B,
respectively. Then one of the “maximally” entangled states of the pair is written as

|Φ+⟩AB =
1√
2
(|+⟩A |−⟩B + |−⟩A |+⟩B), (1.1)

in which a deterministic measurement on one of the pair readily determines the other. To
be quantitative, the entanglement entropy, which is defined as

SA = −Tr[ρA ln ρA] (1.2)

for the partial system A is often adopted as the measure of entanglement. Here the reduced
density matrix ρA (see Sec. 2.1) is obtained by tracing out the residual degrees of freedom
in the total system. The state in (1.1), for example, gives the entanglement entropy as
SA = ln 2.

A representative two-level system in the real world is the spin 1/2 of fundamental par-
ticles like electrons, protons etc.[4, 5], and the total spin 1/2 of multiple particles can also
be regarded as a two-level system. We can find an example of entanglement between the
spin-1/2 systems in the historical experiment by Stern and Gerlach[6, 7, 8]. Figure 1.1
illustrates the experiment, in which 1/2-spin particles (in the experiment, Ag atoms) in the
state |Φ0⟩ = (1/

√
2) |0⟩ (|↑⟩+ |↓⟩) [orbit: |0⟩, spin: {|↑⟩ , |↓⟩}] were injected into an inho-

mogeneous magnetic field. After passing through the field, the wavefunction of a particle
splits into two parts {|1⟩ , |2⟩}, and the whole state can be written as

|Φ⟩ = 1√
2
(|1⟩ |↑⟩+ |2⟩ |↓⟩), (1.3)

1
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Figure 1.1: Schematic diagram of the Stern-Gerlach experiment.

which is nothing but a maximally entangled state between the spin and orbital degrees
of freedom [cf. Eq. (1.1)]. In this state, the “which-path detection” is equivalent to the
measurement of spins. This curious aspect of the Stern-Gerlach experiment has been men-
tioned in the context of quantum measurement [9], and various theoretical [10, 11, 12] and
experimental[13, 14] studies have been conducted mainly in the field of neutron physics
though in many textbooks on quantum mechanics (e.g., [15, 16]), the Stern-Gerlach exper-
iment has been referred to as the discovery of quantized magnetic moment, i.e. spins.

Let us shift our perspective and consider the time evolution of the state described in the
form of Eq. (1.3). When the wavefunctions of the orbits |1⟩ and |2⟩ develop with phase
factors of eiϕ1 and eiϕ2 (the kinetic phases), the composite state becomes

|Φ⟩ =
(

1√
2
eiϕ1 |1⟩

)
|↑⟩+

(
1√
2
eiϕ2 |2⟩

)
|↓⟩ . (1.4)

This phase evolution is naturally introduced from the kinetic motion but this state can be
rewritten as

|Φ⟩ = |1⟩
(

1√
2
eiϕ1 |↑⟩

)
+ |2⟩

(
1√
2
eiϕ2 |↓⟩

)
, (1.5)

in which the phase factors also can be regarded as the ones of the spin degree of freedom
such as a spin precession. This means that these two phenomena—the phase evolution
and the spin precession—are quantum-mechanically indistinguishable in such orbital-spin
maximally entangled states.

When the orbital degree of freedom of a spin-1/2 particle is quantized to two, the
general state of the particle is expressed as a superposition of two-by-two state vectors
{|1⟩ |↑⟩ , |1⟩ |↓⟩ , |2⟩ |↑⟩ , |2⟩ |↓⟩}. There may be the case in which the system Hamiltonian
effectively restricts the possible bases into two, say {|1⟩ |↑⟩ , |2⟩ |↓⟩}, by pushing up the
energies of the other two. In this case the particle state is written as

|Ψ⟩ = a |1⟩ |↑⟩+ b |2⟩ |↓⟩ (a, b ∈ C, |a|2+|b|2= 1), (1.6)

where the maximally entangled state with entanglement entropy of ln 2 can only be achieved
at a = b = 1/

√
2 as we will see shortly. However, there still exists a one-by-one corre-
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spondence between the spin and orbital degree of freedom, keeping the validity of the above
discussion on the phase evolution.

In this thesis, we call the system which only allows the state given in the form of (1.6)
as spin-orbit maximally coupled system (SOMCS). Hence, the complete set of SOMCS
contains a spin-orbit maximally entangled state (SOMeS) in it. Since the SOMCS is a two-
level system, it is more intuitive to express Eq. (1.6) in the Bloch-sphere representation:

|Ψ⟩ = cos
θ

2
|1⟩ |↑⟩+ eiϕ sin

θ

2
|2⟩ |↓⟩ (0 ≤ ϕ < 2π, 0 ≤ θ ≤ π). (1.7)

The SOMeSs correspond to the equator of the Bloch sphere. The unitary operations on
SOMCS that changing θ change the entanglement between the spin and orbit. For example,
spin −π/2 rotation in θ changes |Ψ⟩ = (1/

√
2)(|1⟩ |↑⟩+|2⟩ |↓⟩) (a = b = 1/

√
2 in (1.6)) to

|Ψ⟩ = |1⟩ |↑⟩, in which the spin and the orbit are no longer entangled, i.e. the entanglement
entropy is zero (see Sec. 2.1). In other words, some of the transport dynamics of SOMCS
are described by the unitary matrix USO, which contains interaction terms between spin
and orbit. This is an essential difference from the unitary operations on spins in isolated
systems.

SOMCS has a resemblance with composite systems of electrons and photons in the
strongly coupled regime of so-called cavity QED[17], which is expected to be a key to
handle quantum information both in electronic and photonic systems. Then in SOMCS,
what sort of quantum operation on the spins via the orbitals, namely via the transport, is
possible? The answer to this question is the primary target of our studies in this thesis.
When we take the quantization axis of the spins along the magnetization axis, the zenith
angle θ is determined by the partition rate between the orbits {|1⟩ , |2⟩} in the SOMCS,
while the azimuth angle ϕ is defined as the phase difference between them. Thus, the
unitary operation on the spin is done by gate-controlled beam splitters, which partially
transmit electrons from one orbit |1⟩ (|2⟩) to the other orbit |2⟩ (|1⟩) with controllable
transmission probability T , and phase shifters (see Fig. 1.2). Because we prepare the initial
state with no entanglement, the first target should be creating a maximally entangled state
or a SOMeS if we set our goal to complete control of spin.

−

Beam splitter

Detect
control

Select
control

Figure 1.2: The procedure for quantum operations in SOMCS.
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In order to carry out experimental studies on SOMCS, it is necessary to prepare a physi-
cal system that satisfies the following three requirements. First, the physical system should
implement SOMCS. Second, the quantum coherence length of the system should be long
enough to complete the quantum operation. Finally, we should be able to handle the orbital
degree of freedom and to measure the quantum state of the system.

In order to prepare the SOMCS, we need to reduce the spin and orbital degrees of
freedom effectively in addition to the coupling between the spin and orbital of a spin-1/2
particle. For the purpose we utilize the techniques in semiconductor nanotechnology. In
the thesis we focus on the spin-resolved quantum Hall edge states (QHESs), which form
spin-resolved one-dimensional conduction channels at the edge of the two-dimensional
electron system (2DES) in the integer quantum Hall state [Quantum Hall edge channels
(QHECs)]. This system fulfills the above mentioned three requirements as follows. Firstly,
adjacent copropagating QHECs are spin-polarized oppositely because of the Zeeman-split
Landau levels and the electron correlation (quantum Hall ferromagnets); thus, the elec-
tron running in the QHEC can be treated as the SOMCS. Secondly, the longest coherence
lengths in solids (> 0.25 mm [18]) have been reported for QHECs thanks to the chirality.
Finally, spatial separation of spin-resolved channels can be easily electrically controlled by
Schottky gates, which work as spin filters, and thus we can detect the electron spin through
simple conductance measurements.

Although the coherence length of QHECs is significantly extended, it is still finite,
which means that the decoherence does take place during the transport. The decoherence of
the orbital degrees of freedom in QHECs has been intensively studied[19, 20, 21, 22], and it
has been revealed that the thermal noise of the adjacent QHECs induces decoherence[21].
On the other hand, there is still some room for the study of the decoherence process in
the spin degrees of freedom in QHECs. The two kinds of decoherence should be related
through the entanglement. They are apparently equivalent in the case of the maximal en-
tanglement. How the spin decoherence relates to the orbital decoherence when the state is
not maximally entangled in SOMCS remains being a very interesting open question.

Under highly-nonequilibrium conditions, e.g. finite voltages between the adjacent
channels, the frequency of the inter-channel transmission with spin flip generally increases,
leading to the enhancement of decoherence in QHECs. The rate of such transmissions un-
der a finite bias voltage should depend on the sign of voltage because of the difference in
the electrostatic reconstruction of edge channels[23, 24, 25]. There have been discussions
whether such transmissions are elastic or inelastic, which problem has a close relation to
that of quantum coherence[24] though no experiment has been reported so far to the au-
thor’s knowledge.

In the present study we have applied the shot-noise measurement to the above problem.
The shot-noise measurement is a powerful tool to explore the nature of charge transmissions[26].
That is, the amplitude of the shot noise reflects the rate of inelastic transition in the trans-
mission. The shot-noise measurement, on the other hand, requires complicated experimen-
tal techniques for picking up the noise signals, which are usually much smaller than the
ordinary conductance signals, easily buried in the extrinsic noises. The Zeeman energy,
which affects the reconstruction of spin-resolved QHECs, is usually on the order of several
hundreds of µV. As we will discuss in the next chapter, the resolution of the shot-noise
measurement required for the study of transmission between such edge states is signifi-
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cantly high being the order of 10−29 A2/Hz. Hence the development of a novel system for
high-resolution shot-noise measurement is required.

The principal achievements of the present study are summarized as follows:

1. We have realized gate-controlled beam splitter and phase shifter for electrons trav-
eling spin-resolved QHECs, which demonstrates the possibility of arbitrary unitary
operations on the SOMCS [Chs. 4 and 5].

2. We also have shown a concrete method of varying the parameters of the above uni-
tary transformation. Namely, in the Bloch-sphere representation, the azimuth angle
is controlled by the distance between the adjacent QHECs. In contrast, the zenith
angle is controlled by the angle of the edge corner and the SOI strength, and the
distance [Chs. 4 and 5].

3. By applying the above method we have realized a beam splitter with transmission
probability up to 50%, which means that we have made a candidate of SOMeS. A
high (∼ 60%) visibility obtained in a Mach-Zehder interferometer has supported the
inference.

4. We have developed a system for novel high-resolution shot-noise measurement,
which comprises homemade-HEMT-based cryogenic transimpedance amplifiers with
a low input-referred noise and a wide frequency range. We have examined the resolu-
tion of the system by measuring the shot noise generated at a quantum point contact
in a quantum Hall system, obtaining 6.9×10−31 A2/Hz over the data-averaging time
of 100 s, which is much better than those reported so far [Ch. 6].

5. We have measured the shot noise generated by the transmission between the spin-
resolved QHECs for the first time. The amplitude of the shot noise, which reflects
the rate of inelastic processes in the transmission, has shown asymmetric behavior
against the bias voltage, originating from the edge channel reconstruction [Ch. 7].
We have shown that the inter-channel transmission is elastic for small bias voltage,
which supports the realization of SOMeS.

1.2 Structure of this thesis
The structure of this thesis is as follows.

Chapter 2 Background
In Ch. 2, we introduce the theoretical and experimental backgrounds behind the
physical problems presented above.

Chapter 3 Experimental technique
In Ch. 3, we describe the experimental methods used in this study. They include
nanofabrication, low-temperature measurements, and electrical circuits for measure-
ments.



6 CHAPTER 1. INTRODUCTION

Chapter 4 Gate-controlled unitary operation on flying spin qubits in quantum Hall
edge states
In Ch. 4, we present the experimental results on the unitary operation of electron
spins in QHECs through orbital control by the electric voltages on the metallic gates.
The transport dynamics which affects the spin degree of freedom is systematically
studied.

Chapter 5 Half-mirror on spin-resolved QHECs
In Ch. 5, we report the realization of the beam splitter on copropagating QHECs,
using a metallic gate with an acute angle corner.

Chapter 6 Homemade-HEMT-based transimpedance amplifier for high-resolution
shot-noise measurements
In Ch. 6, we explain the development of a cryogenic transimpedance amplifier suit-
able for mesoscopic current-noise measurements.

Chapter 7 Coherency of inter-channel transmission probed by shot noise
In Ch. 7, we present the result of shot-noise measurements of the BS on copropagat-
ing QHECs, with the TAs introduced in Ch. 6.

Chapter 8 Conclusion
Finally, we summarize this study and discuss future prospects.



Chapter 2

Physical background

In this chapter, we introduce the theoretical and experimental backgrounds behind the phys-
ical problems presented in the preface.

2.1 Quantum entanglement
As mentioned in the preface, quantum entanglement is a concept unique to quantum me-
chanics, and is being studied as a fundamental element in all fields of physics. The very
basics are summarized below. We consider a quantum state described by |ψ⟩ which is a
vector in a Hilbert space. Such a state is called a pure state. A state that describes a whole
isolated system is a pure state. For simplicity we put the norm of |ψ⟩ is unity. Then the
density operator for this state is given as

ρ = |ψ⟩ ⟨ψ| . (2.1)

Let Q be a physical quantity represented by an Hermite operator (i.e., Q† = Q). The
expectation value of Q for |ψ⟩ is given by

⟨ψ| Q |ψ⟩ =
∑
q

⟨ψ|q⟩ ⟨q| Q |ψ⟩ =
∑
q

⟨q| Q |ψ⟩ ⟨ψ|q⟩ = Tr[Qρ], (2.2)

where {|q⟩} is an arbitrary complete basis set. It is also easy to see

Tr[ρ] = 1, ρ† = ρ. (2.3)

Let us consider a bipartite system consisting of subsystems A and B. The reduced den-
sity operator for A is obtained by tracing out the degrees of freedom of B as

ρA = ⟨ρ⟩B , (2.4)

where ρ is the density operator for the total system and ⟨· · ·⟩B expresses the averaging with
respect to the degrees of freedom in B. The expectation value of a quantity Q is still given
by Tr[QρA] and ρA fulfills the condition (2.3) though ρA is not always given in the form of
(2.1). We write, then, ρA in a more general form:

ρA =
∑
q

pq |q⟩ ⟨q| =
∑
q

pqρq, (2.5)

7
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where |q⟩ represents a state of the subsystem A and pq is the probability of its realization,
hence

∑
q pq = 1. The entanglement entropy (1.2) for the density operator in (2.5) is

written as
SA = −

∑
q

pq ln pq. (2.6)

When ρA is in the form of (2.1), SA = 0 because {pq} = {1, 0, 0, · · ·}. The states repre-
sented by the density operator in (2.5) with multiple sub-density operators are called mixed
states, representing a statistical mixture of quantum states. When the reduced density oper-
ator (2.4) is a mixed state, the states of subsystems A and B are entangled. In other words,
the two states are unseparable when they are entangled. When ρA represents a pure state,
the state of the whole system can be written as the direct product of those of the subsystems
and the state is separable.

More specifically, let us consider the dimensions of A and B, NA and NB respectively.
In the following discussion, we assume NA ≤ NB without loss of generality. Then the
Schmidt decomposition of the pure state |Ψ⟩AB reads

|Ψ⟩AB =

NA∑
n=1

√
pn |un⟩A |vn⟩B , (2.7)

where pn is the probability distribution fullfilling
∑

n pn = 1. If the coefficient
√
pn is 1

for an n and 0 for the others, Eq. (2.7) becomes a product |Ψ⟩AB = |un⟩A |vn⟩B, which is
not an entangled state. In the other cases, |Ψ⟩AB describes entangled states.

When there is a one-to-one correspondence between the states in A and those in B, the
system is in a maximally entangled state. For example, in the case of a pair of two-level
systems A and B, the state

|Φ+⟩AB =
1√
2
(|+⟩A |−⟩B + |−⟩A |+⟩B) (2.8)

is a maximally entangled state. In addition to Eq. (2.8), the states obtained by any local
unitary operations ÛAB = ÛA ⊗ ÛB on |Φ+⟩AB are also maximally entangled.

2.2 Quantum Hall edge channels (QHECs)
Let us introduce the spin-resolved quantum Hall edge states as an ideal platform of SOMCS.
A magnetic field B perpendicular to a two-dimensional electron system (2DES) causes the
quantum Hall effect as shown in Fig. 2.1(a) [27]. In this regime, the Hall resistance forms
plateaus, on which the Hall resistance is quantized to

Rxy =
h

e2
1

ν
ν ∈ Z. (2.9)

In addition, the longitudinal resistance Rxx in the plateau region becomes zero.
This phenomenon can be explained by the formation of edge states flowing along

the 2DES edges as follows. Under the magnetic field B perpendicular to the 2DES, the
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Figure 2.1: (a) Hall resistance RHall (red line) and longitudinal resistance Rxx (blue line) as a func-
tion of the magnetic field B applied perpendicular to the 2DES. The filling factor ν corresponding
to each plateau is indicated. (b) Schematic diagram showing the formation of quantum Hall edge
states. (c) Schematic of the Landau levels along the edges of the sample in the quantum Hall regime.
The confinement potential near the edge of the sample bends the Landau levels upward. The edge
state is formed at the intersection of EF and the Landau levels.

eigenenergies of electrons are quantized to the Landau levels

En =

(
n+

1

2

)
h̄ωc (n = 0, 1, 2, · · ·), (2.10)

the derivation of which is shown in Appendix B.1. Here, ωc = eB/m∗
e is the cyclotron

frequency and m∗
e is the effective mass of the electron. The confinement potential near the

edge of the sample shifts these Landau levels upward as shown in Fig. 2.1(c). When the
Fermi energy EF is located between two Landau levels, EF intersects the lower Landau
level in such an up-bending region, and an edge state is formed at the intersection as shown
in Fig. 2.1(b). Two-dimensional bulk Landau levels form flat bands i.e., bands with no
dispersion dEn/dk = 0 for wavenumber k as in Appendix B.1. Therefore, the mobility is
zero, and the Landau-quantized electrons in the bulk cannot move.

In the up-bending region near the edge, however, the situation changes because the
eigenenergies depend on the spatial position. The bulk Landau levels are heavily de-
generated and the eigenstates can take various spatial forms. Around the edge, the two-
dimensional symmetry is broken by the edge potential and the forms in Eq. (B.11) are
appropriate since they extend in one dimension [y in the case of Eq. (B.11)] as plane waves
and localized in the other dimension. In Eq. (B.11), the wavenumber k depends on the posi-
tions of the center of localization. On the other hand, the eigenenergies shift with the spatial
position on the dimension perpendicular to the edge. As a result, the energy dispersions
gain finite values dEn/dk ̸= 0, letting the electron propagation along the edge possible.
The sample edge breaks the spatial inversion symmetry along the direction perpendicular
to the edge, simultaneously breaking the inversion symmetry of electron propagation along
the edge. That is, the electron can propagate only in one direction along the edge. This
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property of the edge states is called the chirality. In the classical picure, the edge states
correspond to the skipping orbit of the cyclotron motion (see Appendix B.2).

Due to the chirality the electrons propagating on one edge have their counter-propagating
state on the other edge. Hence the backscattering of an edge electron is almost prohibited in
macroscopic non-structured samples by the requirement of the edge-to-edge electron trans-
fer. The electrons travel through the edge states without scattering, resulting in zero Rxx

when the voltage drop is measured along the edge (four-terminal resistance). The voltage
between the two edge states i.e., the Hall voltage appears as voltage drops at so-called hot
spots in the current terminals. The two terminal resistance is then finite and equals to the
Hall resistance. The Landauer formula[28, 29] for a perfect one-dimensional conductor
tells that the two-terminal conductance should be an integer times e2/h. The integer here
is the number of quantum states along the conductor. This explains the quantization of the
Hall resistance in Eq. (2.9) and the integer ν is the number of Landau levles below EF,
called the filling factor.

In general, the influence of the electron-electron interaction is large in one-dimensional
systems, and it is necessary to take this into account in addition to the one-electron picture
described above. According to Ref. [30], the electron-electron interaction screens the edge
potential, so that the dispersion of the edge states is again close to flat, and the effective
mass becomes very large, depending on the edge potential. This point will be considered
again in the following subsection, as it is essential in considering our experiments.

This quantum-Hall edge state is known to have a very long coherence length. This
property has been clarified and applied using Mach-Zhender interferometry[31, 20] and
other techniques [32].

At high magnetic fields, each Landau level is split with respect to spin due to the Zee-
man effect and the effect of the electron-electron correlation[33]. The two effects are rep-
resented by the effective Zeeman energy −g∗µB, where g∗ is the effective g-factor, which
can grow very large with the magnetic field and the ferromagnetic interaction between
the spins[34, 35]. This leads to the spin-splitting of the Landau levels at relatively low
magnetic fields. In Fig. 2.1(a), which shows our experimental data, the spin-splitting is ob-
served above the field for filling factor ν = 7. In the spin-splitted states, the spins belonging
to the adjacent edge states are polarized in the opposite directions. Quantum mechanical
superposition of the two adjacent spin-polarized edge states is expressed as

|Ψ⟩ = a |1⟩ |↑⟩+ b |2⟩ |↓⟩ (a, b ∈ C), (2.11)

where (1, 2) and (↑, ↓) are the indices of edge states and spins, respectively. This is nothing
but an SOMCS in the same form as (1.6). However, Eq. (2.11) is still just an attempt to
write down the state in this way, and it is not clear at all whether such a quantum-mechanical
superposition can be realized in practice. One of the main arguments of this paper is that the
states written as Eq. (2.11) are realizable up to the maximal entanglement |a|= |b|= 1/

√
2

(i.e., SOMeS), and as a result it is possible to control the spin by controlling the orbital,
though as will be discussed in detail later, there remains the problem of quantum coherence.
In this sense, the finding of SOMeS is the holy grail in the present study. This corresponds
to the control of one quantum-mechanical degree of freedom with the other one through
strong coupling just as the field of cavity-QED is aiming at.
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2.3 Previous studies on spin-resolved QHECs
This section reviews the studies related to the unitary operation on spins in spin-resolved
QHECs. In macroscopic, non-structured samples, the tunnelings between counter-propagating
edge states at the opposite edges are negligible. On the other hand, the distance between
spin-resolved copropagating QHECs is determined by the potential gradient and the spin-
splitting energy. Under ordinary experimental conditions of heterostructure 2DES, the
distances are on the order of several nm. Therefore, it is possible to realize quantum-
mechanical tunneling between the spin-resolved copropagating QHECs if some coherent
spin-flip mechanism can be introduced.

2.3.1 Inter-channel scattering in QHECs

Figure 2.2: (a) Schematic diagram of the device. The edge states are drawn for the condition that
the filling factor in the non-gated region b is 2 and that below the gate g is 1. (b) The four-terminal
resistance R14,23 (i.e., the current terminals are 1 and 4, the voltage terminals are 2 and 3) is plotted
against the left and right gate voltages. A plateau is observed around Vg = −160 mV, where g = 1.
The increment in d (the distance between the two gate electrodes) enhances the probability for the
transitions between the edge states, causing deviation of the resistance from the quantized value
(Müller et al. [36]).

Preliminary studies on spin-flip inter-channel transmission in QHECs were conducted
by Müller et al. [36, 37, 38]. They observed inter-channel transmissions caused by impurity
scatterings, and claimed that the SOI was the mechanism for the spin-flip. Figure 2.2(a)
is a schematic diagram of the device, showing the QHECs when the filling factor in the
non-gated region was 2 (perpendicular magnetic field: B = 3.9 T) and the filling factor
below the gates was 1. When there was no inter-channel transmission, the four-terminal
resistance R14,23 = V23/I14 was expected to be h/2e2, where I14 was the current flowing
between contacts 1 and 4 and V23 was the voltage difference between contacts 2 and 3. On
the other hand, the inter-channel transmissions with spin-flip in the sample edge A-B or
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C-D lead to the backscattering from one edge A-B (C-D) to the other edge C-D (A-B) by
way of the circulating edge state at the center in Fig. 2.2(a), leading to the higher resistance
R14,23 than h/2e2.

Figure 2.2(b) shows measured R14,23 as a function of the left and right gate voltages Vg
for the two samples, one with the distance between AB of d = 20 µm (dashed line) and
the other with d = 200 µm (solid line). In both cases R14,23 showed a plateau at around
Vg = −150 mV, indicating that the filling factors under the gates were 1 in these plateau
regions. An apparent deviation from the quantized resistance of R14,23 is observed for the
sample with d = 200 µm, while the deviation was significantly smaller for the one with
d = 20 µm. Assuming a constant number of scattering events between the outer and inner
edge channel per unit length l−1

eq , the authors of Ref. [36] obtained the expression of the
resistance as

R14,23 =
h

e2

[
1 + exp

(
−2d

leq

)]−1

, (2.12)

where leq is the equilibration length, which corresponds to the distance an electron travels
between two scattering events. From the experiment and Eq. (2.12), they obtained leq =
940 µm for d = 200 µm.

The authors raised three possible physical processes responsible for the spin-flip scat-
tering: the magnetic impurity scattering, the SOI, and the hyperfine interaction with nulear
spins. It is unlikely that magnetic impurity is mixed in during the MBE growth of GaAs
heterostructure, and hence they ruled out this possibility. For the hyperfine interaction, the
electronic spin flip is accompanied by a nuclear spin-flip, and therefore the total spin is con-
served. The Rashba and Dresselhaus SOI are caused by the lack of inversion symmetry at
the heterojunction interface and in the zinc-blende crystal structure of GaAs, respectively.
In the case of SOI, the spin-flip of an electron is accompanied by a change in the electronic
momentum.

They assumed that the SOI is more relevant for spin relaxation than the hyperfine inter-
action, and then the spin-flip equilibration length leq at 160 µm theoretically, which is the
same order of the measured leq = 940 µm.

Here we briefly review their theoretical treatment. Details of this calculation are shown
in Ref. [37]. The starting point is the Hamiltonian H = H0 +H1, where

H0 =
p2

2m
+ V (y). (2.13)

The HamiltonianH0 describes the motion of a 2DES electron in a confining potential in the
y direction and in the presence of a perpendicular magnetic field B with p = −ih̄∇− eA,
where A is the vector potential. The perturbative part is given by

H1 = αn · (p× σ) + βσ · κ+
1

2
gµBBσz, (2.14)

where n is the unit vector perpendicular to the 2DES plane, p the momentum operator,
σ the vector of the Pauli matrices, κ a vector that depends on the crystal direction, the
momentum, α and β are constants. The first and second terms of Eq. (2.14) describe the
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Rashba and Dresselhaus SOIs, respectively. The third term is the Zeeman energy. For the
2DES on (001) n · (p× σ) = (pxσy − pyσx) and κ = (−px, py, 0).

Using the spin-degenerate eigenstates exp(ikx)ϕk(y) of H0 (see Appendix B.1) to treat
H1 perturbatively, we find the energy splitting at any value of k to be

2∆ =
√

(gµBB)2 + (2mvx)2(α2 + β2), (2.15)

with vx the group velocity of an edge channel electron (The details of this derivation is
also found in Ref. [39]). They neglect α for the numerical calculation of the effective mag-
netic field 2mvx

√
α2 + β2/(gµB) arising from the SOI, assuming that α is smaller than

β. In the single particle picture, the group velocity of an edge channel electron is given
by vx = Fedge/B, where Fedge is the linear edge electric field at the position of an edge
channel (see Eq. (B.12)). With Fedge = h̄ωc/(e780 Å), where 780 Å is the spatial seper-
ation between two adjacent (spin-degenerate) edge channels for a Landau gap of 3.2 meV
reported by their other experiment, they obtained vx = 1 × 104 m/s and a value of about
0.9 T for the effective magnetic field. We note that their estimation of vx is of the same
order as the one obtained by the time-of-flight measurement reported recently[40], but it is,
of course, strongly sample dependent. The presence of the SOI terms in the Hamiltonian
allows transmissions between spin-split edge channels in the presence of any scattering
mechanism which changes the wave vector along the boundary. Elastic transmissions be-
tween the edge channels not only change k = −y/l2c [with the center coordinate y (see
Appendix B.1)] but also the group velocity. In the Born approximation, they obtained for
the equilibration length, with i indicating the initial and f the final state,

leq = l0/|χ†
+(ki)χ−(kf )|2. (2.16)

Hence the equilibration length is inversely proportional to the spinor overlap, and the
parameter l0 corresponds to the scattering length of the spin-free problem. Assuming
δvx = |vx,i − vx,f |≪ vx, we write the spinor product as

χ†
+(ki)χ−(kf ) =

δvx
vx

[gµBBmvx
√
α2 + β2/(4∆2)]. (2.17)

The scattering caused by a long-range potential of the remote ionized donors gives l0 ∼
4 Å. The large value of the equilibration length observed must therefore be due to a small
spinor overlap in Eq. (2.16). To estimate δvx, they took a parabolic confinement potential
with a confinement frequency of Ω0 = 7.8 × 1011 s−1, which directly follows from their
estimated group velocity of the edge channel. Using δvx/vx = (l2cmΩ2

0δy)/(h̄vx), they
obtained the equilibration length of leq = 160 µm.

In the above experiment, the spin-flip inter-channel transmissions were caused by the
potential inhomogeneity due to the random donor impurities. Thus it was difficult to clarify
the details of the relation between the potential profile and transmissions.

2.3.2 Gate-Control of Spin Precession in Quantum Hall Edge States
Nakajima et al. [41, 42] found that the inter-channel transitions are triggered at the corner
of the edge channels and demonstrated the way to observe and control the spin-precession.
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Figure 2.3: (b) Schematic of the sample for ob-
serving spin precession in a spin-resolved QHECs
in Ref. [41]. (c) illustrates spin precession around
the effective magentic field during the electron
propagation on a QHEC. (d) Schematic diagram
of the edge-state interferometer.

Figure 2.4: (a) Color plot of the trans-
mission probability T↑↑ as a function of
the magnetic field and the SG gate volt-
age [41]. (b) Color plot of the transmis-
sion probability obtained from a model
calculation.

Figure 2.5: (a) Schematics of the device in Fig. 2.3 (left) and the control device (right), focusing
on the region where two edge states encounter with each other. (b) T↑↑ against B (upper panel) and
VSG (lower panel) [41].
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Figure 2.3 is a schematic diagram of the sample they used. After the 2DES is brought into
the quantum Hall state by applying a magnetic field B perpendicular to the surface, the
filling factor under the gates CG is set to νg = 1 and that under the gate SG is set to 0 by
applying the negative voltages to the gates. When the filling factor of the non-gated region
is ν = 2, the edge channel configureation is arranged as denoted by red (↑ spins) and blue (↓
spins) lines in the figure. Spin-polarized edge states are quantized in the effective magnetic
field Beff = BSO +B, where BSO is the SOI-induced effective magnetic field. Electrons
running along the left side of gate SG are spin-polarized in the direction of Bi(= B+BSO).
When an electron on an edge state goes around the left corner of gate SG, Bi changes to Bp

nonadiabatically, and the spin starts precession around the axis of Bp as in Fig. 2.5(c). The
projection of the state at the right corner onto the up-spin eigenstate for Beff = Bf is read
out by the Hall voltage. The phase of precession is determined by the Larmor frequency
and the group velocity, which can be experimentally controlled by B and the gate SG bias
voltage, respectively.

The electronic state running in the y direction along the gate SG is

a0e
ik+y |+⟩+ b0e

ik−y |−⟩ . (2.18)

Here, |+⟩ and |−⟩ are the wavefunctions of the electrons in the ↑ and ↓ edge states, respec-
tively, and a0, b0 are determined by the magnitude of the change in B. The factors eik+y

and eik−y are the kinetic phases acquired during the propagation along the gate SG. In the
spin picture, this is the spin precession with the direction of Bp as the axis, as shown in
Fig. 2.3(c) and as we discussed in sec. 2.2. When the electron reaches the right CG gate,
another non-adiabatic transition occurs, and only the ↑ spin passes through the right CG
gate. The transmission probability T↑↑ of the electron entering through the left CG gate and
exiting the right CG gate is expressed by

T↑↑ =

∣∣∣∣⟨↑|SR

(
eik+y 0
0 eik−y

)
SL |↑⟩

∣∣∣∣2
= C0 + C1 cos(ϕ(L) + ϕ0), (2.19)

where ϕ(L) = (k+−k−)L. The difference in the wavenumber between the edge states, k+−
k−, is given by ∆x/l2B. Since the distance between edge states ∆x is strongly influenced by
the confining potential created by the gate SG, T↑↑ should vary with the SG gate voltage.
Figure 2.4 shows the results of T↑↑ obtained experimentally and the results of numerical
calculation of T↑↑ based on the above model as a function of B and the SG gate voltage.
Because of the qualitative agreement between the two, they claimed to have observed the
spin precession and were able to control the phase with the SG gate voltage.

2.4 Open issues for the present study
As mentioned in Ch. 1, a spin-1/2 system is a two-level system, which is often referred to
as a “qubit” in the field of quantum information. In particular, spatially moving particles
with spin 1/2 are considered as the carriers of quantum information, and in that sense called
flying spin qubit (FSQ)[43]. The electrons propagating through QHECs can also be viewed
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as FSQs. From this point of view, the creation of quantum superposition in Eq. (2.11)
corresponds to the split of particle beam to strongly entangled states. Hence the subject
raised in Sec. 2.2, the realization of maximally entangled states or SOMeS, is rephrased as
the realization of a coherent half-mirror-type beam splitter (BS).

From the viewpoint of FSQ operation, the study in Sec. 2.3.2 paved the way to make
BSs and phase shifters. In addition, their method is the manifestation of the quantum
operation on SOMCS state with orbital control, without using a local magnetic field, e.g.,
ferromagnets or microwave. Their study raises the following interesting questions.

First, what factors affect the transmission at the corner of the edge channels? In the ex-
periment in Sec. 2.3.2, the visibility of the oscillation is up to 8 %, and thus we can estimate
the minimum transmission probability of the BSs as 2 %, assuming no decoherence at the
interferometer. They claim that the obtained transmission probability is smaller than but on
the same order of the predicted value in the non-adiabatic limit because the adiabaticity and
the finite distance between the QHECs at the corner reduced the transmission probability.
However, these are not well established, leaving rooms for study.

Second, is it possible to control the transmission probability (zenith angle θ of FSQ) and
phase (azimuth angle ϕ of FSQ) independently? They used the SG gate to adjust the phase
differences. However, if the above hypothesis is correct, the voltage on the SG gate changes
the potential profile at the corner of the SG gate, which should affect the transmission
probability. It is shown that the oscillation amplitude decreases with a negative SG gate
voltage (see Fig. 2.5), indicating the decrease in the transmission probability. Thus, the
SG gate voltage may change not only ϕ but also the non-adiabatic transition matrices SL

and SR, and θ may change simultaneously. For a well-defined unitary operation and clear
knowlege on quantum state of FSQs, we need to control the transmission probability and
the phase shift independently.

Finally, how about the coherence of the operation? Quantum operation on FSQs should
be done coherently, and thus it is significant to evaluate the coherence itself. In Mach-
Zehnder interferometers (MZIs), we can estimate a lower bound of coherence from the
oscillation visibility when the transmission probability of each BS is given. However, the
visibility just gives a lower bound[31], and it is difficult to estimate the coherence directly
from the experiments in MZIs. Thus, we need a method of measuring a single BS’s trans-
mission probability directly. The decoherence may occur both at the BSs and inside the
interferometer, and it is essential to distinguish the origin of decoherence to reveal the trans-
port dynamics of spin-resolved QHECs. The decoherence is brought about from various
origins, e.g., inter-channel scatterings and capacitive couplings inside the interferometer
and inelastic scatterings.

2.5 Shot-noise measurements
In Ch. 6, we present the study on a shot-noise measurement system. Then, the study of
elastic/inelastic transmission between the spin-resolved QHECs with the shot-noise mea-
surement is given in Ch. 7. Here we briefly review the basics of shot-noise measurements
[44, 26, 45] and theory of shot noise caused by the elastic/inelastic transmission between
the QHECs.
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2.5.1 Basics of shot noise

Figure 2.6: Left: Setup for current and noise measurement. Right: Illustration of the definitions of
noise (Kobayashi et al. [26]).

Figure 2.6 shows a schematic diagram of current noise measurement. We apply a bias
voltage V on a conductor and measure the current I with an ampere meter. The measured
current I fluctuates around its time average ⟨I⟩ as a function of time t, and the current noise
S is defined as

S ≡
〈
∆I2

〉
= (I − ⟨I⟩)2. (2.20)

The noise S consists of a variety of noise sources, e.g., the 1/f noise, the thermal (Johnson-
Nyquist) noise, and the shot noise. Thus, S is generally frequency dependent, the power-
spectral density of the current noise is usually defined as

S(f) = 2
〈
∆I(t)2

〉
f
(∆f)−1, (2.21)

where ⟨∆I(t)2⟩f is the avaraged current fluctuation with the center frequency f in the range
of ∆f .

The time-averaged current ⟨I⟩ is expressed by the avaraged number of electrons ⟨N⟩
propagating through the samples as

⟨I⟩ = e ⟨N⟩ τ−1, (2.22)

where τ is the time for counting electrons. The current noise is given by the averaged
variance ⟨∆N2⟩ as

S(f) = 2e2
〈
∆N2

〉
τ−1. (2.23)

The shot noise is a consequence of a stochastic partition process of electrons at a barrier
(see Fig. 2.7). Let us consider the case of N ′ particles hitting a barrier, and each particle is
either independently transmitted with a probability of T or reflected with 1−T . The detec-
tor counts the number of transmitted particles. The probability distribution of transmission
is given as the Bernoulli (binomial) distribution as

PN ′(N) =
N ′!

N ! (N ′ −N)!
T N(1− T )N

′−N , (2.24)
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(a) (b)

Figure 2.7: (a) Illustration that schematically shows scattering of a particle by a barrier. T and
1 − T are the transmission probability and reflection probability, respectively. (b) Dimensionless
quantity S/(4kBTeG) is shown as a function of the voltage normalized to the temperature eV/2kBTe

for three Fano factors (Kobayashi et al. [26]).

where N is the number of the transmitted particles. From the distribution, ⟨N⟩ and ⟨∆N2⟩
are calculated as

⟨N⟩ = N ′T , (2.25)〈
∆N2

〉
(≡

〈
(N − ⟨N⟩)2

〉
) = N ′T (1− T ) = ⟨N⟩ (1− T ). (2.26)

Substituting Eq. (2.26) into Eq. (2.23) and using Eq. (2.22), we obtain the shot-noise for-
mula as

Sshot = 2e ⟨I⟩ (1− T ). (2.27)

Equation (2.27) is also called a partition noise. In the limit where T is small (T ≪ 1),
Eq. (2.27) becomes

Sp = 2e ⟨I⟩ . (2.28)

Equation (2.28) is the well-known expression of the shot noise given by Schottky in 1918[46].
When T ≪ 1, ⟨N⟩ = ⟨∆N2⟩ = N ′T holds and this is nothing but the signature of the
Poisson distribution. Therefore, Eq. (2.28) is also referred to as the Poisson limit of the
shot noise.

In deriving Eq. (2.28), we assumed that the tunneling process of each electron is inde-
pendent of each other, and the process is Poissonian (T ≪ 1). However, Sp can deviate
from Eq. (2.28) for some mechanisms such as the Pauli exclusion principle or the Coulomb
interaction, and thus the deviation itself has significant information of electron dynamics.
Thus, it is useful to introduce the Fano factor F , which is the ratio of the measured shot
noise Smeas

shot to the Poisson limit as

F ≡ Smeas
shot

Sp

=
Smeas
shot

2e |⟨I⟩|
. (2.29)

The general formula for the current noise is written as

S =
e2

πh̄

∫
dϵ

∑
α,β

Aαβ
L (ϵ, ϵ)Aβα

L (ϵ, ϵ)fα(ϵ)[1− fβ(ϵ)]. (2.30)
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The derivation of Eq. (2.30) is described in Ref. [45]. Here, f(ϵ) is the Fermi distribution
function, and the matrices A are related to the on-shell S matrix: Aαβ

L = δLαδLβ − s†LαsLβ ,
where s are the components of the S matrix of the conductor under consideration. When we
consider the scattering process between the incoming (aα,k) and outgoing (bα,k) electrons
in lead α (α = L or R), the S matrix Scond of the conductor is defined as(

bL,k
bR,k

)
= Scond

(
aL,k
aR,k

)
, (2.31)

where

Scond =

(
sLL(k) sLR(k)
sRL(k) sRR(k)

)
=

(
r t′

t r′

)
. (2.32)

The S matrix relates the incoming amplitudes to the outgoing amplitudes: the element
sαβ(E) gives the amplitude of the current probability in channel α if a carrier is injected
in channel β with amplitude 1. For the conservation of probability density, the S matrices
must be unitary.

Let us introduce generalized formula for a two-terminal conductor with multiple inde-
pendent conductance channels. Let Tj (j = 1, 2, 3 · · ·) be the transmission coefficient of
jth channel. Then the Landauer formula provides the averaged current ⟨I⟩ and the conduc-
tance G as

⟨I⟩ = GV, G =
e2

h

∑
j

Tj. (2.33)

The low-frequency noise S is described as

S =
e3 |V |
πh̄

∑
j

Tj(1− Tj) (2.34a)

= 2e
e2

h
|V |

∑
j

Tj

∑
j Tj(1− Tj)∑

j Tj

(2.34b)

= 2e |⟨I⟩|F, (2.34c)

where F is the Fano factor defined in Eq. (2.29). In the present case, F is given by

F =

∑
j Tj(1− Tj)∑

j Tj

. (2.35)

Equations (2.34) and (2.35) explain that the current noise is given by the sum of the noise
contributions from the parallel channels, similarly to the case of ⟨I⟩.

The current noise at a finite temperature Te is obtained from Eq. (2.30) as

S = 4kBTeG+ 2e |⟨I⟩|F
[
coth

(
eV

2kBTe

)
− 2kBTe

eV

]
. (2.36)

The first and the second terms in the right-hand side are the thermal and shot noises, re-
spectively.
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2.5.2 Effect of incoherent scattering on shot noise correlations in the
quantum Hall regime

Figure 2.8: (a) Schematic diagram of setup for measuring the shot noise generated by inter-channel
transmission in the region between QPC1 and QPC2 [47]. We assume the bulk filling factor ν = 2,
where two copropagating QHECs are formed at one edge of the 2DES. Texier and Bütikker obtained
a shot-noise formula in the case that the outer channel is perfectly transmitted at both QPCs, and the
inter-channel transmission between the inner channels occurs with probabilities T1 and T3 at QPC1
and QPC3, respectively.

Here we review a theory of the shot noise caused by the elastic/inelastic transmission
between QHECs, which may affect the coherence of transport in QHECs. The shot noise
generated by the inter-channel transmission in QHECs was theoretically studied by Texier
and Bütikker[47]. Figure 2.8 shows a schematic of theoretical setup to explore the shot
noise generated by inter-channel transmission. The device under consideration has three
Ohmic contacts and two QPCs (QPC1 and QPC3). The bulk filling factor is set to ν = 2.
The electrostatic potentials of the contacts 1, 2 and 3 are set to V , 0 and 0 , respectively.
The resultant currents going out through the contact 2 and 3 are I2 and I3, respectively. The
quantity of interest is the cross-correlation of the current fluctuation S23 = ⟨∆I2∆I3⟩. They
derived a shot-noise formula in the case that the outer channel is perfectly transmitted at
both QPCs, and the inter-channel is partially transmitted with the transmission probability
T1 and T3 at QPC1 and QPC3, respectively.

The current-current correlation function for the currents in the contact α and β is defined
as

Sαβ(t− t′) ≡ (1/2)
〈
∆Îα(t)∆Îβ(t

′) + ∆Îβ(t
′)∆Îα(t)

〉
, (2.37)

where the current operator Îq(t) for the contact q is given as[44]

Îq(t) =
e

2πh̄

∑
j

∫
dEdE ′ei(E−E′)t/h̄

[
â†qj(E)âqj(E

′)− b̂†qj(E)b̂qj(E
′)
]
. (2.38)

Here, â†qj , b̂
†
qj are the creation operators of electrons in incoming and outgoing waves de-

fined by second quantization of Eq. (2.32) (definition of S matrix) for the contact q and the
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channel j. Then the noise spectrum is obtained by Fourier transforming Eq. (2.37) as

Sαβ(ω)2πδ(ω + ω′) =
〈
∆Îα(ω)∆Îβ(ω

′) + ∆Îβ(ω
′)∆Îα(ω)

〉
(2.39)

with ∆Îα(ω) = Îα(ω)−
〈
Îα(ω)

〉
. The noise is then given by

Sαβ =
2e2

h

∫
dE

∑
γ,λ

Tr
{
Aγλ

α A
λγ
β

}
fγ(1− fλ). (2.40)

The only difference between Eqs. (2.30) and (2.40) is that the lower indices of A are dif-
ferent in Eq. (2.40) reflecting the cross-correlation measurement.

Let us first discuss the situation when only elastic (coherent) scattering is present in the
system, which is at absolute zero. To describe coherent scattering between edge states, we
introduce ϵ, which is the probability for an electron to be scattered from one edge state to
the other in between the two QPCs. We need to write down the S matrix to reach from
Eq. (2.40) to the correlations:

Sc
23 = −2e2

h
|eV |R3

[
(1− ϵ)2T3T 2

1 + ϵ2T3 + ϵ(1− ϵ)(1− 2R3T1 + T 2
1 )

]
. (2.41)

In the case T1 = T3 = 0 (R1 = R3 = 1), corresponding to the setup in Sec. 2.3.2, we
obtain

Sc
23 = −(2e2/h) |eV | ϵ(1− ϵ). (2.42)

This is nothing but the shot noise given by Eq. (2.34a), with T = ϵ in Eq. (2.35). Thus,
elastic scattering between copropagating QHECs generates the full shot noise, regardless
of scattering details, such as the number of scatterers.

Next, we consider the case of inelastic (incoherent) scatterings involving phase break-
ing. Incoherent scattering consists of quasi-elastic and inelastic scattering, which is com-
monly treated by addition of a fictitious contact to the edge, where incoherent scatterings
take place (see Fig. 2.9).

Here we consider the averaged Büttiker-type current, which is obtained by integrating
the product of energy distribution function and the conductance as

⟨Iα⟩ =
1

e

∫
dE

∑
β

Gαβ(E)f̄β(E), (2.43)

where f̄β is the averaged distribution function at contact β as we see later. The conductance
part is given by

Gαβ =
e2

h
(nch

α δαβ − Tr{s†αβs
†
αβ}), (2.44)

where nch
α is the number of available conductance channels at contact α. The above is

the second-quantized expression of a generalized Landauer-Büttiker formula[29, 44]. The
averaged current through the fictitious contact should be zero, i.e., ⟨I4⟩ = 0.
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Figure 2.9: Modelization of phase breaking pro-
cesses along the upper edge, to which an inelas-
tic fictitious contact (contact 4) is attached. From
Ref. [47].

Figure 2.10: Distribution functions at
the fictitious contact 4. From Ref. [47].

When the transport through the contact 4 is dominated by inelastic scatterings, the
averaged distribution function at the contact 4 is in equilibrium because the electrons im-
mediately relax at the contact 4 (the lower figure in Fig. 2.10). As in Fig. 2.9, to the contact
4, the edge states with chemical potentials µ0 + eV , µ0 + eV T1 are flowing in. Hence the
averaged chemical potential at the contact 4 should be

µ̄4 =
1

2
[µ0 + eV + µ0 + eV T1] = µ0 +

1 + T1

2
eV. (2.45)

The current at the contact α should be the sum of the Landauer-Büttiker part, which in-
cludes the fluctuations due to the intrinsic fluctuations in the contacts other than α, and the
part of intrinsic fluctuation at α, δIα, as in Iα = (1/e)

∫
dE

∑
β Gαβfβ + δIα. The current

fluctuation in contact 4 is represented by the fluctuation in the chemical potential around
the average (2.45). Thus δI4 = −(1/e)G44(µ4 − µ̄4). From the characteristics of the con-
tact 4, we find that the time average of the fluctuating part ⟨δI4⟩ also should be zero. Then
the expression of the fluctuating part of the current at contact α is obtained as

∆Iα = δIα − Gα4

G44

δI4. (2.46)

The first term in the right-hand side is the intrinsic fluctuation at α and the second represents
the effect of the contact 4 through the Landauer-Büttiker connection. The second term
contains only the effect of the contact 4, which represents the inelastic scattering.

In the case that the scatterings at the contact 4 are quasi-elastic (the upper panel in
Fig. 2.10), the situation is rather complicated. However, it is simple if we can assume that
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the average of each energy-slighced element of current at the contact 4 ⟨i4(E)⟩ = 0, where
i4(E) gives the total current as I4 =

∫
dEi4(E). This means that the energy distributions

flowing into the contact 4 on the edge states are simply summed up to give the distribution
at the contact 4. Hence the averaged distribution function at the contact 4 is given by

f̄4(E) =
1

2
[(1 + T1)f1(E) + (1− T1)f2(E)]. (2.47)

The two distribution functions illustrated in Fig. 2.10 give the same results when they
are integrated over energy. This means, on the basis of Eq. (2.43), that the two edge currents
are equilibrated equally at the contact 4.

From the above discussion, we can derive the expressions of correlations (2.40) for
various cases as in Ref. [47]. However, for the analysis of the experiments in this thesis,
only those for T1 = T3 = 0 are important and here we just present them as follows. For
quasi-elastic case and when T1 = T3 = 0, we obtain

Sqe
23 = −(e2/h) |eV | /4, (2.48)

which is a half of that in the case of elastic scattering in Eq. (2.42) with ϵ = 0.5; that is, the
Fano factor in this case is a half of the full shot noise. For the inelastic-scattering case and
when T1 = T3 = 0, we obtain

Sin
23 = 0. (2.49)

This means that no shot noise is generated by inelastic scattering. Equations (2.42), (2.48),
and (2.49) tell us that we can distinguish the three scattering mechanism; elastic, quasielas-
tic, and inelastic, by shot-noise measurements.

Here we note that the positive noise correlation is theoretically expected for the inelastic-
scattering case with certain sets of T1 and T3, and experimentally confirmed[48]. However,
normal shot noise which generates negative noise correlation as Eq. (2.42) has not been
reported yet. One of the reasons is probably the technical difficulty in resolving small
shot noise. It is obvious that we need to apply a finite bias V to generate the shot noise.
However, when V becomes comparable to the Zeeman energy, the reconstruction of spin-
resolved QHECs occurs[23, 24, 25], which may reduce shot noise. Let us estimate the
required resolution for this shot-noise measurements from Eq. (2.42). The Zeeman energy
is usually on the order of several hundreds of µV[23], thus we here assume that the required
resolution for bias voltage is ∆V = 10 µV. In the case of the maximal shot-noise inten-
sity ϵ = 50 %, we obtain the required resolution of ∆Sc

23 = −(2e2/h) |e∆V | ϵ(1 − ϵ) ∼=
1.5× 10−29 A2/Hz. If we use the setup of the typical shot-noise measurement in Ref. [49],
we need an integration time of about 35 s, which is much longer than the ordinary current
measurements.





Chapter 3

Experimental

3.1 Sample fabrication

3.1.1 GaAs/AlGaAs 2DEG

n-GaAs 5 nm
n-AlGaAs 40 nm
AlGaAs 15 nm

GaAs 800 nm

GaAs substrate

(a) (b)
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Figure 3.1: (a) Layered structure of the GaAs/AlGaAs heterostructure wafer. (b) Electron density
(red line, right axis) and conduction band edge (blue line, left axis) along the direction vertical to
the growth plane obtained from the self-consistent one-dimensional Schrödinger-Poisson equation.

We used the GaAs/AlGaAs heterostructures grown by depositing GaAs and AlGaAs
on a GaAs(001) substrate with the molecular beam epitaxy technique in Sumitomo Electric
Industries, Ltd. For the three experiments presented in Chs. 4, 5, and 7, we used three
different substrates with the same layered structure and doping profile. Figure 3.1(a) shows
a schematic cross section of the heterostructure. The structure of the substrate is (from the
front surface) a 5 nm Si-doped GaAs cap layer, a 40 nm Si-doped (NSi = 2× 1018 cm−3)
AlxGa1−xAs (x = 0.265) carrier-supply layer, a 15 nm undoped AlxGa1−xAs spacer layer,
and an 800 nm GaAs active layer with a 2DES residing near the interface to the upper
layer. We characterized the GaAs/AlGaAs substrates used in this study at the dilution
refrigerator temperature (about 30 mK). The two-dimensional electron concentration n
and the mobility µ were dependent on which substrate was used, as well as on cooling
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processes, but they were typically n ∼= 4× 1015 m−2 and µ ∼= 90 m2/Vs, respectively.
The electrons emitted from the donors in the carrier-supply layer migrate to the GaAs

active layer, so that the electrochemical potential EF is spatially constant, resulting in the
band bending and charge accumulation in the potential well formed near the interface.
This potential well quantizes the kinetic energy along the z-direction (perpendicular to the
growth surface). When the electron concentraion n is sufficiently small, and only the lowest
energy level is occupied, the kinetic degree of freedom in the z-direction can be ignored.
This is the formation process of a two-dimensional electron system (2DES), which we have
already discussed above.

Figure 3.1(b) shows the electron density and the energy level in the conduction band
in the vertical direction calculated using the self-consistent one-dimensional Schrödinger-
Poisson equations (see Appendix A.1) for the present layered structure. The result shows
that the peak of the electron density is located 66 nm below the surface.

3.1.2 Electron beam lithography

2DES

resist

Spin coat Exposure Development

Etching

Metal

Rinse out

Deposition Lift off

substrate

Electron beam

Figure 3.2: Procedure of Electron-beam lithography. After development, the process can be di-
vided into two types; namely etching and deposition.

We used nanofabrication techniques with an electron beam (EB) lithography for the
sample fabrication. We note that the samples used in Chs. 4 and 5 were fabricated by the
author, using the fabrication facilities in the Institute for Solid State Physics (ISSP), the
University of Tokyo. On the other hand, samples used in Chs. 6 and 7 were fabricated
by technical staffs at NTT basic research laboratories (NTT brl), NTT corporation, with
their facilities. Here we briefly explain the main steps of EB lithography performed by the
author (see Fig. 3.2).

1. Resist coating
After cleaning the substrate with Trichloroethylene(99.5%), acetone(99.5%), and
methanol(99.8%) in an ultrasonic cleaner for 3 minutes each, we coated the chemi-
cals called ”Resists” on the substrate. Resists are photosensitive or charge sensitive
polymers dissolved in solvent, and work as a mask during etching and deposition.
The resist used in this study is 950 PMMA A8 (Micro Chem) diluted 50% by anisole.
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PMMA (polymethyl methacrylate) is a high molecular weight polymer with quater-
nary carbons in its main chain, which can be easily broken, and electron beam irra-
diation breaks them, lowers their molecular weight and makes it more soluble in the
developing solution, thus a positive type resist. The resist was coated by spin coater
at 5000 rpm for 70 seconds. The resist was then baked at 150 ◦C for 30 minutes in a
thermostatic oven.

2. Exposure
An EB lithography system was used to expose the resist according to a pattern pre-
pared in advance. The system used in our research is ELS-7700 (ELIONIX INC.),
where the maximum acceleration voltage is 75 kV. In our EB lithography process, a
high acceleration voltage of 75 kV was used for fine patterns, such as gates, and a
low acceleration voltage of 25 kV was used for wider patterns, such as contacts and
pads.

3. Development
The exposed resist is immersed in a developing solution, called developer, to remove
the areas where EB was irradiated. The developer solution is a mixture of MIBK
(methyl isobutyl ketone) and IPA (Isopropanol) in a 1:3 volume ratio. After devel-
opment for 60 seconds, the pattern was rinsed by IPA for 10 seconds and then by
another IPA for another 20 seconds.

4. Etching
The GaAs is dissolved in etchant. In the area where the resist remains, GaAs is
not etched because the resist prevents dissolution to the etchant, and only the area
without the resist is etched.

5. Deposition
A thin metal film is deposited to coat the entire sample. In the area where the resist
remains, the metal adheres to the resist surface, but in the area where there is no
resist, the metal adheres to the GaAs substrate surface.

6. Lift-off/Removal of resist
The unnecessary resist and the metal film on the resist are removed. Lift-off was per-
formed by immersing the sample in acetone and leaving it for 30 minutes, followed
by ultrasonic cleaning.

The acetone, methanol, MIBK, and IPA used in the above process were reagents of special
grade from Wako Pure Chemical Industries, Ltd.

fabrication process

The actual preparation of the samples involved thin film formation and etching using the
EB lithography technique described above, as well as annealing and other processes. Here
we review the entire process of the actual sample preparation by the author.
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Figure 3.3: Optical micrographs of the fabricated samples. From left to right, a photo of the sample
after it was mounted on a chip carrier and bonded, a general view of the sample, and a photo of the
center of the sample.

1. Depletion of 2DES using wet-etching
The wet-etching was carried out by use of the EB lithography technique. The etchant
scrapes the surface of the substrate and depletes the two-dimensional electron gas
underneath. The etchant was a mixture of H3PO4 : H2O2 : H2O = 1 : 1 : 48. After
soaking in this solution for 50 seconds, rinsing was performed by soaking in H2O
for 5 seconds and in another H2O for 20 seconds. The etching depth was measured
using a laser microscope, and it was found that the etching depth was 60 nm to 90 nm,
confirming that 2DEG was removed from the etched area.

2. Making an Ohmic contact to 2DES
With the same lithography technique, an AuGe/Ni bilayer film was deposited on the
2DES substrate using the ion beam sputtering system. A 70 nm of AuGe film was
deposited, and then 7 nm of Ni was deposited on top of the substrates. The samples
were annealed for alloying to get Ohmic contact to the 2DES layer. The annealing
was at 430 ◦C for 5 minutes in a mixture of 3% H2 and 97% N2 atmosphere using
an infrared gold image furnace MILA-3000 (Advance Science and Engineering Co.,
Ltd.).

3. Fabrication of gate electrodes
The gate electrodes were fabricated by depositing an Au/Ti bilayer film using the EB
lithography technique. For the sample used in Ch. 4, a 7 nm of Ti was deposited, and
then 50 nm of Au (purity 99.99%) was deposited on top of the Ti using the ion beam
sputtering system. The Ti layer improves the adhesion between the GaAs substrate
and Au. For the sample used in Ch. 5, a 5 nm of Ti and 15 nm of Au was deposited
using a electron-beam evapolation system and a resistive thermal evaporation system,
respectively, for more ease of lift-off process.

4. Mounting sample to the chip carrier
We mounted the assembled sample on a plastic chip carrier with silver paste and
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bonded the electrodes using 25 µmϕ Au wire.

Photographs of a sample used in Ch. 4 are shown in Fig. 3.3 as an example.

3.2 Dilution refrigerator
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Figure 3.4: Schematic diagram of a dilution refrigerator.

The characteristic energies of quantum effects are often very small, and cryogenic tem-
peratures are required to observe them in order to suppress thermal fluctuations. In this
study, we used dilution refrigerators for all measurements. Figure 3.4 is a schematic dia-
gram of gas and liquid He flows in a dilution refrigerator. The cooling process is briefly
described below. 3He/4He mixed gas taken from a tank is liquefied in a 1 K pot or a Joule-
Thomson valve-injection-type cooler. The mixture is once condensed in a still, where it is
further cooled by the distillation of 3He and sent to the mixing chamber through several
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heat exchangers with the flow rate limited by the primary impedance. In the mixing cham-
ber, the mixture separates into a dilute phase (d phase) dominated by 4He (about 7% 3He)
and a concentrated phase (c phase) dominated by 3He (almost 100% 3He below 0.1K).
Cooling occurs during the dilution of 3He from the c phase to the d phase. The diluted
3He is then fractionated at the still and the evaporated gas is sent back to the condensation
process again through several pumps. As the gas mixture is repeatedly circulated, the ra-
tio of 4He gas decreases and only 3He gas circulates. After the system reaches a steady
state, a following continuous operation with keeping the sample at a constant temperature
is possible.

In this study, we used two different dilution refrigerators. For the measurements in Chs.
4 and 5, we used a top-loading-type dilution refrigerator (Kelvinox, Oxford Instruments) at
ISSP, which allows the sample to be directly inserted into the 3He and 4He mixtures with-
out stopping the circulation of the gas. The lowest attainable temperature of this dilution
refrigerator was about 20 mK. A 15 T superconducting magnet is equipped to apply the
magnetic field, but since the quench occurred at around 10 T we applied only up to 9 T in
this study. For the measurements in Chs. 6 and 7, we used a cryo-free dilution refrigerator
(Triton 200, Oxford Instruments) at NTT brl, which does not consume 4He for cooling and
has larger experimental space. The lowest attainable temperature of this dilution refriger-
ator was about 40 mK. A 8 T superconducting magnet is equipped, but since the quench
occurred at around 4.3 T we applied only up to 4 T in this study.

3.3 Electrical measurement

3.3.1 Lock-in measurement
In measuring the current distribution ratio as in Ch. 4, it is necessary to measure the current
flowing through the two drain electrodes separately. The circuit for the measurements is
shown schematically in Fig. 3.5. By using a transformer (at ISSP), or using an AC-DC
mixer (at NTT brl), an AC voltage VAC was superimposed on a DC voltage VDC, and a
voltage was applied to the sample to measure the current or local and non-local voltages.
A current to a voltage transimpedance amplifier at room temperature was connected to
each of the two drain electrodes of the sample, and the current flowing through each drain
electrode was measured as a voltage. While the resistance of the sample is around 25 kΩ
in the quantum Hall region, the sum of the contact resistance, lead resistance, and the input
impedance of the transimpedance amplifier was sufficiently small at around 500 Ω in the
measurements in this thesis. Therefore, since most of the applied voltage is applied to the
2DES, the two drain electrodes are considered grounded during the measurement. The AC
component of the voltage was measured using a lock-in amplifier synchronized with VAC,
and the DC component was measured using a digital multimeter. A DC voltage source was
used for the gate electrode. The intruments we used are shown in table 3.1.

3.3.2 Shot-noise measurement
The techniques for the shot-noise measurement we used is described in Ch. 6.
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Figure 3.5: Schematic diagram of the electronic circuit used for the measurement at ISSP.

Classification Instruments used at ISSP Instruments used at NTT brl
Transformer Homemade Not used
AC-DC mixer Not used Homemade
Transimpedance amplifier LI-76, NF corporation Homemade
Lock-in amplifier LI-575, NF corporation SR830, Stanford Research Systems
AC voltage source LI-575, NF corporation WF1967, NF corporation
DC voltage source GS200, Yokogawa Electric Homemade
Digital multimeter 34401A, Agilent 34401A, Agilent

Table 3.1: Instruments used in this study.





Chapter 4

Gate-controlled unitary operation on
flying spin qubits in quantum Hall edge
states

Main contents of this chapter have been published as

• “Gate-controlled unitary operation on flying spin qubits in quantum Hall edge states”
by T. Shimizu, T. Nakamura, Y. Hashimoto, A. Endo, and S. Katsumoto, Physical
Review B 102, 235302 (2020). (Editors’ Suggestion)

Author contributions: T.S. designed and fabricated the sample with assistance from T.N.
and Y.H.. T.S. performed measurements, analysis, and wrote the paper with assistance from
S.K., T.N., and A.E.. S.K. provided supervision.

Note: A preliminal level of the study in this chapter is written in the master thesis of the
author (T.S.), but the author conducted further experiments and analysis in the doctoral
course.

In this chapter, we present experimental results regarding the unitary operations of FSQs in
spin-polarized QHECs with only orbital control via electrostatic gate voltages. A rotation
in the zenith angle of spin corresponds to inter-channel transmission between the QHECs,
and the azimuth angle corresponds to the phase difference between them. Nakajima et
al. [41, 42] preliminarily found that the transmission is triggered at the corner of QHECs,
and the phase diffrence can be controled by gate voltages (see. 2.3.2). Here we present
a systematic study on inter-channel transmission with spin-flip, which can be regarded as
quantum-mechanical unitary operations under control.

Our findings presented in this chapter are as follows:

1. The transmission probability is affected by the curvature at the position of QHECs’
corner, and can be controlled via gate voltages. The origin of the change in trans-
mission probability by the gate voltage can be explained by the Landau-Zener-type
tunneling.

33



34
CHAPTER 4. GATE-CONTROLLED UNITARY OPERATION ON FLYING

SPIN QUBITS IN QUANTUM HALL EDGE STATES

2. It is possible to control the zenith and azimuth angles of spin independently by
utilizing three independent gate electrodes.
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4.1 Experimental Methods

In this section, we present experimental methods specific in the study presented in this
chapter.

4.1.1 Principle

Figure 4.1: Schematic diagram of the channel manipulation by metallic Schottky gates.

First we briefly describe how to detect the coefficients a and b in Eq. (2.11) in exper-
iment using nano-fabricated metallic gates and control of gate voltages. In our system of
spin-resolved QHECs, the “spin manipulation” takes place as a transmission between two
parallel edge states. However, in non-structured bulk sample, such a transmission gives no
change in the eventual electrical conduction even if a and b change in Eq. (2.11). A gate
electrode is thus used to discriminate between the parallel edge states and force one of them
to scatter to the opposite edge, which is reflected in the electrical conduction [29, 50, 51]
(also see Figs. 4.1). This is a kind of spin filter in spin space without using any magnetic
material.

This technique was applied to the present study as follows. Figures 4.2(a)-(c) describe
the experimental setup in three different ways. For simplicity, in the figure the filling factor
ν is chosen to be 2 in the figure, although the region of ν = 4 was mostly used in the
present experiment. Higher filling factor adds two extra QHECs. We will go back to the
effect of these two in the end of this chapter but their effect is limited.

Figure 4.2(a) is a schematic of wave-propagation paths, (b) shows the gate-electrode
configuration, and (c) illustrates an enlargement of the down edges of side-gates (SL, SR)
and center gate (C) along with the propagation paths in (a). The sample edges have two
QHECs for ν = 2, which we here denote the channels 1 and 2, in which spins are locked
at ↑ and ↓, respectively. We can write their wave packets as |1⟩ |↑⟩ and |2⟩ |↓⟩, respectively,
where |1⟩ and |2⟩ are the normalized wavefunctions of the orbital part.

We consider a wave packet emitted from the right electrode. Beneath the gates L and
R, the filling factors νL and νR are tuned to 1[52, 53]. The incident wave packet can be
written as |1⟩ |↑⟩. Channels 1 and 2 meet at the lower right corner edge of the gate SR,
where a partial transmission occurs through the SOI and the angular momentum created by
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Figure 4.2: (a) Diagram of the elec-
tron spin interferometer (red and blue
circles with arrows indicate spin), with
an illustration of the Bloch-sphere de-
scription of an FSQ. (b) Optical micro-
graph of the sample with external cir-
cuits. The orange regions are metallic
gates, three of which are annotated. The
2DES substrate is trimmed by etching at
the white dashed lines. (c) A hybridiza-
tion of (a) and (b) around the lower ends
of the gate SL, C, and SR.

the QHECs running around the corner. We write the transmission process:

|1⟩ |↑⟩ → |Φ⟩SR = t11R |1⟩ |↑⟩+ t12R |2⟩ |↓⟩ , (4.1)

where tijR are the complex transmission coefficients or the elements of S matrix defined
in Eq. (2.32) and extended to the case of two channels. Naturally they satisfy the unitary
condition |t11R|2+|t12R|2= 1, where we ignore the reflection coefficient because of the
perfect chirality of the QHEC. The condition leads to another expression of the coefficients
t11R = cos θ/2 and t12R = eiϕ0 sin θ/2, where θ reflects the amplitude ratio of the partial
waves and ϕ0 is the phase difference between t11R and t12R. Thus, |Φ⟩SR is expressed as a
point on the Bloch sphere as in Eq. (1.7).

In Ch. 1, we have considered that the phase of the wavefunction cannot be separated
to two degrees of freedom when they are in strongly coupled regime (Eq. (1.4), (1.5)). We
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now turn our attention to the phase evolution in the present case. In QHEC, the orbital part
of the wave function in the single-electron picture is written as a quasi-one-dimensional
plane wave in the real-space representation[54],

ψj(r) ∝ exp(ikjx) exp

[
−(y − yj)

2

2l2

]
, (4.2a)

yj = −l2kj, (4.2b)

where l(=
√
h̄/eB withB the magnetic field) is the magnetic length, j is the channel index

counted from outer (lower energy in bulk) to inner, the x-axis is taken as along the one-
dimensional channel, and yj is the guiding center position. The wave packet |j⟩ propagates
on this channel of ψj along the down edges of the gates SR, C, and SL. At the end of the
travel over the total length L, the difference in the acquired kinetic phase is

ϕ = (k1 − k2)L, (4.3a)

=
(y2 − y1)L

l2
= 2π

∆yLB

h/e
. (4.3b)

In the spin space, this corresponds to the azimuth-angle rotation of the spin. Here∆yLB/(h/e)
is the magnetic flux penetrating the area between the two paths measured in units of
flux quantum (h/e), and thus the difference in the kinetic phase is naturally equal to the
Aharonov-Bohm (AB) phase. We can thus vary ϕ using the magnetic field or the voltage
applied to the gate C, which varies the distance ∆y between the edge states. This single-
electron picture requires correction from the screening effect, as will be discussed in the
analysis sections, although the above results can still be applied to experiments with some
modifications, e.g., B-dependence of ∆y as given in Eq. (4.6).

At the left corner of the gate SL, the channel 1 with ↑ goes up to go beneath the region
of νL = 1, while the channel 2 with ↓ goes down to turn around the region. Because both
channels change their directions abruptly, the transmission between the two QHECs again
takes place as illustrated in Figs. 4.2(a), (c). The event of transmission is considered as
a short-period precession of electron spins around the effective magnetic field. Therefore
the zenith angle θf of the final state depends not only on the zenith angle of the traversing
electron θ but also on the azimuth angle ϕ:

θf = θf(θ, ϕ). (4.4)

The partition ratio is obtained as the ratio of the current through L (IL) to the total current
(IL+IB), i.e., current distribution ratio D ≡ IL/(IL+IB) = cos2(θf/2). In a simple model
of the 2×2 S matrix (4×4 is reduced to 2×2 because of the chirality) described in Sec.4.3,
D is written as,

D = C0 + C1 sin θ cos(ϕ+∆φ), (4.5)

where ∆φ is the phase shift associated with inter-edge scattering at the two corners, in-
cluding −ϕ0. Equation (4.5) is similar to the simplest Young’s double-slit approximation
of an AB interferometer because of the chirality or broken time-reversal symmetry of the
channels and multi-terminal configuration[55]. The partition ratio of the input affects the
visibility, giving the θ-dependence.



38
CHAPTER 4. GATE-CONTROLLED UNITARY OPERATION ON FLYING

SPIN QUBITS IN QUANTUM HALL EDGE STATES

4.1.2 Quantum Hall characteristics
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Figure 4.3: Magnetic-field dependence of Rxx (blue line, left axis) and Rxy (red line, right axis).

In this experiment, we used a GaAs/AlGaAs heterostructure presented in Sec. 3.1.1.
We cooled the sample down to 20 mK and applied a perpendicular magnetic field B up to
9 T, at which the 2DES is in the quantum Hall state with a filling factor of ν = 2. Figure 4.3
shows the Hall resistance Rxy and the longitudinal resistance Rxx. Well-developed integer
QH plateaus are observed in Rxy, and spin separation is observed above B ≈ 2 T in Rxx.

4.1.3 Conductance versus the spin-filter gate voltages and the external
magnetic fields

Figure 4.4(a) shows the color plot of the two-wire conductance plotted versus the plane of
the left spin filter gate voltage (Gate L) and the magnetic field. The e2/h plateau develops
aboveB = 3.3 T at the lower magnetic-field end of ν = 5 plateau in Fig. 4.3. Figure 4.4(b)
shows the pinch-off traces for Gate L at several values of B within the ν = 4 plateau. We
set VL = −0.4 V for Fig. 4.8, which is within the e2/h plateau from B = 4.4 T to 5 T.
Almost the same pinch-off traces were obtained for Gate R with a small shift of +0.01 V,
and hence we set VR = −0.39 V.

4.1.4 Measurement method

An AC voltage of typically 33 µV-rms (except for the measurements in Fig. 4.9) at 170Hz
was applied to the right-side contact, and the current was measured at drain L and drain
B with a transimpedance amplifier by standard lock-in measurement (see Sec. 3.3.1). The
difference of contact and cable resistance between drains L and B was less than approxi-
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Figure 4.4: (a) 2D color plot of the two-wire conductance on the plane of the left spin filter gate
voltages and the magnetic fields. Contact and lead resistance of 850 Ω is subtracted. (b) Cross
sections of (a) for several values of the magnetic field. Clear conductance quantization is observed
from the filling factor νL = 1 to νL = 4,

mately 2%. Therefore, D represents the transmission probability from source to drain L to
a good approximation.

The voltage on gate C (VC) modifies the potential gradient in the y-direction along gate
C and thus the distance between neighboring edge states∆y, which leads to the modulation
of ϕ[41, 42] (see Sec. 2.3.2).

4.2 Rotation in azimuth angle

Figure 4.5(a) shows the VC dependence of D measured at B = 4.75 T, which corresponds
to ν = 4 in the non-gated region. The filling factors underneath gate L and gate R were kept
at 1 (pinch-off conductance traces for gate L in Sec. 4.1.3). In this situation, there were
two extra edge states in the interior of the 2DEG in addition to those illustrated in Fig. 4.2.
In the following experiments, we assume the tunneling rate from the edge states 1 and 2 to
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Figure 4.5: (a) VC dependence of the current distribution ratio D at B = 4.84 T. Side-gate voltages
were set to VSR = VSL = −0.6 V, where the 2DES under the gates was completely depleted. (b)
Example of calculated D as a function of VC based on the model of Eq. (4.6). We have d=66 nm
from the one-dimensional Poisson-Schrödinger calculation on the layered structure of the sample
[see Fig. 3.1 (b)]. Other parameters are as follows: g = −0.6[35]; ϵ=12.35[56]; C1 sin(θ)=0.05,
C0=0.53, ∆ϕ = 0, LC = 7.5 µm; LSL = LSR = 1.25 µm; the offset in the gate voltage VC, VSL,
and VSR resulting from the contact built-in potential is Voffset = −0.05 V. See the text for n(y).

these extra states is small so that we can neglect them altogether at the precision level of the
present experiment. The detailed discussion is given in Sec. 4.4. Side gate voltages were
set to VSR = VSL = −0.6 V, where the 2DES under the gates was completely depleted.
The measured D shows an oscillation with the variation of VC in the range from −0.7 V
to −0.98 V, where four peaks are observable, as indicated by arrows. The oscillation pe-
riod increased for more negative VC. The region between the peaks 3 and 4 is especially
wide, and the line shape shows the rewinding of oscillation. We tested several other sam-
ples having essentially the same gate configuration, and similar behavior was commonly
observed.

To verify the above phase modulation scenario (or equivalent rotation in ϕ), we need
to know how ∆y in Eq. (4.3b) depends on VC taking the electric screening effect into ac-
count. In the single-electron picture of Eq. (4.2), the one-dimensional channels are formed
on the lines where the Landau levels cross the Fermi level. In more practical treatments
in Refs. [30, 57], the QHECs are described as compressible stripes separated by incom-
pressible insulating regions. In the compressible stripes, the electrochemical potential is
kept constant by the screening effect, while the group velocity ∂Ei/h̄∂ki is finite. There-
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fore, Eq. (4.2b) does not hold inside the stripes and the wavenumber kj should also be kept
constant. In other words, Eq. (4.2b) only holds inside the incompressible regions. As the
value of∆y, we should thus take the width of the incompressible stripes, which is generally
much narrower than that of the compressible ones. In Refs. [30, 57], such ∆y is explicitly
given for a simple classical electrostatic model of the QHEC as

∆y ≈

√
8|∆E|ϵϵ0

πe2(dn/dy)|y=y′i

, (4.6)

where y′i is the position of the ith incompressible liquid strip, ϵϵ0 is the dielectric permit-
tivity of the matrix semiconductor, n(y) is the electron sheet density profile, and ∆E is the
energy difference between the levels of channels i and i + 1. The model has been used in
analyzing many experimental works[58, 59, 60]. The energy difference ∆E in the present
case (i = 1) of exchange-aided Zeeman splitting can be written as gµBB, where g is the
exchange-enhanced Landé g-factor, and µB is the Bohr magneton.

Figure 4.5(b) shows an example of the VC dependence of D, calculated from Eq. (4.6)
with the parameters noted in the caption. These parameters are chosen to preserve semi-
quantitative consistency with the analysis of the magnetic response described later. To
calculate n(y) as a function of VC, we employ the “frozen surface” model and the self-
consistent Thomas-Fermi approximation given in Ref. [57] (see Appendix B.3.2). Then,
(dn/dy)|y=y′1

can be obtained numerically from n(y). The characteristic behavior of the
oscillation in Fig. 4.5(a) is qualitatively reproduced, in that the oscillation phase advances
more rapidly with the decrease of VC at lower |VC|. The progress in the phase slows down,
and the rewinding of the oscillation with increasing |VC| begins at the point indicated in
the figure as “Minimum point.” This behavior is qualitatively explained as follows. (see
Fig. 4.6). At low VC, the edge of the 2DES lies near the end of the center gate, and the
electrostatic confinement potential at the edge is soft, leading to small (dn/dy)|y=y′1

and
large ∆y. With more negative VC, the potential becomes steeper, lowering ∆y. A further
increase in the negative VC causes softening of the potential and an increase in ∆y again.
Because ∆y must be smooth as a function of VC, |d(∆y)/dVC| decreases with decreasing
VC, letting the oscillation period become slower, until reaching “Minimum point”, roughly
corresponding to the steepest edge-confinement potential (maximum in (dn/dy)|y=y′1

), and
again increases with negative VC, resulting in the rewinding of the oscillation in D.

In spite of the apparent resemblance between Figs. 4.5(a) and (b), quantitative fitting
that is consistent with a response to the magnetic field is difficult. We also investigated
the “Fermi-level pinning” model for the surface states, and found that it did not improve
the quantitative agreement. The discrepancy suggests the necessity to take into account the
effects not considered so far, e.g., the geometrical effect of the gate electrode, that cannot be
characterized by microscopes. As illustrated in Fig. 4.6, the gate C is working in a critical
region and some fluctuation in the metal-to-semiconductor contact condition may result in
large windings in the edge line. We believe, however, that the close resemblance between
Figs. 4.5(a) and (b) indicates the essential correctness of the scenario.

As in Eq. (4.3b), the azimuth angle rotation is locked to the AB phase acquired from
the magnetic flux piercing the incompressible regions. This can be readily confirmed by
the oscillatory behavior of D versus B, as shown in Fig. 4.7(a) with VC as a parameter.
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Figure 4.6: Variation of the equipotential lines for different VC. For simplicity, we consider only
the electrostatic potential generated by Gate C. Red and blue broken lines represent the electrostatic
equipotential line of the channels 1 and 2, respectively.

Because a single period ∆B of the oscillation corresponds to 2π rotation in ϕ, ∆y is given
as ∆y = (2/3)(h/e)/L∆B from Eq. (4.3b) in the local linear approximation of the B-
dependence of ∆y in (4.6), where ∆E = gµBB. The derivation of this equation is as
follows. For the variation of ∆B in B, the relation

2πL

h/e
{∆y(B +∆B)(B +∆B)−∆y(B)} = 2π (4.7)

holds. Let us write Eq. (4.6) as∆y(B) ≈ A
√
B, whereA =

√
(8|gµB|ϵϵ0)/(πe2(dn/dy)|y=yi).

The B-dependence of (dn/dy)|y=yi is negligibly small within the span of ∆B, and thus we
can treat A as a constant independent of B. The Eq. (4.7) becomes

A
√
B +∆B(B +∆B)− A

√
BB =

h/e

L
, (4.8)

h/e

LA
= (B +∆B)

3
2 −B

3
2 ≈ 3

2

√
B∆B (4.9)

Then we reach, to the lowest order in ∆B/B (≪ 1),

∆y ≈ 2

3

h/e

L∆B
. (4.10)

This gives ∆y as a function of B, as shown in Fig. 4.7(b) for VC=−0.86 V. The obtained
values of ∆y (1 to 3 nm) are much shorter than the magnetic length l=11 nm at B=5 T,
which is consistent with the view of compressible/incompressible stripes, while the pre-
dicted B-dependence of ∆y for constant g and (dn/dy), calculated with

∆y ≈

√
8|gµBB|ϵϵ0

πe2(dn/dy)|y=y′i

(4.11)

deviates from the experiment, as indicated by Fig. 4.7(b).
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Figure 4.7: (a) Current distribution ratio D as a function of B within the plateau regime encom-
passing the filling factor ν = 4 for several values of gate C voltage VC (Traces are offset for clarity).
Vac = 32.8 µVrms. (b) ∆y calculated from the equation ∆y = (2/3)(h/e)/L∆B for VC=−0.86 V.
∆B is given by twice the distance between the adjacent oscillation peak and dip. The blue line
indicates ∆yaverage = (∆y(VSL)LSL + ∆y(VC)LC + ∆y(VSR)LSR)/(LSL + LC + LSR) from
Eq. (4.11) with the parameters used in Fig. 4.5(b).

To visualize the overall trend, the measured and calculated values ofD are color plotted
on B-VC in Figs.4.8(a) and (b), respectively. The oscillation patterns appear as curved
stripes in these plots. Such curving behavior is consistent with the interpretation of Fig. 4.5
as follows. With the decrease of VC from −0.7 V to approximately −0.8 V for a fixed
B, (dn/dy)|y=y′1

increases and therefore ϕ decreases, resulting in the upward shifts of the
ridges. After reaching the maximum at VC ≈ −0.86 V, (dn/dy)|y=y′1

declines with further
decrease in VC.

The observation of arc-like curving strongly supports the legitimacy of the analysis so
far. Similar arch-like curves were also observed at the filling factors ν = 2 and 3, albeit
with smaller visibility. At smaller filling factors, B and hence ∆y are larger, making θ,
the zenith angle, smaller, as will be discussed later. Regarding the visibility in Fig. 4.5,
the oscillation is visible in the range of VC from −0.7 to −1 V, and the visibility is highest
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Figure 4.8: (a) Color plot of the mea-
sured D as a function of B and VC.
VSR = VSL = −0.6 V. (b) Color plot of
the theoretically calculated D as a func-
tion of B and VC. C0 = 0.42B − 1.45
and C1 sin(θ) = 0.1 are used. The
other parameters are the same as those
in Fig. 4.5 (b).

around the “Minimum point.” This trend is common in the magnetic-field range shown in
Fig. 4.8, and the visibility does not vary much with B. The role of the increase in B here
is simply to enhance the rotation of ϕ, without causing dephasing. A possible explanation
for the variation of the visibility with VC is as follows: we speculate that the simple model
in Fig. 4.2(c) is approximately realized only around the steepest edge-potential condition.
When the edge potential is soft, the QHECs have more chances to experience the effect of
local potential disorder. As a result, the effective edge line fluctuates spatially, creating lo-
cal orbital angular momentum, which causes inter-edge state scattering[61]. Therefore, we
obtain the highest visibility when the edge confining potential is steepest, and the visibility
degrades away from this condition.

From the above results and analysis, we can safely say that the current partition ratio
D reflects the azimuth-angle rotation of FSQ traveling along the edges of the gates. The
rotation angle can be tuned by the center gate voltage electrostatically.
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Figure 4.9: Three oscillation patterns corresponding to three different values of VSR. B = 4.5 T
and VSL = −0.605 V. Vac = 23.8 µV. The line for D = 0.57 is indicated by broken lines to show
that the oscillation baseline basically remains unaltered by changing VSL.

4.3 Rotation in zenith angle

In Fig. 4.9, we compare the oscillation patterns for three representative values of VSR, which
strongly affects the oscillation amplitude. From VSR = −0.594 V the amplitude gradually
decreases with the decrease in VSR. The characteristic features of the oscillation versus VC
observed so far do not change with VSR, other than a phase shift, which is probably caused
by a change in ϕ0. In the region VSR > −0.594 V (not shown), by contrast, the oscillation
pattern varied drastically following the slight change in VSR. This is probably because the
channel 2 starts to intrude into the spatial gap between the gates SR and R [see Fig. 4.2
(b)]. Hence, this region is excluded from the present discussion.

We discuss the origin of the variations in the amplitude represented by the zenith angle
θ. The angle θ is determined when the wave packet turns the down-right corner of the
gate SR. At the turning point, the time-dependent local Hamiltonian should contain SOI
terms: one from the in-plane potential gradient[62], the other from the Rashba and Dres-
selhaus effects commonly observed in 2DES[39]. In the present case of spin-polarized
QHEC, the former affects the effective Zeeman energy by the spin-orbit effective field,
while the latter kinematically rotates the spin. Figure 4.10(a) illustrates the time evolution
of quasieigenenergies for spin down and up wavepackets, i.e., E↑ = ⟨↑| ⟨1|Hloc(t) |1⟩ |↑⟩
and E↓ = ⟨↓| ⟨1|Hloc(t) |1⟩ |↓⟩, while the wave packet is turning at the corner. Around the
center of the corner region, E = E↓ − E↑ takes the minimum value Emin.

The transition in Eq. (4.1) can then be taken as partially non-adiabatic tunneling. By
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summarizing these effective time-localized SOIs asHSOI(t), we obtain the probability P of
the inter-edge-channel transition by slightly modifying a Landau-Zener-type formula[63]
as

P ∝ |⟨↑| ⟨1|HSOI |2⟩ |↓⟩ |2exp
[
−2π

(Emin/2)
2

h̄(dE/dt)

]
, (4.12)

where dE/dt is the slew rate of E. As indicated by the arrows in Fig. 4.10(b), the total
process from |1⟩ |↑⟩ to |2⟩ |↓⟩ consists of a non-adiabatic transition from |1⟩ |↑⟩ to |1⟩ |↓⟩
and an adiabatic transition from |1⟩ |↓⟩ to |2⟩ |↓⟩. The expression in (4.12) indicates that
the slew rate and the minimum energy difference strongly affect the transition probability.

1
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Figure 4.10: (a) Schematic time evolution of quasi-eigenenergies E↑ = ⟨↑| ⟨1|Hloc(t) |1⟩ |↑⟩ and
E↓ = ⟨↓| ⟨1|Hloc(t) |1⟩ |↓⟩. (b) Illustration of spin-polarized edge states for a straight edge (solid
and broken lines) and a corner (dotted lines). Here, ξ represents the distance from an edge of infinite
potential (V (0) = ∞). For simplicity, the Landau levels are drawn in the single-electron picture.

A simple explanation for the suppression of oscillation amplitude shown in Fig. 4.9 fol-
lows from Eq. (4.12) and the electrostatic model in Refs. [30, 57]. With more negative VSR,
QHECs move away from the “steepest potential” point, where the distance between the
outer and the inner edges is the minimum and the curvature radius rt also is the shortest.
As rt decreases, dE/dt increases because of the shorter interaction time, and the poten-
tial gradient is larger; thus, Emin is smaller. From Eq. (4.12), we find that the transition
probability P is the maximum for the steepest edge potential condition. As in Fig. 4.9, this
scenario tells us that the steepest-potential condition should correspond to VSR > −0.594 V,
which is considerably smaller than −0.8 V for VC. This difference may come from the ge-
ometrical complexity in the real gate configuration which change the equipotential lines
around the corner intricately, and the maximum of P may appear at smaller VSR than the
value at the steepest potential.

For the qualitative discussion on the change of the edge channel shape for the side
gate voltages, we carried out a numerical calculation using the semiconductor module of
commercial program COMSOL Multiphysics [64]. The detail of this calculation is shown
in Appendix A.2. Figure 4.11 shows the electron density at a depth of 64 nm (the peak
position of the calculated electron density by COMSOL) from the surface in gray scale.
Channel 1 is expelled from Gate SR as the negative voltage is applied, and the radius of
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Figure 4.11: Grayscale plots of the calculated electron density at a depth of 64 nm from the surface,
obtained by the finite-element method, density-gradient theory for various gate voltages VSR. The
equipotential lines corresponding to the first and second compressible strips from the edge of the
2DES at the bulk filling factor ν = 2.5 are plotted as red and blue lines, indicating the position
of the channels 1 and 2, respectively. We set VR = −0.2 V in this simulation. (a) The plot for
VSR = −0.76 V. (b) The plot for VSR = −0.82 V. (c) The plot for VSR = −1.5 V.

gyration rt becomes large. At the same time, the channel 2 is driven out from the gapped
region between Gate SR and Gate R. This leads to the drastic change of the closest point
between the outer and the inner edge channel, where the transition takes place. This may
also affect the non-adiabatic transition probability.

From the oscillation data in Fig. 4.9, we can estimate the zenith angle θ as follows,
assuming that the dephasing is ignorable at the largest amplitude region in VC. The anal-
ysis yields the lower limit of θ in the case with non-negligible dephasing. Let tijL be the
complex transmission coefficients of the processes |i⟩ → |j⟩ at the bottom left corner of
the gate SL; then, from Eq. (4.1), the wave packet state that turns the corner, enters channel
1, and go to drain L is written as

|Φ⟩L =
(
t11Re

ik1Lt11L + t12Re
ik2Lt21L

)
|1⟩ |↑⟩ .

For simplicity, we write the complex transmission coefficients in the modulus-argument
form as t11Rt11L = t1 cos(θ/2)e

iφ1 and t12Rt21L = t2 sin(θ/2)e
iφ2 . This leads to the simple

Young’s double-slit result of the transmission coefficient TL = ⟨Φ|Φ⟩L as

TL = t21 cos
2(θ/2) + t22 sin

2(θ/2) + t1t2 sin θ cos(ϕ+∆φ). (4.13)

From the comparison with Eq. (4.5),

C0 = t21 + (t22 − t21) sin
2(θ/2), C1 = t1t2. (4.14)

In Fig. 4.9, the baseline of oscillation C0 remains almost unchanged, while C1 sin θ
varies widely. This can be explained based on Eq. (4.14), assuming that t1 and t2 happen
to be close to each other: t1 ≈ t2, in the present condition (the best visibility condition).
Then, C0 ≈ t21 ≈ C1 ≈ 0.57. In Fig. 4.9, the largest amplitude gives C1 sin θ as 0.17,
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which corresponds to θ ≈ 17.4◦. This represents the lower bound of θ. Considering the
inevitable dephasing, the value of θ is expected to be larger. To estimate θ more precisely,
the oscillation of C1 sin θ should be observed. Unfortunately, the maximum value of θ
obtained in the present study is less than 90◦, making further analysis difficult. For more
precise control of FSQ in the present scheme, the corner gates should be designed to create
a sharper corner potential. Furthermore, the dephasing should be reduced, e.g., by soft
separation of the edges with an extra gate.

4.4 Effects of inner edge channels in ν = 4 quantum Hall
state
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Figure 4.12: (a) Schematic of the QHECs configuration in ν = 4 quantum Hall state with νR = 1
and νL = 1. (b) Color plot of the measured D as a function of B and VC with νR = 1 and νL = 1.
The same as Fig. 4.8 (a). (c) Schematic of the QHECs configuration in ν = 4 quantum Hall state
with νR = 1 and νL = 2. (d) Color plot of the measured D as a function of B and VC with νR = 1
and νL = 2. VL = −0.28 V, VR = −0.39 V, and VSR = VSL = −0.6 V.

In the description of unitary operations in Sec. 4.1.1, the filling factor ν is chosen to 2,
but ν = 4 was mostly chosen in the experiments. Hence in the actual situation, the edge
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states with the channel indices i=3, 4 are running in the interior of the 2DES as illustrated
in Fig. 4.12(a). The condition ν = 4 was chosen for the visibility of the oscillation in
the current distribution to be maximized. We observed similar oscillations at ν = 2 with
smaller visibilities, which means that the zenith angle θ large enough for the observation
was not attainable even for the steepest-potential condition for ν = 2. This indicates
that the tunneling between the edge channels depends delicately on quantities, such as the
potential shape, the distance between the channels, etc. The other samples made from the
same 2DEG substrate showed basically the same tendency.

Now we discuss the situation of ν = 4. The channels with i = 3, 4 may affect the
unitary operations through the tunneling from the channel 1 to the channel 3 and channel
4 at the right corner in Figure 4.12(a) because the input state is initialized 100% to the
channel 1. However, we infer that this probability is small. The spatial distance between
the channel 1 and 3 is large because: a) the distance is the sum of that from the channel 1 to
2 and that from 2 to 3; b) the distance from 2 to 3 (let us write d23) is larger than that from
1 to 2 (d12). b) is easily guessed from Eq. (4.6). First, ∆E is the Landau-level separation
for d23 while ∆E is the Zeeman splitting for d12. In the present case, the former is larger.
In Eq. (4.6), dn/dy in the denominator is also smaller for d23. Figure 4.7 (b) shows that the
values of d12 ranges from 1 to 3 nm while Eq. (4.6) with ∆E ≈ h̄ωc gives 18 nm for d23
(with the parameters of B = 4.7 T, VC = −0.86 V), confirming the relation d12 ≪ d23.
Therefore the tunneling from the channels 1 to 3 at the right corner is negligible at the
precision level of the present experiment.

This has also been confirmed in the experiment shown in Fig. 4.12 (c), (d), in which
channel 2 was allocated to the path going upward at the left corner. As in Fig. 4.12 (d),
the interference pattern observed in Fig. 4.12 (b) disappeared. If some portion of electron
wavepacket on channel 1 tunnels into channel 3 at the right corner, the re-partitioning at
the left corner should be affected by the interference, and we should see some interference
pattern. Therefore this result also confirms that the tunneling from the channels 1 to 3 at
the right corner is negligible in the present experimental condition. At the same time, this
result also tells that a significant amount of the wave packet is allocated downward at the
left corner due to the difference in the potential landscape (the black arrow in the figure).
If a similar phenomenon occurs in the situation of Fig. 4.12(a), this would add an artificial
constant to the experimentally estimated θ. This possibility can be eliminated, if we were
able to observe the oscillation of the visibility with the gate voltage VSR as mentioned
above.

The observation is through the current distribution ratio D. At present the experiment
cannot give precise functional form of θf in Eq. (4.4). We have not reached the complete
final answer though the progresses will be given in the following chapters.

4.5 Conclusion
We have studied the unitary operation of FSQs in QHECs with electric voltages on metallic
gates. This operation utilized the strong coupling between spin and edge channel orbitals.
The spin rotation in the azimuth angle with voltage and with a magnetic field was systemat-
ically studied. A characteristic feature for spin appeared in the rotation in the zenith angle,
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for which a new type of SOI at a corner of the edge channel was introduced and controlled
with the gate voltage. With the combination of these two techniques, all-electrical control
of electron spin at spin-resolved quantum Hall edge states was achieved though we still
have several open questions.



Chapter 5

Half-mirror on spin-resolved QHECs

本章については、５年以内に雑誌等で刊行予定のため、非公開。
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Chapter 6

Homemade-HEMT-based
transimpedance amplifier for
high-resolution shot-noise measurements

Main contents of this chapter have been published as

• “Homemade-HEMT-based transimpedance amplifier for high-resolution shot noise
measurements” by T. Shimizu, M. Hashisaka, H. Bohuslavkyi, T. Akiho, N. Kumada,
S. Katsumoto, and K. Muraki” Review of Scientific Instruments 92, 124712 (2021).
(Editor’s Pick)

Author contributions: T.S. and H.B. repeated the development cycle of fabrication and
evaluation of homemade transimpedance amplifiers (TAs). M.H. and T.S. and H.B. de-
signed the circuit of the TAs. T.S. performed shot-noise measurements and analysis with
assistance from M.H.. M.H. designed the measurement setup of dilution refrigerator, and
T.S. and H.B. prepared wiring and placing of the TAs. T.A. fabricated AlGaAs/GaAs het-
erostructure for HEMTs. T.S. wrote the paper with assistance from M.H.. The QPC device
was fabricated by H. Murofushi and S. Sasaki at NTT Basic Research Laboratories, NTT
corporation. K.M. and S.K. provided supervision.

It is known that the shot-noise measurement is a powerful technique to reveal decoher-
ence processes during transport, especially those caused by inelastic transmission, which
reduces shot noise [47]. However, shot-noise measurement is technically more difficult
than the standard conductance measurement because the noise signal is usually too small
and buried by extrinsic noise from the measurement system. In particular, the Zeeman en-
ergy which affects the asymmetric reconstruction of spin-resolved QHECs is of the order
of several hundreds of µV. Thus, to investigate the transmission process of nonequilibrium
spin-resolved QHECs, we need to measure the shot noise with significantly high resolution,
at least the order of 10−29 A2/Hz. Therefore, an invention of a high-resolution shot-noise
measurement system is required.

53
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Experimentally, the auto-correlation SA ≡ ⟨∆I2A⟩ is usually measured to estimate the
current-noise intensity in an output terminal. On the other hand, the cross-correlation
Sx ≡ ⟨∆IA∆IB⟩ is sometimes measured to evaluate not only the noise intensity but also
the sign of the correlation between two distinct current noises ∆IA and ∆IB. The cross-
correlation measurement can improve the measurement resolution by a factor of

√
2. In

addition, it can reveal the correlation between charge carriers in a conductor, e.g., electron
correlation due to the two-particle interference[65] or the Pauli exclusion principle[66, 67]
and quasiparticle correlation reflecting their anyonic statistics[68].

Despite the high potential of cross-correlation measurement, it is less common than
auto-correlation measurement because the former has technical difficulties not found in the
latter. One of the essential requirements is to suppress unwanted crosstalk among multiple
measurement leads. In conventional setups using voltage amplifiers[49, 69, 70, 71], the
crosstalk is often caused by the parasitic capacitance between the leads. A straightforward
way to suppress the capacitively induced crosstalk is to decrease the parasitic capacitance
by carefully designing the wiring and the device structure of a sample, though this approach
is sometimes technically difficult. Another method is to reduce the input impedance of the
voltage amplifiers by, for instance, installing resistors that shunt the leads to the ground.
Albeit simple and technically easy, this method has a drawback of decreasing the noise
intensity and thus degrades the measurement resolution. Replacing a voltage amplifier with
a transimpedance amplifier (TA), which converts the input current to the output voltage with
a high transimpedance, is another possible solution because the input impedance of a TA
can be minimized[26]. The TA-based system has been successfully employed for some
shot-noise measurements[72, 73]; however, the measurement resolution is worse than that
in recent experiments using conventional voltage-amplifier-based setups (e.g., Ref. [68]).

For better resolution, it is necessary to lower the noise floor and/or widen the frequency
bandwidth of a TA. Thus, we developed a cryogenic TA comprising homemade GaAs
HEMTs with high transconductance and low-noise characteristics, suitable for current-
noise measurements at low frequencies (the white-noise limit of the thermal and shot
noise)[44, 74, 26]. The heterostructure and characteristics of the HEMT (gate length
L = 4 µm; channel width W = 3 mm) are reported in detail in Ref. [71] . Thanks to
the homemade HEMTs and the optimized circuit design, the noise floor of the TA is low-
ered to about 6× 10−27 A2/Hz—more than one order of magnitude lower than that of our
previous TA[75]—over a wide frequency band (from 200 kHz to 1 MHz). The TA has a
low input impedance of about 100 Ω, which is small enough for suppressing crosstalk in
cross-correlation measurements. We examined the resolution of the TA-based system by
measuring the shot noise generated at a quantum point contact (QPC) in a quantum Hall
(QH) system. The resolution is 0.69 × 10−30 A2/Hz for a cross-correlation measurement
with a data-integration time τint of 100 s, which is better than the typical resolution of
conventional voltage-amplifier-based setups[49, 69, 70, 71].

This chapter is organized as follows. Section 6.1 overviews the TA-based noise-measurement
system and discusses its general properties. Section 6.2 presents the circuit design of our
TA and its performance. Section 6.3 demonstrates a shot-noise measurement using our TA.
Section 6.4 summarizes this chapter.
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6.1 Basics of current-noise measurement using transimpedance
amplifier

6.1.1 Overview of the system
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Figure 6.1: (a) Schematic of a setup for auto-correlation measurement using a TA. The current
noise ∆I flowing from a mesoscopic device is converted to ∆V by the TA, amplified to ∆Vmeas

by a commercial room-temperature amplifier, and then measured by a high-speed voltmeter. (b)
Electric circuit model of the cryogenic assembly. (c) Simplified schematic of a setup for cross-
correlation measurement using two TAs. Two distinct current noises, ∆IA and ∆IB, are measured
through different measurement lines.

Figure 6.1 (a) shows an overview of a setup for auto-correlation measurement for a
mesoscopic device cooled down in a dilution refrigerator. Here, we consider applying a
voltage bias to the device (resistance Rsam) at the mixing-chamber (MC) temperature and
measuring a current noise ∆I at an output terminal. The signal ∆I flows through a 50 Ω
coaxial cable (coax1) with stray capacitance Ccx1 and a coupling capacitor Cc to reach a
TA placed at the 4-K stage. The TA converts ∆I to a voltage noise ∆V = ZFB × ∆I ,
where ZFB is the transimpedance. Then, ∆V is taken out of the refrigerator through an-
other coaxial cable (coax2) with Ccx2 and is amplified to ∆Vmeas by a commercial voltage
amplifier. A high-speed voltmeter records the time domain ∆Vmeas data. We calculate
the current-noise power spectrum density Pmeas

A (f) = ⟨∆V 2
meas⟩ /(ART|ZFB|)2 and eval-



56
CHAPTER 6. HOMEMADE-HEMT-BASED TRANSIMPEDANCE

AMPLIFIER FOR HIGH-RESOLUTION SHOT-NOISE MEASUREMENTS

uate the current-noise intensity Smeas
A as the mean value of Pmeas

A (f) in the measurement
frequency band[26, 75].

Figure 6.1(b) shows an equivalent circuit diagram of our cryogenic assembly, in which
the operational-amplifier circuit models the TA (for details, see [75]). The transimpedance
is given by ZFB(ω) = RFB/(iωCFBRFB + 1), where RFB is the feedback resistance, CFB

is the phase-compensation capacitance, and ω is the angular frequency. The TA has the
input impedance Zin = ZFB/(AOL − 1) (∼= RFB/AOL at low frequencies), where AOL is
the open-loop gain of the operational amplifier.

Experimentally, extrinsic noise as well as the intrinsic current noise SA = ⟨∆I2⟩ of
interest, contributes to Smeas

A . When ZFB is high, and the extrinsic noises generated at the
room-temperature amplifier and the digitizer are small, the input-referred current noise SI

TA

of the TA dominates the extrinsic noise in the measurement system (ref. [26]): in this case,
Smeas
A is expressed as Smeas

A = SA + SI
TA. In general, SI

TA consists of three components:
the input current and voltage noise (SI

amp and SV
amp, respectively) of the operational ampli-

fier and the thermal noise SV
th = 4kBTFBRFB of the feedback resistance (kB, Boltzimann

constant; TFB, the temperature of the feedback resistance).
In a cross-correlation measurement, one measures noise of the currents flowing out

from separate parts of a multi-terminal device. More specifically, for two distinct current
noises ∆IA and ∆IB, we measure two sets of time-domain data (∆VmeasA and ∆VmeasB)
through separate measurement lines connected to different parts of the device [see Fig.
6.1(c)]. Here, we assume that both lines have the same values of ZFB and ART. The
measured cross-correlation Smeas

X corresponds to the mean value of the cross power spectral
density Pmeas

X = ⟨∆VmeasA∆VmeasB⟩ /(ART|ZFB|)2 in the measurement frequency band. In
contrast to the auto-correlation measurement, extrinsic noise does not add to the measured
noise Smeas

X and we have Smeas
X = SX ≡ ⟨∆IA∆IB⟩ at long τint, since the extrinsic noises

in the two measurement lines are uncorrelated.

6.1.2 Resolution
The resolution of a current-noise measurement is evaluated as the standard deviation σ
of data points of repeated measurements (see Sec 6.3.4)[26, 49, 71]. When SI

TA is much
greater than SA, which is often the case, the standard deviation σA of the auto-correlation
measurement is described as

σA ∼= SI
TA/

√
Ndata, (6.1)

where Ndata = fBW/∆f is the number of data points, fBW is the frequency bandwidth
used for the noise analysis, and ∆f = 1/τint is the frequency resolution. Equation (6.1)
tells us that the lower SI

TA and the wider fBW, the better the current-noise resolution. The
standard deviation σX of the cross-correlation measurement is given by

σX ∼= σA/
√
2, (6.2)

manifesting that the resolution is better than that of the auto-correlation measurement.
Here, we assume SI

TA ≡ SI
TA1 = SI

TA2, where SI
TA1 and SI

TA2 are the input-referred noise
of the two TAs.
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6.1.3 Input-referred current noise
Using the extrinsic-noise components SI

amp, SV
amp, and SV

th, we describe SI
TA as

SI
TA(ω) =

SV
th +G2

N(ω)S
V
amp(ω)

Z2
FB

+ SI
amp(ω). (6.3)

Here, GN(ω) is the noise gain given by

GN(ω) ≡ 1 + ZFB(ω)/Zsam(ω) (6.4)

= 1 +
RFB

Rsam

iωCcx1Rsam + 1

iωCFBRFB + 1
, (6.5)

where Zsam(ω) ≡ Rsam/(iωCcx1Rsam + 1) denotes the parallel impedance of the sample
and the input capacitance Ccx1. The first and the second terms of Eq. (6.3) are obtained
by converting SV

th and SV
amp to the equivalent current noise at the input of the TA, while the

third term directly reflects SI
amp. In this study, we developed a TA of low SV

amp and SI
amp

using homemade GaAs HEMTs. In addition, we further suppressed SI
TA by employing high

RFB (= 100 kΩ): the absolute value of the first term of Eq. (6.3) decreases with increasing
RFB at the cost of frequency bandwidth (see discussion in Sec. 6.1.4).

6.1.4 Frequency band
We choose the region where |ZFB| is flat and SI

TA is low to be the measurement frequency
band. In the measurement setup in Fig. 6.1(b), ZFB is independent of the frequency down
to the frequency at which Cc becomes transparent and up to the −3 dB cutoff frequency
f−3 dB[∼= (2πRFBCFB)

−1 when Zin
∼= 0]. The low SI

TA band, which is from the TA’s
1/f corner frequency to the characteristic frequency fc = (2πRsamCcx1)

−1 of GN(ω), is
generally narrower than the flat |ZFB| band. Equation (6.4) tells us that GN(ω) ∼= 1 +
RFB/Rsam at low frequencies, while GN(ω) ∼= 1+Ccx1/CFB at high frequencies. Because
RFB/Rsam < Ccx1/CFB under a standard condition,GN(ω) increases with frequency above
the characteristic frequency fc.

In this study, we enhanced the upper-frequency limit by placing the TA as close to a
sample as possible to shorten coax1, reduce Ccx1, and hence increase fc. Note that Ccx2

does not appear in the above discussion because we suppressed the influence of Ccx2 by
installing a source follower at the output of the TA (see Sec. 6.2 A).

6.2 Homemade-HEMT-based transimpedance amplifier

6.2.1 Circuit design
Figure 6.2 shows the circuit design of our TA, which is composed of the main part and
the output buffer coupled in series via a coupling capacitor CMB = 100 nF. The main
part (red dotted line) comprises four HEMTs. The first three (H1-H3) form three-step
self-biased common-source circuits with the load resistance RL = 510 Ω, and the last (H4)
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Figure 6.2: Circuit diagram of the homemade-HEMT-based TA. The circuit parameters are RS =
510 Ω, RL = 510 Ω, CS1 = 47 nF, CS2 = 200 nF, CS3 = 800 nF, CC = CL = CMB = 100 nF,
and RFB = 100 kΩ. The TA operates at VDD

∼= 1 V, showing low-noise characteristics.

serves as a source follower that reduces the output impedance. The common-source circuits
and the source follower are connected in series through coupling capacitors of 10 nF that
decouple the dc biases applied to the four HEMTs. The high transconductance and low-
noise characteristics of the HEMT lead to a high voltage gain and low SI

amp and SV
amp

of the common-source circuits[71]. The source resistance RS = 510 Ω and the parallel
capacitance form the self-biasing circuit: we chose different source capacitance values for
the three common-source circuits (CS1 = 47 nF, CS2 = 200 nF, or CS3 = 800 nF) for
their phase shifts not to maximize at the same frequency and cause instability. The 47-pF
drain capacitance of H1 suppressesAOL at high frequencies and thereby prevents unwanted
instability of the TA. The 100-kΩ resistor RFB and the coupling capacitor CL = 100 nF
connected in series between the output and input give a negative feedback in the main part.
Here, RFB has a parallel parasitic capacitance of about 0.3 pF, which works as a phase-
compensation capacitance CFB [see Fig. 6.1]. The output buffer (blue dotted line), another
source follower consisting of H5, interrupts the direct connection between the main part
and Ccx2 that induces an undesirable phase shift in the feedback circuit. Note that the
above circuit parameters are selected to lower the input-referred noise of the TA in the
measurement frequency band.

We place the TA at 4 K in a dilution refrigerator and apply a dc bias VDD = 0.968 V.
Because the input-referred current noise of the TA increases with frequency above fc, it is
essential to suppress Ccx1, which is proportional to the length of coax1 [see Fig. 6.1 (a)
and 6.1 (b)], for a wide-band high-resolution measurement (see discussion in Sec. 6.1.4).
To meet this requirement, we made an additional stage that was thermally equilibrated
with the 4-K plate and located below the MC plate and placed the TAs on it. A radiation
shield equilibrated with the still plate covers the additional stage. In this setup, the dis-
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tance between the TAs and the sample located at the magnetic-field center is ∼= 20 cm,
and Ccx1 of coax 1 (GVL Cryoengineering GVLZ137, 61 pF/m) is ∼= 10 pF. This Ccx1

value gives fc ∼= 1 MHz for a typical mesoscopic sample of a few tens of kΩ, providing a
low noise floor over a wide frequency band. The output capacitance Ccx2 is about 100 pF.
The TA has the input impedance Zin

∼= 100 Ω, a value much smaller than that of conven-
tional voltage-amplifier-based systems[49, 69, 70, 71], manifesting the suitability of our
TA for cross-correlation measurements. The output impedance Zout is about 30 Ω. The en-
ergy consumption of the TA is about 1.5 mW, which is sufficiently small compared to the
cooling power of the 4-K stage of a standard dilution refrigerator. In the following experi-
ments, a room-temperature amplifier (NF corporation SA-421F5: gainART = 46 dB; input
impedance 1 MΩ) was used to amplify the signal ∆V to ∆Vmeas, and a digitizer (National
Instruments PXI-5922) provided high-speed voltmeters to record the time-domain ∆Vmeas

data.

6.2.2 Frequency-response characteristics
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Figure 6.3: (a) Absolute transimpedance |ZFB| and (b) phase arg(ZFB) of the TA at 4 K as a
function of frequency. Sample resistance is Rsam = 13.4 kΩ, and the input capacitance is Ccx1

∼=
10 pF.

We applied an ac input current of 14.9 nArms to the TA through a resistor Rsam =
13.4 kΩ at the mixing-chamber temperature (TMC = 42 mK). Figures 6.3 (a) and (b)
present the measured |ZFB| and the phase response arg(ZFB), respectively. The TA shows
|ZFB|= 9.3 × 104 V/A ± 0.4 % in the measurement frequency band (from 200 kHz to
1 MHz, see Sec. 6.2.3). The phase response of arg(ZFB) ∼= 180 degrees in the measure-
ment frequency band ensures the negative feedback in the TA circuit.
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6.2.3 Noise characteristics
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Figure 6.4: Current-noise spectral density Pmeas
A (f) measured with a sample (Rsam = 13.4 kΩ) at

TMC = 42mK. The input stray capacitance is 10 pF. The Pmeas
A (f) data correspond approximately

to the spectral density of the TA’s input-referred current noise.

We evaluated the noise characteristics of the TA by measuring Smeas
A with the same

sample (Rsam = 13.4 kΩ, TMC = 42 mK). We grounded the source terminal of the
sample to the mixing chamber plate not to generate non-equilibrium noise. In this case,
SA

∼= 4kBTe/Rsam ≪ SI
TA (Te, electron temperature) so that we can directly evaluate SI

TA

as Smeas
A

∼= SI
TA.

Figure 6.4 shows a current-noise spectral density Pmeas
A (f) obtained for the TA. The

spectral density shows a broad minimum around 200 kHz, and the minimum value (about
5 × 10−27 A2/Hz) is close to the thermal noise SV

th/|ZFB|2∼= 2.7 × 10−27 A2/Hz of the
feedback resistance RFB = 100 kΩ at 4 K [see eq. (6.3)]. This observation indicates that
SI
TA mainly originates from the thermal noise, and therefore it can be lowered even more

by cooling the TA further [e.g., by placing it on the still stage of the dilution refrigerator
(typically 1 K)]. The noise intensity increases due to the 1/f noise or other extrinsic noise
at low frequencies and the enhanced |GN| at high frequencies. In this study, we set the
measurement frequency band from 200 kHz to 1 MHz. The bandwidth is about 2.7 times
as broad as that of the previous TA, and the input-referred noise is about 6× 10−27 A2/Hz
on average, about 1/17 of the previous one[75].

6.3 Shot-noise measurement

6.3.1 Measurement setup and analysis

We measured the shot noise generated at a QPC placed at TMC = 42 mK to demonstrate
high resolution of the TA-based measurement system. We prepared two measurement lines
containing TAs of similar characteristics [see Figs. 6.3 and 6.4]. Figure 6.5(a) shows a
schematic of our device and the experimental setup with a scanning electron micrograph of
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Figure 6.5: (a) Left (main panel): Schematic of the QH device and measurement setup. Right (in-
set): Scanning electron micrograph of the device. (b) Zero-bias QPC conductance G as a function
of VQPC = VUg = VLg with VCg = 0.2 V. Inset: magnified view at −1.32 V < VQPC < −1.26 V.
Contact resistance 520 Ω is subtracted. The colored symbols superimposed on the conductance
traces indicate the VQPC values, where the shot-noise measurements were performed. (c) V1 depen-
dence of auto-correlation ∆S22 measured at T↑ = 1.00 (red), 0.85 (orange), 0.60 (green), 0.48 (blue
green), 0.11 (blue), and 0.00 (purple). Solid curves are simulations using Eq. (6.6) at Te = 91 mK.
(d) V1 dependence of cross-correlation ∆S24 measured at T↑ = 1.00 (red), 0.85 (orange), 0.62
(green), 0.51 (blue green), 0.14 (blue), and 0.00 (purple). Solid curves indicate simulation results
using Eq. (6.7) at Te = 91 mK.

the device in the right inset. The QPC was fabricated in a two-dimensional electron system
(2DES) with electron density ne = 1.0×1011 cm−2 and mobility µ = 3.4×106 cm2V−1s−1

in a GaAs quantum well. A perpendicular magnetic field of 2 T sets the 2DES at the filling
factor ν = 2 integer QH state, where the clockwise chiral edge transport allows us to
perform auto- and cross-correlation shot-noise measurements analogous to quantum optics
experiments[26]. The split-gate voltage VUg = VLg = VQPC energizes the upper and lower
Ti/Au Schottky gates to deplete the 2DES underneath and form the QPC. In addition, the
center-gate voltage VCg = 0.2 V facilitates the one-dimensional transport in the QPC[76].

We applied a bias voltage V1 to the Ohmic contact Ω1 to induce an electron current I1
that impinges on the QPC. The transmitted (reflected) current flows along the edge channel
to Ω2 (Ω4), where only its finite-frequency component ∆I2 (∆I4) is fed to TA1 (TA2)
through the coupling capacitor. The dc component I3 (I5) is collected at Ω3 (Ω5) located
downstream. We measured the differential QPC conductance g = dI3/dV1 = 2e2/h −
dI5/dV1 using a standard lock-in technique with an ac modulation on V1 (1 µVrms, 76.6 Hz),
where e is the elementary charge and h is the Planck constant.

Figure 6.5 (b) presents the zero-bias QPC conductance G = g(V1 = 0 V) measured
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as a function of VQPC, in which G decreases with decreasing VQPC from 2e2/h to zero,
showing a well-developed e2/h plateau at −1.25 V < VQPC < −1.05 V. The step-
wise variation of G, with the e2/h plateau, reflects the spin-resolved transport through the
QPC. We performed shot-noise measurements on and below the first conductance plateau
(0 ≤ G ≤ e2/h), where the QPC fully reflects spin-down electrons. In this regime, the
transmission probability T↑ of spin-up electrons is evaluated as T↑ = (h/e2)G, while that
of spin-down electrons (T↓) is zero.

Below, we present auto- (S22 ≡ ⟨∆I22 ⟩) and cross-correlation (S24 ≡ ⟨∆I2∆I4⟩) data at
several values of VQPC indicated by the symbols in Fig. 6.5 (b) and its inset. The procedure
for the measurement and analysis was as follows: we continuously retrieved time-domain
data at a 10 MS/s sampling rate and performed FFT analysis on each data set containing
105 data points acquired in sequence. We repeated this sequence 10 000 times, acquired
a noise spectral density by averaging the FFT spectral densities, and then evaluated S22

or S24 as the mean value of the averaged spectral density in the measurement frequency
band. This procedure requires τint = 100 s and gives the effective number of data points
Ndata = fBW/∆f × 104 = 8× 107 (fBW = 800 kHz; ∆f = 100 Hz).

6.3.2 Auto correlation measurement
Figure 6.5 (c) shows the results of auto-correlation measurements for the bias-induced ex-
cess noise ∆S22(V1) = S22(V1) − S22(0) at several T↑ values. At intermediate values of
T↑ (0 < T↑ < 1), ∆S22 increases with |V1|, signaling the shot-noise generation due to the
electron partitioning at the QPC. In contrast, we observe ∆S22

∼= 0 over the entire V1 range
at T↑ = 0 or 1, where the QPC fully reflects or transmits electrons. Note that g, and hence
T↑ is almost independent of V1 in the measurement V1 range, manifesting that the QPC is
in the linear-response regime1.

We compare the experimental results with theoretical shot-noise curves calculated as

Sshot
A = 2eV1G0F

[
coth

(
eV1

2kBTe

)
− 2kBTe

eV1

]
, (6.6)

where G0 = 2e2/h and F = [ΣσTσ(1− Tσ)] /2 (σ =↑, ↓) is the shot-noise reduction
factor[44, 26]. The solid lines in Fig. 6.5 (c) are the simulated theoretical curves assuming
Te = 91 mK2. All the experimental data sets are close to the theoretical curves, justifying
the current-noise measurements using our TA.1

6.3.3 Cross correlation measurement
We also performed cross-correlation measurements for the bias-induced excess noise and
compared the result ∆S24(V1) = S24(V1) − S24(0) with the theoretical cross-correlation

1We observed slight decrease in g at VQPC = −1.28 V (green asterisk) at V1 < −25 µV (from T↑ = 0.85
to 0.82), suggesting the presence of unintentional impurity scattering near the QPC. Tiny deviations of the
noise data from the theoretical curves observed in Figs. 6 and 7 may be due to such unintentional scatterings,
or a slight change in electron temperature during the measurements.

2We obtained the value Te = 91 mK from the fit to the cross-correlation data at T↑ = 0.51.
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shot noise[44],

Sshot
X = −2eV1G0F

[
coth

(
eV1

2kBTe

)
− 2kBTe

eV1

]
. (6.7)

Figure 6.5 (d) presents the comparison between the experiment and the theory. As ex-
pected from the theory, cross correlation takes negative values, reflecting the one-by-one
partitioning of electrons at the QPC; that is, an electron is either transmitted or reflected.
The measured ∆S24 agrees well with the theoretical curves, again assuring the quantitative
accuracy of the measurement.

6.3.4 Resolution
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Figure 6.6: (a) ∆S22 and (b) ∆S24 data for measurements repeated 1 000 times (VQPC = 0.2 V,
V1 = 0 V, and τint = 100 s). (lower panels) Histogram analysis: 0.3 × 10−30 A2/Hz for a bin.
Solid lines show Gaussian fits. The resolutions of the auto- and cross-correlation measurements are
evaluated from the fits as σA = 1.06±0.03×10−30 A2/Hz and σX = 0.69±0.01×10−30 A2/Hz,
respectively.

To evaluate the resolution of our measurements, we repeated the auto- and cross-correlation
measurements 1 000 times, at zero-bias with the QPC fully opened (G = G0). Figures
6.6 (a) and (b) present the results of the measurements. The vertical axis shows the de-
viation from the mean value, ∆S22(24) = S22(24) − ⟨S22(24)⟩. A change in the S22 value
induced by temperature drift (∼= 1 × 10−29 A2/Hz, which corresponds to 3 mK) is sub-
tracted from the auto-correlation results, whereas the subtraction is unnecessary for the
cross-correlation results since the thermal noise does not directly contribute to S24[75].
The bottom panels show the histogram analysis. One observes that the resolutions of the
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auto-correlation measurement is σA = 1.06± 0.03× 10−30 A2/Hz, which is in reasonable
agreement with the value SI

TA/
√
Ndata

∼= 0.67 × 10−30 A2/Hz expected from eq. (6.1)
(SI

TA = 6 × 10−27 A2/Hz; Ndata = 8 × 107). The cross-correlation measurement gives
σX = 0.69± 0.01× 10−30 A2/Hz, satisfying the relation of eq. (6.2). Due to the better res-
olution, the cross-correlation measurement shows less deviation between the experimental
data and the theoretical curves than the auto-correlation measurement [see Figs. 6.5 (c) and
(d)].

Let us compare the obtained resolutions with those of the previous measurement sys-
tems. The voltage-amplifier-based setup in Ref. [49], using a common-source circuit com-
prising a commercial HEMT (Agilent ATF-34143), showed a resolution of 28×10−30 A2/Hz
for a cross-correlation measurement with τint = 10 s, which corresponds to 8.9×10−30 A2/Hz
for τint = 100 s. The setup in Ref. [75], using TAs composed of commercial HEMTs (Agi-
lent ATF-35143), has a resolution corresponding to 18 × 10−30 A2/Hz for τint = 100 s.
Compared to these setups, the present setup achieved a better resolution of more than
one order of maginitude, thanks to the homemade HEMTs. Furthermore, the voltage-
amplifier-based auto-correlation setup reported in Ref. [71], comprising a homemade
HEMT similar to the one used in the present study, showed a resolution corresponding
to 3.7 × 10−30 A2/Hz for τint = 100 s. The present setup improves resolution by a factor
of 3.5, thanks to the broader measurement bandwidth of the TA-based system (Ref. [71],
fBW = 30 kHz; the present system, fBW = 800 kHz.

6.4 Conclusion
We have presented the cryogenic homemade-HEMT-based TA capable of mesoscopic current-
noise measurements. The low input-referred noise and the broad frequency band of the
TA enables us to perform high-resolution current-noise measurements. The low input
impedance of the TA makes it particularly suitable for cross-correlation measurements.
Our noise-measurement setup will be helpful for evaluating tiny noise cross-correlations in
mesoscopic devices.



Chapter 7

Coherency of inter-channel transmission
probed by shot noise

本章については、５年以内に雑誌等で刊行予定のため、非公開。
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Chapter 8

Conclusion

This thesis aimed to identify what sort of quantum operations on electron spin is possible
via the control of electron orbitals in the SOMCS. To answer the above question experi-
mentally, we focused on the spin-resolved quantum Hall edge states as an ideal platform of
the SOMCS for quantum operations.

In Ch. 4, we showed a concrete method for independent control of the zenith and
azimuth angles of spin in the spin-resolved QHECs by utilizing three independent gate
electrodes. The transmission probability is affected by the curvature at the position of
QHECs’ corner and can be controlled via gate voltages. The origin of the change in the
transmission probability by the gate voltage is well explained by the Landau-Zener-type
tunneling. The maximum controllable value of θ, estimated as a lower bound from the
oscillation data, was only θ ≈ 17◦ in this experiment. Thus, the question of whether it is
possible to create SOMeS (θ = π/2) was left unanswered.

In Ch. 5, we demonstrated the way to realize a half-mirror (π/2 rotation in θ) on
the spin-resolved QHECs, using a metal gate with an acute angle corner. We were able
to control the transmission probability of the BS from approximately 0 % to over 50 % by
modulating the distance between the copropagating QHECs via gate voltage. We fabricated
an MZI with the BSs, which showed high visibility up to 60 %, reflecting the coherent par-
tition at the BS. Our numerical calculation revealed that the transmission probability of the
BS is affected by the gradient of confining potential at the position of QHECs, the angle
of the gate corner, and the SOI strength. The SOMeS was probably created in this experi-
ment, but limited visibility raised the possibility of decoherence at the BS. Thus, a different
approach, namely the shot-noise measurement, is required to evaluate the coherence of the
single BS.

In Ch. 6, we presented the cryogenic homemade-HEMT-based transimpedance ampli-
fier (TA) capable of mesoscopic current-noise measurements. The low input-referred noise
and the broad frequency band of the TA enabled us to perform high-resolution current-
noise measurements. The low input impedance of the TA makes it particularly suitable for
cross-correlation measurements. We examined the resolution of the TA-based system by
measuring the shot noise generated at a quantum point contact (QPC) in a quantum Hall
(QH) system. The resolution is 0.69 × 10−30 A2/Hz for a cross-correlation measurement
with a data-integration time τint of 100 s, which is better than the typical resolution of
conventional voltage-amplifier-based setups.
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In Ch. 7, we measured the shot noise generated by the transmission between the spin-
resolved QHECs. The shot-noise amplitude, which reflects the rate of inelastic processes
in the transmission, has shown asymmetric behavior for the bias voltage originating from
the edge-channel reconstruction. The transmission between the spin-resolved QHECs is
elastic at the low-bias condition, which is consistent with our assumption that the SOMeS
was created at the BS presented in Ch. 5. However, the possibility of the existence of
decoherence caused by, e.g., the e-e interaction was not denied.

Finally, let us consider the prospects of this study. We believe that our work has made
an important contribution to the field of electron quantum optics[77, 78]. In particular, our
electronic MZI presented in Ch. 5 has both high visibility (60%) and scalability, which is an
advantage over other methods. For example, as far as we know, the highest visibility (80%)
has been reported in the QHEC-based MZI utilizing QPCs as BSs[18], each of which par-
tially transmits electrons from one QHEC to another counterpropagating QHEC. However,
the freedom in designing electronic interferometers with QPC-BSs is limited mainly due
to the topological constraints, e.g., series concatenation of MZIs is difficult[79]. On the
other hand, MZIs using copropagating QHECs, like our method, can solve the problem,
but the previously reported visibility was only around 10%[80, 81] probably due to the
small transmission probability and decoherence at the BSs. Therefore, our BS and MZI are
more promising building blocks than ever for more complex interferometers, enabling us to
conduct multiple qubit operations. One of the candidates is the Hanbury Brown and Twiss
interferometer[82] [see Fig. 8.1 (left)], which is capable of testing Bell inequalities[83, 84]
by making the entangled electron-hole pare as two qubits. Although the interferometer
can be realized using the QPC-BSs[65], violation of the Bell inequality has not been ob-
served yet due to the small visibility, which is partially caused by the large interference
area of annular geometry. On the other hand, our BS does not require such annular geom-
etry [see Fig. 8.1 (right)] [79], leading to the much smaller interference area. The ultimate
application is quantum information processing[85], combined with single-electron sources
[86, 87, 40, 88], detectors [89], and conditional phase shifters [90].
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Figure 8.1: (Left) Schematics of electronic Hanbury Brown and Twiss interferometer and (right)
corresponding proposal of gate design utilizing our BSs.





Appendix A

Numerical Calculations

A.1 Schrödinger-Poisson equations
The 2DES electron density and conduction band energy level in the vertical direction shown
in Fig. 3.1 is given by the self-consistent one-dimensional Schrödinger-Poisson equations,

∇ · (−ϵ∇V (x)) = ρ, (A.1)
ρ = e(p− n+ND), (A.2)

n(x) =
∑
j

∑
k

fFD

(
Ejk − EF

kBT

)
|Ψjk(x)|2, p(x) = 0, (A.3)[

− d

dx

h̄2

2m∗(x)

d

dx
+ Ec(x)− eV (x)

]
Ψjk(x) = EjkΨjk(x), (A.4)

where ϵ is permittivity; ρ charge density; V electric potential; ND donor doping concen-
tration; fFD the Fermi-Dirac distribution function; EF Fermi energy; Ec conduction band
energy level; kB the Boltzmann constant; T temperature; m∗ effective-mass of electron; e
elementary charge; n electron density; p hole density (ignored);

We calculate electron density and conduction band energy level only for k = 0 point
and thus eq.(A.3) becomes

n(x) ≈
∑
j

fFD

[
1

kBT

(
Ej0 +

h̄2k2

2m∗ − EF

)]
|Ψj0(x)|2. (A.5)

We set the doping densityND = 7.95×1017 cm−3 so that the calculated 2DES sheet density
can be 4.4× 1011 cm2, which is the same value as the sample that we used.

A.2 Simulation of electrostatic potential using the density-
gradient theory

For qualitative discussions on the change of the edge channel shape for the side gate volt-
ages, we carried out a numerical calculation using the semiconductor module of commer-
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cial program COMSOL Multiphysics [64]. Here, to include the effect of quantum con-
finement into the classical drift-diffusion method, we adopt the density-gradient theory
[91], which requires lighter computational resources than the Poisson-Schrödinger scheme
shown in Sec. A.1. A comprehensive review of the density-gradient theory is found in
Ref. [92].

Below we briefly summarize the equations and the calculation scheme of the density-
gradient theory. For simplicity, only the equations for electrons are shown here, because
contributions of holes are ignorable in the present problem. We also omit terms for recom-
bination and generation of carriers. The common symbols with those in Sec. A.1 have the
same meanings. The first is the Poisson equation

∇ · (−ϵ∇V ) = ρ. (A.6)

The charge density ρ is written as

ρ = e(−n+N+
D ), (A.7)

where N+
D is the charged donor concentration. The electron density n obeys the charge-

conservation law

∂n

∂t
+

∇ · Jn

−e
= 0, (A.8)

where t is time and, Jn is the electron current density, which can be expressed in terms of
the quasi-Fermi level EFn as in

Jn = enµn∇EFn + en((Ec − EFn)µn +Qn)∇T/T, (A.9)

where µn is the electron mobility, Qn is nonequilibrium contribution to the diffusion coef-
ficient, and T is the temperature. The conduction band energy level Ec is related to V and
the electron affinity χ as

Ec = −V − χ. (A.10)

In the drift-diffusion theory, the spatial distribution of n is described by the quasi-Fermi
levels EFn. In the density-gradient theory, the contribution from the gradient of the carrier
concentration is taken into account in the form of the quantum potential V DG

n as

n = NcFFD(
EFn − Ec + eV DG

n

kBT
), (A.11)

where Nc is the effective density of states in the conduction band, FFD is the Fermi-Dirac
integral, and V DG

n is defined as

V DG
n ≡ 2√

n
∆ · (bn∇

√
n). (A.12)

The density-gradient coefficient bn is a constant-multiplied inverse of the effective mass
tensor mn:

bn =
h̄2

12e
[mn]

−1, (A.13)
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where h̄ is the Planck constant multiplied (2π)−1. We finally introduce a Slotboom variable
ϕn as

n = exp

(
eϕn

kBT

)
, (A.14)

and solve the implicit equations Eq.(A.11) and Eq.(A.12).
Henceforth we show the results of calculations of electrostatic quantities for a metallic

gate configuration (the blue regions in Fig.A.1) on two-dimensional electrons. We use finite
element density-gradient (linear shape function) formulation. The reference temperature is
273 K, at which the equilibrium Fermi level is defined. Here “equilibrium” is defined as
the state in which no applied voltages or currents exist, and the temperature is uniform
throughout the model. The density-gradient effective mass tensor mn is set to mn =
0.067m0I , where 0.067m0 is the effective mass of GaAs and I is the identity matrix. The
doping density is set to 6.2×1017 cm−3, which gives the electron sheet density of the 2DES
used in the experiment.

As an example, Fig. A.1 shows the finite-element mesh used for calculation which we
used in Ch. 4. Gate SR and Gate R are defined on the top surface of the mesh. An ideal
Schottky-type metal contact option with a 4.5 V metal work function was used for Gate
SR and Gate R. The Fermi-level pinning on the exposed top GaAs/AlGaAs surfaces is
also included by the same metal contact option without applying gate voltage. Figure A.2
shows the electron density and conduction band energy level in the non-gated region given
by the density-gradient theory, obtained with the doping density of 6.2× 1017 cm−3. When
the electron density is integrated from 50 nm to 160 nm, 2DES electron sheet density is
estimated as 4.5× 1011 cm−2, which is nearly the same as the electron sheet density of the
sample used in Ch. 4. In this result, the electron density peak is located at the depth of
64 nm from the surface. The remarkable resemblance between Fig. 3.1 (b) and Fig. A.2
supports the legitimacy of adopting the density-gradient theory for electrostatic problems.
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(a) (b)

Figure A.1: Finite-element mesh which we used for calculation in Ch. 4. We used the prism
shaped elements. The mesh contains 339535 points at which the electrostatic potential is solved.
Gate geometry is highlighted as blue. The left is Gate SR and the right is Gate R.
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Figure A.2: Electron density (red line) and the energy level of the conduction band (blue line) in
the non-gated region given by the density-gradient theory calculated by the commercial software
COMSOL Multiphysics.



Appendix B

Quantum Hall effect

B.1 Landau quantization
The Hamiltonian describing the system in which a perpendicular magnetic field is applied
to 2DES can be written as follows:

H =
m

2
v2 =

(pc + eA)2

2m
≡ π2

2m
=
π2
x + π2

y

2m
. (B.1)

The commutation relations between the components of π and the coordinates are

[πα, β] = −ih̄δαβ, (α, β = x, y), [πx, πy] = −ih̄
2

l2B
, (B.2)

and thus x and y components are not commutable. This corresponds to the fact that the
orbits are bent by the magnetic field in the classical case, and hence the x and y components
are not independent of each other. The magnetic length lB is given by

lB ≡
√

h̄

eB
=

√
1

2

√
ϕ0

πB
. (B.3)

This is 1/
√
2 of the radius of the circle penetrated by the magnetic flux quantum, and is

also called the minimum Landau radius. The coefficient 1/
√
2 corresponds to the zero-

point energy h̄ωc/2. Let us define the guiding center (X , Y ) operator R̂ and the real space
coordinate operator r̂ as

r̂ = R̂+
l2B
h̄
(πy,−πx). (B.4)

From the commutation relation between πx and πy, we obtain

[X,Y ] = il2B. (B.5)

Since H in Eq. (B.1) is quadratic and harmonic for π, by introducing following operators

a =
lB√
2h̄

(πx − iπy), a
† =

lB√
2h̄

(πx + iπy), (B.6)
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we can rewrite eq. (B.1) as

H = h̄ωc

(
a†a+

1

2

)
(B.7)

with [a, a†] = 1. This is the same form as the harmonic oscillator, and results in the discrete
energy levels

En = h̄ωc

(
n+

1

2

)
(n = 0, 1, 2, · · ·). (B.8)

This can be considered as the discretization of the (angular) momentum and the energy
levels due to the quantum confinement by the magnetic field. This type of quantization by
the magnetic field is called the Landau quantization.

To find the specific form of the eigenstates belonging to the Landau level, we take the
Landau gauge A = (0, Bx, 0). The Schrödinger equation is written as

H ψ =
(pc + eA)2

2m
ψ =

−1

2m

[
h̄2

∂2

∂x2
−
(
−ih̄ ∂

∂y
+ eBx

)2
]
ψ(r)

=
1

2m

[
−h̄2∇2 − 2ih̄eBx

∂

∂y
+ e2B2x2

]
ψ(r) = Eψ(r). (B.9)

The operator h̄∂/i∂r, which is in canonical commutation relation with r, corresponds to
pc. Since the operator y is not included in the Hamiltonian, the y component becomes a
plane wave. Thus, we substitute the form ψ(r) = u(x) exp(iky) into the above equation
and obtain[

− h̄2

2m

d2

dx2
+

(eB)2

2m

(
x+

h̄

eB
k

)2
]
u(x) =

[
− h̄2

2m

d2

dx2
+
mω2

c

2
(x+ l2Bk)

2

]
u(x)

= Eu(x). (B.10)

This is an equation of one-dimensional harmonic oscillator centered at x = −l2Bk, yielding
the eigenvalue of Eq. (B.8) and the eigenfunction of

ψnk(r) ∝ Hn

(
x− xk
lB

)
exp

(
−(x− xk)

2

2l2B

)
exp(iky) (xk ≡ −l2Bk), (B.11)

where Hn is the nth-order Hermite polynomial and X is fixed as X = xk = −l2Bk =
−l2Bpy/h̄. As for y component, it is a plane wave, spreading over the whole space. Thus,
the state of Eq. (B.11) has uncertainty in Y . Because the group velocity in the y direction
is vy = ∂E/∂k = 0, Eq. (B.11) is not a traveling wave. As we will see in the following
section, when the energy is X dependent, motion in the y direction occurs.

B.2 Edge states
Let us consider a 2DES, which is confined by a potential well V (x) of width W in the x
direction, is infinitely long in the y direction. A strong magnetic field is applied in the z
direction, and a current flows in the y direction.
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Figure B.1: The potential U(x) of a two-
dimensional electron system under a strong mag-
netic field in the presence of a confining potential
V (x). The formation of the edge state is shown
by the dashed line. The potential U(x) is a sum of
the harmonic-oscillator potential and V (x). Bot-
tom shows a schematic diagram of the classical
skipping orbits.

Taking the Landau gauge, the wave equation becomes Eq. (B.9) with the addition of
V (x). Figure B.1 shows the potential well with the presence of a magnetic field confine-
ment. Well inside the sample, V (x) = 0, and the normal Landau quantization occurs. Near
the edge, on the other hand, V (x) make the harmonic-oscillator potential narrower, the ef-
fective value of ω larger, and hence the energy eigenvalue increase. As the guiding center
X is moved closer to the edge and the distance between the edge and X approaches about
the width of the wave function

√
2n+ 1lB/2, the nth Landau level begins to rise. At the

position where this rise occurs,

⟨vy⟩ = dE/h̄dk = −(l2B/h̄)dE/dX (B.12)

becomes finite and motion along the edge is possible. This corresponds to a skipping
trajectory that classically runs along the edge, as shown schematically in the bottom panel
of Fig. B.1. Such a state is called an edge state. In the edge state, the direction of electron
motion is determined by the direction of the magnetic field.

If the edge state wavefunction is normalized to the length Ly in the y direction, the
current carried by this state is j = (e/Ly) ⟨vy⟩. Let us focus on the edge states belonging
to a single Landau level that occurs at one of the two 2DES edges. In these edge states,
the states up to the electrochemical potential µ are occupied by electrons. Thus, the current
carried by the edge states with the energies higher than the reference energy E0 (higher
than the bulk Landau level) is

J =

∫ Xµ

X0

LydX

2πl2B

e

Ly

⟨vy⟩ =
e

h

∫
dX

dE

dX
=
e

h
(µ− E0). (B.13)

This shows that there is a universal relationship between the difference of the currents
flowing in the opposite directions at both edges of the sample, i.e, the Hall voltage and the
net current flowing through the sample, resulting in a quantized Hall resistance of h/e2 per
one edge state.
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Figure B.2: (a) Schematic of the simple boundary condition used in the calculation of the electro-
static state at the edge of Chklovskii et al. [30]. No magnetic field is applied. (b) The electrostatic
potential ϕ(x) and the electron density n(x) of the quantum hole edge calculated by adding the
dipole field due to the incompressible stripe to the simple model in (a). The dashed line shows n(x)
in the absence of the dipole field.

B.3 Electrostatics of edge channels

B.3.1 Electrostatic model of Chklovskii et al.
Let us briefly describe the electrostatic model (equivalent to the Hartree approximation) of
edge states presented in Ref. [30].

First, we consider the electrostatic potential at the edge without a magnetic field. As
shown in Fig. B.2 (a), we suppose that a dielectric with relative permittivity ϵ fills z < 0,
and a metal gate electrode infinitely long in the y direction is placed in the x < −l region
in the xy plane at z = 0. The actual gate electrode is located slightly above the 2DES, but
its effect will be treated later. In solving the Laplace equation in the z < 0 part to obtain
the potential, we use the approximation ϵ≫ 1, simplifing the boundary condition as

φ(x, z = 0) =

{
−Vg, x < −l ,
0, x > l ,

(B.14)

dφ(x, z)

dz

∣∣∣∣
z→−0

=
4πen0

ϵ
, |x|< l. (B.15)

The solution is

φ(x, z = 0) = −Vg
2

+
Vg
π

arcsin(x/l) +
4πen0

ϵ
(l2 − x2)1/2, |x|< l. (B.16)

Avoiding the anomaly at x = l, we obtain

l =
Vgϵ

4π2n0e
. (B.17)
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This gives the thickness of the depletion layer. We thereby obtain the two-dimensional
electron density

n(x) =

[
x− l

x+ l

]1/2
n0, x > l. (B.18)

When a magnetic field is applied, the incompressible strip comprising constant n(x)
emerges, adding a dipole field in the above condition. Due to the smallness of the parameter
h̄ωc/eVg, we expect that the width of the depletion region given by Eq. (B.18) remains
practically unchanged. We write the filling factor and the electron density in the region
sufficiently inside the 2DES from the edge by ν0 and n0 = ν0/2πl

2
B, respectively, and the

filling factor and the electron density at the incompressible strip by ν and n(x) = ν/2πl2B,
respectively. By substituting these into Eq. (B.18), we get

xν = lB
ν20 + ν2

ν20 − ν2
. (B.19)

We obtain the width of this stripe as a1 as in Fig. B.2(b) by solving the Laplace equation
with the following condition

φ(x, z = 0) =


−Vg, x < −l,
0, l < x < x1 − a1/2,

h̄ωc, x > x1 + a1/2

. (B.20)

The electrostatic structure around this incompressible stripe is obtained by replacing 2l
with a1 and eVg with h̄ωc in (B.16), and we obtain

a21 =
2ϵh̄ωc

π2e2dn/dx|x=x1

. (B.21)

It should be noted that, in this approximation, the band returns to a flat state near the edge
state due to the screening effect. This means that the group velocity obtained by the band
slope due to the edge potential is lost again. The existence of edge conduction indicates
that the approximation of a completely flat band is not sufficient. The actual effective mass
depends on the edge potential and should be investigated experimentally.

B.3.2 Electrostatic model of Larkin-Davis
In the actual condition, the gate electrode is located above the 2DES, and the surface states
of the substrate causes Fermi level pinning and/or the localization of carriers at the surface.
Thus, electrostatic properties should be modified from the model of Chklovskii et al. To
take the above effects into account, Larkin and Davis proposed the setting as shown in
Fig. B.3 [57]. In the self-consistent Thomas-Fermi approximation, the density n(x) of the
2DES obeys

πh̄2

m
n(x) = µ+ eΦ(x, d), (B.22)

where µ is the Fermi level of the 2DES and Φ(x, d) is the electrostatic potential in the plane
of the 2DES.
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Figure B.3: (a) The setup with the gate electrode
placed d above the plane of the 2DES. We have
reversed the vertical orientation for convenience.
(b) The setup in (a) mapped to ξ space by confor-
mal transformation.

Pinned surface model

Boundary conditions of the pinned surface model are Φ = 0 on the exposed surface, Φ =
eVg on the gate, with ∂Φ/∂z = 0 in the limit z → ∞. We assume that the charge in the
doping layer is uniformly distributed normal to z and does not move during the experiment.
Then, with a potential φD(z) caused by the donors, the potential φ = Φ− φD satisfies the
Poisson equation in z > 0 with the charge density only from the 2DES,

ϵϵ0∇2φ = en(x)δ(z − d). (B.23)

Integrating Eq. (B.23), we find the potential φe of the 2DES far from the gates (x ≫ a) to
be φe = −en0d/ϵϵ0. The Fermi energy is much smaller than the potential of the 2DES, so
that we may disregard the Thomas-Fermi correction and set φ = φe in the 2DES. This in
turn allows us to replace the Poisson equation (B.23) for the potential φ with the Laplace
equation and the additional boundary conditions φ(x > a, z = d) = φe on the 2DES.

We solve the electrostatic problem by conformal mapping. The function w = ξ + lnξ
transforms the upper half-plane in ξ to the upper half-plane in w with the cut (−∞ +
iπ,−1+ iπ). Thus w = π(iz+ a−x)/d− 1 gives the mapping to ξ illustrated in Fig. B.3,
where the geometry is simple. The edge of the gate (x = 0, z = 0) maps to ξ = α, where

α + lnα + 1 =
πa

d
. (B.24)

Then, we get the potential for all ξ as

φ =
1

π
Im[Vgln(α− ξ) + φelnξ]. (B.25)

This potential generally gives an infinite charge density at the edge of 2DES, whereas a
physically acceptable solution must have n(x) = 0 at the edge of the 2DES. Thus, we
enforce dφ/dξ = 0 at ξ = −1 to suppress the electric field. This in turn fixes α, and we
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find

αp =
Vg
φe

− 1. (B.26)

Combined with Eq. (B.24), this gives the dependence of the depletion length a on the gate
voltage.

The electron density n(x) is given by Gauss theorem as

n(x)

n0

=
αp

αp + ξ1
− αp

αp + ξ2
, (B.27)

where ξ1 < ξ2 are roots of ξ − 1− lnξ = π(x− a)/d. This is plotted in Fig. B.4.

Figure B.4: n(x) at Vg = 2φe obtained
by the pinned surface, frozen surface,
and Chklovskii model (extracted from
Ref. [57]).

Frozen surface model

Next, we consider the condition in which the surface charge does not move. This changes
the boundary condition to ∂φ/∂z = φe/d on the exposed surface. The method of solving
the problem is the same, and the potential is

φ = Vg +
1

π
Im

{
φe{ξ + ln ξ − [ξ(ξ − α)]1/2} − Vg ln

[
ξ

α
−
(
ξ2

α2
− ξ

α

)1/2

− 1

2

]}
.

(B.28)

As in the pinned surface, the edge of the 2DES αf is

αf = 2

(
Vg
φe

− 1

)
. (B.29)

With Eq. (B.24), we obtain a for the frozen surface model. The electron density n(x) is
obtained as

n(x)

n0

=

(
ξ2

αf + ξ2

)1/2

−
(

ξ1
αf + ξ1

)1/2

. (B.30)

This is also plotted in Fig. B.4.
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