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Abstract 
Recent advance in imaging subsurface faults revealed their extremely complex geometries, which may 

affect and even control the occurrence of earthquakes. In this thesis, I develop a highly-efficient 

method for earthquake sequence (cycle) simulations for nonplanar faults and present two applications 

for fundamental problems in earthquake science. 

Earthquake sequence simulations based on the boundary element method have the flexibility of the 

fault geometries. Recently, H-matrices are often used to accelerate the computational cost from 

𝑂(𝑁!) to 𝑂(𝑁log𝑁). However, in large-scale parallel computing, the complicated structure of a H-

matrix requires a high communication cost between CPUs and prevents us from scalable speed-up. 

Recently, the lattice H-matrices have been proposed for improvement of the original H-matrices in 

terms of parallel scalability. In this study, I implement lattice H-matrices in a quasi-dynamic 

earthquake sequence simulation code and test the accuracy and efficiency of my method against a 

nonplanar thrust fault. In a performance test conducted in Oakforest-PACS (a supercomputer system 

at University of Tokyo), I show more than 10-fold acceleration compared to the original H-matrices 

when a large number of MPI processes is used in parallel. Unprecedented large-scale simulations are 

now feasible with this algorithm. 

While aftershocks are ubiquitous after a large mainshock, most earthquake sequence simulations 

cannot reproduce aftershock sequences. Building on several lines of observational evidence and 

theoretical consideration, I hypothesize that aftershocks are ruptures of small subsidiary faults 

surrounding the mainshock fault which has rough geometry. I validate our hypothesis using large-scale 

continuum mechanics-based earthquake sequence simulations. Our aftershock sequences display an 

Omori-type temporal decay and their locations delineate the mainshock fault geometry, as seen in 

nature. The simulations also reproduce log-time expansion of aftershock areas, diverse focal 

mechanisms, and spatial variation of their frequency-size distribution. This model extensively explains 

spatiotemporal characteristics of aftershock activities. 

Fault bends are known to arrest rupture propagations in many earthquakes. To elucidate which factor 

controls the probability of rupture arrests in fault bends, I perform long-term earthquake sequence 

simulations on a fault that includes restraining and releasing bends, which are often seen in strike-slip 

faults. I use a novel stress relaxation method to avoid a pathological stress buildup due to the fault 

curvature. I perform a comprehensive parameter study to show that the probability of rupture arrests 

on the fault bend is primarily controlled by the angle of the bend and agrees with empirical laws 

obtained from historical earthquakes. Additionally, the spatial heterogeneity of long-term slip rates is 

consistent with a natural example of restraining bends. 
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要 旨 

近年の地下の断層に対するイメージング技術の進歩により、非常に複雑な断層形状が明ら

かになってきた。複雑な断層形状は地震の発生に影響を与え、さらには制御するだろう。こ

の論文では、非平面断層の地震シーケンス（サイクル）シミュレーションのための高効率な

計算手法を開発し、地震科学における基本的な 2つの問題に適用する。 

境界要素法に基づく地震シーケンスシミュレーションには、断層形状に対して柔軟性があ

る。H 行列は、計算コストを𝑂(𝑁!)から𝑂(𝑁log𝑁)に加速するために近年よく利用されてい

る。ただし、大規模な並列コンピューティングでは、H行列の複雑な構造により高い通信コ

ストが必要であり、スケーラブルな高速化が妨げられている。近年，並列スケーラビリティ

の観点から H行列の改善として格子 H行列が提案されている。本研究では、準動的地震シ

ーケンスサイクルシミュレーションコードに格子 H 行列を実装し、非平面逆断層に対する

計算精度と計算効率を調べる。 東京大学のスーパーコンピュータシステム Oakforest-PACS

で実施されたパフォーマンステストでは、多数のMPI並列時において、元の H行列と比較

して 10倍以上の高速化を示し、これまでにない大規模なシミュレーションが、このアルゴ

リズムで実現可能になった。 

余震は大規模な本震の後に普遍的に発生するが、ほとんどの既存の地震シーケンスシミュ

レーション研究では余震系列を再現できない。我々はいくつかの観測的証拠と理論的考察

に基づいて、「余震は凸凹形状を持つ本震断層を取り巻く小さな副次的断層の破壊である」

という仮説を立てた。我々は、連続体力学に基づいた地震シーケンスシミュレーションで仮

説を検証する。シミュレーション結果は、大森型の余震発生数の時間減衰を示し、それらの

空間分布は、自然界に見られるように、本震断層に剃って分布する。また、余震領域の対数

時間拡大、震源メカニズムの多様性、およびそれらの規模別頻度分布の空間不均一性を説明

できる。 

多くの地震において、断層の屈曲と破壊の停止の関連性が知られている。断層の屈曲での破

壊停止が起きる頻度を決めるメカニズムを解明するために、本研究では、横ずれ断層によく

見られるリストレイニングベンドとリリーシングベンドを含む断層で、地震シーケンスシ

ミュレーションを行う。その際、断層の曲率による異常な法線応力の蓄積を回避するため

に、新しい応力緩和手法を用いる。そして、包括的なパラメータ研究により、断層屈曲での

破壊停止の確率が主に屈曲の角度によって制御され、歴史地震から得られた経験則と一致

することを示す。さらに、長期的滑り速度の走行方向の不均一性は、天然断層のリストレイ

ニングベンドの例と一致する結果を得た。 
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1. General Introduction 
 

The goal of this thesis is to improve our understanding of the earthquake generation and 

termination processes by taking faults’ nonplanar geometries into account. I address this 

goal using numerical simulations based on continuum elasticity and friction laws. For this 

purpose, I develop a state-of-the-art high-performance computational method for quasi-

dynamic earthquake sequence simulations. Using this method, I successfully explain 

various observations of aftershocks and earthquake rupture arrest at fault bends. In this 

chapter, we review previous work regarding the geometrical complexity of faults and 

earthquake sequence simulations, which serve as the basis for later chapters. 

 

1.1. Geometrical complexity of faults 

1.1.1. Fault geometry at the ground surface 

Seismic hazard assessment requires the information on the geometry of regional active 

faults. Many efforts have been made to construct databases of regional faults, such as the 

active fault database by the Headquarters for Earthquake Research Promotion (HERP) in 

Japan and the community fault model by Southern California Earthquake Center (SCEC) 

in USA. Multidisciplinary approaches are used to obtain the geometries of faults as 

follows. 

 

Geological and geomorphological analyses give the detailed distribution and long-term 

slip rates of active faults. The boundary of different geologic units informs us of the 

existence of a fault that experienced a large offset over geological time scales. The 

boundary between a plain and mountain area often corresponds to a dip-slip fault. 

Geomorphic markers, such as channel offsets and peaks of mountain ridges, are often 

produced by activities of strike-slip faults (Sieh & Jahns, 1984; Zielke et al., 2015). The 

use of geological and geomorphological analysis to investigate earthquakes that occurred 

in the past is referred to as paleoseismology (Grant Ludwig, 2015). 
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Meanwhile, modern remote sensing techniques can also be used to map fault traces as 

displacement discontinuity as well as the three-component displacement field in a high 

resolution when a large earthquake occurs. Remote sensing techniques include 

interferometric synthetic aperture radars (InSAR), airborne light detection and ranging 

(LiDAR) topographic surveys, and optical image correlation techniques using aerial 

photographs and satellite imagery (Fujiwara et al., 2016; Masson et al., 1993; Milliner et 

al., 2015; Oskin et al., 2012; Scott et al., 2019).  

 

Nonplanar and complex fault geometries have been revealed by such measurement. 

Faults are usually segmented by stepovers or jogs (Klinger, 2010; Manighetti et al., 2007). 

Bends in major continental faults are universally observed, including the San Andreas 

fault, the North Anatolian fault, and the Dead Sea fault. Mann (2007) complied restraining 

and releasing fault bends worldwide. Further, faults often show bifurcations, also known 

as splay faulting (Ando et al., 2009; Moore et al., 2007; Scholz et al., 2010). Ando et al. 

(2009) reported that the angle of splay faults has a peak around 17º by analyzing the 

surface geometry of California faults. The geometrical complexity of faults is a 

hierarchical structure and exists at all scales like the concept of fractal (Ben-Zion & 

Sammis, 2003a; Otsuki & Dilov, 2005; Tchalenko, 1970). Okubo & Aki (1987) calculated 

the fractal dimension of surface fault traces in California using the box counting algorithm 

and obtained the values between 1.1 and 1.4.  

 

Observations of outcrops of exhumed normal faults provide us finer scale geometries of 

faults. The topography of individual fault surfaces can be described as a self-affine fractal 

(Bistacchi et al., 2011; Brown & Scholz, 1985; Candela et al., 2009, 2012; Power et al., 

1987; Power & Tullis, 1991; Renard et al., 2013). A self-affine geometry has statistically 

same appearance under a rescaling 𝛿𝑥	 → 	𝜆𝛿𝑥, 𝛿𝑦	 → 	𝜆𝐻𝛿𝑦 , where 𝐻  is called the 

Hurst exponent characterizing the self-affinity. In an outcrop scale, the Hurst exponent is 

~ 0.6 for the slip-parallel direction and ~ 0.8 for the slip-perpendicular direction (Candela 

et al., 2009), which indicates that fault roughness in smaller scales is stronger than that in 
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larger scales and fault roughness of slip- perpendicular direction is greater than that of 

slip-parallel direction. The former might reflect the scale-dependent strength of rocks 

(Brodsky et al., 2016), while the latter difference could be related to wearing processes 

due to slip (Candela & Brodsky, 2016). The term “fault roughness” or “rough fault” 

specifically refers to the self-affine nonplanar geometry of the fault. 

 

The fractally rough fault might be still an oversimplification of natural fault geometry in 

the sense that a fault is an isolated single surface. Typical geologic observations of fault 

zones indicate slip is not localized into a single plane. Instead, multiple fault cores (slip 

surfaces) run in subparallel (Faulkner et al., 2003; Savage & Brodsky, 2011; Zoback et al. 

2010), although some faults (e.g., the Punchbowl fault) show a single fault core with 

highly localized deformation (Chester & Chester, 1998). Furthermore, a major fault is 

surrounded by numerous subsidiary faults (Scholz, 2019). Because these faults are 

interconnected forming a fault zone (Ben-Zion & Sammis, 2003), defining an individual 

fault may be ambiguous. 

 

1.1.2. Fault geometry at depth 

Unlike the surface fault trace, we cannot directly assess the geometry of faults in the 

subsurface where natural earthquakes nucleate. It is an important question to what extent 

the fault geometry at the surface is consistent with that at depth since many modeling 

studies are built on the knowledge from surface traces. Also, the 3D structure of fault 

zones cannot be fully characterized by observations at the ground surface. Hence, 

techniques imaging the subsurface fault geometries are critically important, and several 

techniques using seismic waves have been developed. 

 

Seismic wave gives the information of faults at depth. Seismic images using active 

sources can identify dip-slip faults from the discontinuity of reflection surfaces (Sato et 

al., 2005; Wu et al., 2019). For example, megathrust seamounts and splay faults has been 

imaged by seismic reflections (Kodaira et al., 2000; Moore et al., 2007). In addition, 
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seismic reflections for continental faults often indicate “flower-structures”, bifurcations 

of a fault plane toward the earth surface (Harding, 1985; Huang & Liu, 2017). This 

observation raises the possibility that the fault geometry is simpler, and deformation is 

more localized toward seismogenic depth. Mechanical models also support the 

delocalization of deformation in shallower depths (Kaneko & Fialko, 2011).  

 

The slip rate of the fault can also be estimated from the deposited sediments during 

faulting, a technique referred to as growth strata (Yeats et al., 1997). Additionally, the dip 

angle of faults deeper than the observational limit by seismic reflections can be 

determined by the method referred to as balance cross sections (Dahlstrom, 1969). 

 

Meanwhile, high-resolution hypocenter distribution of earthquakes using relative location 

methods such as hypoDD (Waldhauser & Ellsworth, 2000) reveals planar clusters of 

seismicity (e.g., Kato et al., 2021). The planar structure of seismicity is interpreted as a 

fault surface (Chapter 3). The focal mechanisms also have information on the fault 

orientations (Fukuyama et al., 2003). Additionally, machine learning-based earthquake 

detection and location are rapidly growing. For example, recent high-resolution locations 

of seismicity using machine learning techniques illuminate a 3D imbricated fault system 

hosting a fluid-driven seismic swarm (Ross, Cochran, et al., 2019).  

 

1.1.3. Mechanics of nonplanar faults 

Here, we review the mechanics of nonplanar faults in the framework of continuum 

elasticity. Under a uniform stress field, the closeness of a fault to the Mohr-Coulomb 

failure condition is a unique function of its orientation since the shear and normal stresses 

are functions of the orientation of their plane. Therefore, the closeness to failure and the 

potential to generate slip are heterogeneous along a nonplanar fault trace. This 

consideration leads to the idea that asperity (locations producing higher slip during an 

earthquake) and barrier (locations hindering earthquake rupture propagations) are partly 

associated with local fault orientations. In fact, dynamic rupture simulations using 
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nonplanar fault geometries reproduce rupture termination around locations unfavorably 

oriented to the regional stress field (Ando & Kaneko, 2018; Fang & Dunham, 2013). 

Furthermore, recent analyses of major earthquakes provided evidence for the correlation 

between local faults’ orientation and rupture behaviors (Hamling et al., 2017; Okuwaki et 

al., 2020; Ross, Idini, et al., 2019). 

 

However, the assumption of a spatially uniform stress field in their models is questionable. 

The difference in the focal mechanisms of nearby events suggests stress heterogeneity at 

a small spatial scale. Mechanically speaking, slip on a nonplanar fault causes spatially 

heterogeneous stresses on its neighbor (Chester & Chester, 2000; Dieterich & Smith, 

2009; Dunham et al., 2011b; Romanet et al., 2020; Sagy & Lyakhovsky, 2019). The 

heterogeneous stress field due to slip on a nonplanar fault can also be inferred from field 

observations. For example, Griffith et al. (2010) reported that pseudotachylyte is 

concentrated in restraining bends, suggesting high frictional heats due to high normal 

stresses. 

 

Recent advances of numerical simulations of dynamic ruptures and earthquake sequences 

on nonplanar faults enable us to study the role of fault geometry in the framework of 

elastodynamics and friction. These studies show that all types of geometrical complexity 

of a fault affect the dynamic and slip pattern in an earthquake (Bruhat et al., 2020; Harris 

& Day, 1999; Kame et al., 2003; Kase & Day, 2006; Romanet & Ozawa, 2021). In 

particular, the effect of fault roughness has been studied in recent years. High-frequency 

radiation is enhanced by fault roughness because of the change of fault strikes (Dunham 

et al., 2011b; Shi & Day, 2013). Zielke et al. (2017) showed that stress drop decreases 

with increasing fault roughness. Tal & Hager (2018b) obtained a similar result with 

earthquake sequence simulations on a rough fault. On a rough fault, there is an additional 

resistance to slip, which is referred to as roughness drag (Fang & Dunham, 2013). 

Roughness drag is known to suppress dynamic slip and enhance aseismic slip (Ozawa et 

al., 2019; Tal et al., 2018). 
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1.2. Earthquake sequence modeling using rate and sate dependent friction laws 

The use of a rate and state-dependent friction law (RSF law) is the mainstream in 

earthquake source physics over the last 40 years. In this section, we review the application 

of the rate and state friction law to earthquake source physics. 

 

1.2.1. The rate and state dependent friction law 

Faults slowly accumulate elastic strain due to tectonic processes and rapidly release the 

elastic strain as an earthquake when the shear stress overcomes the frictional strength of 

rock. For active faults, this process repeatedly occurs over a geologic time scale. The 

stick-slip behavior seen in lab experiments is an analog of earthquakes (Brace & Byerlee, 

1966), which is closely related to the nature of friction on the interface. Hence, a better 

understanding of rock friction is key to understanding the mechanics of earthquakes. 

 

The rate and state friction law unifies the classical static and dynamic friction in a single 

framework. Laboratory experiments discovered the following natures for rock friction.  

 

Observation 1: The steady-state friction (constant friction coefficient attained after 

sliding a long time with a fixed slip velocity) is a function of the slip velocity and has a 

logarithmic dependence on the slip rate. 

 

Observation 2: The static friction increases with the logarithm of the contact (zero slip 

rate) time (log-t healing (Dieterich, 1972)).  

 

Observation 3: If the sliding velocity jumps from a steady-state, there is an instantaneous 

jump in friction, which is followed by relaxation toward a new steady state. A 

characteristic slip distance that is independent of the slip velocity characterizes the 

relaxation process (Dieterich, 1978). 
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Based on these observations, Dieterich (1979) and Ruina (1983) formulated the so-called 

RSF law. The RSF law accounts for the memory effects (the history of the slip rate) using 

a state variable 𝜃. The friction coefficient is expressed as 

𝜇(𝑉, 𝜃) = 𝜇! + 𝑎log 4
𝑉
𝑉!
5 + 𝑏log 4

𝜃𝑉!
𝑑"
5. 

The second term is called the direct effect, which corresponds to the instantaneous effect 

of a step-like change of sliding velocity (Observation 3). The parameter 𝑎 characterizes 

the direct effect. The third term characterized by parameter 𝑏	is called the evolution 

effect, corresponding to the relaxation of the steady-state. There are two types of widely 

used evolution laws for 𝜃.  

𝑑𝜃
𝑑𝑡 = 1 −

𝑉𝜃
𝑑"
	(aging	law), 

𝑑𝜃
𝑑𝑡 = −

𝑉𝜃
𝑑"
log 4

𝑉𝜃
𝑑"
5	(slip	law). 

In the aging law, the first term of the right hand side indicates log-𝑡 frictional healing 

with time (Observation 2) since 𝜃 = 𝑡 in stationary contact (𝑉 = 0). The second term 

indicates the slip-weakening process, although its prediction of the slip-weakening 

process does not completely agree with Observation 3. In the slip law, the behavior of 

the slip-weakening process matches Observation 3, but the frictional healing does not 

take place in stationary contact (Observation 2). Thus, neither of them can reproduce all 

of Observation 1-3, which leads to the proposal of other formulations of the RSF law 

(Barbot, 2019a; Kato & Tullis, 2001; Nagata et al., 2012). 

 

The steady-state is defined as no state evolution, so that, 𝜃## = 𝑑"/𝑉 . Hence, both 

evolution laws lead to the steady-state friction coefficient as 

𝜇##(𝑉) = 𝜇! + (𝑎 − 𝑏) log 4
𝑉
𝑉!
5. 

We confirm that the logarithmic-velocity dependence of steady-state friction is recovered 

(Observation 1). 
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In a microphysical sense, the RSF law is interpreted as the thermally activated creep of 

real contact areas (Heslot et al., 1994; Nakatani, 2001). Dieterich (1979) noted that the 

state variable 𝜃 corresponds to the average contact time of asperities. Several authors 

derived the RSF law from microphysical modeling (Aharonov & Scholz, 2018; Barbot, 

2019a; Chen et al., 2017; Perfettini & Molinari, 2017), but we do not focus on the detail 

here. 

 

The RSF law does not hold at higher slip velocity (> cm/s). High-velocity friction 

experiments have consistently shown that the friction coefficient exhibit a rapid decrease 

toward 1 m/s slip velocity (di Toro et al., 2011). Several mechanisms have been proposed 

to explain this dynamic weakening, including flash heating of asperities (Beeler et al., 

2008; Rice, 2006), thermal pressurization of pore fluids (Lachenbruch, 1980; Rice, 2006), 

melting due to frictional heat (Hirose & Shimamoto, 2005), and nanoparticle lubrications 

(Han et al., 2011). Although the limitation of the RSF law at high slip velocities is evident 

today, the RSF law is still used at whole slip velocities in the numerical modeling of 

earthquake cycles (reviewed in section 1.2.3). This is partly because the RSF law is often 

used, and the use of the RSF law enhances comparisons to other studies. Also, despite the 

issue of high slip rates, there is some observational evidence suggesting that natural faults 

are governed by the RSF law. Several authors succeeded in quantitatively reproducing 

observed fault slip history using the RSF law (Larochelle et al. 2021). They also estimated 

the in-situ values of constitutive parameters of the RSF law. However, it should be noted 

that the success of the RSF law does not exclude the possibility that other friction laws 

better describe fault sliding (Lieou et al., 2017; van den Ende et al., 2018). 

 

1.2.2. Application of the RSF law to earthquake physics 

The RSF law has ingredients that are necessary to reproduce stick-slip. First, the slip 

weakening process at the onset of rapid slip allows for stress drop, which is necessary for 

driving rupture propagation. Second, frictional healing after the dynamic slip stops 

enables repeating ruptures in a single fault. In fact, it is a widespread idea that stick-slip 
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and earthquakes are interpreted as frictional instability. 

 

The simplest model of stick-slip is the spring-slider model, in which a block that obeys 

the RSF law is pulled by a constant speed via a spring with stiffness 𝑘. Obviously, the 

system has a steady-state behavior in which the block slides at the load point velocity. We 

consider the stability of the steady-state, which is a small perturbation to this steady-state 

grows or decays. Linear stability analysis for this system reveals that when 𝑎 − 𝑏 > 0 

(steady-state velocity-strengthening), the system is stable and the block slides with the 

load point velocity. When 𝑎 − 𝑏 < 0 (steady-state velocity-weakening), the system is 

unstable and capable of producing stick-slip under the following condition (Ruina, 1983): 

𝑘 < 𝑘" =
(𝑏 − 𝑎)𝜎

𝑑"
. 

Otherwise, the system is stable. This is so-called a Hopf bifurcation in terms of nonlinear 

dynamics. If the system is near critical (𝑘~𝑘"), slow stick-slip appears (Leeman et al., 

2016; Liu & Rice, 2007). 

 

In continuum elasticity (2D antiplane shear), the minimum wavelength of perturbation 

that eventually results in unstable slip is given by Rice & Ruina (1983) 

𝜆" =
𝜋𝐺𝑑"

(𝑏 − 𝑎)𝜎. 

This characteristic length scale arising from the RSF law and elastic properties is 

fundamental in the sense that this determines the minimum earthquake size on a given 

fault, although the linear stability analysis is no longer directly applicable to earthquake 

slip. Nonlinear analyses and numerical simulations of the RSF law predict how slip 

instability evolves to dynamic crack propagation, which is called the earthquake 

nucleation process (Dieterich, 1992). There is a significant discrepancy in the earthquake 

nucleation process between the aging law and slip law (Ampuero & Rubin, 2008). 

 

Dieterich (1992) theoretically studied the earthquake nucleation process governed by the 
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RSF law. He derived the analytical solution of the time of instability (time reaching 

divergence of the slip rate) as  

𝑡" =
𝑎𝜎
𝜏̇ ln 4

𝜏̇
𝐻𝜎𝑉!

+ 15, 

where 𝑉! is the initial slip rate, 𝜏̇ is the shear stressing rate, and 𝐻 = − $
%
+ &

'!
. This 

relationship between the slip rate and time to instability leads to an equation that relates 

the loading history of collective faults and the temporal evolution of seismicity rate in the 

system (Dieterich, 1994). Using this equation with the assumption of a step-like increase 

of the shear stress, the Omori-Utsu law for aftershocks can be derived (see Chapter 3 for 

the details). This equation is also applied to a seismicity modulation in response to tidal 

stresses (Ader et al., 2014; Heimisson & Avouac, 2020). 

 

The value of 𝑎 − 𝑏 is particularly important because it determines the seismogenesis of 

a given location on the fault. It is well established that 𝑎 − 𝑏 primarily depends on the 

temperature (Blanpied et al., 1995; Chester, 1994; den Hartog et al., 2012). For example, 

the depth distribution of hypocenter and locking of faults can be explained by the 

temperature dependence of 𝑎 − 𝑏 given the temperature gradient with depth (Scholz, 

1998). For example, in the continental crust, earthquakes occur at temperatures between 

100 and 300 ºC (Sibson, 1983) and quartz gouge exhibits velocity-weakening behavior 

between temperatures 100 and 350 ºC (Chester & Higgs, 1992). The value of 𝑎 − 𝑏 also 

depends on composition, normal stresses, pore fluid pressure, cumulative displacement, 

lithification state, and loading rates (Marone, 1998) 

 

1.2.3. Modern earthquake sequence (cycle) simulations 

Based on the RSF law and continuum elasticity, the entire earthquake cycle (from the 

stress accumulation due to tectonic loading to nucleation and dynamic rupture) on a given 

fault can be simulated. Tse & Rice (1986) is the first to solve the spatiotemporal slip 

evolution of a fault embedded in an elastostatic medium using the boundary element 

method (BEM). The inertia term was neglected in his model. By varying the friction 
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parameter with depth in a manner consistent with laboratory results at different 

temperatures, they demonstrated periodic ruptures in the upper crust, stable creep in the 

lower crust, and the transitional behavior in between them. Expansion of ruptures 

reproduced in the simulation take the form of a propagating crack, qualitatively similar 

to the dynamic rupture process predicted by slip-weakening friction (Andrews, 1976). 

The model was also successful in reproducing afterslip below the seismogenic zone using 

velocity-strengthening frictional behavior. 

 

The computational method of this model has been refined by many researchers. The 

original Tse & Rice (1986) model uses an artificial friction law to avoid the divergence 

of slip rate during the seismic slip, although what in reality bounds the slip rate is the 

inertia effect (instead of frictional properties). Rice (1993) introduced a radiation damping 

term that approximates the energy radiated from the seismic wave, limiting the slip rate 

during seismic slip without introducing a generic friction law. This technique is now 

widely used as “quasi-dynamic simulation”, especially for exploring the effect of spatially 

nonuniform frictional properties (Cattania & Segall, 2019; Dublanchet et al., 2013; 

Hillers et al., 2006; Hori & Miyazaki, 2011; Kato, 2016; Yabe & Ide, 2017).  

 

The use of quasi-dynamic (QD) approximation allows for a significant reduction in 

computational costs, although it is known that some differences from the true solution 

cannot be avoided (Duru et al., 2019; Lapusta & Liu, 2009; Thomas et al., 2014). In 

general, the QD approach underestimates the rupture speed and the peak slip rate 

compared with the true solution. One should not use quasi-dynamic approximation when 

investigating the rupture dynamics and ground motion of each event. Rigorous treatment 

of elastodynamic stress transfer for earthquake sequence simulations requires huge 

computational costs. Lapusta et al. (2000) developed a fully-dynamic but computationally 

efficient technique, called the spectra boundary integral equation method (SBIEM). This 

method utilizes an analytically expressed integration kernel (Geubelle & Rice, 1995) in 

the wavenumber domain to allow for the use of adaptive time-stepping and wavenumber-
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dependent truncation of time convolution. Lapusta & Liu (2009) extended it into a 3D 

vertical strike-slip fault. Although this method is only rigorously applicable to a planar 

fault due to the assumption of translational symmetry, Romanet & Ozawa (2021) recently 

extended the SBIEM into a weakly nonplanar fault. Also, Miyake & Noda (2019) 

extended SBIEM into a Maxwell viscoelastic medium for the 2D antiplane shear problem 

using a memory variable technique. Taking advantage of the fully-dynamic nature, 

SBIEM has revealed a variety of aspects of earthquake physics (Jiang & Lapusta, 2016; 

Kaneko et al., 2010; Lambert et al., 2021; Noda & Lapusta, 2013). 

 

The boundary element method in the real space with quasi-dynamic approximation 

(hereafter, QD-BEM) is often used including this thesis. This method can account for 

nonplanar and complex fault geometries, which is impossible with SBIEM. QD-BEM 

also has several computationally efficient techniques, such as the fast multiple method 

and H-matrices (Chapter 2). QD-BEM has been used for stepover geometry (Romanet 

et al., 2018), fault bends (Ong et al., 2019; Sathiakumar et al., 2020), fractally rough faults 

(Cattania & Segall, 2021; Heimisson, 2020; Ozawa et al., 2019). Recently, 3D QD-BEM 

simulations targeted to real-world faults have also been performed (Galvez et al., 2020; 

Hori et al., 2004; Li & Liu, 2021; Ohtani et al., 2014; Yu et al., 2018).  

 

Although QD-BEM has advantages in the flexibility of fault geometry and computational 

efficiency, it is difficult to account for elastic heterogeneity (such as sedimentary basins, 

fault damage zones) and distributed inelastic deformations (such as viscosity of 

asthenosphere and plastic yielding). Hence, some researchers develop volume discretized 

methods to account for more complex rheological properties in the bulk. Erickson & 

Dunham (2014) developed a finite-difference method (FDM) for earthquake cycle 

simulations for a vertical strike-slip fault. They explored the effect of a compliant 

sedimentary basin on the earthquake cycle. Their method was applied to several problems, 

including bimaterial problems (Erickson & Day, 2016), off-fault viscoplasticity (Erickson 

et al., 2017), power-law viscoelasticity (Allison & Dunham, 2018), and along-fault 
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diffusion of pore fluid (Zhu et al., 2020). Meanwhile, Kaneko et al. (2011) developed a 

spectra element method (SEM) for fully-dynamic earthquake cycles and used it to explore 

the effect of shallow sedimentary layers. The same method was recently applied to low-

velocity fault damage zones (Thakur et al., 2020), although SBIEM can also handle this 

problem setting in the quasidynamic case (Idini & Ampuero, 2020). Liu et al. (2020) 

developed 3D finite element method (FEM) for fully-dynamic earthquake sequence 

simulations for a branching strike-slip fault. Tal developed a 2D mortar finite-element 

method for earthquake sequence simulations that is applicable to nonplanar faults and 

off-fault plastic deformation (Tal, Goebel, et al., 2020; Tal & Hager, 2018a). Since shear 

deformation is thought to be not localized into a mathematical (i.e., zero thickness) plane 

but diffused below the seismogenic zone, some modelers attempt to allow for finite width 

deformation, using an invariant form of the RSF law (Behr et al., 2021; Herrendörfer et 

al., 2018). 

 

Volume discretization methods suffer from the truncation error due to the finite 

computational domain. Some modelers attempt to combine volumetric and boundary 

methods. Abdelmeguid et al. (2019) used a hybrid method of SBIEM and FEM to 

compute earthquake cycles with elastic heterogeneity. Their hybrid method discretizes 

the fault zone (i.e., locations where all complex things occur) with finite elements and 

uses SBIEM for outside of the fault zone. Owing to the use of SBIEM, the method does 

not suffer from the truncation error of the computational domain. On the other hand, 

Barbot and others developed another method that accounts for viscoelastic deformation 

in the bulk. In addition to the slip of the fault surface with boundary elements, they 

implement bulk creep using an integral equation for volume discretized elements (Barbot, 

2018; Lambert & Barbot, 2016; Q. Shi et al., 2020). 

 

We summarize the strength and weakness of each numerical method. SBIEM is 

computationally highly efficient especially for fully-dynamic simulations, however 

cannot handle nonplanar faults and elastic heterogeneity. BEM is highly flexible to fault 
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geometry but has difficulty in incorporating bulk non-linear rheology and elastic 

heterogeneity (although it is possible in principle). Volume discretized methods 

(FDM/FEM/SEM) can allow for complex off-fault rheology but are usually 

computationally more expensive and suffer from the truncation error of the computational 

domain (Jiang et al., 2021). A recent cross-validation project of computational codes 

illuminated agreements and discrepancies between different numerical methods 

(Erickson et al., 2020; Jiang et al., 2021). See also Appendix B. 
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2. Large-scale earthquake sequence simulations of 
geometrically complex faults using the boundary element 
method accelerated by lattice H-matrices  

 

This chapter has been submitted as “Large-scale earthquake sequence simulations of 

geometrically complex faults using the boundary element method accelerated by lattice 

H-matrices in distributed memory systems” to Journal of Computational Physics (Ozawa 

et al., 2021). 

 

2.1. Introduction 

Earthquake sequence simulations using rate and state friction laws originate from Tse & 

Rice (1986) and Rice (1993). Several researchers now use earthquake sequence 

simulations to understand how faults behave under various conditions and how different 

model ingredients (e.g., fault rheology) influence an earthquake sequence (Erickson et al., 

2020). Among various computational methods, the boundary element method (BEM) is 

often used because of its ease in handling complex fault geometries (Hori et al., 2004; 

Ohtani et al., 2014; Qiu et al., 2016; Thompson & Meade, 2019; Yu et al., 2018), although 

different methods were also developed (Liu et al., 2020). 

 

A major challenge in earthquake sequence simulations is their computational cost. To 

simulate smaller earthquakes, the size of each element must be smaller, which increases 

the number of elements 𝑁. In 3D simulations (2D fault in 3D space), if the characteristic 

element size is reduced by a factor of 2, the increase in 𝑁 is a factor of 4. In the original 

BEM, the computational cost for each time step scales with 𝑂(𝑁(), where 𝑁 is the 

number of discretized elements. This is because multiplications of a dense matrix and a 

vector (slip rate distribution) are necessary to evaluate the stress change on each element 

at every time step. Furthermore, the time step width must be small if we use small 

elements, which increases the repetition of matrix-vector multiplications. Thus, the 

computational cost increases rapidly with a decrease in the element size. 
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Several methods have reduced the complexity of 𝑂(𝑁() to 𝑂(𝑁log𝑁). The fast Fourier 

transform (FFT) method is often used for this purpose (Kato, 2003; Lapusta & Liu, 2009), 

but is limited to planar faults due to the assumption of translational symmetry. FFT also 

cannot process non-vertical faults. The use of hierarchical matrices (H-matrices) 

originally developed by Hackbusch (1999) is an alternative that can be used for general 

fault geometries. Ohtani et al. (2011) showed a significant acceleration in earthquake 

cycle simulations with H-matrices, and it is now common to use H-matrices in BEM-

based quasi-dynamic earthquake sequence simulations (Galvez et al., 2020; Heimisson, 

2020; Hyodo et al., 2016; Ohtani et al., 2014; Romanet, 2017). For example, Hyodo et al. 

(2016) performed earthquake sequence simulations in the Nankai trough megathrust 

using ~300,000 elements. H-matrices have also recently been used in dynamic rupture 

simulations (Sato & Ando, 2021).  

 

Parallel scalability is also important in computations using supercomputers. Owing to the 

increase in MPI communication costs and load imbalance, the parallel speed increase is 

generally less than the expectation from the ideal linear scalability. Ida et al. (2014) 

showed that the computational speed of an H-matrix-vector multiplication saturates <100 

cores in the Poisson equation of the 𝑁~100,000 problem. Thus, we could not efficiently 

use a large number of cores in the H-matrices. 

 

As a solution to this problem, Ida (2018) proposed the lattice H-matrices. The lattice H-

matrices contain convenient structures to construct an efficient communication pattern 

compared with the normal H-matrices while maintaining the 𝑂(𝑁log𝑁)  memory 

compression. In addition, a relatively adequate load balance is maintained in the case of 

lattice H-matrices, even if a large number of MPI processes are used. This method reduces 

the load imbalance and communication cost between MPI processes and improves 

parallel scalability, and it has been applied to micromagnetic simulations (Ida et al., 2020). 
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2.2. Method of earthquake sequence simulations on nonplanar faults 

2.2.1. Boundary Element Method 

We use the boundary element method (BEM) (M. Bonnet, 1999). In BEM, the shear 

stress change Δ𝜏 and normal stress change Δ𝜎 are represented as the integral of the 

kernel function multiplied by the slip distribution on the fault surface: 

Δ𝜏(𝒙) = ∫ 𝐾#)*+,(𝒙, 𝝃)Δ𝑢(𝝃)𝑑𝑆(𝝃), (2.1) 

Δ𝜎(𝒙) = ∫ 𝐾-.,/+0(𝒙, 𝝃)Δ𝑢(𝝃)𝑑𝑆(𝝃), (2.2) 

where 𝐾#)*+,  and 𝐾-.,/+0  are elastostatic Green’s functions, and 𝛥𝑢  is the slip 

distribution. 

To numerically calculate equations (2.1-2.2), we divide the fault surface into 𝑁 elements 

and denote the index set as 𝐼 = {1,… ,𝑁} . The shapes of the elements are either 

rectangular or triangular. In a discretized form using step functions as the base functions, 

the stress changes on the 𝑖-th element are represented as: 

Δ𝜏1 =]𝐴12𝐷2

3

2

, (2.3) 

Δ𝜎1 =]𝐵12𝐷2

3

2

. (2.4) 

where 𝐷	 ∈ ℝ3 , A, and B ∈ ℝ3×3  are dense matrices. The entries of 𝐴 and 𝐵 are 

calculated using the techniques of elastic dislocation theory. We use Nikkhoo & Walter 

(2015) and Okada (1992) for triangular and rectangular elements, respectively. The 

evaluation point of the stress component is the center of each element.  

 

Triangular unstructured elements have more flexibility in fault geometry than rectangular 

elements. However, Barall & Tullis (2016) found that rectangles outperform triangles in 

terms of the accuracy of the stress value. Therefore, rectangular elements should be used 
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as much as possible. 

 

Notably, the normal stress change has often been neglected in several previous earthquake 

sequence simulations, unlike in single-event dynamic rupture simulations. Normal stress 

changes originate from broken symmetries such as nonplanar faults, free surfaces, and 

material heterogeneities. We will show the effects of normal stress changes on the 

earthquake cycle in a later section.  

 

2.2.2. Governing Equations 

The boundary condition of each element is governed by the regularized rate and state 

friction law (Dieterich, 1979; Ruina, 1983). Following Rice et al. (2001), the shear and 

normal tractions at each element are related as follows: 

𝜏1
𝜎1
= 𝑎arcsinh 4

𝑉1
2𝑉!

𝑒56"5 , (2.5) 

where 𝑉1(𝑡) =
'7"
'8

 is the slip rate, 𝜙1(𝑡) is the state variable, 𝑎 is the coefficient of the 

direct effect, and 𝑉! is the reference slip rate. 

The evolution law for the state variable is given by the aging law (Dieterich, 1979; Ruina, 

1983): 

𝑑𝜙1
𝑑𝑡

=
𝑏
𝑑"
k𝑉! exp 4

𝑓! − 𝜙1
𝑏 5 − 𝑉1o , (2.6) 

where 𝑓! is the reference friction coefficient, 𝑏 is the coefficient of the evolution effect, 

and 𝑑"  is the characteristic slip distance. Using the stiffness matrix calculated in the 

previous section, the shear and normal stress changes are given as follows:  

𝑑𝜏1
𝑑𝑡 =]𝐴12𝑉2

3

2

+ 𝜏̇1 −
𝜇
2𝐶#

𝑑𝑉1
𝑑𝑡 ,

(2.7) 

𝑑𝜎1
𝑑𝑡 =]𝐵12𝑉2

3

2

+ 𝜎̇1 , (2.8) 
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where 𝜇 is the rigidity, 𝑐# is the S wave speed, 𝜏̇1 and 𝜎̇1 are the tectonic loading rates 

for shear and normal stresses on the 𝑖-th element, respectively. The first terms in both 

equations (2.7-2.8) represent the stress rates caused by slip (time derivative of equations 

(2.3-2.4)). The third term for the shear stress is radiation damping, which is an 

approximation of inertia (Rice, 1993). Earthquake sequence simulations using this 

approximation are “quasi-dynamic,” and the effect of this approximation has been 

explored in previous studies (e.g., Lapusta & Liu, 2009). 

We eliminate 𝑑𝑉1/𝑑𝑡 from equation (2.7) using the total derivative of 𝑉: 

𝑑𝑉1
𝑑𝑡

=
𝜕𝑉1
𝜕𝜏1

𝑑𝜏1
𝑑𝑡

+
𝜕𝑉1
𝜕𝜎1

𝑑𝜎1
𝑑𝑡

+
𝜕𝑉1
𝜕𝜙1

𝑑𝜙1
𝑑𝑡

, (2.9) 

so that: 

𝑑𝜏1
𝑑𝑡 = 41 +

𝜇
2𝑐#

𝜕𝑉1
𝜕𝜏1

5
59

w]𝑆12𝑉2

3

2

+ 𝜏̇1 −
𝜇
2𝑐#

4
𝜕𝑉1
𝜕𝜎1

𝑑𝜎1
𝑑𝑡1

+
𝜕𝑉1
𝜕𝜙1

𝑑𝜙1
𝑑𝑡 5x ,

(2.10) 

where the partial derivatives are (from equation (2.5)): 

𝜕𝑉1
𝜕𝜏1

=
2𝑉!
𝑎𝜎1

𝑒56" cosh 4
𝜏1
𝑎𝜎1

5 , (2.11𝐴) 

𝜕𝑉1
𝜕𝜎1

= −
2𝑉!𝜏1
𝑎𝜎1(

𝑒56" cosh 4
𝜏1
𝑎𝜎1

5 , (2.11𝐵) 

𝜕𝑉1
𝜕𝜙1

= −
2𝑉!
𝑎
𝑒56" sinh 4

𝜏1
𝑎𝜎1

5 . (2.11𝐶) 

 

2.2.3. Time Integration scheme 

Based on equations (2.6), (2.8), and (2.10), we solve a 3𝑁 set of ordinary differential 

equations (ODEs) '𝒚
'8
= 𝑓(𝒚)  where 𝒚 = (𝜙9, … , 𝜙3 , 𝜏9, … 𝜏3 , 𝜎9, … , 𝜎3)  using the 

Runge-Kutta method with adaptive time-stepping (Press et al., 2007). We compute 𝑦(𝑡 +

Δ𝑡) with 5th order accuracy. See Fig. 2.1 for details. If the maximum value of the relative 

difference between the 4th and 5th solutions is larger than the allowance 𝜀;<, we retry the 

time integration as follows:  
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Δ𝑡-*= = max 4
Δ𝑡8,>
2 , 0.9Δt8,>𝜀;<5!.(@5 (2.12) 

If the error is below the threshold, we update the variables and calculate the next time 

step using the following formula:  

Δ𝑡-*= = min}2Δ𝑡8,> , 0.9Δt8,>𝜀;<5!.(~ . (2.13) 

As a result, the time step is approximately inversely proportional to the maximum slip 

rate. This property results from the displacement in each time step having to be smaller 

than the characteristic state evolution distance. Lapusta et al. (2000) and many other 

studies explicitly adapted inverse-slip rate time-step widths based on stability analyses. 

The resultant Δ𝑡 weakly decreases with decreasing the element size if other parameters 

are identical. 

 

The slip is thus updated as follows: 

𝐷1(𝑡 + Δ𝑡) = 𝐷1(𝑡) +
𝛥𝑡
2
}𝑉1(𝑡) + 𝑉1(𝑡 + Δ𝑡)~. (2.14) 

 

 

Figure 2.1. Algorithm of the Runge-Kutta method with an adaptive step size (Press et al. 2007). The 

function dydx, which appears six times, includes two matrix-vector multiplications (equations (2.7) 

and (2.8)). 
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2.3. H-matrices 

H-matrices are an efficient method to compress the memory of the dense matrix derived 

from the integral operator (Hackbusch, 1999). The 3D elastostatic kernel exhibits 

|𝒙 − 𝝃|5A	decay, and this kernel function can locally degenerate for a distant source and 

receiver points (𝐾(𝒙, 𝝃)~∑ 𝑔$(𝒙)ℎ$(𝝃))$ . This allows for constructing H-matrices for 

dense matrices 𝐴	and	𝐵 in equations (2.3-2.4) for typical mesh geometries. 

 

2.3.1. Construction of H-matrix 

The construction of a H-matrix consists of the following steps (Borm et al., 2006). First, 

we construct a binary cluster tree for the set of triangular or rectangular elements using 

the	(𝑥, 𝑦, 𝑧)	coordinates of their centers. We denote a cluster set as Ω1 	(𝑖 = 1,… ,𝑁B). We 

set the minimum cluster size to 15. Then, we construct a partition structure of the matrix 

using the following admissibility condition: 

min �𝑑𝑖𝑎𝑚(Ω1), 𝑑𝑖𝑎𝑚}Ω2~� < 	𝜂	𝑑𝑖𝑠𝑡(Ω1 , Ω2)	 (2.15) 

where diam is the diameter of the cluster and dist is the distance between the two clusters. 

This condition is derived from the ability of the kernel function to approximately 

degenerate for distant source and receiver points. Typically, we set the parameter 𝜂 = 2.  

 

Fig. 2.2 shows the partition structure of a square-shaped fault plane divided by triangular 

meshes. We reorder the index of the elements 𝐼 = (1,… ,𝑁) according to the structure 

of the cluster tree in the construction of the matrix structure. Blocks located at far-

diagonal parts tend to be larger than those around diagonal parts because they correspond 

to the interactions of distant locations, and the admissibility condition is easy to satisfy 

(see equation (2.15)). 
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Figure 2.2. Block structures of H matrices (A square-shaped fault using 6646 triangular elements) 

made by the admissibility condition 𝜂 = 2.  

 

Let 𝐿,𝑀	 ⊂ 𝐼, and	𝐴CD ∈ ℝC×D 	be	a	submatrix	of		𝐴 ∈ ℝ3×3 . A submatrix 𝐴CD  is 

compressed by a low-rank approximation (LRA) if possible; otherwise, we use the dense 

matrix (full-rank matrix). A low-rank approximated submatrix 𝐴CD is represented as 

follows: 

𝐴12 ≈ 𝐴�12 =	]𝑔$1ℎ$2

,#$

$E9

, (2.16) 

Where 𝑔 ∈ ℝC×, , ℎ ∈ ℝ,×D , and 𝑟CD  is the rank of the approximated matrix.  We 

apply the adaptive cross approximation (ACA) (Bebendorf, 2000) as the LRA. The rank 

𝑟CD is controlled by the error tolerance, 𝜀FGF;  

�𝐴 − 𝐴��
H

‖𝐴‖H
< 𝜀FGF, (2.17) 

where 𝐹 denotes the Frobenius norm. In performing ACA, we use the method proposed 

by Ida et al. (2015) to prevent the H-matrix from having an excessively large rank. 

 

 0

 6646
 0  6646

Thread 0 Rk
Thread 0 full

Proc boundaries



 30 

2.3.2. H-matrix and vector multiplication (HMVM) 

A matrix-vector multiplication 𝐴𝑉 is performed submatrix-wise as follows:  

]𝐴12𝑉2

|C|

2

≈	]]𝑔$1ℎ$2

,#$

$

𝑉2

|C|

2

=]𝑔$1

,#$

$

�]ℎ$2

|C|

2

𝑉2� . (2.18) 

The original computation using dense matrices requires 𝑂(|𝐿|	|𝑀|), while it becomes 

𝑂((|𝐿| + |𝑀|)𝑟CD) in H matrix-vector multiplication (HMVM). If the rank 𝑟CD is much 

smaller than 𝑚𝑖𝑛(|𝐿|, |𝑀|) , the number of operations is significantly reduced. The 

computation of equation (2.18) results in a part of the vector, and the full vector is 

obtained by taking the summation of all the submatrix-wise HMVMs. 

 

2.3.3. Parallel Earthquake Sequence Simulation using H-matrices 

Our earthquake sequence simulation code is parallelized using a message passing 

interface (MPI). Submatrices on the H-matrix are assigned to MPI processes, and each 

MPI process contains a quasi-1D-sliced portion of the entire matrix (Fig. 2.3a). This does 

not represent a complete 1D slice because a submatrix cannot be separated into multiple 

MPI processes. For the HMVM, each processor possesses a full slip rate vector, but the 

resultant stress rate vector comprises a part of the slip rate vector in general. To obtain 

the full stress-rate vector, each MPI process calls MPI_iSEND and MPI_iRECV by  

𝑁J − 1 times, where 𝑁J denotes the number of MPI processes. The complexity of the 

communication cost is 𝑂(𝑁𝑁J). The assignment algorithm is described in detail in (Ida 

et al., 2014). 
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Figure 2.3. Comparison of the block structure and assignments to MPI processes of normal and lattice 

H matrices. Colors correspond to MPI processes +𝑁" = 9-. (a) is a normal H-matrix. (b) and (c) 

represent lattice H-matrices using 3 x 3 process grid (shown in blue frames). (b) is a 4 x 4 lattice (𝑞 =

1) and (c) is an 8 x 8 lattice (𝑞 = 2). 

 

For 𝑂(𝑁) part (element-wise computation), each MPI process is responsible for part of 

the vector. To construct the full-size vector required for the HMVM, MPI_Allgather is 

called before the HMVM. To perform a parallel computation of the 𝑂(𝑁)  part, 

MPI_Scatter is called after the HMVM. As the number of MPI processes increases, the 

performance deteriorates owing to the MPI communication costs (both inside and outside 

the HMVM) in this method.  

 

2.3.4. Lattice H-matrices 

As previously explained, earthquake sequence simulations using H-matrices are not 

suitable for large-scale parallel computations because of the communication cost and load 

imbalance resulting from their extremely complex structure. To overcome this difficulty, 

Ida (2018) proposed lattice H-matrices. In this section, we describe the method for 

earthquake sequence simulations using lattice H-matrices. Hereafter, the H-matrices 

described in the previous section are referred to as normal H-matrices. 

 

We first construct a cluster tree similar to the normal H-matrices, except for the truncation 
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of the depth 𝐿 of the cluster tree. We then construct a lattice structure using a truncated 

cluster tree. Then, an H-matrix is constructed for each lattice block in the same way as 

the normal H-matrices if it is admissible in terms of equation (2.15). The depth 𝐿 

determines the number of lattice blocks (Figs. 2.3b and 2.3c). 

 

We utilize the lattice structure for assigning MPI processes. This is achieved by 

introducing a process grid that has 𝑁J, rows and 𝑁J0 columns (𝑁J, 	× 	𝑁J0 =	𝑁J). We 

2D-cyclically array this process grid on the lattice blocks, which means that each MPI 

process has discontinuous blocks of the matrix (Figs. 2.3b and 2.3c). The number of 

lattice blocks is determined by the number of MPI processes, which ensures that 𝑞 

process grids are repeated in rows and columns (Figs. 2.3b and 2.3c). This condition gives 

𝐿 = �log((�𝑁J𝑞)� because the binary tree is adopted. In a fixed 𝑞, as 𝑁J increases, 

each lattice becomes smaller. Thus, the entire matrix is divided into a larger number of 

submatrices, and the memory becomes larger compared with the normal H-matrices. 

However, in the procedure of HMVM using lattice H-matrices, we significantly reduce 

the communication traffic compared with the algorithm used in normal H-matrices. After 

the arithmetic of HMVM (equation (2.18)) assigned to each MPI process, diagonal MPI 

processes obtain part of the stress rate vector using MPI_Reduce along each row in the 

process grid, and then send it to other MPI processes in each column in the process grid 

using MPI_Broadcast. This algorithm, which was first proposed by Ida et al. (2018) for 

block low-rank matrices, utilizes the lattice structure, and to perform this algorithm, the 

number of processors must be a squared number (Fig. 2.4). The complexity of the 

communication costs for the HMVM using lattice H-matrices is 𝑂(𝑁) regardless of the 

number of MPI processes, which is reduced from that of normal H-matrices 𝑂(𝑁𝑁J). 
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Figure 2.4. Schematic illustration of the algorithm of the MPI communication for HMVM (From Ida, 

2018). 

 

The HMVM in the lattice H-matrices requires only a part of the slip rate vector (size ~ 

𝑁/�𝑁J) for each MPI process. In addition, each MPI process has identical indices of the 

resultant stress rate vector to the slip rate vector. Furthermore, each MPI process is in 

charge of the same part of the vector for element-wise computation as the HMVM. 

Therefore, unlike the normal H-matrix algorithm, MPI communication is not necessary 

before and after the HMVM. Note that this algorithm performs redundant computations 

for the element-wise part between �𝑁J	MPI processes. However, HMVM comprises 

~90% of the computational time in the case of 𝑂(10@) problems and a few tens of 

thousands of MPI processes, thus this redundant computation does not deteriorate the 

overall performance. 

 

In the implementation, we use the open-source library HACApK for the construction of 

H-matrices and HMVM. We validated our code with normal H-matrices using a 

benchmark problem of a 3D vertical strike-slip fault as defined by the Simulation of 

Earthquakes and Aseismic Slip (SEAS) project (Jiang et al. 2021).  

 

2.4. Simulation Examples 

In this section, we detail a representative earthquake sequence simulation using lattice H-

matrices to demonstrate its application capability and error control.  
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2.4.1. Problem setting 

A nonplanar fault is embedded in an elastic half-space, with elastic constants of	𝑐# =

3.464	km/s, 	𝑐𝑝 = 6	km/s, and 𝜇 = 32.04 GPa. The fault geometry is shown in Fig. 2.5. 

The fault is 50 km in the along-strike length and 20 km in the along-dip length. The 

shallower (30 °dip angle) and deeper (10 °dip angle) parts are smoothly connected. The 

fault cut the free surface. The mesh is rectangular, and 256,000 elements are used. We fix 

𝑏 = 0.020 and vary the a-b values, as shown in Fig. 2.5 in color. We set 𝑎/𝑏 = 0.75 in 

the velocity-weakening zone. The characteristic slip distance 𝑑" is uniformly set to 0.02 

m. The initial normal and shear tractions are uniformly set to 58 MPa and 100 MPa, 

respectively. For simplicity, we neglect the depth dependence of the initial shear and 

normal stresses.  

 

To ensure numerical convergence, the following length scale of the breakdown zone must 

be resolved by at least a few elements (Rubin & Ampuero, 2005) 

𝐿& =
𝜇𝑑"
𝑏𝜎

. (2.19) 

We set 𝐿&~	5Δ𝑠 for the initial (uniform) normal stress, where Δ𝑠 is the caharacteristic 

element size. Note that 𝐿&/Δ𝑠  changes with time because of the change in normal 

stresses. The loading approach is the backslip method with a plate rate 𝑉J0 = 105Lm/s 

for both the shear and normal stresses (Heimisson, 2020). 

𝜏̇1 = −𝑉J0]𝑆12

3

2

, (2.20) 

𝜎̇1 = −𝑉J0]𝑁12

3

2

, (2.21) 
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Figure 2.5. Fault geometry used in this study. The fault is 50 km in the along-strike length and 20 km in 

the along-dip length. There is a bend at dip = 10 km. The dip angle is 30º at the surface and 10º at the 

bottom. The color indicates the distribution of a-b values.  

 

2.4.2. Numerical Results 

Fig. 2.6 shows the temporal variation of the cumulative slip distribution on the fault. The 

earthquake sequence is complex, and partial ruptures and full ruptures occur on the fault. 

A previous study with a 2D planar fault demonstrated that, in this type of loading, the 

condition of the occurrence of the partial rupture is 𝑊/ℎ∗ ≫ 1 , where 𝑊  is the 

dimension of the velocity-weakening region and ℎ∗is given by ℎ∗ = (N'!
O(&5+)%

 (Cattania, 

2019). Otherwise, only full system size ruptures occur. We assume 𝑊/ℎ∗>10 (ℎ *~2 km 

and 𝑊 >20 km), and the condition of partial ruptures is met. We believe that free surface 

effects and fault bends would also contribute to the complex earthquake sequence by 

modulating the stress interaction. The purpose of this study is to examine the numerical 

accuracy, and a detailed discussion on the mechanism is beyond the scope of this study.  
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Figure 2.6. Cumulative slip at every 20 years during the interseismic period (green solid lines) and every 

5 seconds during the coseismic period (purple dashed lines). (a) cross-section along 𝑥 = 0 km. (b) cross-

section along 10 km dip. 

 

2.4.3. Case without normal stress effect 

Most earthquake sequence simulations on nonplanar and/or dip-slip faults neglect the 

effect of normal stress changes (Galvez et al., 2020; Ong et al., 2019). In addition, we ran 

a simulation without normal stress changes (Fig. 2.7) as a comparison. The observed 

differences between Figs. 2.6 and 2.7 originate from the two sources of normal stress 

changes. First, the free surface effect leads to a coseismic normal stress reduction in the 

shallower part (e.g., Oglesby et al., 2000). Second, the fault curvature leads to a normal 

stress change that is proportional to the slip (Romanet et al., 2020). However, the coupling 

between the normal stress and state evolution (Tal, Rubino, et al., 2020), which we 

neglected, could partly reduce the effect of the normal stress changes. 
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Figure 2.7. Same figure as Figure 2.6 but without considering the normal stress changes. 

 

2.4.4. Effect of accuracy controls 

The accuracy of the simulation is controlled by two errors: the low-rank approximation 

of the H-matrices and the truncation of high-order terms of the Runge-Kutta method. In 

this section, we explore the effect of error tolerance on the above simulation results with 

the normal stress change. 

 

Fig. 2.8a shows the results using different error tolerances of the H-matrices. We 

determine that 𝜀FGF = 105R  and 105@  show no differences. 𝜀FGF = 105A  also 

matches closely with the others in terms of the timing of the event marked by spikes, 

although a slight difference in the nucleation phase (slow rise before the peak) for the 5th 

event is identified. In a simulation with 𝜀FGF = 105A, Ohtani et al. (2011) documented a 

larger discrepancy in the timing of the event than that observed here. We suspect that the 

nonuniform 𝑑"  distribution (and thus nonuniform 𝐿&/Δ𝑠  distribution) of Ohtani’s 

model may be the cause of this discrepancy. 

 

We also evaluate the effect of 𝜀;< in Fig. 2.8b. Again, 𝜀;< = 105R and 105@ show no 

visible differences. In the case of 𝜀;< = 105A, the timing of earthquakes does not change, 

but the maximum slip rate fluctuates during the interseismic period. The number of time 

steps for 800 years using 𝜀;< = 105A, 105R,	and 105@ are 28400, 32300, and 42400, 
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respectively.  

 

 
Figure 2.8. Maximum slip rate plotted against time. (a) Effect of the error tolerance of the ACA in 

constructing a lattice H-matrix and (b) effect of the error tolerance of the Runge-Kutta method.  

 

2.5. Performance and scalability 

In this section, we detail the performance and parallel scalability of our simulations. All 

simulations were performed in Oakforest-PACS(OFP) at the University of Tokyo, which 

is equipped with an Intel® Xeon Phi ™ 7250 (68 cores, 1.4 GHz) and 96 GB(DDR4) 

memory in addition to 16 GB(MCDRAM) memory. The OFP system utilizes Intel® 

Omni-Path for the interconnect network, which has a link throughput of 100 Gbps. We 

used 64 cores per CPU node. We also used an Intel Fortran compiler with the -O3 

optimization option and an Intel MPI Library. All results are flat MPI parallelization. The 

physical problem setting is described in section 2.4.2. 
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2.5.1. Memory Usage of H-matrices and Lattice H-matrices 

Like Ohtani et al. (2011), we investigate the compression efficiencies of the normal and 

lattice H-matrices. Fig. 2.9 shows the memory size of the normal H-matrices as a function 

of the number of elements. We fix the fault geometry and change the element size to vary 

the number of elements. Fig. 2.9a shows the case for the rectangular elements. We confirm 

a roughly 𝑂(𝑁𝑙𝑜𝑔𝑁) dependence on the memory size for both the shear and normal 

stresses. For shear stresses, the compressibility against the original dense matrix is 8% 

for 𝑁 = 16,000 and 0.7% for 𝑁 = 400,000. Shear stresses have systematically larger 

memories than normal stresses for a given number of elements. However, the memory 

size also depends on the fault geometry. We also try a planar thrust fault with 30 degree 

dip angle (i.e. same geometry as the original except the bend) for a comparison. We find 

20-30% memory reductions for normal stresses, but shear stresses have little change (Fig. 

2.9a).  The matrices for nonplanar faults do not simply decay with the distance of the 

source and receiver around the fault bend, which increases the ranks of part of 

submatrices. The memory size of normal stresses is more sensitive to the fault geometry 

because the deviation from planar faults due to the curvature is dominant in normal 

stresses (Romanet et al. 2020). 

 

We also measure the memory size of the normal H-matrices with the same geometry using 

triangular unstructured meshes. As shown in Fig. 2.9b, triangular meshes have larger 

memories than rectangular elements. This is presumably caused by the slightly non-

uniform element sizes in unstructured meshes, which lowers the efficiency of the low-

rank approximation of the submatrices. 
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Figure 2.9. Memory sizes of the H matrix with respect to the number of elements. (a) Comparison 

of nonplanar and planar fault geometries using rectangular elements. (b) Comparison of rectangular 

and triangular elements using the nonplanar fault geometry. The memory size of the dense matrix 

(𝑂(𝑁!)) and an 𝑂(𝑁log𝑁) slope are also shown as a reference. 

 

Next, we measure the memory size of lattice H-matrices by varying the number of MPI 

processes (in concept, the memory size of the normal H-matrices does not depend on the 

number of MPI processes). We set 𝑞 = 4 except for 𝑁J = 1. As expected, the overall 

memory size of the lattice H-matrices increases with the number of MPI processes 

because of the smaller off-diagonal block sizes (Fig. 2.10a). However, the maximum 

memory among the MPI processes is the bottleneck in the computation of HMVM, which 

is plotted in Fig. 2.10b. For 𝑁J<1,000, normal H-matrices are superior because the 

memory sizes of the diagonal MPI processes in the process grid tend to be large in lattice 

H-matrices. For 𝑁J>1,000, the lattice H-matrices perform better. The saturation of the 

maximum memory in normal H-matrices corresponds to the submatrix that has the largest 

memory.  
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Figure 2.10. (a) Overall memory sizes of the normal and lattice H-matrices. (b) Maximum memory 

size among MPI processes. The case for shear stress and 100,000 rectangular elements. 

  

2.5.2. Execution time and parallel scalability 

For lattice H-matrices, we measure the dependence of the number of elements on the 

execution time of 100 time-steps using 100 and 900 MPI processes (Fig. 2.11). As 

expected, we confirm a  𝑂(𝑁log𝑁) or slightly steeper increase in the execution time.  

 

Figure 2.11. Number of elements vs. execution time of 100 time-steps with the lattice H-matrices. 

𝑂(𝑁log𝑁) curve is also shown as a reference. 
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Next, we measure parallel scalability (Fig 2.12). Our simulation using lattice H-matrices 

shows a consistent acceleration beyond 30,000 cores in the case of 𝑁 = 400,000. We 

also show the result of the normal H-matrices, which exhibits an almost linear 

acceleration up to ~20 cores but rapidly saturates ~100 cores. The speed-down over 100 

cores is caused by the increase in the communication cost, which is proportional to 𝑁J.  

 

By comparing the two methods, the normal H-matrices are faster by up to a few hundred 

MPI processes. The deceleration of lattice H-matrices from normal H-matrices occurred 

because the maximum memory for an MPI process is larger than that of normal H-

matrices, as shown in the previous section (Fig. 2.10b). The lattice H-matrices outperform 

normal H-matrices beyond a few 100s of cores owing to the reduction in the 

communication cost. We do not observe the saturation of the computation speed for lattice 

H-matrices, even with more than 10,000 cores. Fig. 2.13 shows how a large fraction of 

the computation time is used in the HMVM in lattice H-matrices. The ratio of HMVM 

decreases with an increase in MPI processes, but it is always above 90%. From this figure, 

we expect a further acceleration in performance using additional processors. 
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Figure 2.12. Parallel scalability when 100 time-steps are performed (𝑁 = 400,000  rectangular 

elements). 

 

 

Figure 2.13. Ratio of calculation time of HMVM over the one time-step for 𝑁 = 400,000. 

 

2.6. Discussions 

In this study, we developed a method for earthquake sequence simulations with BEM 
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using normal and lattice H-matrices. This method is highly flexible with fault geometries 

and accounts for the normal stress evolution, which is often neglected. Numerical 

experiments were conducted in a 3D nonplanar thrust fault to demonstrate the accuracy 

of our method in terms of convergence with decreasing error tolerances in both the low-

rank approximation in H-matrices and the Runge-Kutta method. Our numerical 

simulation using a curved thrust fault showed complex patterns in earthquake sequences, 

which motivates us to conduct further studies focusing on earthquake science. Our code 

can also be applied to natural fault systems worldwide and is potentially highly useful in 

physics-based earthquake hazard analyses.  

 

In our numerical experiments, we confirmed 𝑂(𝑁log𝑁) complexity for the execution 

time for lattice H-matrices. Although Ohtani et al. (2011) also showed 𝑂(𝑁log𝑁) 

complexity, our curved fault geometry is more complex than the planar thrust fault model 

used by them. One question is that whether this 𝑂(𝑁log𝑁) complexity is maintained for 

further complex geometries, such as rough faults and/or fault networks (Ozawa & Ando, 

2021). Additionally, inhomogeneous meshes can be used if the required resolution is not 

uniform due to spatial variation in friction and stress conditions. The use of 

inhomogenous meshes might change the compressibility of the dense matrices, even for 

planar faults. Further studies are necessary to answer these questions. 

 

We evaluated the parallel scalability of our simulation code using a supercomputer 

Oakforest-PACS. The lattice H-matrices overcame the high communication costs 

between MPI processes and enabled efficient computation using many cores. The 

maximum computation speed for the lattice H-matrices was greater than ten times faster 

than that of the normal H-matrices. However, the lattice H-matrices were not as efficient 

as the normal H-matrices for a small number of cores. Thus, normal H-matrices should 

be used when a small number of CPUs is available. 
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Although we only performed flat-MPI simulations, we expect further acceleration using 

openMP and MPI hybrid parallelization. Hybrid parallelization is especially important 

for extremely large (𝑁 > 1,000,000) problems, as only few MPI processes can be used 

per CPU node because of memory limitations that cannot be distributed, such as the 

information of the coordinates. 
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3. Mainshock and Aftershock Sequence Simulation in 
Geometrically Complex Fault Zones 

 

This chapter has been published as “Mainshock and Aftershock Sequence Simulation in 

Geometrically Complex Fault Zones” in Journal of Geophysical Research; Solid Earth 

(Ozawa & Ando, 2021). 

 
3.1. Introduction 

The complexity of natural fault zones has been a target of numerous studies (Ben-Zion & 

Sammis, 2003; Faulkner et al., 2010). Although often simplified as a single flat surface 

in modeling, natural faults have complicated geometry. Faults are typically composed of 

a few discontinuous segments at a wide range of scales (Manighetti et al., 2015; Otsuki 

& Dilov, 2005; Segall & Pollard, 1980). Each continuous slip surface has deviation from 

planarity over broad spatial scales. The fractal-like geometrical irregularity of fault 

surfaces is referred to as fault roughness and is documented from various observations 

(Bistacchi et al., 2011; Candela et al., 2012; Power & Tullis, 1991). Furthermore, the 

complexity of fault zones evolves over time. In general, fault geometry becomes smoother 

and simpler with growth (Brodsky et al., 2011; Perrin, Manighetti, Ampuero, et al., 2016; 

Sagy et al., 2007; Wesnousky, 1988). 

 

In this work, we aim to link the complex geometry of fault zones and aftershocks of 

earthquakes. Aftershocks are valuable tools to probe mainshock rupture. In highly 

accurate earthquake catalogs, the locations of aftershocks delineate the fault traces and 

planes (Ross, Idini, et al., 2019). They are interpreted as on-fault aftershocks, leading to 

the estimation of the fault plane(s) of mainshock from well-constrained aftershock 

distributions (Fukuyama et al., 2003). The fault model constructed using aftershock data 

is then used for a variety of studies, including slip inversions and dynamic rupture 

simulations (Hisakawa et al., 2020; Shen et al., 2009). 
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Recent dense seismic observations and accurate focal mechanisms prompt us to consider 

where aftershocks actually occur. Yukutake & Iio (2017) determined the hypocenters and 

focal mechanisms of the aftershocks of the 2000 western Tottori earthquake, Japan, and 

concluded that most aftershocks are off-fault events rather than the rerupture of the 

mainshock fault (Fig. 3.1). Some of aftershocks are distributed in the conjugate 

orientation of the main fault. The observation of the 2019 Ridgecrest earthquake has 

highlighted the ubiquitous nature of such an aftershock distribution (Ross, Idini, et al., 

2019). 

 

Figure 3.1. Example of the spatial distribution of aftershocks and their P-axis orientations, indicted 

by ticks in the case of the 2000 Tottori earthquake (Yukutake & Iio, 2017). The southern part of the 

rupture area, including its tip, is shown. Based on the width of aftershocks zone and large variability 

of focal mechanisms, they suggested that most aftershocks are off-fault events. 

 

From the physical perspective, rerupture of part of the mainshock fault as an aftershock 
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requires very high-speed healing and reloading. Although some recent numerical studies 

show that rerupture of the main fault is possible in a subset of the parameter space (Barbot, 

2019b; Cattania, 2019; Yabe & Ide, 2018), many earthquake sequence models on a flat 

fault with spatially variable friction often show seismic quiescence after the largest events 

occur (Aochi & Ide, 2009; Dublanchet et al., 2013). Therefore, it is reasonable to assume 

that most aftershocks are the ruptures of subsidiary faults surrounding major faults that 

are ruptured as mainshock, at least for intraplate earthquakes on immature faults (i.e., 

faults with short slip histories), which have been shown to have a more complex 

architecture than long-lived, mature faults (Ben-Zion & Sammis, 2003; Manighetti et al., 

2007), such as the Tottori event. As geological evidence, major faults are surrounded by 

many subsidiary faults and microcracks, and the density of subsidiary faults/microcracks 

decays away from the core of a fault (Savage & Brodsky, 2011; Shipton & Cowie, 2001). 

This structure is referred to as a damage zone (Kim et al., 2004; Perrin, Manighetti, & 

Gaudemer, 2016). The subsidiary faults in the damage zones would be ruptured, causing 

aftershocks. 

 

The occurrence of off-fault aftershocks poses another enigmatic issue. The side of the 

mainshock fault is usually in the stress shadow for both conjugate faults, and so the 

occurrence of aftershocks on the side of the fault might be paradoxical. A solution to this 

issue has been given by Smith & Dieterich (2010). As mentioned, natural faults 

universally show deviation from a flat surface at a wide range of scales (Brown & Scholz, 

1985b; Candela et al., 2012; Perrin, Manighetti, Ampuero, et al., 2016; Sagy et al., 2007). 

Uniform slip on a rough fault leads to heterogeneous stress distribution in its proximity 

(Dieterich & Smith, 2009; Sagy & Lyakhovsky, 2019). In some parts corresponding to 

traditional stress-shadow zones, the stress state actually becomes closer to failure. As 

evidence, Aslam & Daub (2018, 2019) explored the off-fault stress distribution by 

dynamic rupture simulations on a rough fault and many positive ΔCFF areas are present 

at the side of the fault trace.  
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The purpose of this study is to convert the work by Smith & Dieterich (2010) into 

numerical simulations of fault slip. We use large-scale 2D earthquake sequence 

simulations to reproduce realistic aftershock seismicity. The strength of an earthquake 

sequence simulation is its internal consistency. The times, locations, and sizes of events 

are determined by the system itself (Erickson et al., 2020; Rice, 1993; Tse & Rice, 1986). 

Furthermore, it is based on a continuum representation of faults rather than representation 

by inherently discrete elements (Ben-Zion & Rice, 1993; Richards-Dinger & Dieterich, 

2012; Shaw et al., 2015; Ziv & Rubin, 2003) or models based on the rate-state seismicity 

equation (Dieterich, 1994; Hainzl et al., 2010; Helmstetter & Shaw, 2006; Smith & 

Dieterich, 2010), which are even more simplified. Thus, our model can remove many 

simplifying assumptions made in previous models. Taking advantage of this method, we 

demonstrate that realistic mainshock and aftershock sequences, both in space and time, 

are consistently explained by the effect of a geometrically complex fault zone composed 

of a rough main fault and numerous subsidiary faults. 

 

3.2. Model 

3.2.1. Fault geometry 

The problem is in the 2D plane strain condition. The main fault is assumed to be 100 km 

in length and its geometry 𝑦 = ℎ(𝑥) is self-similar, which is generated using a Fourier 

transformation method (Dunham et al., 2011b). The RMS amplitude of roughness 𝐿> for 

a fault length 𝐿S is expressed as 

𝐿> = 𝛼	𝐿S	(𝐿S > 𝜆/1-), (3.1) 

where 𝛼	is the aspect ratio of roughness and 𝜆/1- is the minimum roughness scale. 

We use 𝛼 = 0.01 and 𝜆/1- = 0.5 km for the reference simulations. This value of 𝛼 is 

consistent with observation by Candela et al. (2012), while the choice of non-zero 𝜆/1- 

is to avoid stress divergence originated from the curvature effect in an elastic model 

(Romanet et al., 2020). 

 

The main fault is surrounded by 600 subsidiary faults, which are potential aftershock 
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locations. The subsidiary faults are 0.6 km in length and planar. These choices are ad-hoc 

and are not motivated by observational evidence, so we do not focus on the absolute 

number of aftershocks and their magnitudes. We also attempt to use power-law size 

distributions of subsidiary fault distributions in section 3.3.6 because it has been 

suggested to characterize natural fault length distributions (Bonnet et al., 2001). 

 

The locations of the subsidiary faults are random in a 15 km × 140 km rectangle (Fig. 

3.2a). This size is chosen by trial and error so that more than 90% of potential aftershocks 

are covered. The density of secondary faults decays away from the fault (Shipton & 

Cowie, 2001) and could be heterogeneous along strike (Perrin, Manighetti, Ampuero, et 

al., 2016), but we ignore the heterogeneity to focus on the effect of the stress perturbation 

by the mainshock on the aftershock distribution. For computational reasons, we do not 

allow two different faults to overlap. 

 

Figure 3.2. Problem setting. (a) Fault geometry. The main fault is shown in red and subsidiary faults 

are shown in blue. (b) Initial friction coefficient and slip rate as a function of the local orientation of 

the subsidiary faults. (c) The histogram of local orientation of the fault for main and subsidiary faults, 

measured from the x-axis. 
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The orientation of the subsidiary faults is confined in the ranges -75º to -45º and -15º to 

15º relative to the x-axis, because, in the preliminary simulations, we found that few 

subsidiary faults whose orientations are outside these ranges produced aftershocks (see 

also Section 3.3.5). This restriction can also be justified given that the distribution of fault 

orientation should reflect the regional stress field, although some geological studies show 

that most secondary faults and cracks off a major fault are oblique by 0º to 30º to its trace, 

which is considered to be related to the growth process of the fault (Perrin, Manighetti, 

& Gaudemer, 2016). This restriction will be relaxed in Section 3.3.5 to explore the 

variability in focal mechanisms for strong and weak faults. To examine statistical 

properties, we generate 30 different realizations of subsidiary faults (Fig. 3.2a) for the 

same main fault geometry. 

 

3.2.2. Fault Constitutive Law 

The faults are governed by the rate and state friction law (Dieterich, 1979; Ruina, 1983). 

Specifically, we use the regularized version around 𝑉 = 0 (Rice et al., 2001), in which 

the ratio of shear stress 𝜏 and normal stress 𝜎 is given by 

𝜏
𝜎
= 𝑎sinh59 	4

𝑉
2𝑉!

𝑒
6
+5 . (3.2) 

This formulation allows for freedom of the slip direction (positive indicates right-lateral 

and negative indicates left-lateral slip). It is notable that Barbot (2019a) proposed another 

physics-based formulation of rate and state friction that is regularized at 𝑉 = 0. The state 

evolution is governed by the aging law 

𝑑𝜙
𝑑𝑡

=
𝑏
𝑑"
k𝑉! exp 4

𝑓! − 𝜙
𝑏 5 − |𝑉|o . (3.3) 

The parameter values are set as given in Table 3.1. Our faults are velocity-weakening 

everywhere (𝑎 − 𝑏 is negative). The value 𝑑" is taken to be different for the main and 

subsidiary faults, which is to enable seismic slip on the subsidiary faults. A fault can slip 

seismically when the fault length 𝐿  is larger than the nucleation length 𝐿" =
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𝜋59 	�&5+
&
�
( T'!
&%
. (Rubin & Ampuero, 2005), so we set 𝐿 > 𝐿". 

To ensure numerical convergence, the mesh size needs to be smaller than the cohesive 

zone size 𝐿& =
T7!
&%

. Although 𝐿&  depends on the locations due to the normal stress 

variation, we use 𝐿& = 30Δ𝑥 for the main fault, and 𝐿& = 3.75Δ𝑥 for the subsidiary 

faults in the case of 𝜎 = 100 MPa. We also perform the convergence test in Appendix 

C. In addition, 𝜇! in the main fault is set to be slightly smaller than that of subsidiary 

faults to prevent the mainshock rupture from being arrested due to the geometric 

complexity before reaching the tip of the fault (Table 3.1). This could be supported given 

that a main fault is frictionally weaker than subsidiary faults, which is expected to be 

more immature (Fang & Dunham, 2013), but examining the effect of this difference is 

beyond the scope of this study. 

 

3.2.3. Initial Condition 

We assume a spatially uniform stress field. Thus, the shear and normal stresses on the 

fault are unique functions of the local orientation of the fault as 

𝜏! = 𝜎S>cos2𝜃 +
1
2
}𝜎SS − 𝜎>>~sin2𝜃, (3.4) 

𝜎! =
%%%U%&&

(
− %%%5%&&

(
cos2𝜃 + 𝜎S>sin2𝜃, (3.5) 

where 𝜃 is the angle of the fault relative to the 𝑥-axis and 𝜎12 is the background stress. 

Thus, initial friction coefficient 𝜏/𝜎 is a function of 𝜃. Initial slip rate 𝑉 and state 

variable 𝜙 can be chosen arbitrarily with a constraint of the friction coefficient. We fix 

the initial state variable to a constant value (𝜙1-1 = 0.55), and the initial slip rate 𝑉 is 

determined by equation (3.2). Fig. 3.2b shows the initial condition of the subsidiary faults 

as a function of orientation, and Fig. 3.2c shows the histogram of fault orientation for 

main and subsidiary faults for the realization shown in Fig. 3.2a. 

 

Although our model can run multiple earthquake cycles with an adequate external loading 
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process, we focus on a single mainshock and aftershock sequences rather than multiple 

earthquake cycles of the main fault in this work. This is mainly because the heterogeneity 

in stresses constantly grows with accumulating slip, and running many cycles is difficult 

in a purely-elastic model. Hence, we set no external loading and stop a run of our 

simulation after the last slip event completes. 

 

3.2.4. Numerical Method 

Our numerical method is a quasi-dynamic earthquake sequence simulator using the 

boundary integral equation method (BIEM). BIEM is one of the best options for handling 

complex fault geometry. The change of normal and shear stresses on the center of each 

element are computed by the following equations: 

𝜏1* =]𝑆12Δ𝑢2
2

−
𝐺𝑉1
2𝑉#

, (3.6) 

𝜎1* =]𝑁12Δ𝑢2
2

, (3.7) 

where Δ𝑢 is slip and 𝑆12 and 𝑁12 represent the stress interaction kernel (see the full 

expression in Appendix A) assuming an infinite and homogeneous elastic medium. The  

𝐺𝑉/(2𝑉#) term is radiation damping (Rice, 1993), an approximation of inertia effects. 

 

In computing matrix-vector products in the above equations, which is the most time-

consuming part, we use the method called hierarchical matrices (H-matrices) to reduce 

computational costs as done in many boundary integral models (e.g. Ohtani et al. 2011). 

HACApK libraries are used for implementation. Equations (3.6) and (3.7) are coupled 

with the boundary conditions described by equations (3.2) and (3.3) to make a closed 

system. This results in a 3𝑁 set of ordinary integral equations, where 𝑁 represents the 

number of elements (𝑁 = 100,000 in this study). In a time-marching scheme, we solve 

these equations using a Runge-Kutta scheme with adaptive-time stepping (Press et al., 

2007). As a result, the step size 𝛥𝑡 becomes roughly proportional to the inverse of the 

maximum slip rate. 
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With linear elasticity and rough fault geometry, the root-mean-square of normal stress 

fluctuation in space is proportional to slip (Dunham et al., 2011b). Thus, fault opening 

would occur with increasing slip where normal stress becomes negative. In reality, 

however, off-fault plasticity would relax the stress heterogeneity (Dieterich & Smith, 

2009), and normal stress does not become negative. This is confirmed from dynamic 

rupture simulation on a rough fault with Drucker-Prager viscoplasticity (Dunham et al., 

2011b). Hence, we set the minimum and maximum values of normal stress to 30 MPa 

and 170 MPa as an approximation of plastic yielding. 

 

Table 3.1. Notation and parameter values in the representative simulation 

Parameter Description Value 

𝐺  Shear modulus 40 GPa 

𝜈  Poisson’s ratio 0.25 

𝑉#  Shear wave speed 3.464 km/s 

𝐿/  Length of main fault 100 km 

𝐿#  Length of subsidiary faults 0.6 km 

𝑁#  Number of subsidiary faults 600 

𝛼  Roughness amplitude of main fault 0.01 

𝜆/1-	  Minimum roughness of main fault 0.5 km 

𝜎>>  Background stress 100 MPa 

𝜎S>  Background stress 55 MPa 

Ψ  Maximum compressive angle of background stress 30º 

𝜙1-1  Initial state variable 0.55 

𝑎  Rate state parameter 0.016 

𝑏  Rate state parameter 0.02 

𝐷"/  Characteristic slip distance for the main fault 0.02 m 

𝐷"#  Characteristic slip distance for the subfaults 0.001 m 

𝑉!  Reference slip rate 1 nm/s 
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𝜇!/  Reference friction coefficient for the main fault 0.55 

𝜇!#  Reference friction coefficient for the subfaults 0.60 

 

3.3. Results 

3.3.1. Overview 

In our simulations, the mainshock ruptures the entire main fault trace for the reference 

parameters (Table 3.1). If the initial stress is smaller than this, the rupture stops before 

arriving at the tips of the main fault. For simplicity, we limit our attention to the full-

rupture case in this work. Fig. 3.3a shows the evolution of the maximum slip rate on the 

fault, which shows many spikes (i.e., aftershocks) with a power-law-like decaying trend 

after the mainshock. This reflects the logarithmic increase of the state variable 𝜙 with 

time. While the power-law decay is similar to afterslip in a velocity-strengthening fault 

(Marone et al., 1991), we note that the amount of net slip during the postseismic period 

is negligible compared to that of the coseismic slip (Fig. 3.3b). 

 

 

Figure 3.3. (a) The maximum slip rates on the main and subsidiary fault plotted against the time from 

the onset of mainshock in one representative sample. (b) Cumulative moment release on the main and 

subsidiary faults. The moment is computed by the sum of slip × element size for all elements. We 
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normalize the seismic moment by the mainshock moment. (c) Spatial distribution of aftershocks for 

one simulation. The black line indicates the main fault trace. The orientation of red lines indicates the 

orientation of subsidiary faults that produce aftershocks. 

 

 

Figure 3.4. One example of aftershocks. The fault is located at (𝑥, 𝑦) = (59, 0 km). (a) Snapshots of 

spatial distribution of slip rate. The red curve is the nucleation phase. The blue and green is the 

coseismic phase. The black curve is the postseismic phase. (b) Evolution of slip rate. (c) Evolution of 

friction coefficient. The colors of the dashed lines in (b) and (c) corresponds the snapshots in (a). 

 

We define an aftershock as a slip event on each subsidiary fault that has a maximum slip 

rate larger than 1cm/s. Fig. 3.4a shows snapshots of slip rate in a subsidiary fault located 

at 𝑥 = 59	km that produces aftershocks roughly 200 seconds after the mainshock. This 

event nucleates at the closest end of this subsidiary fault. The evolution of the slip rate 

and friction coefficient at the nucleation point of this fault is plotted in Fig. 3.4b and 3.4c, 

respectively. During the mainshock, the slip rate changes due to the direct effect of the 

rate and state friction in response to the coseismic stress change. The first sharp peak is 

the effect of the passage of the rupture front. The second gradual rise is the static stress 

change by slip, which makes the fault enter its nucleation phase. In a finite time, the fault 

transitions to dynamic rupture and releases the stress. After the rupture, the slip rate shows 

power-law decay, and the stress becomes constant. 
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As shown in Fig. 3.3c, the aftershocks are clustered in the vicinity of the main fault, as 

observed in nature. They can be classified into two types based on their locations: fault-

tip aftershocks and fault-side aftershocks (Fig. 3.3c). Fault-tip aftershocks are triggered 

by stress concentration due to the termination of rupture, while fault-side aftershocks are 

triggered by the heterogeneous stress perturbation due to rough main fault slip. Hereafter, 

aftershocks located in 5 km< 𝑥 <95 km are classified as fault-side events and others are 

classified as fault-tip events in the ensemble analyses given from section 3.3.2. This value 

is chosen by the region of the aftershock occurrence in the case of a flat fault (i.e., no 

aftershock occurs in 5 km< 𝑥 <95 km). The number of subsidiary faults that produce an 

aftershock is roughly 10 out of 600 subsidiary faults for a single run of our simulation 

(Fig. 3.3c), which means that most of the subsidiary faults are not activated. Notably, we 

observe no reruptures of the main fault because the stress of the main fault has already 

been released by the mainshock. 

 

Fig. 3.3c also shows the orientations of the faults that host aftershocks. Their orientation 

is shown to have a variety and is not limited to a plane parallel to the main fault, 

corresponding to the observation in the Tottori earthquake (Fig.3.1) and many others. The 

mixture of two conjugate fault planes in a single earthquake sequence is often observed 

(Fukuyama, 2015). We perform statistical analysis of the focal mechanism of aftershocks 

in section 3.3.5. 

 

A fraction of slip events on the subsidiary faults occurs before the rupture termination of 

the mainshock (~ 50 sec). They are not counted as aftershock in our analysis. They could 

be viewed as a type of off-fault damage, which is explicitly modeled as discrete fractures 

or branching faults in dynamic rupture simulations (Ando & Yamashita, 2007; Okubo et 

al., 2019). However, it should be noted that off-fault damage includes many extensional 

cracks in nature, which are not captured in our model. 

 

Hereafter, we combine the results with 30 ensembles of locations of subsidiary faults to 
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study the statistical characteristics of aftershocks because the number of aftershocks 

resulting in a single simulation is not sufficiently large. We checked that the difference in 

the distribution of subsidiary faults has little impact on the mainshock process itself, for 

example, slip distribution. 

 

3.3.2. Spatial distribution of aftershocks 

An important result of our simulations is the occurrence of fault-side aftershocks. Most 

fault-side aftershocks are confined within 1 km from the main fault trace (Fig. 3.5b). This 

value is similar to the observationally obtained value by Dieterich & Smith (2009) and 

Yukutake & Iio (2017) shows that the stress fluctuation decreases as a power of the fault-

perpendicular distance, in which the exponent depends on the Hurst exponent that 

characterizes the fractality of the fault geometry. Hence, the width of the aftershock zone 

is determined by the superposition of the amplitude of small-scale stress heterogeneity 

and the large-scale stress drop. 

 

The number of fault-side aftershocks is not uniform along strike. We find that the 

frequency has a strong correlation with the local orientation of the main fault (Fig. 3.5a). 

Specifically, aftershocks are clustered where the slope of the main fault 𝑑ℎ(𝑥)/𝑑𝑥 is 

local minimum, which corresponds to releasing bends or transtensional structures 

(Cunningham & Mann, 2007).  
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Figure 3.5. (a) The slope 𝑑ℎ(𝑥)/𝑑𝑥 of the main fault and the number of the location of aftershocks 

in an ensemble of 30 simulations. (b)Perpendicular distance of aftershock hypocenters from the main 

fault. (c) Computed ΔCFF for the optimally oriented planes from the slip distribution of the mainshock. 

Black dots indicate the location of aftershocks. 

 

We compute the Coulomb failure function (ΔCFF) as 

ΔCFF = Δ𝜏 − 𝜇Δ𝜎, (3.8) 

from the final slip of the mainshock in Fig. 3.5c assuming 𝜇 = 0.6  and optimally 

oriented planes using the prestress and stress change due to the mainshock (King et al., 

1994). 

As can be seen from Fig. 3.5c, positive ΔCFF is concentrated at releasing bends (local 

minimum of slope) where most aftershocks occur. This correlation implies that fault 

roughness can be an origin of the along-strike heterogeneity of aftershock productivity. 

As previously noted, the postseismic slip on the main fault is negligible (Fig. 3.3b), and 

ΔCFF is almost the same after the rupture is complete. Conversely, the stress transfer due 
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to aftershocks could alter local stress states. This results in secondary triggering and is 

responsible for the deviation between aftershock locations and Δ CFF from the 

mainshock. In the current simulation, the number of aftershocks in the negative ΔCFF 

area due to the mainshock is small, which implies that the contribution of secondary 

triggering is limited. 

 

The roughness of the main fault is critically important for the spatial distribution of 

aftershocks. To illustrate its effect, we plot the distribution of aftershocks for different 

aspect ratios 𝛼  in equation (3.1) in Fig. 3.6. The number of fault-side aftershocks 

increases with fault roughness because of the increase in positive ΔCFF area (Aslam & 

Daub, 2018; Smith & Dieterich, 2010), where the positive stress perturbation due to 

roughness overcomes the overall decreasing trend in the stress shadow. 

 
Figure 3.6. Aftershock locations for different main fault roughness (α = 0, 0.005, 0.01). The black line 

indicates the main fault trace. Fault-tip aftershocks decrease, and fault-side aftershocks increase with 

increasing fault roughness. 
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Figure 3.7. (a) Slip distribution of the mainshock for different main fault roughness. (b) ΔCFF for a 

plane parallel to the 𝑥-axis for different main fault roughness. 

 

In contrast, the number of fault-tip aftershocks decreases with increasing fault roughness. 

This is related to the slip distribution of the main fault (Fig. 3.7a). The fault roughness 

reduces the slip of the mainshock, and the stress concentration around the tips of the fault 

becomes smaller (Fig. 3.7b). Smaller stress concentration results in lower aftershock 

productivity.The reduction of slip on rougher faults can be understood by backstress or 

roughness drag (Dieterich & Smith, 2009; Fang & Dunham, 2013; Ozawa et al., 2019). 

Slip on a rough fault produces an additional shear resistance, which is expressed as 

𝜏',+V = (2𝜋)A𝛼(𝐺
𝛿

𝜆/1-
, (3.9) 

where 𝛿 is slip. Roughness drag enhances pulse-like ruptures and deviation from the 

classical elliptic crack (Dieterich & Smith, 2009; Heimisson, 2020), which reduces the 

stress concentration at the fault tips. 

 

The pulse-like ruptures only occur and the effect of roughness drag is only important if 

the rupture length is larger than 𝜆/1-/(4	𝜋R	𝛼() (Heimisson, 2020). Otherwise, the 
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classical elliptic crack is realized and the stress concentration around the tips is strong. 

Hence, at least for the same fault, we can expect that the aftershocks of smaller 

mainshocks are more localized around the fault tips.  

 

3.3.3. Temporal evolution 

We now consider the temporal behavior of the aftershocks and exploring the effect of the 

initial condition. Fig. 3.8 plots the seismicity rate against time, which follows the Omori-

Utsu law (Omori, 1894; Utsu et al., 1995), 

𝜆(𝑡) =
𝐾

(𝑡 + 𝑐)J
. (3.10) 

with the 𝑝-value being approximately 0.9. This is similar to the circular crack case of the 

Dieterich’s model, which derives the Omori-Utsu law as a sequence of nucleation of rate-

state faults subjected to a stress step due to a mainshock. In deriving the Omori-Utsu law, 

the Dieterich model assumes a constant background seismicity rate before the mainshock, 

which makes that the population of faults follow a particular inverse-exponential-like 

initial slip-rate distribution (equation (B5) in Dieterich, 1994). Our model is based on 

uniform background stress and non-uniform stress change by the mainshock, and 

therefore these assumptions should not be held. Nevertheless, our result clearly shows the 

Omori-Utsu law. This implies that the Dieterich model still works, considering the 

modification of the stressing conditions before and after the mainshock with realistic 

stress perturbations and subsidiary fault distributions surrounding the main fault. 

 

 



 63 

Figure 3.8. Number of aftershocks per second against time from the onset of mainshock with reference 

slope 𝑝 = 0.9. (a) Dependence on the initial state variable. (b) Dependence on the background stress. 

Vertically dashed lines are estimated by equation (3.11). 

 

In contrast, the observed numbers of the aftershocks are significantly smaller than the 

prediction by the Omori-Utsu law after characteristic times. By changing the initial state 

variable, we find that the duration increases upon increasing the initial state variable (Fig. 

3.8a). Heimisson & Segall (2018) found that the Dieterich model (and the Omori-Utsu 

law) hold only when the sources are “well-above steady state” after the mainshock, and 

aftershocks do not occur below the steady-state. With this in mind, as shown in Appendix 

C, we can estimate the duration of power-law decay by 

𝑡./.,1 =
𝑎
𝐻𝑉!

exp 4−
𝜇! − 𝜙1-1

𝑏 5 , (3.11) 

where 𝐻 is a constant depending on friction parameters and stiffness, and 𝜙1-1 is the 

initial state variable. Equation (3.11) indicates that the aftershock duration primarily 

depends on the initial state variable of the subsidiary faults. The estimated 𝑡./.,1 for the 

parameters and initial state by equation (3.11) are in good agreement with our simulations 

(Fig. 3.8a). 

 

The early cut-off time 𝑐 cannot be seen (Fig. 3.8). There is a debate regarding whether 

the cut-off time is intrinsic instead of the detection limit due to mainshock coda wave 

(Utsu et al., 1995) (significantly larger than the rupture duration of the mainshock). 

Enescu et al. (2009) showed that the power-law time dependence holds from 

approximately one minute from the mainshock using highpass-filtered seismograms. 

Similar to their observation, our results suggest that power-law decay of aftershock rate 

begins immediately after the termination of the mainshock rupture. 

 

We also run simulations of different initial stress levels (background 𝜎S>) and check the 

robustness of the Omori-Utsu law, also finding that the number of aftershocks increases 
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with the initial stress for two reasons (Fig. 3.8b). First, the high initial stresses on the 

subsidiary faults require smaller stress increases to trigger aftershocks. Secondly, higher 

initial stresses lead to higher stress drops and mainshock slips. Therefore, it induces larger 

stress perturbation to the surrounding medium. Observations also suggest that the 

aftershock productivity has a positive correlation with the stress drop with fixed rupture 

area (Wetzler et al., 2016). Although higher initial stress leads to more aftershocks, the 

duration of power-law decay is unchanged (Fig. 3.8b). The 𝑝 -value shows a slight 

decrease with increasing initial stress.  

 

3.3.4. Expansion of aftershock area 

It has long been documented that aftershock zones expand with time (Kato et al., 2016; 

Lengliné et al., 2012; Peng & Zhao, 2009; Tajima & Kanamori, 1985). Our simulation 

also shows a clear expansion of the area of fault-tip aftershocks (Fig. 3.9). While early 

aftershocks are limited near the main fault, later aftershocks occur approximately 6 km 

away from the main fault. Our result implies that very early aftershocks are a good 

indicator of the rupture extent of the mainshock. 

 

 
Figure 3.9. Migration process of aftershock area around the tip of the fault (the rupture termination is 

at 100 km). Thirty ensembles are plotted together. The curve is equation (3.9) or (D.13) with 𝑉#$# =

	2	 ×	10%&' m/s, K = 4 MPa√50𝜋𝑘𝑚 , σ = 100 MPa, and other parameters are given by Table 3.1. 
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The expansion can be interpreted as the non-uniformity of nucleation time of triggered 

events, which originates from the decay of stress change with distance from the 

mainshock fault in the Dieterich model. For planar mainshock fault, using fracture 

mechanics and rate and state friction, we can approximately derive the aftershock front 

𝑥81J as 

𝑥81J = (𝐴 − 𝐵log𝑡)5(, (3.12) 

where 𝐴 and 𝐵 are constants (see Appendix C for the detail). Using the values, the 

numerical result can be fit with that calculated using equation (3.12) for the early time. 

However, the expansion speed is slower than equation (3.12) for the later aftershocks due 

to the breaking of approximation made in deriving equation (3.12). Notably, our 

numerical result shows a nearly log-time expansion pattern between 10A s and 10@ s 

in both cases. Logarithmic expansion is preferred by many observations, including the 

2004 Parkfield earthquake (Peng & Zhao, 2009), the 2011 Tohoku earthquake (Lengliné 

et al., 2012), and the 2016 Kumamoto earthquake (Kato et al., 2016). Aftershock 

migration is often interpreted as afterslip (Kato, 2007; Koper et al., 2018; Perfettini et al., 

2018), but our result suggests that afterslip is not necessary to explain it. However, it 

should be noted that interaction between aftershocks is also important in aftershock 

expansion in some models (Heimisson, 2019; Helmstetter & Sornette, 2002).  

 

3.3.5. Focal mechanisms 

We then focus on the statistics of the focal mechanism of aftershocks. To explore the 

possible focal mechanism of aftershocks, we relaxed the limitation of the orientation of 

the subsidiary faults, and the orientation has a uniform probabilistic density function for 

all angles. Fig. 3.10 shows the histogram of the angle of aftershock faults and their 

direction of slip. We can confirm that almost all events are confined within ±15º around 

the optimal angle of the prestress in the case of 𝜇 = 0.6 (Fig. 3.10a). This is comparable 

to the variation in the orientation of the main fault. With the conventional rate and state 

friction and typical parameters, the stress rotation is negligible because the stress drop is 
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small compared with the absolute stress (Hardebeck & Okada, 2018), and is not sufficient 

to activate less optimally oriented faults, even if fault roughness is present. 

 
Figure 3.10. Distribution of fault angles that produced aftershocks. Two different background friction 

coefficients for the subsidiary faults are considered, and the background stress is changed according 

to the friction coefficient. Right-lateral slip is shown in blue and left-lateral slip is shown in red. The 

gray line represents the orientation of the main fault. 

 

This is not the case when the fault is weak in terms of friction coefficient. We also run 

simulations with 𝜇!# = 0.2, in which a larger variation in focal mechanisms is present 

(Fig. 3.10b). The variation is far larger than that of the orientation of the main fault. This 

is because an almost complete stress drop occurs on the main fault. Interestingly, some 

less optimally oriented faults can slip in both directions. Local stress heterogeneity allows 

for reversal of slip direction of nearby faults, as sometimes seen in nature (Beroza & 

Zoback, 1993; Wang & Zhan, 2020).  
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We can also see that the fault-side aftershocks have a larger variation of focal mechanisms 

than fault-tip aftershocks because of larger stress heterogeneity. For fault-tip aftershocks, 

the variability decreases away from the tip. The stress jump due to mainshock decay with 

distance from the main fault, and therefore the range of the fault's orientations whose 

perturbed stress state reaches a failure threshold becomes narrower. 

 

3.3.6. Magnitude distribution of aftershocks 

Thus far, we have assumed the length of subsidiary faults as a constant as shown by 

geological observations and variability in aftershock magnitudes. Geological 

observations suggest that the length distribution of natural faults follows a power law 

(Bonnet et al., 2001; Scholz et al., 1993) and could be responsible for the power-law size 

distribution of earthquakes. In this section, we thus vary the length of subsidiary faults 

according to a band-limited power-law distribution. The density function of fault length 

𝐿 is given by 

𝑃(𝐿) ∝ 	𝐿5(				(0.15		km	 < 	𝐿	 < 	5	km). (3.13) 

This range is chosen by computational reasons. The characteristic slip distance 𝑑" . on 

each fault is proportional to the length of the fault, and the number of computational 

elements for each subsidiary fault is constant. This choice is often made (Ide & Aochi, 

2005), although we do this for computational reasons. Fig. 3.11a shows an example of 

the distribution of subsidiary faults. 
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Figure 3.11. (a) Example of the fault geometry when the power-law length distribution of the 

subsidiary faults is taken into account. (b) Seismic moment versus cumulative number of events for 

the case of the constant subsidiary fault lengths. (c) Seismic moment versus cumulative number of 

events in the case of power-law subsidiary fault length distribution. 

 

Because we did not find any significant difference between the uniform and power-law 

cases on the spatiotemporal statistics of aftershocks, we focus on the magnitude 

distribution of aftershocks, which shows difference. Fig. 3.11b and Fig. 3.11c shows the 

cumulative moment-frequency plot of aftershocks using 30 ensembles together, 

comparing the uniform and power-law distributions of subsidiary fault lengths. The 

seismic moment is computed by the sum of the element length times slip amount for all 

slipped elements, and is normalized by the mainshock moment. In the uniform subsidiary 

fault lengths, the magnitude-frequency plot shows a characteristic size distribution. The 

difference in the moment is mostly from the variation in the stress drop because the source 

area is constant. The stress drop variation comes from the normal stress and the 

heterogeneous stress from the mainshock. Fault side aftershocks seem to have a larger 



 69 

variation in seismic moment, possibly reflecting a more heterogeneous stress distribution. 

 

In the power-law fault length distribution, as expected, the aftershock seismic moment 

obeys the Gutenberg-Richter relationship. In addition, we find that fault-side aftershocks 

include few large events ( >105A.@ in the normalized seismic moment), whereas fault-tip 

events include large events. This is because fault-side aftershocks occur in a highly 

heterogeneous stress field and the rupture easily stops in regions where ΔCFF is negative 

(Aslam & Daub, 2018). In contrast, fault-tip aftershocks have the potential to grow large 

because ΔCFF is uniformly positive. Therefore, even if the fault-length distribution is 

uniform, the earthquake magnitude distribution can be spatially heterogeneous depending 

on the stress distribution, implying that the b-value of Gutenberg-Richter's law does not 

simply reflect the size distribution of faults. 

 

3.4. Discussion 

Our 2D numerical simulations have shown that realistic aftershock sequences can be 

obtained in a fault zone consisting of a rough main fault surrounded by many subsidiary 

faults. Specifically, we successfully reproduced fault-side aftershocks, the Omori-Utsu 

law, expansion of the aftershock zone, variations in focal mechanisms, and aftershock 

size distributions. We also show that rougher faults enhance fault-side seismicity, which 

is consistent with the experimental results of Goebel et al. (2017). 

 

The important lesson from our model is that no aftershock occurs on the ruptured area of 

the mainshock fault plane, which is consistent with the observation that most aftershocks 

of the western Tottori earthquake are off-fault events (Yukutake & Iio, 2017). 

Nevertheless, the hypocenters of aftershocks delineate the main fault trace because the 

stress perturbation, and thus aftershocks, decreases as it moves away from the mainshock 

fault (Dieterich & Smith, 2009). This justifies, to some extent, the estimation of the fault 

plane length of the mainshock from well-constrained aftershock locations. 
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Recently, dynamic rupture simulations made to reproduce real earthquakes have shown 

that the overall behavior of the rupture can be reproduced if we know the fault geometry 

and initial stresses (e.g., Ando & Kaneko, 2018). Therefore, a next step for this type of 

models would be to reproduce not only the mainshock but also major aftershocks, 

although it would be difficult to precisely reproduce aftershocks due to the difficulty in 

knowing the geometry of smaller faults and high non-linearity of the earthquake 

generation process. 

 

3.4.1. Aftershock clustering around the tips of the ruptured fault 

Many observations show lower aftershock productivity in large slip areas in the 

mainshock (Beroza & Zoback, 1993; Chang & Ide, 2020; Das & Henry, 2003; Wetzler et 

al., 2018). For example, Wetzler et al. (2018) compiled the spatial distribution of 

aftershocks for a large number of subduction zone earthquakes and statistically found that 

aftershocks are clustered around the edges of the coseismic slip. However, the 

concentration is very weak or not present in some cases. Das & Henry (2003) suggested 

that this is because the stress concentration is “dull” due to various reasons. Our results 

show that fault roughness is a candidate. We also believe that the number of fault-tip 

events decreases further if the termination of the mainshock becomes more gentle (i.e., 

small gradient of the slip distribution) by a gradual increase in slip weakening distance 

closer to the fault tip. 

 

Furthermore, we have shown that the largest aftershocks are limited in the fault-tips, by 

employing a power-law length distribution of the subsidiary faults. Although we have not 

performed a systematic investigation, in the 2017 Kaikoura earthquake, large aftershocks 

are clustered at the northern end of the mainshock rupture (Ando & Kaneko, 2018). This 

implies that the ratio of small to large aftershocks (i.e. b-value) is smaller for fault-tip 

events. This is consistent with the result by Wiemer & Katsumata (1999), who observed 

high b-values at the center of the mainshock rupture area surrounded by low b-value areas. 
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3.4.2. Stress heterogeneity 

The choice of spatially uniform prestress condition is a simplification, as often assumed 

in dynamic rupture simulations (Ando & Kaneko, 2018; Aochi & Fukuyama, 2002). The 

prestress field depends on past earthquakes and any other slip events and should be 

heterogeneous (Duan & Oglesby, 2006; Manighetti et al., 2015). In addition, the spatial 

slip distribution in an earthquake often exhibits complexity, which cannot be captured 

from our model (see Fig. 3.7). This implies that there is additional heterogeneity in the 

prestress field other than traction heterogeneity produced from non-planar fault 

geometries (projection of uniform stress tensor onto local planes). 

 

Because fault-side aftershocks reduce the local positive coulomb stress, they relax the 

strong stress heterogeneity induced by the mainshock (Dieterich & Smith, 2009; Scholz, 

2019). Thus, aftershock processes could be regarded as viscous relaxation 

macroscopically, leading to a more homogeneous stress field before subsequent large 

earthquakes. For this reason, we can expect that the post-mainshock stress field is more 

heterogeneous than that of pre-mainshock, and the latter could play a minor role 

compared to the former in aftershock sequences. This can be justified by the observation 

of Trugman et al. (2020), who observed a step reduction in waveform similarity of 

neighboring earthquakes as a measure of the variability of stress field after the mainshock 

of the 2019 Ridgecrest sequence. 

 

Fig. 3.12 shows a comparison of stress field between immediately after the mainshock, 

and after the aftershock sequence. An aftershock released a part of elevated 𝜎S> by the 

mainshock. However, simultaneously, this aftershock produces its own stress 

concentration on a smaller scale (Fig. 3.12). Therefore, this process is a highly multi-scale 

phenomenon (Helmstetter & Sornette, 2002; Marsan, 2005), and a more elaborate 

methodology is necessary to explore this scenario. 
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Figure 3.12. Distribution of 𝜎() accounting for (a) only mainshock slip and (b) mainshock and all 

aftershock slip. Part of the large stress is relaxed by an aftershock, although the aftershock creates its 

own stress concentration. 

 

3.4.3. Other Processes 

Heterogeneous slip on a planar fault also leads to locations of positive coulomb stress on 

and at the side of the mainshock fault (Hainzl et al., 2010; Helmstetter & Shaw, 2006; 

Marsan, 2006). However, slip distributions in physics-based dynamic rupture simulations 

are smoother than those in observations at short-wavelength scales (Ampuero & Ben-

Zion, 2008). In our simulations, despite the slip heterogeneity being weak (see Fig. 3.7), 

the Coulomb stress field is highly heterogeneous owing to the fault roughness. 

 

Although it would be not majority, some aftershocks may be rerupture of the mainshock 

fault. Several earthquake sequence models add frictional heterogeneity (a mixture of 

velocity-weakening and -strengthening regions) to produces on-fault aftershocks. For 

example, Yabe & Ide (2018) were successful in reproducing on-fault aftershocks for a 

single planar fault by varying the sign of 𝑎 − 𝑏. Kaneko & Lapusta (2008) also studied 

the earthquake nucleation process and aftershock sequences in the transition zone of 𝑎 −

𝑏. Barbot (2019b) and Cattania (2019) observed Omori-like aftershock events around the 

transition zone of locked and creeping segments. The segmentation of locked and 

creeping areas is often observed in megathrust and transform faults. In such a case, 
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frictional heterogeneity may be important. The observation of Omori-like decay of 

repeating aftershocks after the 1989 Loma Prieta earthquake in the San Andreas fault is 

one plausible example (Schaff et al., 1998). In contrast, the existence of velocity-

strengthening area is not trivial for immature intraplate faults because stable creep is not 

universally observed (Harris, 2017). Our model can incorporate spatially heterogeneous 

friction parameters, so we will address this question in the future. 

 

Velocity-strengthening friction also produces afterslip (Marone et al., 1991). Several 

studies suggest that afterslip plays an important role in triggering aftershocks (Cattania et 

al., 2015; Perfettini & Avouac, 2004; Schaff et al., 1998). The difficulty in discriminating 

the nucleation and afterslip models is attributed to the fact that the mathematical forms of 

the evolution of aftershock activity are exactly the same (Perfettini & Avouac, 2004).  

With a log-time increase or decrease of stress during the postseismic period, in addition 

to coseismic stress jump, the 𝑝-value can take larger or smaller values than one assuming 

uniform stress (Dieterich, 1994). Because the afterslip distribution is often different from 

the coseismic slip distribution, the spatial distribution of aftershocks could also change, 

which should be studied in more details. It is also notable that the expansion of the 

aftershock zone can also be explained by afterslip (Kato, 2007; Perfettini et al., 2018). 

 

We used the random fault roughness as a representative characteristic of the geometrical 

complexity of faults, but the geometry of natural faults is not characterized only by 

fractals. For example, natural faults typically consist of several discontinuous segments 

(Manighetti et al., 2015). Stress will be concentrated at segment boundaries, which is 

expected to drive aftershocks.  

 

Our model is 2D, and therefore, all events are purely strike-slip if this geometry is 

considered as map view. In 3D, normal and reverse faulting could occur depending on the 

local geometry of the main fault, which could contribute to the relaxation process of stress 

heterogeneity. Additionally, slip direction (rake angle) could be heterogeneous on the 
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mainshock fault, which may reflect 3D fault geometries. Altogether, due to the constraint 

on slip direction of both main and subsidiary faults, we speculate that our 2D inplane 

model of nonplanar faults could exaggerate some results of the 3D case. Thus, 3D 

simulations need to be performed in the future. 

 

We used the aging law for state evolution. However, the slip law is also often used, and 

some studies suggest that it is more consistent with laboratory experiments (Bhattacharya 

et al., 2015). Heimisson & Segall (2018) showed that the slip law predicts faster 

aftershock decay than the aging law, so it could change the temporal decay of aftershocks. 

 

It has long been argued that a significant fraction of aftershocks is triggered by dynamic 

stress even for near field aftershocks (Felzer & Brodsky, 2006). Because our model is 

quasi-dynamic, dynamic stress is not accurately modeled. The stress field near the rupture 

front is distorted due to dynamic effects (Poliakov et al., 2002; Rice et al., 2005), and thus 

there may be some quantitative changes if the full inertia effects are taken into account. 
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4. Efficiency of rupture barriers caused by fault bends 
 

4.1. Introduction 

There is growing evidence for earthquake rupture terminations correlated with fault bends 

(King & Nábělek, 1985). For example, the last great earthquake on the Altyn Tagh fault, 

China, was terminated around a restraining bend (Elliott et al., 2015). Both ends of the 

surface rupture of the recent 2021 Mw 7.4 Maduo, China, earthquake correspond to a 

releasing bend (Jin & Fialko, 2021). The 1999 Mw 7.2 Dunze earthquake on the North 

Anatolian fault, Turkey, was arrested around a releasing bend (Duman et al., 2005). 

However, major fault bends do not always act as a barrier to rupture propagation. In the 

1999 Mw 7.4 Izmit earthquake, which occurred four months after the Dunze earthquake 

at the neighboring segment of the North Anatolian fault, a 25º restraining bend did not 

stop the rupture (Harris et al., 2002). The 2018 Mw 7.5 Palu earthquake, Indonesia, 

propagated a major releasing bend with a supershear rupture speed (Okuwaki et al., 2020).  

 

Biasi & Wesnousky (2017) compiled surface rupture traces of 67 historical earthquakes 

worldwide to show that the possibility of rupture passing the bend systematically 

decreases with the angle of the bend. For strike-slip ruptures, the passing ratio PR (ratio 

between passing ruptures and stopping ruptures) is approximately PR=3.1-0.083𝜃 in the 

range 5º< 𝜃 <30º, where 𝜃 is the bend angle. They also found that dip-slip ruptures are 

more likely to pass a bend for the same angle. The maximum bend angle that can be 

passed is ~30º for a strike-slip rupture and ~50º for a dip-slip rupture, respectively. Along 

with a similar empirical law for stepovers (Biasi & Wesnousky, 2016), this empirical law 

has been used in probabilistic seismic hazard assessment (Biasi & Wesnousky, 2021). 

 

There are a lot of numerical studies focusing on the effect of faults’ nonplanar geometries 

on rupture arrests on fault bends. Dynamic rupture simulations have been performed to 

address this problem (Aochi et al., 2000; Kase & Day, 2006; Lozos et al., 2011). Through 

parameter studies, they discussed the conditions that stop rupture propagations. For 
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example, Lozos et al. (2011) performed dynamic rupture simulations on a fault that 

contains a restraining and releasing bend and found that a restraining bends larger than 

18º and releasing bends larger than 34º stop the rupture. However, single dynamic rupture 

simulations must assume the initial condition, and the assumed initial condition does not 

necessarily arise in the earthquake cycle. Also, a single run of dynamic rupture 

simulations cannot address the question that how often a rupture is arrested at a given 

fault bend. On the other hand, earthquake sequence simulations are free from the 

assumption regarding the initial conditions and have the capability of addressing how 

often a rupture is arrested. For example, Duan & Oglesby (2005) studied the stress 

evolution and slip pattern of ruptures on a fault with a kink, although their model does 

not track the interseismic evolution of the slip rate.  

 

A problem in earthquake sequence simulations specific to nonplanar faults is the change 

of normal stresses (Dieterich & Smith, 2009; Tal et al., 2018). Romanet et al. (2020) 

showed that the stress change on the fault can be decomposed into two terms: the slip-

gradient term and the curvature term. The former is proportional to the spatial gradient of 

the slip and the latter is proportional to the product of local curvature and slip (= vanishes 

on a planar fault). If the deviation from planarity is small, the shear stress is dominated 

by the gradient term and the normal stress is dominated by the curvature term. Hence, on 

a nonplanar fault, the normal stress heterogeneity monotonically grows with 

accumulating slip. This eventually leads to fault opening or unrealistically large normal 

stresses. Because of this issue, many earthquake simulations on nonplanar faults neglect 

the normal stress changes (Li & Liu, 2021; Ohtani et al., 2014). 

 

This pathological result comes from the assumption of the linear elastic off-fault medium, 

but the real rock is not purely elastic. Dynamic rupture simulations on a rough fault show 

that the opening (tensile stress) is prevented with Drucker-Prager type off-fault 

viscoelasticity, although the unreasonably high normal stresses cannot be prevented in 

their model (Dunham et al., 2011b). We speculate that other processes such as pressure 
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solution creep and pore collapse could contribute to limiting large normal stresses. 

Furthermore, the use of a 2D model limits the sense of slip to purely strike-slip 

components. In the actual crust, slip on nearby normal and reverse faults (and also the 

main fault itself especially if it is not vertical) could remove the normal stress 

heterogeneity by uplift or subsidence. Transpressive and transtensional duplexes 

observed in strike-slip faults are the signatures of such mixed-mode deformations 

(Woodcock & Rickards, 2003).  

 

As such, a 2D nonplanar fault within a purely elastic medium can be an unrealistic 

representation of a natural fault, although explicitly modeling aforementioned off-fault 

deformation (including the slip on not-explicitly modeled faults) is computationally 

challenging. In this work, to mimic the effect of the aforementioned process while 

keeping our numerical model simple, we use a simple linear stress relaxation. This is 

somewhat similar to the work by Duan & Oglesby (2005), D. Liu et al. (2021), and 

Nielsen & Knopoff (1998), although they are not earthquake sequence simulations in the 

sense that they do not track the evolution of the slip rate during the interseismic period 

with the rate and state friction framework. 

 

In this work, we perform earthquake sequence simulations on two parallel planar faults 

connected by restraining and releasing bends. Using a stress relaxation method to ensure 

the long-term steady stress state, we address the statistics of the rupture arrest on the fault 

bends. We will show that the passing probability of a rupture encountering a bend is 

primarily a decreasing function of the bend angle, and other parameters have secondary 

importance. 

 

4.2. Model 

We use 2D plane strain models. The medium is a homogeneous and isotropic elastic full 

space. Numerical simulations are performed using a quasi-dynamic boundary element 

method accelerated with H-matrices (see Chapter 2 for the detail), in which the stress 
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change on the fault trace is written by 

Δ𝜎12(𝑠) = ∫ 𝐾12(𝑠, 𝜉)Δ𝑢(𝜉)𝑑𝜉, (4.1) 

where Δ𝜎12 is the change of stress tensor, 𝐾12 is elastic integration kernel (Appendix A), 

Δ𝑢 is the shear slip (right-lateral is positive). We use the regularized rate and state friction 

law, and the state evolution is governed by the aging law (Dieterich, 1979; Rice et al., 

2001; Ruina, 1983), in which	

𝜏
𝜎
= 𝑎arcsinh 4

𝑉
2𝑉!

𝑒565 , (4.2) 

𝑑𝜙
𝑑𝑡

=
𝑏
𝑑"
k𝑉! exp 4

𝑓! − 𝜙
𝑏 5 − 𝑉o , (4.3) 

where 𝜏 is shear stress, 𝜎 is normal stress, 𝑉 is slip rate, 𝜙 is state variable, 𝑓! is 

the reference friction coefficient,	 𝑎  is the coefficient of the direct effect 𝑏  is the 

coefficient of the evolution effect, and 𝑑" is the characteristic slip distance. Parameter 

values are shown in Table 4.1. 

 

4.2.1. Fault geometry 

A fault surface contains a restraining or releasing bend. The shape of the fault is given by 

(Fig. 4.1)  

𝑦 = α	tanh �
𝑥 − 𝑥&*-'

𝑊 � . (4.4) 

The maximum angle of the bend against the 𝑥-axis is 𝜃 = tan59(𝛼/𝑊)	at 𝑥 = 𝑥&*-'. 

This geometry gives the local maximum/minimum of normal stress at 𝑥 = 𝑥&*-'. The 

fault (double-)bends were modeled as abrupt kinks by Lozos et al. (2011), while we use 

smooth curves. We emphasize that typical restraining and releasing bends are more 

gradual curves rather than straight segments with kinks (Mann, 2007). 
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Figure 4.1. The fault geometry, loading condition, and coordinate system. 

 

4.2.2. Loading condition 

We assume that the fault is loaded by the steady creep on the extension of the fault surface 

(dotted sections in Fig. 4.1). The stressing rates are calculated from the semi-infinite 

straight elastic dislocations, namely	

𝜎WẊ (𝑠) = 𝑉J0 ¯ 𝐾12(𝑠, 𝜉)𝑑𝜉
#'

5Y
+ 𝑉J0¯ 𝐾12(𝑠, 𝜉)𝑑𝜉

Y

#(
. (4.5) 

where 𝑠 and 𝜉 are the locations of the receiver and source measured by the fault trace, 

and 𝑠! and 𝑠9 are the left and right ends of the computational domain, respectively. 

Following Romanet et al. (2020), we rewrite equation (4.5) as 

𝜎WẊ (𝑠) = 𝑉J0¯ 𝐾12
V,+'(𝑠, 𝜉)

𝜕
∂ξ }𝐻

(𝜉 − 𝑠9) − 𝐻(𝜉 − 𝑠!)~dξ
Y

5Y

= 𝑉J0 �𝐾12
V,+'(𝑠, 𝑠!) − 𝐾12

V,+'(𝑠, 𝑠9)� . (4.6)
 

We used the fact that 𝐾12
V,+'(𝑠, ±∞)  is zero. The curvature term vanishes because 

straight dislocations are assumed. We compute the stressing rate of each element using 

equation (4.6). 

 

4.2.3. Stress relaxation to a background stress field 

We add a time-dependent stress relaxation term for shear and normal stresses as follows: 

𝑑𝜎
𝑑𝑡

= −
𝜎 − 𝜎!(𝑠)
𝑡,*0+S

(4.7) 
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𝑑𝜏
𝑑𝑡
= −

𝜏 − 𝜏!(𝑠)
𝑡,*0+S

(4.8) 

Where 𝑡,*0+S is the characteristic relaxation time, 𝜎! is the background normal stress 

and 𝜏! is the background shear stress. The background shear and normal stresses are 

resolved from spatially uniform background stress that is determined by the following 

condition. We set 𝜎>>!  to be 75 MPa and 𝜎S>! = 𝜇!𝜎>>!  with 𝜇! = 0.55 . Also, we 

assume that 𝑥-axis (overall fault direction) has the angle Ψ = 30º (optimal for coulomb 

failure) or Ψ = 45º (maximum shear) for coulomb failure. Hence, 𝜎SS!  is calculated by 

(Dunham et al., 2011a) 

𝜎SS! = ³1 −
2𝜎S>!

𝜎>>! tan(2Ψ)
´ 𝜎>>! . (4.9) 

The value of 𝑡,*0+S is difficult to be constrained from observational or microphysical 

perspectives. It is also unclear whether exponential relaxation is a good approximation of 

the real crust. However, for the proof of concept, we need to choose 𝑡,*0+S as larger than 

the recurrence interval of ruptures not to relax the changed stresses rapidly and short 

enough not to have unrealistic large normal stresses. In addition, we do not allow tensile 

normal stresses and truncate the minimum normal stress on the fault to 10MPa. This 

procedure is motivated by the fact that dynamic rupture simulations on a fractally rough 

fault with off-fault plasticity prevent the releasing bend of a fault from having tensile 

normal stresses (Dunham et al., 2011b). 

 

Fig. 4.2 shows the evolution of normal stress at the bend center in the case of 𝑥&*-' = 0 

and 𝑊 = 5 km, where the normal stress takes maximum or minimum since the sign of 

the fault curvature is zero (Romanet et al. 2020). The case of a 20º restraining bend shows 

that, in the first few earthquake cycles, the normal stress increase from the initial 

(background) value during the coseismic periods. Eventually, the relaxation term resists 

the increase, and the value reaches a long-term steady state. The steady-state value 

increases with increase of 𝑡,*0+S. In the case of releasing bends, the normal stress reaches 

the artificial limit (10MPa) after a few earthquake cycles unless 𝑡,*0+S is not too short. 
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Figure 4.2. The time evolution of the normal stresses at the center of the bend with different 𝑡*+,-(. 

The case of 20º restraining and releasing bends are shown. 

 

Table 4.1: Parameters 

Parameter Description Value 

𝐺  Shear modulus 32.04 GPa 

𝜈  Poisson’s ratio 0.25 

𝑉#  Shear wave speed 3.464 km/s 

𝜎>>!   Background stress 75 MPa 

𝜇  Background friction 0.55 

Ψ  Maximum compressive angle of background stress 30º or 45º 

𝑎  Rate state parameter 0.016 

𝑏  Rate state parameter 0.02 

𝑑"  State evolution distance Variable 

𝑡,*0+S Relaxation time  Variable 

𝑉!  Reference slip rate 1 nm/s 

𝜇!  Reference friction coefficient 0.60 

𝑥&*-' Centeral location of the bend Variable 

𝜃 Angle of the bend Variable 

𝑊 Charactersitc width of the bend Variable 
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4.3. Simulation Results 

4.3.1. Examples of Simulation Results 

First, we show the result using a planar fault as a reference. Previous studies show that 

with this type of loading procedure, the system behavior is mainly controlled by the ratio 

of the velocity-weakening (VW) domain size and nucleation size (Barbot, 2019b; 

Cattania, 2019). Thus, in Fig. 4.3 we also compare the results of three 𝑑" values, which 

is proportional to the nucleation size. In all cases, the unlocking (creep front) of the fault 

begins with the edge of the VW area. In the case of 𝑑"=0.01 m (Fig. 4.3a), both full 

ruptures and partial ruptures confined in the edge of the VW area occur. It is well-known 

complexity in a larger fault/nucleation size ratio (Cattania, 2019). In the case of 𝑑"=0.025 

m (Fig. 4.3b), only full ruptures occur periodically. The hypocenters are the edges of the 

VW zone, which is similar to the case of 𝑑"=0.01 m. In the case of 𝑑"=0.06m (Fig. 4.3c), 

a dynamic slip begins by the coalescing of two creep fronts seen as the narrow blue green 

bands. In this case, a significant amount of slip is accommodated aseismically (Barbot, 

2019b). Hereafter, we focus on the case of the intermediate 𝑑" range (~0.025m) as it is 

simple and realistic. 

 

We next show simulation results with restraining bends with 𝑥&*-' = 0km and 𝑊 =

5km (Fig. 4.4). As similar to the planar case, most ruptures begin at both edges of the VW 

zone. However, part of ruptures is arrested around the restraining bend, producing left-

segment ruptures and right-segment ruptures. Because the slip area of the left-segment 

ruptures and right-segment ruptures are not overlapped, the concentrated shear stress at 

the bend will allow for the occurrence of a full rupture after several partial ruptures (i.e., 

the bend acts as a conditional barrier). Although the majority of the arrest location is 

around the bend, some ruptures are arrested other than the bend even though there are no 

partial ruptures in the case of a flat fault with identical parameters. This is presumably 

caused by the elastic long-range interaction. 
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Even if a rupture front does not stop at the bend, it usually slows down around the bend 

(see Fig 4.4b). If the deceleration of a rupture at the bend is significant, the rupture process 

is observed as a sequence of two events (see Fig. 4.4a). The first event is arrested at the 

bend, while the second event nucleates around the arrest location and propagates 

bilaterally. Therefore, the bend becomes the hypocenter of some events as observed in 

nature (King & Nábělek, 1985).  

 

The cases of releasing bends also show rupture terminations around the bend (Fig. 4.5). 

Most ruptures break through the bend for the 10º and 20º bends, while most ruptures are 

arrested at the bend for the 30º and 40º cases. A difference from the restraining bend is 

that the slip area of left-segment and right-segment ruptures are overlapped around 𝑥 =

0 (compare Figs. 4.4c-d and 4.5c-d). That is, the center of the bend slips both-segment 

ruptures. The mechanical origin of this difference will be discussed later. 

 

Another important output of our numerical simulations is the spatial distribution of the 

long-term slip. Fig. 4.6 shows the spatial distribution of the cumulative slip during 2 ∙

1099  seconds. The long-term slip rate is controlled by tectonic loading and stress 

relaxation. Planar faults show an almost uniform long-term slip rate, which is the same 

as the creep velocity of the external segment. On the other hand, fault bends decrease the 

slip rate. In an extreme case (40º restraining bend), the fault is always stuck, and no slip 

occurs. Due to elastic long-range interaction, the slip rate of the neighborhood of the bend 

also decreases. The gradual decrease of the long-term slip rate toward a restraining bend 

agrees with the observational geologic slip rate on the Altyn-Tagh fault as already 

mentioned (Elliott et al. 2018). 
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Figure 4.3. Simulation results with planar faults comparing different 𝑑. values. Colors shows the 

temporal progress of the slip rate on the fault. Note that the horizontal axis is the time-step (not the 

actual time) and the actual time interval in a time-step is variable and roughly inversely proportional 

to the slip rate. 
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Figure 4.4. Simulation results for restraining bends with different angles. The parameters are 𝑥/+$0 =

0 km, 𝑊 = 5	km, 𝑑. = 0.025 m, 𝑡*+,-( = 1500	yrs. 
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Figure 4.5. Simulation results for releasing bends with different angles. The parameters are 𝑥/+$0 =

0 km, 𝑊 = 5	km, 𝑑. = 0.025 m, 𝑡*+,-( = 1500	yrs. 
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Figure 4.6. Long-term slip distributions for different bend angles from 0º (flat) to 40o. The cumulative 

slip during 2 × 10&& sec.  

 

4.3.2. Passing probability statistics 

We varied the following parameters: (1) bend angle (-45º to 45º), (2) background stress 

angle (30º or 45º), (3) the width of the bend (2 to 8 km), (4) location of the bend (0 to 25 

km), (5) state evolution distance (0.015 to 0.03 m), (6) relaxation time (3	 ∙ 109!  to 

1099sec). We performed 400 simulations using randomly chosen sets of six parameters. 

 

To consider the statistical properties of our simulated earthquake sequences, we compute 

the passing probability as follows: 

 

1. Define the period of each rupture event with the condition that the maximum slip rate 

on the fault 𝑉/+S > 3mm/s. 

2. Compute the slip distribution of each rupture during the rupture period and obtain the 

left and right ends (𝑥0 , 𝑥,) of slip area with the condition that slip is larger than 1cm. 

3. Classify the events into passing ruptures, stopping ruptures, and irrelevant ruptures 

by the rupture region using the following criterion. Passing ruptures are 𝑥0 <

𝑥&*-' − 2𝑊, 𝑥, > 𝑥&*-' + 2𝑊 . Irrelevant ruptures are 𝑥, < 𝑥&*-' − 2𝑊, 𝑥0 >
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𝑥&*-' + 2𝑊 . The rest ruptures are stopping ruptures. Examples of the slip 

distributions and event classifications are shown in Fig. 4.7.  

4. Compute the passing probability with 𝑃𝑃 = 𝑁Z[00/(𝑁Z[00 + 𝑁#8.J) using the event 

catalog after 1.5𝑡,*0+S. 

 

 
Figure 4.7. Examples of slip distribution of each event obtained by the procedure 1.-3. The left and 

right panels are a 20º restraining bend and a 20º releasing bend, respectively. Passing ruptures are 

shown in blue. Stopping ruptures are shown in red. Irrelevant ruptures are shown in black. The green 

area represents the region 𝑥/+$0 − 2𝑊 < 𝑥 < 𝑥/+$0 + 2𝑊 . Ruptures arrested in this region are 

classified into stopping ruptures. 

 

We computed the passing probabilities for 400 parameter sets and examined which 

parameter controls the passing probabilities. At least in the parameter range explored in 

this work, we find that the bend angle is the most important parameter. Fig. 4.8 shows all 

results. Although there is scatter, the passing probability generally decreases with 

increasing the bend angle. For larger angles (>30º), both bends act as a nearly permanent 

barrier (𝑃𝑃 ≪ 1). For smaller angles, restraining bends have a smaller passing probability 

than releasing bends, as observed in previous dynamic rupture simulations (Lozos et al. 

2011). For a given bend angle, releasing bend usually have more variation in the passing 

probability than restraining bends. It should also be noted that restraining bends usually 

act as conditional barriers (0 < 𝑃𝑃 < 1), while releasing bends often act as either non or 

permanent barriers (𝑃𝑃~0 or 𝑃𝑃~1). This difference may be related to the typical 
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location of the rupture termination (overlap of the left and right segment ruptures). 

 

The background stress angle is also important as seen from the two colors of Fig. 4.8. 

Because the stress on the fault relaxed toward the background stress, how much the bent 

segment is optimally oriented to the background stress controls the interseismic evolution 

of the stress state. In the case of “maximum shear (45º)”, a 15º releasing bend makes the 

optimal angle against the background stress. Therefore, the passing probability is shifted 

leftward than the “optimal (30º)” case.  

 

The other four parameters have secondary effects as shown in Fig. 4.9, although some 

tendeicies could be seen. For example, noncentered releasing bends (larger 𝑥&*-' ) 

facilitate conditional barriers than centered releasing bends (Fig.4.9a) and larger 𝑑" 

leads to a smaller PP (Fig 4.9d). For restraining bends, we could not see a systematic 

effect by these four parameters, probably because the complex interaction of the several 

parameters obscures their effects. 

 

Finally, in Fig. 4.10 we directly compare our dataset with the data by Biasi & Wesnousky 

(2017). As they do not distinguish restraining and releasing bends, we take average the 

restraining and releasing bends. They are generally in good agreement, though our PP is 

systematically lower than the observational data. Note that our model presumably has 

some bias since we specifically assume the geometry of the bend (tangent-hyperbolic 

double-bend) and the loading condition. Also, our 2D and quasi-dynamic model may 

introduce some biases. Further numerical simulations are necessary in the future. 
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Figure 4.8. Passing probability statistics. Two background stress conditions; “maximum shear” 

corresponds to Ψ = 45º and “optimal” corresponds to Ψ = 30º. The positive and negative bend 

angles correspond to restraining and releasing bends, respectively. 
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Figure 4.9. Passing probabilities with the case of “optimal” setting. Each symbol represents a 

numerical model with randomly selected parameters (𝑥/+$0 ,𝑊, 𝑡*+,-( , 𝑑.). All plots use the same data 

but the color represents (a) location of the bend 𝑥/+$0, (b) width of the bend 𝑊, (c) relaxation time 

𝑡*+,-( , and (d) state evolution distance 𝑑. , respectively. The positive and negative bend angles 

correspond to restraining and releasing bends, respectively. 

 

 
Figure 4.10. Passing probabilities. The numerical simulations are averaged over 400 parameter sets 

(the original data is shown in Fig. 4.8). The empirical is given by Biasi & Wesnousky (2017). 

 

4.4. Discussion 

4.4.1. Arrest mechanisms at restraining and releasing bends 

Using numerical simulations, we have examined the occurrence of partial and full 

ruptures in a rate-state fault containing a restraining and releasing bend. Despite the 2D 

and quasi-dynamic nature of our numerical simulations, our result show rough agreement 

with the empirical law of passing probabilities by Biasi & Wesnousky (2017, 2021) over 

a wide range of parameters. 

 

Although our numerical simulation is quasi-dynamic, we can qualitatively discuss the 

mechanism of rupture arrest due to fault bends using the concept of the Griffith’s energy 

balance. In this concept derived from fracture mechanics, a rupture is arrested when the 
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fracture energy exceeds the static energy release rate. In a planar fault with spatially 

uniform stress drop, the energy release rate is proportional to the rupture length, thus a 

rupture is difficult to be arrested. To hinder rupture propagations, a rupture must enter a 

region having (1) a very small or negative stress drop or (2) very large fracture energy. 

The former is determined by the prestress state (potential stress drop). The latter is 

roughly proportional to the normal stress given the aging law could be approximated as 

slip weakening law during the rupture process (Bizzarri & Cocco, 2003).  

 

Fig. 4.11 shows an example of the distributions of potential stress drop and normal stress 

for a stopping rupture. In the case of restraining bends, as approaching the center of the 

bend (𝑥 = 0), the potential stress drop becomes smaller because it is misoriented from 

the regional stress field. Also, the normal stress increases due to the curvature effect. Both 

of them facilitate the rupture arrest. Because the ruptures of the left and right segments 

are not overlapped, the center of the bend accumulates elastic stress, causing occasional 

full ruptures. The frequency of full ruptures is determined by the balance of normal stress 

and potential stress drop, both of which are a function of the bend angle. 

 

Releasing bends have a different tendency. Unlike the restraining bends, the location of 

rupture arrest in the releasing bend is after passing the center of the linking segment. This 

can be understood as follows. While the center of the linking segment (bend) has a smaller 

potential stress drop due to misorientation from the regional stress field, a rupture does 

not stop here because of very small normal stress (10MPa). After passing the center of 

the bend, normal stress increases and the arrest criterion is satisfied. 
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Figure 4.11. The potential stress drop and normal stress before a partial rupture for both bends. The 

dashed lines show the background potential stress drop and normal stress. 

 

4.4.2. Is fracture energy proportional to normal stress in nature? 

We assumed the standard rate-state friction with spatially uniform constitutive parameters. 

As a result, the fracture energy is roughly proportional to the local normal stress, and high 

normal stress directly leads to rupture termination via higher fracture energy. During rapid 

slip, the RSF law is no longer applicable because dynamic weakening is exerting (di Toro 

et al., 2011). Several mechanisms are proposed for dynamic weakening (e.g., Rice, 2006; 

Han et al. 2011; Hirose & Shimamoto, 2005), and the dependence of the normal stress on 

the fracture energy is different depending on the dominant mechanism.  

 

Furthermore, in addition to the on-fault frictional heating, off-fault damage could also act 

as an energy sink during rupture propagation (e.g., Andrews, 2005). The extent of off-

fault damage also varies along strike because it is sensitive to local stress field, which 

reflects the fault geometry. Dynamic rupture simulations on a rough fault with Drucker-

Prager type viscoelasticity demonstrate the importance of the background stress field on 

the spatial pattern of plastic strain (Dunham et al., 2011b). Hence, it is likely that fracture 

energy is not simply proportional to the normal stresses in nature, and the simulation 

result is subject to changes if a more realistic off-fault medium and the dynamic 

weakening process are considered. 
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4.4.3. Comparison with a planar fault and nonuniform parameters 

In contrast to our model, several sequence simulations explore the efficiency of rupture 

barriers using planar faults with spatially nonuniform parameters (Kaneko et al., 2010; 

Wei & Shi, 2021; Yang et al., 2012). Here we discuss the similarities and differences 

between these models and our nonplanar model.  

 

From the stability analysis of the rate and state friction law, a velocity-strengthening fault 

is known to inhibit rupture nucleation and propagation. This is called the “stability barrier” 

(Scholz, 2019) and was explored in several earthquake sequence simulations. For 

example, Kaneko et al. (2010) placed a velocity-strengthening barrier between two 

velocity-weakening patches. By varying the width and 𝑎 − 𝑏 value of the barrier, they 

were able to reproduce the full spectrum from no barrier to permanent barrier. This feature 

is similar to our bend barrier. Additionally, both models share the fact that some full 

ruptures nucleate at the barrier. However, the stability barrier accommodates the slip 

deficit by afterslip and interseismic creep, while there is a smaller or no slip deficit in our 

restraining bends.  

 

Heterogeneous but constant normal stress distribution also causes barriers. Yang et al. 

(2012) modeled a subducted seamount as a high normal stress patch (instead of 

accounting for full elastic stress transfer on the nonplanar fault) and performed earthquake 

sequence simulations. They found that the normal stress patch acts as a conditional barrier 

if the normal stress at the patch is larger than a threshold but does not produce a permanent 

barrier as seen in our bend barrier and stability barrier. Although their study did not 

explore the whole possible parameter space, we speculate that a high normal stress patch 

does not act as a permanent barrier because the accumulated stress must be released 

eventually as a full rupture. 

 

It should be noted that both Kaneko el al. (2010) and Yang et al. (2012) used uniform 
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backslip loading (equation 2.20 in Chapter 2), which forces the long-term slip rate of the 

entire fault to be uniform. As their models target the megathrust earthquakes in subduction 

zones, this assumption may be reasonable. On the other hand, intraplate faults do not have 

spatially uniform long-term slip rates because plate motion is accommodated by multiple 

faults. Hence, models targeting intraplate faults should be able to reproduce the 

nonuniform spatial slip without assuming the spatial distribution of backslip values. 

 

4.4.4. Long-term slip rates and off-fault deformation 

The decrease of long-term slip on a restraining bend is consistent with several natural 

observations. As already mentioned, the geologic slip rate at the Altyn-Tagh fault 

decreases toward a restraining bend (Elliott et al., 2018). The San Andreas Fault (SAF) is 

another well-studied example. The geologic and geodetic slip rates in the southern big 

restraining bend of the SAF (the San Bernadino strand) are lower than the surrounding 

strands (the Mojave and Coachella segments) (Blisniuk et al., 2010; Cooke & Dair, 2011). 

The slip deficit in an unfavorable bend is thought to be accommodated by the activity of 

secondary faults or distributed deformation. In fact, significant off-fault shear 

deformation is also inferred from geodetic and topographic analyses (Dolan & Haravitch, 

2014; Gray et al., 2018; Johnson, 2013). 

 

For further discussion, we consider how large off-fault deformation due to the stress 

relaxation on the fault is expected in our simulations. The off-fault deformation field that 

results in the stress relaxation on the fault is not unique (i.e., different off-fault 

deformation patterns could reproduce the same stress relaxation on the fault). However, 

by assuming the off-fault deformation is localized near the fault trace, we can uniquely 

determine the equivalent slip and opening with the relaxed stresses. With this concept, we 

calculate the distribution of the imaginary slip Δ𝑢9,…,38 	and opening Δ𝑢9,…,3- 	 (negative 

values mean closing or compaction) that accommodate the relaxed shear stress Δ𝜏9,…,3 

and normal stress Δ𝜎9,…,3. 
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4
Δ𝜏9,…,3
Δ𝜎9,…,3

5 = 4𝐾^8 𝐾^-
𝐾%8 𝐾%-

5 ·
Δ𝑢9,…,38

Δ𝑢9,…,3- ¸ , (4.11) 

where 𝐾 is the integral kernel for the boundary integral equation (Tada & Yamashita, 

1997). By solving these 2𝑁 linear equations for Δ𝑢8 and Δ𝑢-, we obtain the distribution 

of imaginary slip and opening. 

 

Fig. 4.12 shows the result of the calculation. It seems that the equivalent off-fault slip 

compensates for the “slip deficit” (i.e., the sum of the on-fault slip and equivalent off-

fault slip is spatially uniform). If an unfavorably oriented bend is present, the equivalent 

off-fault slip becomes large because of significant shear stress is relaxed during the 

interseismic period. The equivalent opening is zero in the case of planar fault as normal 

stress is constant. Closing and opening components are present in restraining and 

releasing bends, which suggest the occurrence of reverse-faulting and normal-faulting, 

respectively, in more realistic case of 3D configurations. 

 

We note that Maxwell-type stress relaxation is not the unique way to avoid monotonic 

stress buildup due to the curvature term. If the stress relaxation is driven by aftershock 

activities (Chapter 3), logarithmic relaxation might be more reasonable, which is 

consistent with the Omori law. Further, instead of relaxing the stress in an element-wise 

manner, we could add a diffusional term of stresses to mimic stress redistributions by off-

fault seismicity. Recently, Mallick et al. (2021) built an earthquake sequence simulation 

model on fold-thrust belts. They modeled the hanging wall deformation caused by the 

slip on a nonplanar thrust fault by placing additional boundary elements that are governed 

by the elastoplastic criterion. It is critically important to develop elaborate methods like 

Mallick et al. (2021) that account for the effect of off-fault deformation and to validate 

them with observables, such as moment tensor of off-fault earthquakes and geologic and 

geodetic slip rate of faults. 
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Figure 4.12. Calculated additional slip and opening that produce the relaxed stress. (a) Planar fault. 

(b) 20º restraining bend. (c) 20º releasing bend. Other parameters are 𝑊 = 5km and 𝑡*+,-( =

1500yrs. 

 

4.4.5. Comments on other geometrical complexities 

Fault stepovers (offset two parallel faults) are also known to arrest rupture propagations. 

Biasi & Wesnousky (2016) found that the likelihood of a rupture jumping past a stepover 

decreases with increasing the length of the stepover. Dynamic rupture simulations also 

confirm the existence of a critical offset length that hinders a rupture jumping one to 

another (Harris & Day, 1993), which makes a contrast to our bend result indicating the 

primary importance of the bend angle. 

 

In mechanical models, stepovers are often distinguished from restraining/releasing bends 

in the sense that the two fault strands are not connected. However, the distinction of 

stepovers and (continuous) bends are based on the observation at the surface. It is 

suggested that two disconnected fault strands at the surface are often continuous at depth 

based on mechanical analysis of the coseismic slip distribution at the surface (Aochi, 

2003; Oglesby, 2020) and seismic data (Giba et al., 2012). Also, extensional stepovers 

often contain several subsidiary faults. Therefore, the models of discontinuous stepover 

(e.g., Romanet et al., 2018) and continuous double-bend (this work) can be seen as the 

end members of the real world. 

 

Fault branching is another nonplanar structure. Some earthquake ruptures (e.g., the 2002 
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Mw 7.9 Denali earthquake) propagate into a branching segment, not the main segment. 

Dynamic rupture simulations revealed how the branch angle, prestress, and rupture speed 

control the path selection of ruptures on a branching fault system (Kame et al., 2003). 

Natural fault bends often contain branching structures, for example, the 1992 Mw 7.3 

Landers earthquake (Aochi & Fukuyama, 2002). Analog modeling of strike-slip 

restraining bends also produces branching structures (Cooke et al., 2013). Earthquake 

sequence simulations on branching faults will also be important future work. 

 

Our model is the mode 2 configuration (map-view of strike-slip faults). In the mode 3 

case that corresponds to dip-slip faults, the slip does not cause normal stress changes. 

This implies a more uniform normal stress (and fracture energy) over the fault, and a bend 

acts as a weaker barrier. In fact, Biasi & Wesnousky (2017) found that dip-slip 

earthquakes could propagate steeper bends than strike-slip earthquakes. The mode 3 case 

should also be explored in the future. 
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5. General Discussion 
 

So far, I presented how earthquake sequence simulations with boundary element method 

and H-matrices can be used as a tool to address fundamental problems of the earthquake 

science (Chapter 2). In Chapter 3 and Chapter 4, I successfully explain several 

independent observations regarding aftershocks and rupture terminations using 

earthquake sequence simulations. Here, I discuss future perspectives on earthquake 

modeling building on this work. 

 

5.1. Modeling multiscale earthquakes 

Earthquakes are inherently multiscale phenomena as seen in the power-law event size 

distribution, but current numerical models have difficulty in dealing with multiscale 

problems. For example, numerical simulations targeting 𝑀=~8  earthquakes cannot 

produce 𝑀= < 6 earthquakes due to the use of finite mesh sizes. It is unclear how the 

neglect of smaller earthquakes below the model resolution biases the model output. High-

performance simulation methods such as the lattice H-matrices (Chapter 2) will help us 

to extend the scale range of numerical simulations and answer this essential question. 

Rigorous models also help verify multiscale models enabled by essential assumptions, 

such as inherent discreteness (Richards-Dinger & Dieterich, 2012) and renormalization 

of the rupture process (Ide & Aochi, 2005). 

 

5.2. The limitation of 2D models 

In order to avoid high computational costs and to make a problem simpler, modeling 

studies generally favor 2D problems. However, on the modeling of nonplanar faults, 2D 

modeling has an inherent limitation. As discussed in Chapter 4, nonplanar strike-slip 

faults usually accompany dip-slip faulting in their neighborhood (transpressive or 

transtensional structures). This situation cannot be modeled in 2D. Furthermore, the 2D 

problem usually assumes infinite fault width, which is unrealistic because of the finite 
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seismogenic width (less than 20km for vertical strike-slip faults). We should be aware 

that 2D modeling sometimes overlooks essential features that are present in the real world.  

 

5.3. Toward realistic seismicity 

The aftershock sequence simulations in Chapter 3 are not the whole earthquake cycle 

simulations but a single mainshock-aftershock sequence. On the other hand, the 

multicycle simulation in Chapter 4 does not produce a realistic aftershock sequence 

because it does not contain subsidiary faults. Important future work is to combine them. 

With a certain external loading to the fault system in Chapter 3, we could perform 

multicycle simulations of mainshocks, aftershocks, and foreshocks (if any) sequences. It 

would also be important to study the role of partial ruptures on the main fault on the 

aftershocks. In coupling Chapter 3 and Chapter 4, because the normal stress heterogeneity 

on the rough main fault monotonically accumulates over time, it will be required to add 

a stress relaxation method such as the one introduced in Chapter 4.  

 

An ultimate goal of physics-based earthquake sequence simulations would be to explain 

the spatiotemporal characteristics of seismicity. The time series of seismicity is well 

explained by the epidemic type aftershock sequence (ETAS) model (Ogata, 1988). The 

ETAS model calculates the seismicity rate as the linear superposition of the Omori decay 

of all earthquakes that occurred in history. The success of the ETAS model places a 

constraint on physics-based earthquake models. Can physics-based earthquake sequence 

models replicate the ETAS model? Does multiscale interaction between faults yield the 

ETAS model? On the other hand, the ETAS model is still incomplete for very long time 

scales because it does not consider the slip budget on the fault. In other words, the ETAS 

model is a stochastic model, but the long-term slip budget gives somewhat deterministic 

description of seismicity. Physics-based simulations also has the potential to reconcile 

this discrepancy. 
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5.4. Evolving fault geometries 

We presented earthquake sequence simulations up to 10,000 years in Chapter 4. We did 

not allow for the change of fault geometries, but fault geometries evolve over geologic 

time scales. How long is the assumption of the fixed fault geometry valid? It would be 

natural to consider that the fault geometry changes over a time scale that the fault 

experiences slip comparable to the characteristic scale of it (	𝑑/𝜆~1, where 𝑑 is slip and 

𝜆 is the characteristic scale of fault nonplanarity). Thus, this time scale is scale-dependent 

quantity. Smaller fault structure changes in s short period, while larger structures are 

persistent over a long time scale. This leads to the conclusion that we should not 

incorporate small-scale fault geometry in our model if we assume fixed fault geometry. 

However, the neglect of smaller scales could bias the result as numerical simulations 

suggest that the nucleation process of earthquakes depends on the minimum roughness 

length scale in the model (Ozawa et al., 2019).  

 

Thus, one direction of next-generation earthquake sequence simulations is to consider the 

evolution of fault geometry as well as keep resolving each earthquake rupture. This 

requires an effort to model the creation of new fractures and their coalesces by some 

mechanical considerations. Some attempts account for fault growth during dynamic 

ruptures and earthquake sequences (Ando et al., 2004; Preuss et al., 2019), but current 

models only handle the extension of the fault tip. More general methods for the evolution 

of fault geometry will be necessary. Generally, fault grows toward simpler geometries by 

the accumulation of slip (Perrin, Manighetti, Ampuero, et al., 2016; Sagy et al., 2007; 

Wesnousky, 1988). However, the width of the fault damage zones has been suggested to 

increase linearly with fault length (Faulkner et al., 2011; Vermilye & Scholz, 1998). The 

growth process of faults is not yet fully understood, and physics-based approaches for 

this enigma is critically important. 
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6. General Conclusions 
 

The purpose of this thesis was to advance our understanding of the earthquake generation 

process on nonplanar faults. We pursue this goal by quasi-dynamic earthquake sequence 

simulations. This thesis is divided into one part on the computational method and two 

parts on the application to earthquake science. 

 

In Chapter 2, I developed a high-performance computational method for earthquake 

sequence simulations applicable to 3D nonplanar faults. We demonstrated that the use of 

the H-matrices significantly reduces the computational time of the matrix-vector 

multiplications. Furthermore, the use of lattice H-matrices improved the parallel 

scalability of the computational performance compared with the original H-matrices. The 

numerical experiments conducted in Oakforest-PACS demonstrated that the 

computational speed did not saturate up to 30,000 cores. We also showed the roughly 

𝑂(𝑁log𝑁) complexity of both the memory size and execution time even when the fault 

is nonplanar. 

 

In Chapter 3, I demonstrated that earthquake simulations on a geometrically complex 

fault zone can replicate realistic aftershock sequences both in space and time. I showed 

that the geometrical roughness of the mainshock fault trace is essential for the generation 

of fault-side aftershocks via stress heterogeneity entailed by the main fault slip. The 

features in our simulations are consistent with many observations, supporting the 

hypothesis that most aftershocks are off-fault events. Additionally, the model reproduces 

the Omori law and the migration of aftershock activities. To sum up, the spatiotemporal 

statistics of aftershocks can be explained by the heterogeneous stress field produced by 

the complexity of fault geometry, in combination with the time-dependent nucleation 

process by rate and state friction. 
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In Chapter 4, I performed long-term earthquake sequence simulations on a fault 

containing a restraining and releasing bend. I implemented a stress relaxation method to 

avoid monotonic buildup of normal stresses, which allows for steady earthquake cycles 

and performing statistical analyses. By varying several parameters, we showed that (1) 

the bend angle controls the passing possibility, (2) the bend angle dependence of passing 

possibility replicates the empirical law for continental strike-slip earthquakes, (3) the 

spatial heterogeneity of long-term slip rates on the fault. 
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Appendix A: The integration kernel for 2D plane strain 
problems 
 

The discretized forms of the computational kernels used in Chapter 3 and Chapter 4 are 

given as follows (Ando et al., 2007; Segall, 2010). In the piecewise constant interpolation 

of slip, the kernel is the sum of the dislocations at both edges of each element; that is, 

𝑆12 = 𝑠12U − 𝑠125 , 

𝑁12 = 𝑛12U − 𝑛125 . 

By the definition of the coordinate transform of stress tensor ¥Sigma, 

𝑠12
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where 𝜃 is the angle between the tangential vectors at element 𝑖 and 𝑗. The expressions 

of Σ are 
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where 𝑥1" , 𝑦1"  are the coordinates of the center of element 𝑖  and 𝑥2
±, 𝑦2

±  are the 

coordinates of the edges of element 𝑗. 
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Appendix B: Code verification with SEAS benchmark problems 
 

Throughout this thesis, I used HBI (available at https://github.com/sozawa94/hbi) in 

performing earthquake sequence simulations. Since late 2020, I have participated in a 

SEAS project funded by Southern California Earthquake Center. Here, I demonstrate the 

accuracy of my code with the following two problems: BP3 (a 2D dip-slip fault) and BP5 

(a 3D vertical strike-slip fault). The detailed information is found in 

https://strike.scec.org/cvws/seas/index.html. Fig. B.1 shows the result of BP3, and Fig. 

B.2 shows the result of BP5. Both results are in a good agreement between several 

modeling groups, including my HBI code (ozawa), which validate the accuracy of our 

simulations. The detailed comparison for BP5 is also found in Jiang et al. (2021). 

 

 
Figure B.1. The evolution of the slip rate on the free surface in BP3 problem with the dip=30º reverse 

fault. My result using HBI is shown in ozawa.3. All results show reasonable agreement. The figure is 

created in https://strike.scec.org/cvws/seas/index.html.  
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Figure B.2. The evolution of the slip rate on the free surface in BP5 problem. My result using HBI is 

shown in ozawa.2. All results show reasonable agreement. The figure is created in 

https://strike.scec.org/cvws/seas/index.html. 
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Appendix C: Analytical Approximation 
 

C.1 Duration of power-law decay of aftershocks as a function of the initial 

condition 

Here, we describe the analytical solution of the duration of the Omori aftershock sequence 

based on Dieterich (1992) and its extension by Heimisson & Segall (2018).  

For a rate and state fault, time to instability in the case of no external loading is given by 

𝑡∗ =
𝑎

𝐻𝑉1-1
, (𝐶. 1) 

where  

𝐻 = −
𝐺𝜂
𝜎𝑙
+
𝑏
𝑑"
, (𝐶. 2) 

with 𝜂 and 𝑙 being geometric factor and the length of fault, respectively. Following 

Heimisson & Segall (2018), for crack-like nucleation in an elastic medium, 𝐻 can be 

approximated as 

𝐻 =
4𝑏 − 𝜋(𝑏 − 𝑎)

(

𝑏 5

𝑑"
. (𝐶. 3) 

The aftershock duration can be estimated in the following manner. Heimisson & Segall 

(2018) showed that the time to instability (C.5) is valid when the healing term in the state 

evolution can be neglected (called well-above steady state).  

With the definition of state variable as equation (3.2-3.3), this condition is expressed as 

𝑉!
𝑉
𝑒
N'56
& ≪ 1. (𝐶. 4) 

If the timescale of the coseismic stress change is short enough, the state variable after the 

mainshock is unchanged, that is, 𝜙1-1. Thus, we expect that the minimum slip rate of 

subsidiary faults which are on the way to nucleation after the stress perturbation by the 

mainshock is given by 

𝑉 ≈ 𝑉!	𝑒
5N'56")"& . (𝐶. 5) 
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Coupling equations (C.5) and (C.9), we obtain the duration of the Omori sequence as 

𝑡./.,1 =
𝑎
𝐻𝑉!

𝑒5
N'56")"

& . (𝐶. 6) 

Note that the duration of the Omori aftershock sequence is primarily dependent on the 

initial state variable 𝜙1-1. That is, the duration does not directly depend on the stress, 

although whether individual faults produce aftershocks is determined by the stress 

condition. 

 

C.2 Approximation of the aftershock migration 

Next, we consider the migration process of aftershocks. For simplicity, we make the 

following assumptions: (1) receiver faults located on 𝑦 = 0 , (2) receiver faults are 

parallel to the x-axis, and (3) mainshock fault is planar (𝛼 = 0). Fracture mechanics 

shows that the shear stress change near the tip of a crack is expressed as 

Δ𝜏(𝑥) =
𝐾

√2𝜋𝑥
+ 𝑂 4𝑥

9
(5 . (𝐶. 7) 

where 𝐾 is the stress intensity factor (Lawn, 1993) and 𝑥 is measured from the crack 

tip. This stress gradient causes the gradient of time to instability and the resulting 

migration of aftershocks. Due to the direct effect, the slip rate immediately after the 

mainshock 𝑉+ is given by 

𝑉+ = 𝑉1-1 	exp 4
Δ𝜏
𝑎𝜎5 .

(𝐶. 8) 

where 𝑉1-1 is the slip rate before the stress change Δ	𝜏 and is assumed to be uniform. 

Combining equations (C.5) with neglecting 𝑂(𝑥
(
*) term and (C.9-10), we obtain the 

locaiton of the aftershock front (AF)  

𝑥FH(𝑡) =
𝐾(

2𝜋	𝑎(𝜎( 4log 4
𝑎

𝐻𝑉1-1
5 − log	𝑡5

5(
. (𝐶. 9) 

Note that well above steady-state is assumed in deriving equation (C.6), so this does not 

hold for large 𝑡 values because we have seen the absence of aftershocks for large 𝑡. In 

addition, the 𝑂(𝑥
(
*) term in equation (C.11) becomes significant for large 𝑥.  
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Although the near-tip stress field given by equation (C.11) is valid for a planar crack, we 

believe that it approximately holds for a rough fault by modifying stress concentration 

factor 𝐾 accounting for the rough geometry. As can be seen from equation (C.13), the 

migration distance of aftershock for a fixed time 𝑡 scales with 𝐾(. This implies that 

smaller stress concentration slows down the migration of aftershocks. 
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Appendix D: Convergence Tests 
 

Here, we test the numerical convergence of the simulations shown in Chapter 2. We used 

four element sizes and the result is shown in Fig. D.1. Except the lowest resolution 

(𝐿&/Δ𝑠 = 1.8), the curve of maximum slip rate evolution perfectly overlaps, although the 

overall behavior of the case of lowest resolution also agrees with others. 

 
Figure D.1. The time evolution of maximum slip rate on the fault in the problem setting described in 

Section 2.2.4 using different element sizes (rectangular elements). 

 

Similarly, we perform a convergence test for the model used in Chapter 3. We compare 

the results between the original (main fault: 0.01 km, subsidiary faults: 0.04 km) and 

refined mesh sizes in terms of the maximum slip rate on the fault system. The evolution 

of the maximum slip rate is shown in Fig. D.2. The two results are in good agreement. 

Although the exact timing of the aftershock shows some differences (Fig. D.2 inset), this 

will not change the result of our statistical analysis. 
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Figure D.2. Evolution of maximum slip rate for the original and refined meshsizes for the model used 

in Chapter 3. 
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