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Abstract

Figure 1: Single-site model of ice VII
with tetrahedron describing coordina-
tion geometry of water molecule.

Water is a ubiquitous material and also one of the simplest
molecules. In spite of its simplicity as a molecule, water has
a structural variety in condensed phases. Water molecules
are regarded as a tetrahedrally building unit in ice structures.
Ice VII is a crystalline phase of water and stable above 2
GPa at room temperature. Its structure can be expressed
by a highly symmetric cubic model called the “single-site”
model (Figure 1). The orientations of water molecules are
disordered in ice VII, but they become ordered in ice VIII
at low temperature retaining the topology of the hydrogen
bonding network. Ice VII exhibits unique behaviours such
as cross-over of proton dynamics at 10 GPa [1] and sym-
metrisation of hydrogen bonds towards ice X at 60 GPa [2]. Moreover, ice VII is reported to
structurally incorporate ionic species in contrast to ordinary ice I [3–5]. Neutron diffraction is
a strong technique to investigate the structures for their sensitivity to hydrogen (deuterium). In
this thesis, I investigated the structures and thermodynamic behaviours of pure and salty ice VII
from neutron diffraction experiments under high pressure.

Figure 2: Schematic image of the developed DAC; (a) sample,
(b) gasket, (c) anvils, (d) back nut, (e) cylinder, (f) piston tube,
(g) piston, (h) bearing, (i) spacer, (j) back screw, and (k) body.

Chapter 2 describes developments
of diamond anvil cells (DACs) for
single-crystal neutron diffraction with
their feasibility test on diffraction mea-
surements. Single-crystal diffraction
is the basis of diffraction techniques
because it provides three-dimensional
information, whereas powder diffrac-
tion inevitably reduces structural infor-
mation into one dimension as a result
of orientational averages of crystallites.
However, single-crystal diffraction is
still challenging for high-pressure ex-
periments because neutron beams are
blocked by bulky high-pressure vessels.
I overcame this limitation by isolating
the sample from a massive loading frame using special materials: nano-polycrystalline diamond
(NPD) for anvils and Zr-based bulk metallic glass (BMG) for a cylinder [6] (Figure 2). Both
NPD and Zr-BMG are highly neutron transparent so that neutron beams can travel through the
DAC with sufficient intensity from/to arbitrary directions. Moreover, these materials do not
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produce serious parasitic diffractions. Such extra diffraction from conventional materials such
as alloys and single-crystalline diamonds are harmful to distinguish the signals from the sample.

The developed DAC was confirmed to stably generate 4.5 GPa, sufficient pressure for this
study. For comparison with the conventional sample mounting, diffraction patterns were col-
lected for NaCl and NH4Cl at the D9 beamline of the Institut Laue-Langevin (ILL, France) and
at the BL18 (SENJU) beamline of the Material and Life Science Experimental Facility (MLF) at
J-PARC (Ibaraki, Japan), respectively. Both experiments resulted in plausible structure refine-
ments with 𝑅-factors better than 10% with tiny crystals smaller than 0.1 mm3. High-pressure
diffraction measurements were also conducted for pure ice VI at ca. 1 GPa.

Figure 3: Distribution of scattering-length density in ice
VII at 298 K and 2.2 GPa derived from (a) single crystal
data and (b) powder diffraction data. The oxygen and
deuterium are illustrated as those in the single-site model
with O-D = 0.97 Å for comparison.
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Figure 4: Pair distribution functions 𝐺 (𝑟) of ice VII (red
solid line) and VIII (blue dotted line) obtained at 274 K
and 2.2 GPa. The top abscissa is normalised interatomic
distance by the length of an edge of the unit-cell of ice
VII 𝑎0 = 3.346 632 Å derived in the Rietveld analysis.

Chapter 3 describes detailed structure
analyses of pure ice VII by the combination of
single-crystal and powder neutron diffraction.
The single-site model is adopted in many
studies because of its simplicity and repro-
ducibility of diffraction patterns. However,
it gives an unrealistic molecular geometry in
the structure refinement such as an unlikely
short O-D covalent bond length of 0.89 Å
quite shorter than that in ice VIII (0.97 Å) [7].
This is because the structure model, averaged
in time and space, does not match the intrinsic
atomic positions. Then structure models with
multiple displaced sites have been proposed
to describe the structure of ice VII with plau-
sible molecular geometry [7, 8]. However,
no unambiguous structure refinements have
been achieved so far due to the small dis-
placements to determine experimentally. In
this study, neutron diffraction measurements
were conducted on single crystals and powder
samples using the developed DAC at the D9
and MITO system [9] at the BL11 (PLANET) beamline, MLF, J-PARC, respectively. Deuterated
samples were used to avoid incoherent scattering.

Three-dimensional atomic distributions were obtained by applying a maximum entropy
method (MEM) to both diffraction data at 2.2 GPa and 298 K (Figure 3). The derived density
distributions revealed unexpected ring-like distributions of deuterium around the average O-O
axis as well as oxygen displacement along ⟨111⟩ directions. Those could not be clarified in
previous diffraction studies.

The interatomic structures of ice VII and VIII were derived by a total scattering analysis of
the powder diffraction data at 274 K and 2.2 GPa (Figure 4). Individual peak fitting gave the
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O-D distance of 0.9662(5) Å in ice VII comparable to that in ice VIII as expected. Despite
the similarity of the pair distribution function (PDF), 𝐺 (𝑟), of ice VII and VIII at the short
distances, they differed at longer distances than the size of the unit cell of ice VII (≈ 3.3 Å).
These findings indicate that molecular behaviours are actually identical between ice VII and
VIII, but their intermolecular structure is distinct between them. The apparently short O-D
distances in ice VII obtained by conventional structure analyses are caused by spatial and time
averaging of the various molecular configurations in the disordered structure of ice VII.
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Figure 5: Temperature dependencies of hydrogen ordering fea-
tures in path A. Summed diffraction intensities corresponding to
103 and 211 diffractions of ice VIII are normalised by that of
202 diffraction of ice VIII (111 of ice VII) at the highest temper-
ature in each cycle. Downward open and upward filled triangles
indicate cooling and heating procedures, respectively. The num-
bering of each plot correspond to annealing steps at 1) 265 K, 2)
285 K, 3) 315 K, 4) 340 K, and 5) 370 K. The right ordinate cor-
responds to nominal D1 occupancy calculated from a structure
model of partially ordered ice VIII with cubic symmetry.

Chapter 4 describes the behaviours
of salty ice VII in its excess volumes
and hydrogen disordering. Ice VII is
known to structurally incorporate salt
such as NaCl, LiCl, MgCl2 [3–5], etc.
in contrast to ordinary ice Ih. Salt-
incorporated ice VII can be prepared
in two ways. A path via amorphisation
at low temperature before compression
is the way for salty VII with high salin-
ity up to 15 mol% [10]. The obtained
salty ice VII has drastic volume expan-
sion and disturbance of hydrogen or-
dering at low temperature. Compres-
sion at room temperature from liquid
phase gives one with lower salinity than
2 mol% [3, 5]. There is a gap between
these studies which cannot be explained in a simple doping description. I investigated the
volume change and hydrogen ordering of salty ice VII by sequential measurements of neutron
powder diffraction using the MITO system at the BL11 (PLANET).

Salty ice VII was obtained starting from solutions of MgCl2:D2O = 1:25 (in molar) via saline
amorphous at low temperature in two runs. A salty ice VII crystallised during heating at ca.
4 GPa in path A with the excess volumes over 5% compared to pure ice [11]. This large volume
expansion was also observed in the other run. 𝛼-VII did not show features of hydrogen ordering
(Figure 5) like the reported case of LiCl [4]. After further annealing at higher temperatures, the
peaks of ice VII was broadened and split into two types of ice VII apparently. The other ice VII
(hereafter 𝛽-VII) had smaller excess volumes and showed the increase of the hydrogen ordering
features according to annealing. 𝛼-VII disappeared after further annealing while 𝛽-VII remained
with volume decrease into 0%. Thus 𝛽-VII would be described by a simple doping model like
as discussed in the salty ices obtained at ambient pressure compression [5]. The features of
𝛼-VII had a gap from 𝛽-VII suggest 𝛼-VII would be somewhat metastable with non-negligible
potential minima. Although 𝛼-VII is energetically unfavoured at higher temperatures, it would
be not simply a kinetically-trapped state like 𝛽-VII. It is not clear what is the main factor of
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their differences, but the structural difference is considered to be the major factor considering
the fact that diffraction peaks of salt hydrates became obvious after 𝛼-VII almost disappeared.

In conclusion, I clarified the detailed structure of pure ice VII by single-crystal neutron
diffraction using the newly-developed DAC combined with powder diffraction. Ice VII has
a distinct intermolecular structure from its ordered counterpart, ice VIII, but the molecular
geometry is identical as expected empirically. The atomic distribution derived by the MEM
analysis highlighted the insufficiency of the discrete structure models to describe the disordered
structure of ice VII. From in-situ powder neutron diffraction, I proposed two types of salty ice
VII crystallised from saline amorphous depending on further annealing. They are considered
to qualitatively explain the previously reported salty ice VIIs. Moreover, crystallisation from
amorphous phases is a long-standing issue in which kinetic factors compensate for thermody-
namic stability at low temperatures. As supposed for pure ices (e.g. [12]), the crystalline phases
and amorphous would have structural similarity. Further investigations with distinguishing
𝛼- and 𝛽-VII will be a new window for the comprehensive understanding of the ambiguous
amorphous and salt-incorporated ice VII.
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1 General Introduction
The water molecule, denoted as H2O, is a simple molecule consisting of one oxygen and two hydrogen atoms.
Hydrogen atoms are covalently bonded to the oxygen, forming the bent H-O-H molecular structure. Despite the
simplicity of the molecule, its condensed phases are not fully understood yet over the long years.

It should start from the atomic scale description before the complicated story. The molecular geometry of
H2O has been well studied from both experimental and theoretical approaches. The O-H covalent bond length
is 0.96 Å and ∠HOH is 104.5◦ in vapour [1, 2]. High-level ab initio calculation predicted the possibility of
their geometry changes in O-H distance of 0.930-0.989 Å and H-O-H angle of 96.4-112.8◦ within the energy colt
below 4.184 J mol−1 [3]. In such an almost isolated condition, the water molecule does not interact with other
molecules. On the other hand, water molecules interact with the neighbouring molecules in condensed phases.
One of the characteristic interactions between water molecules is the hydrogen bond. The hydrogen bond is
simply explained as a coulombic interaction induced by intrinsic polarisation between hydrogen and oxygen atoms.
In detail, hydrogen bonds have somewhat covalent features with delocalisation of the molecular orbital [4–7].
The molecular orbital contributes to the electronic structure in the hydrogen bonds and the hydrogen bonds have
features as directional bonds like covalent bonds in contrast to almost isotropic interaction of ionic or Van der Waals
interactions. The energetic contribution of hydrogen bonds is smaller than the covalent bonds in each molecule but
larger than the interatomic dipole-dipole interaction. Hydrogen bonds in the condensed phases slightly elongate
the intramolecular O-H bonds to be 0.97–0.99 Å for liquid water [8, 9] and ordinary ice I [10, 11]. Such molecular
structure is expected to not vary among the phases significantly [12].

The condensed phases of water can be distinguished by the arrangements of water molecules, i.e. the bonding
structure among water molecules. Liquid phases are a common Highly-disordered phase in which the water
molecules align almost randomly and move dynamically. When the motion of water molecules are frozen, water
in such a condition can be called glassy liquid or amorphous ice. It is difficult to determine the exact positions of
atoms and uniquely define the structures of condensed phases in a bulk size. Crystalline phases of ice have periodic
structures in which atoms align in some arrangement orders. A structural unit and its periodicity can represent such
structures. Diffraction experiments provide information on their periodicity and aperiodic units. In contrast to the
crystalline phases, liquid and amorphous phases are non-periodic. The highly-disordered disordered structures are
vague and difficult to characterise. This ambiguity leads the controversial discussions on the liquid-liquid critical
point and the polyamorphism of water [13, 14].

1.1 Ice polymorphs in crystalline phases

Various experiments have found twenty polymorphs of crystalline ice up to now (Figure 1.1). These identified
phases are numbered with Roman characters like Ih, Ic, II, · · · XIX. The structures of crystalline ice can be
identified in many ways, e.g. by the crystal symmetry, and topological classification is useful to understand the
hydrogen-bonding structures. In the classification, the hydrogen bond is regarded as a connection between oxygen
atoms via one hydrogen. Then, the clustering water structure can be interpreted as networks consisting of hydrogen
bonds and oxygen nodes. As a basic explanation, each water molecule can have four hydrogen bonds: two hydrogen
bonds via its own hydrogen atoms and two via hydrogen atoms of the neighbours. These bonds are distinguished as
hydrogen donation and acceptance, respectively. The four-coordinated water molecules behave as building blocks
to construct the condensed phases like liquid, crystalline ice phases and amorphous ices forming the hydrogen-
bonded network. Thus, water molecules are regarded as tetrahedral building units. The water molecules retain
their tetrahedral coordinating features as two donors and two acceptors of hydrogen. Such coordinating restriction
is known as the Bernal and Fowler’s ice rules [15]. The structures of crystalline phases can be interpreted by these
hydrogen-bonding networks. Ice Ih is the ordinary ice and forms from liquid water by cooling below 273 K. Ice Ic

is a metastable phase and exists at lower temperatures. It has a similar structure with ice Ih except for layer stacking
[16–18] with the same network topology with diamond. These stacking can mix with the other and such ice with
disorder of layer stacking is called ice Isd [19–21]. The subscripts on their numbering mean hexagonal, cubic, and
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Figure 1.1: Phase diagram of ice. Thermodynamically stable phases are described in bold. Red and blue
colours correspond to hydrogen disordered and ordered phases. This diagram does not distinguish partial ordering
order/disorder from the complete order/disorder considering the possibility of residual hydrogen order/disorder
due to the experimental limitation. Ice X, far from the hydrogen order-disorder as molecules, is written in black.
Solid lines indicate phase boundary among thermodynamically stable phases. Dotted lines are the provisional
boundary for hydrogen ordering of ice VI into XV or XIX. Ice XVIII is not described because its stable region
locates higher pressure and temperature region.

stacking-disordered structures. They were sometimes confused are called ice I.
In addition to the network topology, the phases of crystalline ice are also classified by molecular orientations.

In most crystalline phases near the ambient temperature, water molecules randomly orient in the hydrogen-bonding
network (Figure 1.2). These phases are called hydrogen-disordered ice. In diffraction experiments, hydrogens are
observed as distributed to the crystallographic equivalent sites with occupancies less than one (e.g. ordinary ice
Ih[22]). The molecular configurations have similar formation energies and easily swap each other. Thus, ice favours
the phases with random molecular orientations at higher temperatures for the energy gain of configurational entropy
(𝐺 = 𝐻 − 𝑇𝑆). On the other hand, this entropy contribution diminishes at low temperatures and water molecules
hence favour to align in a configuration with the lower enthalpy. These phases are called hydrogen-ordered ice
but cannot obediently form by cooling except for ice II and VIII. Since molecular dynamics is suppressed at low
temperatures, the molecular orientations freeze in the disordered structures without reorientation to the ordered
structures. In many cases, acid or base are added to promote hydrogen-ordering into the hydrogen-ordered ices
XI [23], XIII [24], XIV [24], XV [25, 26], XIX [27, 28]. The additives are considered to introduce defects

Figure 1.2: Schematic drawings of configurations of hydrogen bonds from a water molecule in tetrahedral
coordination (a) in average and (b–g) snapshots. Large red and small pink balls respectively represent oxygen and
hydrogen.
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into the ice structure and enhance the hydrogen ordering. However, the preference between acid or base differs
among ice phases, and their actual contributions are still controversial. Even using such dopant, some phases
are not fully-ordered and can be regarded as partially-ordered ice as the mixture of ordered domains in different
configurations, e.g. ice XV [29]. Because local configurations have similar enthalpy, one hydrogen-disordered
phase can have multiple hydrogen-ordered counterparts like the case of ice VI with ice XV [25, 26] and XIX [28,
30]. Crystalline phases of ice have definite structures determinable by diffraction experiments, but they still have
structural complexity in the topology of the hydrogen-bonding network and molecular orientations.

1.2 BCC ices

Over 2 GPa, ice seems to lose its structural variety compared to the pressure region below 2 GPa in which sixteen
polymorphs exist out of the twenty. At pressures over 2 GPa, oxygen forms BCC sub-lattice and these phases (VII,
VIII, X) are called BCC ice, except for ice XVIII, superionic (SI) FCC ice at extreme 𝑝𝑇-region above thousands
K and a hundred GPa [31–33]. Their BCC-based structures appear simple, but have complexity in structure and
dynamic features related to hydrogen.

The hydrogen-bonding topologies of ice VII, VIII and X are explained as interpenetrating diamond-like or
ice Ic networks (Figure 1.3). The crystal structures of ices VII and VIII consist of hydrogen-bonding molecular
water. In ice VII, water molecules randomly orient along the orthogonal principal axes, i.e. 𝑎, 𝑏, and 𝑐-axes or
⟨100⟩ axes. Then, the three axes of ice VII are symmetrically equivalent. On the other hand, dipoles of water
molecules align antiparallel between the nesting networks in ice VIII below 273 K [34–37]. Then, ices VII and VIII
respectively have paraelectric and ferroelectric properties. One of the three orthogonal axes is no more equivalent
to the other two in ice VIII, in contrast to ice VII. This unique direction is the 𝑐-axis along which water molecules
align, resulting in the tetragonal symmetry of ice VIII. In contrast to ices VII and VIII as the molecular crystals,
H2O is no longer molecular water in ice X in which hydrogen locates at the exact intermediate position between
the oxygens so-called hydrogen bond symmetrisation [38–43]. Then molecular vibration observed in ices VII and
VIII disappeared in ice X replaced by the lattice vibration [43].

The behaviours of hydrogen in BCC ices are more complicated than the classification of the three ices VII,
VIII, and X with complete hydrogen-order/disorder and bond symmetrisation. Another BCC ice is ice VII’, which
crystallises from amorphous ice by compression at low temperatures below 100 K [44, 45], stable regions of
ice VIII. Ice VII’ did not show tetragonal distortion like ice VIII but had slight features of hydrogen ordering.
Ice VII’ is not clear whether it is a simple mixture of ice VII and VIII or an intermediate between them as
partially hydrogen-ordered ice VII. In addition, computational simulations predicted a plastic phase in which water
molecules freely rotate at high temperatures [46–50]. However, these plastic phases have not been identified
experimentally. Computational studies also predicted a superionic phase so-called ice VII” in which hydrogen
freely move among the oxygen sublattice at higher temperatures [33, 51–53]. BCC ices in the intermediate pressure
region between ice VII with molecular H2O and ice X with hydrogen bond symmetrisation is also a target for the
change of potential curve from the bimodal to the unimodal structure.

Thus, BCC ices have undetermined features relating to the behaviours of hydrogens in extreme 𝑝𝑇-conditions.
Compared to them, ice VII and VIII would be simple, as they consist of molecular H2O. However, Ice VII

Figure 1.3: Schematic drawings of crystal structures of BCC ices. (a) Interpenetrated ice Ic networks of identical
network topology with ices VII, VIII, and X. Hydrogens are omitted for clarity. Structure models of (b) ice VII,
(c) ice VIII, and ice X. Topologically distinct networks are distinguished by red and blue colours.
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shows various anomalous behaviours related to pressure-dependent proton dynamics: e.g. a sharpening of the
Raman peak of its symmetric stretching mode at 11–13 GPa [54]. These phenomena are caused by a cross-over
of dominant processes from molecular rotation to proton translation [55, 56]. Moreover, the entropy difference
between ice VII and VIII estimated from dielectric measurements suggested partial ordering in ice VII or partial
disorder in ice VIII [34, 35]. These crystalline phases have attracted much scientific interest, and it hence appears
crucial to understand its detailed structure.

Many researchers have investigated the structural properties of BCC ices to understand their physicochemical
features. The structure of ice VII was first derived experimentally from powder x-ray diffraction under high pressure
using a piston cylinder [57], revealing the cubic structure with an oxygen BCC sub-lattice. In the x-ray diffraction
studies, hydrogen positions were not determined yet, but hydrogen is deduced to be located at the intermediate
between neighbouring oxygens in tetrahedral directions around each oxygen considering the plausible bonding
O-O-O angles and ice rules [15]. Hydrogens in each water molecule were randomly placed to occupy two of the
four sites toward the neighbouring oxygens in ice VII. Dielectric measurements found the transformation of ice
VII into ice VIII by ordering the hydrogen positions (or molecular orientations) at low temperatures (below 273 K
at 3 GPa [34]). In ice VIII, the orientations of water molecules are well defined: hydrogens occupy two particular
sites, and molecular orientations between the interpenetrating networks are aligned antiparallel along the 𝑐-axis,
which induces displacement of network relative to the other along the 𝑐-axis. The fully-ordered structure of ice
VII is clear and definitely determined whereas the disordered phase, ice VII, needs some structure modelling to
describe and understand the structure. These structures were examined by powder neutron diffraction [36, 37, 58],
but not by single-crystal neutron diffraction.

1.3 Ionic species and water

One of the important features of water is its capability to stably comprise ionic species. As seen in nature, the sea
contains plenty amount of various ions such as sodium, magnesium, chloride, sulfate, etc. Ion-containing water is
expected to exist in icy bodies as salt-rich subsurface ocean [59, 60]. The magnetic fields of some icy bodies also
suggest the existence of subsurface ocean [61–63]. The transportability and stabilisation of ions by water plays
pivotal roles in biology and reaction chemistry. These salt-water coexistence fields are supposed to be a candidate
for the origin of life. However, these compatible properties in liquid phase are not common in other condensed
phases, crystalline ices.

The ordinary ice I is incompatible with ionic species as seen for the shelf ice. This is due to the high energetic
disadvantages to form the hydrogen-bonded network with ionic species. If ionic species incorporate into ice,
their strong electrostatic interactions distort the structure of the hydrogen-bonding network in ice. The distorted
structure is unfavoured compared to the separation into pure ice with perfect hydrogen-bonding structure and salt,
resulting in low salinity in ice I in the order of ppm except for NH4F. Such salt expulsion are utilised for some
application in freeze concentration of ice chromatography related to the interface science.

On the other hand, the BCC ices, especially ice VII, were known to incorporate ionic species [64, 65]. Ice
VII was found in nature as the inclusion of diamond originated from the deep Earth [66]. The occurrence of
the ion-bearing ice VII in natural conditions would affect the ion-conducting and magnetic behaviours of planets.
Such salty ice VII exhibited some affected features in structure and phase behaviours induced by ionic species.
Incorporation of ionic species have been simply regarded as trapping by kinetic factors. Nevertheless, an x-ray
fluorescence (XRF) study suggested intrinsic compatibility of ice VII with ionic species [67]. The relation between
ionic species and ice VII are still controversial and need to investigate carefully.
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1.4 Neutron diffraction as a key technique for structure investigation

Neutron diffraction is a fundamental and powerful technique to examine the structure of materials. Crystal
structures are the pivotal information for further investigation and discussion such as computational simulation
and explanation of spectroscopic measurements. This technique allows us to observe magnetic properties and
low-𝑍 atoms, particularly hydrogen positions in materials, whereas they are not straightforwardly observable by
x-ray diffraction. The positional information of hydrogen is also a key in this study. Thus, this study focus on
the neutron diffraction experiments. However, light hydrogen (1H) has a large incoherent scattering cross section
(80.27 barn [68]) causing high background noise on diffraction patterns. Then, deuterated samples conventionally
used as a substitute to avoid the incoherent scattering. In addition, deuterium (2H or D) has a large scattering
length (𝑏coh (D) = 6.671 fm [68]) which is beneficial for diffraction measurements under high pressure. Moreover,
the scattering length does not decay according to sin 𝜃/𝜆 ∝ 1/𝑑 in contrast to x-ray diffraction (Figure 1.4).
Low-𝑑 diffractions tends to have smaller crystal structure factors due to the thermal motions. In high-pressure
experiments, high-pressure vessels attenuate the beams, and weak diffractions are difficult to observe. Therefore,
numerous reflections are observable even for low 𝑑-spacing, which allows a structure analysis with high resolution
in real space.

Neutron penetrates materials to a greater depth than x-ray. Its high penetration ability enables the observation
of signals from a sample sealed in a pressure vessel. However, neutron also little interacts with the sample. Then, a
larger sample volume is required than x-ray diffraction experiments, mm-size conventionally. For this reason, the
generation of high pressure needs to apply large force on the sample. Thus, achievable pressure is limited below
100 GPa [69, 70] in neutron diffraction experiments compared to x-ray studies over several hundreds GPa [71–76]
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1.5 Objective and contents of this thesis

As a whole, water ice still has many questions related to its structural variety and complexity. Their physical and
chemical properties depend on the circumstances and are difficult to examine without ambiguity. Ice VII, one of the
BCC ices, seems to have a relatively simple structure but contains structural complexity and non-straightforward
behaviours. This thesis aims to clarify the ambiguous properties of ice VII by providing direct and definitive
information. I selected neutron diffraction techniques to investigate them from in-situ observation. Neutron
diffraction patterns provide direct information related to structure: phase identification, volume change, lattice
distortion, hydrogen ordering, and pressure estimation by the equation of state. The diffraction signals are sharper
than those observed in spectroscopic approaches and are beneficial for the analyses in this thesis.

Chapter 2 describes developments of newly-designed diamond anvil cells (DACs) for single-crystal neutron
diffraction. Neutron diffraction techniques were well-developed for powder samples but still limited for single-
crystalline samples. I introduced promising materials to develop a new type of DACs: nano-polycrystalline
diamond (NPD) anvils and Zr-based bulk metallic glass (Zr-BMG) load frames. High neutron transparency of
the materials and a novel DAC design enable the observation of diffraction spots from the sample without angular
limitations. The wide coverage of the DAC supports the verification of the observed diffraction intensities by the
comparison of crystallographic equivalents. The simplified design of the irradiated components also allows the
accurate intensity correction. A breakthrough in the experimental techniques with novel devices provides new
approaching pathways to the intrinsic and fundamental properties of materials.

Chapter 3 explains investigations of the intrinsic structure of ice VII. The disordering nature of ice VII is
composed of the combination of molecular orientation, hydrogen-bond formation, displacement from the average
position, and some distortions affected by stimulation such as pressure, temperature, and ionic species. Moreover,
these disorders have both static and dynamic features. Thus, it needs to first clarify the nascent properties of
ice VII for further specific arguments for anomalous dynamic behaviours, hydrogen-bond symmetrisation, and
salt incorporation. In this chapter, I conducted single-crystal neutron diffraction experiments using the newly-
developed DAC in Chapter 2 and powder neutron diffraction using the MITO system [79]. These high-pressure
devices dedicated for in-situ diffraction experiments provides high-quality information in reciprocal space sufficient
for detailed structure analysis. Two types of structure analyses were applied for the diffraction data to obtain the
information on the disordered structure of ice VII beyond the limitation in the conventional structure refinements
using structure models.

Chapter 4 treats the relationship of incorporation of ionic species into ice VII and the physical properties
of ice VII affected by the incorporation. Previous studies on salty ice VIIs varied in species of ions and their
concentration. Moreover, the observed properties of salty ice VII were distinct. For example, even the volume
expansion/shrink differed among the papers and was too complicated for systematic understanding. The largest
gap among the reported salty ice VIIs is the experimental path: one crystallised via amorphous at low temperature
with high concentration of ionic species and one crystallised from solution at ambient temperatures with lower
concentration. Considering that salty ice VII is in a kinetically-trapped and unstable state in non-equilibrium
conditions, ice would expel ionic species and salts or salt hydrates forms by relaxation by heating or decompression.
Then, in this chapter, I examined the transient behaviours from the salty ice VII with high concentration to salty
ice VII with less concentration by continuous in-situ diffraction experiments. The successive experiments provide
an aspect to overview the complicated behaviours of ice VII. The neutron scattering techniques are beneficial to
observe the hydrogen ordering features affected by the distortion induced by the strong electrostatic interaction by
the incorporated ionic species in addition to volume changes.

Each chapter contains its essential theory and procedures in addition to instrumental and scientific topics.
Appendix provides more fundamental, practical and detailed information related to the diffraction experiments and
coexisting hydrates.
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2 Development of diamond anvil cells for single-crystal neu-
tron diffraction
This chapter is not available for publication as it will be published in a journal within the next five years.
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3 Disordered structure of pure ice VII
This chapter is not available for publication as it will be published in a journal within the next five years.
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4 Two types of salty ice VII
This chapter is not available for publication as it will be published in a journal within the next five years.
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5 Concluding remarks
In my thesis, I described technical developments of DACs for single-crystal neutron diffraction and scientific topics
about pure and salty ice VII. This thesis is based on the fundamental scope to investigate the simple molecules
in bulk phase by neutron diffraction experiments under high pressure. The technical developments in in-situ
measurement apparatuses enabled to clarify the observation of the complicated materials in detail.

Newly developed DACs were described in Chapter 2. The DACs were designed for single-crystal neutron
diffraction under high pressure. Their design concept is to open the observable directions among almost all the
solid angles. Key points are components around the sample space: NPD anvils and Zr-BMG cylinders. Both
materials have high neutron transparency and allow the incident and diffracted beams to pass through them with
sufficient intensities for measurement. Moreover, both do not cause serious parasitic diffractions, problematic in
many in-situ diffraction studies. Thus, numbers of diffraction spots are observable and easily identified. The wide
coverage of reciprocal space also has the advantage to evaluate the observed diffraction intensities by comparing
crystallographic equivalents. The component geometry is expected to generate a pressure of 8 GPa and its durability
was examined in offline tests with maximum pressure up to 4.5 GPa.

Test experiments on single-crystalline NaCl at the D9 diffractometer of the ILL and NH4Cl at the BL18 of
the MLF J-PARC demonstrated low background levels and absence of Bragg spots other than the specimen. In
both experiments, the diffraction patterns for the samples stored in the DAC showed comparable refinement results
with those out of the DAC. High-pressure diffraction experiments on ice VI at BL18 also resulted in structure
refinements with sufficient quality.

Optical accessibility enables in-situ single-crystal growth from solution as demonstrated in the case of ice
VI. Such approaches are necessary for molecular crystals with structural variety under high pressure. Moreover,
molecules also form solvates with various compositions. Structural analyses of these flexible and complicated
crystals need enormous diffraction intensities. While the cell still needs to be improved for studies at higher
pressures, the developed DAC is expected to be advantageous for structure refinements from the in-situ high-
pressure experiment.

Detailed structure analyses on pure ice VII were described in Chapter 3. To reduce the biases by specimen
type, single-crystal and powder neutron diffraction experiments were conducted at 2.2 GPa and 298 K using the
developed DAC and MITO system [79] for the MEM analysis. The MEM analysis showed clear distributions
of atoms aside from the average potions in ice VII. Those from single-crystal and powder data showed similar
features of the ring-like distribution of deuterium and oxygen displacements along ⟨111⟩. Observed distributions
were consistent with the previously proposed displacement models [58, 133], while the ring-like and potentially
elongated feature of deuterium was first observed experimentally, highlighting the insufficiency of explanation
with simple point-like structure models.

Correlation functions were derived from the total scattering profiles of powder diffraction. This analysis
revealed that the water molecules in ice VII are identical to those in ice VIII in contrast to conventional Rietveld
refinements. This would be similar to the case for ice I in which elongated O-D distances derived in conventional
diffraction studies were replaced by slightly shorter distances from PDF analysis [11]. Moreover, the local structure
of ice VII was completely different over the size of the unit-cell of ice VII. This implies that water molecules in
ice VII are almost fully random-oriented and have little ordered structure even in short-range.

In a pressure region at ca. 11 GPa, dominant hydrogen dynamics are expected to change from the molecular
rotation to the intermolecular translation of hydrogens [30, 55, 56]. The structural features of ice VII revealed in this
study have the potential to clarify such behaviours. Further experiments at higher pressures would provide more
information on the relation between the atomic distribution and the dynamic behaviours of ice VII. In practice, the
single-site model can satisfactorily reproduce the diffraction patterns of ice VII as mentioned in the introduction.
However, the detailed disordered structure of ice VII is related to intrinsic distortion from the completely symmetric
structure. It would be related to tolerance against distortion externally induced such as by salt incorporation. Thus,
the intrinsic structure of ice VII is necessary to deal with its compatible feature with ionic species.
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The behaviours of salty ice VII was described in Chapter 4. The MgCl2:D2O = 1:25 (mol) solutions successfully
vitrified by cooling to 100 K from room temperature and 0.6–0.7 GPa. Successive compression at 100 K resulted
in saline amorphous with broad diffraction peak at lower-𝑑 than one before compression. According to heating
at high pressures, the amorphous peak became sharper like the case of annealing of pure amorphous ice VHDA
[169].

These saline amorphous remained in wider 𝑝𝑇-regions than pure ice [45] until crystallisation at 260 K and
4 GPa in path A and 200 K and 6.7 GPa in path B. Surprisingly, further annealing at higher temperatures resulted
in the splitting of ice VII peaks into two with different excess volumes. 𝛼-VII, which crystallised from saline
amorphous, retained its excess volume larger than 5% while 𝛽-VII, which emerged after annealing, had smaller
excess volumes. Their behaviours were also different in hydrogen ordering, such as scarcely ordered 𝛼-VII in
contrast to the gradual increase of ordered feature of 𝛽-VII according to annealing. 𝛼-VII finally disappeared, and
the excess volume of the remaining 𝛽-VII gradually decreased to 0%. According to the volume decrease of 𝛽-VII,
diffraction peaks from salt hydrates became observable, indicating salt expulsion from salty ice VII during the
relaxation of 𝛽-VII.

Many things remain ambiguous on salty ice VII, but distinct behaviours were clarified for those classified as
𝛼- and 𝛽-VII in this study. Further systematic analyses on the correlation of MgCl2 concentration of salty ice VII
will provide further information about the difference of 𝛼- and 𝛽-VII.

Ice VII is regarded as a simple phase compared to other ice phases with complicated network topology. This
study clarifies their intrinsic complexity in both pure and salty. The salt compatibility with ice VII is actually
related to kinetic trapping under high pressure and low temperature. On the other hand, the distinct two types of
salty ice VII imply the structural variety of ice VII. These are considered to be the structural variation in distortion
by salt incorporation. In other words, the incorporation scheme would be different slightly.

In this thesis, the structure and behaviours of pure and salty ice VII were investigated independently. Neverthe-
less, the intrinsic structure of ice VII are inevitably related to its dynamic behaviours and the stability or tolerance
to the distortion induced by the external stimulation, such as the incorporation of ionic species. The volume change
discussed in Chapter 4 was mainly based on the averaged and periodic structure, such as the single-site model. The
derived distortion is also the result of spatial and time average. It does not directly represent the local structure
around the incorporated ionic species. The tolerance of ice VII to hold the ionic species in a few percent would
come from the structural tolerance as the whole network. The distortion induced by the electrostatic interaction by
ionic species can be cancelled by the neighbouring distortion by other ionic species of water molecules. Related to
the local structure around the ionic species, they attract the neighbouring water molecules more strongly than the
other water molecules by the electrostatic interaction. These interactions appear to induce locally ordered embryos
in different ways from ice VIII as suggested in the case of salty-ice VII (NH(D)4F) [179]. Thus, the incorporation
of ionic species has a probability to modify the relative stability of different configurations as the hydrogen-ordered
counterpart of ice VII. The actual application needs some further improvements on measurement and analysis
techniques, but the detailed analyses described in Chapter 3 would provide more direct information of the disorder
or order of the local structures in ice VII induced by the ionic species.

From a different aspect, salt hydrates can be a good comparison to discuss the structure of water molecules
around ionic species. The main reason of the difficulty to clarify the local structure around the ionic species in salty
ice VII is because the incorporation occurs randomly. On the other hand, salt hydrates have periodic structures,
which can be elucidated from the conventional structure analyses from diffraction experiments. Especially, most
water-rich hydrates, containing more than six water molecules per cation which is fully hydrated, forms hydrogen-
bonding networks consisting of coordinating/interstitial water molecules and anions. Under high pressure, salt
hydrates have unique bonding structures or hydration numbers uncommon at ambient pressure [125–127, 131].
Their structure analyses can experimentally provide the information of interatomic distances and angles under
high pressure, and support the discussion from computational approaches. However, these high-pressure phases
of multicomponent crystals are unstable at ambient pressure and tend to have complicated structural features.
Therefore, single-crystal neutron diffraction is a prospected technique to investigate the bonding structure including
the hydrogen (deuterium) atoms. The developed DAC described in Chapter 2 provides the practical approach to
investigate them from in-situ measurements.
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A Fundamental theory of diffraction

A.1 Reciprocal space for crystalline materials

Diffraction can be regarded as a kind of projection of structures in real space into structure factors in reciprocal
space. Their relation can be explained as the Fourier transformation mathematically. Crystal is defined as an entity
in which components align periodically in a long-range order. The definition of the term “crystal” has changed in
20–21st centuries. Now, the term contains a wider range of solids based on the central idea of order in either real
space or reciprocal space. Here, pseudo-crystals and modulated structures are out of the interest of this study. The
crystal structure can be reformed by the combination of three-dimensional periodicity of structural units (unit cell)
and aperiodic terms in each unit cell. Then, the Fourier transformation can be written in the following formula for
crystal structure factor 𝐹 (𝒌) (Equation (A.1)) by extracting the Laue function which comes from the periodicity
of the unit cell.

𝐹 (𝒌) =
∫

unit cell
𝑓 (𝒓)𝜌(𝒓) exp(−2𝜋𝑖𝒌 · 𝒓)𝑑𝒓 (A.1)

𝜌(𝒓) corresponds to density of scattering factors depending on the radiation type and 𝒌 is a scattering vector
defined as 𝒌 = 𝒌1 − 𝒌0 from the wave vectors of incident (𝒌0) and scattered (𝒌1) beams which have the norms
of the inverse of their wavelengths. The scattering vector, 𝒌, has information of direction and wavelength of the
beams. This study only treat the elastic scattering in which the wavelengths of the beam does not change before
and after the scattering, i.e. |𝒌0 | = |𝒌1 |. The scattering factor is called the scattering length for neutron diffraction
because of it has inverse unit of length. The diffraction intensity for each reciprocal lattice point corresponds
to the squares of the norms of its crystal structure factor. In diffraction-based structure analysis, the structure in
real space is discussed based on the observed diffraction intensities with statistical approach to reduce the errors
between measurement and calculation from the model. In conventional structure refinements, 𝜌(𝒓), continuous
function of 𝒓 is replaced by a single value, 𝑏𝑖 , dependent on the species of atom, 𝑖, and atomic positions, 𝒓 𝑗 , as in
Equation (A.2). In other words, the distribution is simplified as discrete sites assigned to specific atoms.

𝐹 (𝒌) =
∑
𝑖

unit cell∑
𝑗

𝑏𝑖 exp(−2𝜋𝑖𝒌 · 𝒓) (A.2)

A.2 Ewald sphere to describe diffraction conditions

Diffraction intensity comes from the superposition of the beams scattered from the scatterer. Thus, diffraction
has a strong intensity in specific conditions in which scatterings in different paths coherently contribute to the
diffraction when Equation (A.3) is fulfilled. In this condition, the Laue functions become non-negligible and have
a significantly large value. The diffraction can be observed as a Bragg spots. This explanation can be redefined as
in (A.4) using reciprocal lattice vectors (𝒂∗, 𝒃∗, 𝒄∗) known as the Laue condition.

𝒌 · 𝒙 ∈ Z (𝒙 = 𝒂, 𝒃, 𝒄) (A.3)

𝑢, 𝑣, 𝑤 ∈ Z (𝒌 = 𝑢𝒂∗ + 𝑣𝒃∗ + 𝑤𝒄∗) (A.4)

Thus, reciprocal lattice points (𝒅∗ = ℎ𝒂∗ + 𝑘𝒃∗ + 𝑙𝒄∗) defined with integer indices (ℎ, 𝑘, 𝑙 ∈ Z) automatically
fulfil the Laue condition. The Laue condition can be visualised by the Ewald sphere in 3-dimensional diffraction
reciprocal space. Figure A.1 shows 2D-projected Ewald sphere in which scattering vector 𝒌 = 𝒌1 − 𝒌0 coincides
with one reciprocal lattice vector 𝒅∗210 = 2𝒂∗ + 𝒃∗. In this case, the scattering vector satisfies the Laue condition.
The conditions vary by the wavelength, 𝜆, i.e. the radius of the Ewald sphere, 1/𝜆, and the relative orientations of
beams. Then, the Laue conditions can be explained as the following two requirements.

(a) The reciprocal lattice is on the Ewald sphere.

(b) The wave vectors of the incident and diffracted beam are in the observable directions.
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Figure A.1: Ewald sphere for reciprocal lattice with cubic symmetry projected on 𝒂∗𝒃∗ plane. Red circle
corresponds to the projected Ewald sphere while black dots does to the reciprocal lattice points of the crystal.

A.2.1 Observable reciprocal space in principal
In conventional single-crystal diffraction, the crystalline specimen can be arbitrarily rotated into the desired
orientations neglecting a small solid angle around the mounting pin. In this case, requirement (b) is negligible
and only requirement (a) needs to be taken into account. Then, the observable reciprocal space is those with
|𝒅∗ | = 1/𝑑 < 2/𝜆 as shown in Figure A.2. Thus shorter-wavelength is preferred for structure analysis with the high
spatial resolution by observation in wider reciprocal space in principal. In actual measurements, the observable
reciprocal space is limited by the signal-to-noise ratio. In low-𝑑 region, the diffraction intensity drastically decay by
Lorentz factor (described in Appendix B). The intensity decay in the low-𝑑 region is more serious for x-ray study
because of the decay of scattering factor as described in Chapter 1. On the other hand, the high-𝑑 (i.e. low-𝑑∗)
diffractions from crystals with large unit cells are difficult to measure with beams with short-wavelength because
their diffraction angles 2𝜃 is small and diffuse scattering from the direct beam would overwhelm the diffraction.

Single-crystalline specimens rarely satisfy the diffraction condition for the requirement (b). On the other hand,
powder specimens can be interpreted as simultaneous measurements of tiny single crystals in different orientations.
The reciprocal lattice points form spheres centred at the origin, the 000 reciprocal lattice point. Then, the spheres

000

-ω

k0

Resolution limit

Figure A.2: Observable reciprocal space described using Ewald sphere. The observable region is the cross-section
of the surface of the Ewald sphere during its free rotation with a fix at 000 point. In this cross-section, the
observable region is shaded by red. The arrows correspond to the rotation of the Ewald sphere by −𝜔 around
the axis normal to the plane on 000. This clockwise rotation corresponds to anti-clockwise rotation of reciprocal
space i.e. sample crystal by 𝜔 in real space. The area shaded by grey indicates unobservable regions because of
the resolution limit described by the blue circle.
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000

Figure A.3: Ewald sphere for reciprocal lattice for powder specimen. The red circle corresponds to the projected
Ewald sphere while black dots represent the reciprocal lattice points of tiny crystals. The reciprocal lattice points
were distributed on a surface of each sphere centred at the origin, the 000 reciprocal lattice point, with a radius of
𝑑∗.

with lower-𝑑∗ than the observable limit from wavelength cross with the Ewald sphere. Then the ring-like diffraction
can be observed in 2-dimensional detectors, known as the Debye rings, instead of point-like Bragg spots. However,
reciprocal lattice points with the same 𝑑∗, such as crystallographic equivalents, degenerate into a single sphere. The
spheres lose the orientational information and only retain the one-dimensional information, 𝑑-spacing. Then the
reciprocal lattice points overlap eventually when their 𝑑-value is not separated well compared to the experimental
resolution. This is the serious disadvantage of powder diffraction in contrast to the observation of discrete Bragg
spots in single-crystal diffraction.

A.2.2 Accessible reciprocal space in diffraction experiments
To observe the diffractions, diffractometers are designed to make the reciprocal space fulfil the requirements (a)
and (b) in different ways.

(1) Angle-dispersive diffractometer with continuous wave (CW) neutron

In angle-dispersive diffractometers, while diffraction patterns are collected in different directions with fixed
wavelength 𝜆 of the neutron. It corresponds to finding reciprocal lattice points along the Ewald sphere of a fixed
radius of 2/𝜆 varying the orientation of 𝒌1 with respect to the reciprocal lattice. In single-crystal diffraction
measurement, specimens are rotated to fulfil the requirements to obtain each pattern in individual orientation
(Figure A.4a). The peak intensity can be obtained by the accumulation of each diffraction spot individually (Figure
A.4b). The four-circle diffractometer with the Eulerian cradle at the D9 of the ILL is one of them. In the D9
beamline, the desired wavelength of the neutron is extracted using a monochromator from the continuous white
wave produced by a reactor source. In this setup, accurate peak intensities can be extracted by rotational scan by
evaluating the crossing of a reciprocal lattice point through the Ewald sphere surface.
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Figure A.4: (a) Observable reciprocal space in angle-dispersive diffraction with single-crystalline sample by
rotating the specimen. The colour graduation from blue to red corresponds to the rotation by 𝜔 along the axis
perpendicular to the plane centred at 000. (b) Representative diffraction intensity for 𝒅∗210 in 𝜔-scan.

(2) Energy-dispersive diffractometer with white neutron

Another main technique is to scan the wavelength i.e. energy of beam. This scanning corresponds to observing
fan-shaped regions spreading from 000 with certain directions as shown in Figure A.5. This approach is quite
beneficial for powder samples whose reciprocal lattice forms concentric spheres. In x-ray diffraction, diffraction
patterns are collected depending on energy. For neutron studies, time-of-flight type diffractometer is commonly
used. In this diffractometer, the neutron wavelength is calculated as de Broglie wavelength, 𝜆 = ℎ/𝑚𝑛𝑣, from
neutron speed, 𝑣, with Planck constant, ℎ, and neutron mass, 𝑚𝑛. The neutron speed can be estimated from the
time-of-flight.The BL11 beamline [136] at the MLF J-PARC is one of them with a spallation source [215].

1/λ
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Figure A.5: (a) Observable reciprocal space in energy-dispersive diffraction with powder sample for 2𝜃 = 90◦.
The colour graduation from blue to red corresponds to the wavelengths of beams from long to short (𝜆 > 𝜆′ >
𝜆′′, |𝒌′1 | < |𝒌′1 | < |𝒌′′1 |). Unobservable directions are shaded by grey. (b) Representative diffraction profile.

(3) Laue-TOF diffractometer

In Laue diffractometer, diffraction patterns are collected in various directions of diffracted beam 𝒌1 with white
neutron. In this case, 𝑑-space cannot be determined directly from the diffraction pattern and diffractions inevitably
overlap with their integer multiples like ℎ𝑘𝑙 and 𝑛𝑘 𝑛𝑘 𝑛𝑙. Then, the combination with energy dispersive measure-
ment enables the decomposition of diffraction pattern in 𝑑-space. The BL18 beamline [118] of the MLF, J-PARC
one of such Laue-TOF diffractometer with the pulsed neutron source. In practice, time-resolved detectors with
wide coverage of solid angles are necessary for three-dimensional observation for two in orientation and one in
time-of-flight i.e. wavelength.
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A.2.3 Observable reciprocal space in high pressure experiments
If the diffraction geometry has no angular limitation as an ideal condition (Figure A.2), the volume of observable
reciprocal space is that of a sphere with a radius of 2/𝜆 to be 𝑉full = (4/3)𝜋(2𝑅)3 as a function of radius
of the Ewald sphere (𝑅 = 1/𝜆). Here, monochromatic neutron beam is assumed for simplicity. For the case
of diffractometers using white neutron beam like the Laue diffractometer, the observable regions are extended
analogously to discussed above for the energy-dispersive diffractometer.

In actual experiments, neutron beams cannot come from or be observed in certain directions. The limitation
of accessible direction hence causes difficulty to cover the reciprocal space in high-pressure experiments. This
requirement can be described as orientational constraints for 𝒌0 and 𝒌1 against the reciprocal lattice. Thus, the
observable reciprocal space can be derived as the intersection of the valid surface of the Ewald sphere when the
sphere rotates around the origin, 000 reciprocal lattice point, under the directional constraints. Figure A.6 shows
the representative geometries of DACs in single-crystal neutron diffraction and their observable reciprocal space.
The observable diffractions limited by the DAC geometry can be estimated by geometrical calculation in the
reciprocal space using the Ewald sphere. First, DACs in the transmission geometry can be an example as a simple
case. Let 𝑧-axis along the compression axis, and its observable reciprocal space is cylindrically symmetric around
the 𝑧-axis. Then, the observable volume, 𝑉∗

1 , can be calculated as an intersection of the shaded area in Figure A.6c
rotated along the 𝑧-axis. For the one with the half opening angle of 𝛩 = 40◦ each from the central compression
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Figure A.6: Schematic image of angular limitations of (a) DACs in transmission geometry and (b) the developed
DAC in Chapter 2. The diffraction geometries are defined to orient 𝑦-axis along the vertical line, 𝑧-axis on the
horizontal plane in which the incident neutron beam 𝒌0 comes in the principal orientation, and 𝑥-axis to be in the
right-handed system. (c) The cross-sections of the observable reciprocal spaces, for (a) with opening half angle
𝛩 = 40◦ and (d) for (b) with the opening cone angle𝛹 = 160◦ with a monochromatic wavelength of neutron beam.
Red arcs indicate the part of the Ewald circle in observable directions when the incident neutron beam 𝒌0 come
along the 𝑧-axis. The shaded areas in red correspond to the observable region derived as the intersection of the
observable arcs when the Ewald sphere rotates around the axis perpendicular to the projected plane at the origin,
000 of the reciprocal lattice, under the directional constraints on 𝒌0 and the diffracted beam, 𝒌1. The resolution
limit is not taken into account for clarity.
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axis, common geometry as Boehler almax anvils [93], diffraction experiments can cover only 8% of the full sphere
from Equation (A.5) including the back scattering geometry. The second derivative of Equation (A.5) with respect
to 𝛩 is 9 sin2 𝛩 cos𝛩, so that the observable region does not increase significantly below the inflection point at
𝛩 = 45◦. With a larger half opening angle of 𝛩 = 60◦, 31% of the full sphere becomes observable.

𝑉∗
1 = 2

∫ 2𝑅

2𝑅 cos𝛩
𝜋[(2𝑅)2 − 𝑥2]𝑑𝑥

𝑉∗
1

𝑉full
=

2 − cos𝛩(3 − cos2 𝛩)
2

(A.5)

In a similar way, the observable reciprocal space can be estimated for the new type of DAC developed in Chapter
2. The developed DAC has little angular limitation in diffraction geometry except for conical region spreading from
the sample position. Thus, the neutron beam can come from and go to the directions in the angle from the vertical
𝑦-axis along the compressing direction below the opening half angle,𝛹 . The observable region in reciprocal space
for the developed DAC also has the cylindrical symmetry around the 𝑦-axis. The three-dimensional observable
region is an intersection of the shaded area in Figure A.6d rotated along the 𝑦-axis with the cone angle of 40◦. The
integrated volume, 𝑉∗

2 , with respect to the full sphere can be formulated as Equation (A.6). The developed DAC
with the opening half angle𝛹 = 160◦ can cover 80% of the full sphere.

𝑉∗
2 =

∫ 2𝑅

2𝑅 cos𝛹
𝜋[(2𝑅)2 − 𝑥2]𝑑𝑥 +

∫ −𝑅 cos𝛹

𝑅 cos𝛹
𝜋

(√
𝑅2 − 𝑥2 − 𝑅 sin𝛹

)2
𝑑𝑥

−
[∫ 𝑅

𝑅 cos𝛹
𝜋

(√
𝑅2 − 𝑥2 + 𝑅 sin𝛹

)2
𝑑𝑥 −

∫ 𝑅

−𝑅 cos𝛹
𝜋

(
𝑅 sin𝛹 −

√
𝑅2 − 𝑥2

)2
𝑑𝑥

]
=

∫ 2𝑅

2𝑅 cos𝛹
𝜋[(2𝑅)2 − 𝑥2]𝑑𝑥 − 2

∫ 𝑅

𝑅 cos𝛹
2𝜋𝑅 sin𝛹

√
𝑅2 − 𝑥2𝑑𝑥

𝑉∗
2

𝑉full
=

2 − cos𝛹 (3 − cos2𝛹 )
4

− 3
16

sin𝛹
[
𝛹 − 1

2
sin(2𝛹 )

]
(A.6)

In addition, some diffraction spots are crystallographically equivalent to others from the crystal symmetry. For
example, 100 diffraction of ice VII (space group𝑃𝑛3̄𝑚) has 5 equivalent diffractions (i.e. 100, 1̄00, 010, 01̄0, 001, 001̄).
These equivalences depends on the symmetry of the crystalline sample. On the other hand, the Friedel pairs, ℎ𝑘𝑙
and ℎ̄�̄� 𝑙, have the identical diffraction intensities because the observed diffraction patterns loses the information
of phase. It needs special approach to examine the difference between the Friedel pairs, such as the anomalous
scattering using a specific wavelength of beam. Identifying reciprocal lattice points with their Friedel pairs, the half
of the reciprocal space is at least enough for structure analysis, even though the observed diffraction intensities are
preferred to be examined by comparing these equivalent diffraction intensities. In that case, the developed DAC can
cover the whole necessary and principally accessible reciprocal space. In practice, the observable diffraction spots
are also limited by the resolution limit. The resolution limit is determined by the signal-to-noise ratio depending
on the performance of the diffractometers, the intensity of the signal from the sample related the sample volume
and components, and interference by high-pressure cells such as attenuation and background scattering. It depends
on the experimental conditions, but the covered area compared to the region defined from the resolution limit is
slightly different.

A.2.4 Multiple scattering
In structural analysis, the elastic and coherent scatterings are taken into account. In addition, the scattering is
assumed to occur once during the flight. However, diffracted beams by materials are sometimes diffracted again.
This event is not accidental but theoretically possible considering the Laue conditions as shown in Figure A.7
When neutron is diffracted as 𝒌 = 𝒅∗210, the diffracted beam 𝒌1 travel through the crystal and behaves as another
incident beam 𝒌′0 = 𝒌1. Then, 𝒅2̄1̄0 the Friedel pair of 𝒅210 is definitely on another Ewald sphere defined for 𝒌′0.
The neutron diffracted twice 𝒌′1 orients towards the same direction of the original incident beam 𝒌0. This multiple
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Figure A.7: Schematic image of multiple scattering with Ewald sphere. Red and violet colours correspond to the
diffraction conditions for the first and second diffraction events. The diffracted beam 𝒌1 behaves as an incident
beam for the second diffraction. In this case, the Friedel pair of the first diffraction automatically fulfil the Laue
condition from their relation in inversion symmetry. Resolution limits are not taken into account for clarity.

scattering is negligible for tiny crystals because of the high penetration ability of neutron but becomes serious for
large crystals or highly interactive beams such as electron beam.

Diffraction events more than once can also take place accidentally among different crystals i.e. polycrystalline
samples or those by the sample container. Such additional scattering by the vessel is a kind of intensity attenuation
and is briefly described in Appendix B.

A.3 Collimation of neutron beams

Since anvils and gaskets are directly attached to the sample, diffracted neutrons from the high-pressure cell
inevitably contaminate the observed signals in high-pressure experiments. Moreover, the Zr-BMG cylinders are
also irradiated in our cell design. BN collimator with a diameter of 0.8 mm was placed upstream of the neutron
beam from the sample to reduce the background diffraction from the DAC components, especially from NPD
anvils. The incident-beam collimator was aligned line using a camera. The sample was also aligned to be at the
rotation centre of the 𝜔-goniometer. The sufficiency of the alignment can be examined by data accumulation for
at most several minutes because no spots can be observed other than those from the sample. Such fast evaluation
can reduce the time for centring.

In contrast, diffracted beams are not collimated in this setup. Although it is technically possible to eliminate such
contaminating diffractions using radial collimators [216, 217], such as used in high-pressure powder diffraction
experiments at BL11 (PLANET) of the MLF J-PARC [136], the collimation of diffracted beam has a risk of the
intensity decrease at the edges of the collimating region. Discrete spot peaks in single-crystal diffraction are
strongly affected by the truncation of diffracted beams and are difficult to examine compared to powder lines that
can be integrated among two-dimensional Debye rings. Moreover, this risk is even higher because a quite small
gauge volume is required for high-pressure experiments. As a whole, it is supposed to be less effective in practice
to introduce radial collimators for this case.
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A.4 Conventional structure analyses

For comparison with the analytic procedures conducted in Chapter 3, the conventional structure refinement for
power diffraction profiles is briefly explained here. Conventional structure analyses refine structure models. In
more detail, centres of atomic positions and their distribution are prospected to be represented by a relatively
simple model, such as isotropic spheres and ellipsoids. The parameters to describe the models are refined by the
least-square procedures. The errors of the obtained parameters are derived from the error matrix in these regressing
procedures and are usually underestimated. The reliability of refined structure models can be evaluated by several
statistical measures derived from the observed diffraction patterns and the calculated diffraction intensities. Their
definition is provided by IUCr union [218] for crystallographic information file (CIF) entry and by each analysis
software for specific values.

A.4.1 Statistical measures for single-crystal diffraction
In single-crystal diffraction, discrete diffraction spots can be measured, and individual diffraction intensity can be
directly derived from experiments. Thus, structure refinement procedures can be conducted with the tabulated
intensities extracted by three-dimensional peak fittings of the diffraction patterns. Structure refinement for single-
crystal data were conducted using SHELXL [119] and JANA2020 [121].

The quality of observed diffraction intensities are indicated by 𝑅equiv called 𝑅int in SHELXL as the consistency in
intensities of symmetry-equivalent diffractions (Equation (A.7)) and 𝑅𝜎 called 𝑅merge in Jana2020 from uncertainty
of diffraction intensities (Equation (A.8)). The refinement results of structure models can be evaluated by 𝑅 and
𝑅𝑤, and 𝑆. 𝑅-factor indicates the relative difference between the observed structure factors (Equation (A.9)) and is
called 𝑅1 and 𝑅obs in SHELXL and JANA2020, respectively. 𝑅𝑤 represents the weighted consistency of them and
is called 𝑤𝑅2 (Equation (A.10)) and 𝑤𝑅2

obs in SHELXL and JANA2020, respectively. 𝑆 corresponds to a measure
to evaluate the refinement procedure considering the sufficiency of observed numbers of diffraction intensities 𝑁𝑘

and refined parameters 𝑁param (Equation (A.11)) and called goodness of fit for the least square. The weight, 𝑤(𝒌),
is derived from observed structure factor, 𝐹o (𝒌), its uncertainty, 𝜎𝐹o (𝒌), and calculated structure factor, 𝐹c (𝒌).
The combination with 𝐹c (𝒌) reduces statistical bias [219]. The intensity, 𝐼, is replaced by squared structure factors
used for regressing procedures in SHELXL.

𝑅equiv =

∑
𝒌 |𝐼o (𝒌) − 𝐼ave (𝒌equiv) |∑

𝒌 |𝐼ave(𝒌equiv) |
(A.7)

𝑅𝜎 =
∑

𝒌 𝜎𝐼o (𝒌)∑
𝒌 |𝐼o (𝒌) |

(A.8)

𝑅 =
∑

𝒌 |𝐹o (𝒌) − 𝐹c (𝒌) |∑
𝒌 |𝐹o (𝒌) |

(A.9)

𝑅𝑤 =

√∑
𝒌 𝑤(𝒌) |𝐼o (𝒌) − 𝐼c (𝒌) |2∑

𝒌 𝑤(𝒌) |𝐹o (𝒌) |2
(A.10)

𝑆 =

√∑
(𝒌 ) 𝑤(𝒌) |𝐼o (𝒌) − 𝐼c (𝒌) |2

𝑁𝑘 − 𝑁param
(A.11)

A.4.2 Rietveld analysis for powder diffraction
In principle, individual diffraction intensities cannot be extracted from powder diffraction patterns like single-
crystal study because the diffraction is already one-dimensional, and multiple diffraction spots overlap in the peak.
Moreover, the diffraction peaks from the sample cannot be distinguished without additional information when they
coexist with some crystalline phases. Then, the diffraction profiles need to be examined by both profile shapes and
structure models to reveal the detailed structure information including the atomic positions. The Rietveld analysis
is a kind of whole pattern fitting analysis using various profile functions in addition to the structure models [220].
In this thesis, the Rietveld refinements were conducted using the GSAS software [141]. Then, each diffraction
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peak can be calculated from structure factors and several factors as described in Appendix B. The peak intensities
are distributed from the centre positions calculated from the structure models. Basically, the peak shapes of Bragg
peaks are modelled by peak profile function with pseudo-Voigt description for convenience of calculation and
reproducibility of spreading in Lorentz and Gaussian distributions for spectroscopic and statistical factors. The
position-dependent peak broadening is modelled using several parameters. In the refinements for the data obtained
at the BL11 of the MLF, J-PARC [136], TOF profile function 3 was selected [141]. The diffraction contribution
to the observed diffraction profiles can be calculated by superposition of those from the sample and coexisting
crystalline phases. The overall diffraction intensities are calculated as the sum of the diffraction contributions ad
other intensities modelled by background functions. In this thesis, the shifted Chebyschev polynomial [221] was
used.

The parameters of structure models and the functions are refined to minimise the function, 𝑀p (Equation
A.12), with weight, 𝑤, derived from error propagation. Here, the summation is for the whole profile region in
time-of-flight for powder TOF diffraction. Some residual functions are used to investigate the quality of the least
square refinements. 𝑅p is simply derived from the observed and calculated intensities A.13. 𝑅wp indicate the
weighted residual A.14. 𝜒2 corresponds to the goodness of the least square refinement derived from the number
of binns for observed intensities 𝑁obs and refined parameters 𝑁var.

𝑀p =
∑

𝑤(𝐼o − 𝐼c)2 (A.12)

𝑅p =
∑ |𝐼o − 𝐼c |∑

𝐼o
(A.13)

𝑅wp =

√
𝑀p∑
𝑤𝐼o

(A.14)

𝜒2 =
𝑀p

𝑁obs − 𝑁var
(A.15)

The Rietveld analysis is widely used for structure refinement, but some functions are not necessarily derived
from physical explanation. Thus, it needs to care that the refinements strongly depends on the functions and models
so that inappropriate ones lead to an artefact.
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A.5 Structure factor 𝑆(𝑄) from total scattering

Structure factors originally correspond to the Fourier transformation of distribution in real space without assump-
tion of structural periodicity while crystal structure factor 𝐹 (𝒌) represents the Fourier transformation of atomic
distributions in the unit-cell as a representative average of periodic structure. Thus, structure factors can describe
the non-periodic structural features with short-range order, such as local structure in non-crystalline materials like
liquid and amorphous and disordered crystals.

However, diffractions from a non-periodic structure are neither sharp nor intense like Bragg peaks. The diffrac-
tion intensities cannot be extracted straightforwardly by simple peak fitting with the subtraction of background
using arbitrary functions like the case of crystalline materials. The elastic scattering intensity 𝐼 (𝑄) can be measured
experimentally after correction for attenuation, multiple scattering [139], and incoherent scattering [140]. Here, a
one-dimensional function is sufficient because the orientational information is already lost in powder diffraction
patterns. Then, the elastic scattering intensity, 𝐼 (𝑄), from the sample consisting of discrete atoms, 𝑖, with scat-
tering length, 𝑏𝑖 , can be described by the summation of orientationally averaged structure factor interferences as
a function of the magnitude of the scattering vector, 𝑄 = 4𝜋 sin 𝜃/𝜆 (Equation A.16). The terms can be separated
into the interatomic and self terms (Equation (A.17)). The first term in Equation (A.17) corresponds to the coherent
scattering intensity, 𝐼coh (𝑄), and represents the interatomic structure of the scatterer. Then, scattering factor 𝑆(𝑄)
can be defined as Equation (A.18) in Faber-Ziman definition [222]. Here, the structure factor is normalised by the
square of the average scattering length ⟨𝑏⟩ of the sample and the number of atoms, 𝑁 . The self-term, ⟨𝑏2⟩, cancels
out for uni-atomic system (i.e. ⟨𝑏⟩ = 𝑏).

𝐼 (𝑄) =

〈∑
𝑖

∑
𝑗

𝑏𝑖𝑏 𝑗 exp
{
−2𝜋𝑖𝒌 · 𝒓𝑖 𝑗

}〉
orientation

=
∑
𝑖, 𝑗

𝑏𝑖𝑏 𝑗
sin

(
𝑄𝑟𝑖 𝑗

)
𝑄𝑟𝑖 𝑗

(A.16)

=
∑
𝑖≠ 𝑗

𝑏𝑖𝑏 𝑗
sin

(
𝑄𝑟𝑖 𝑗

)
𝑄𝑟𝑖 𝑗

+
∑
𝑖

𝑏2
𝑖 (A.17)

𝑆(𝑄) − 1 =
𝐼coh (𝑄)
𝑁 ⟨𝑏⟩2

=
𝐼 (𝑄)/𝑁 − ⟨𝑏2⟩

⟨𝑏⟩2 (A.18)

⟨𝑏⟩ =
𝑁∑

𝑐𝑋𝑏𝑋 ⟨𝑏2⟩ =
𝑁∑

𝑐𝑋𝑏
2
𝑋

A.5.1 Correlation functions for multi-atomic system
The structure factors 𝑆(𝑄) derived from the experimental diffraction patterns contain multiple types of atomic
pairs: e.g. the correlation functions derived in Chapter 3 is the mean function for pairs of O-D, O-O, D-D. The
elastic scattering intensity is hence decomposed into the contribution of each atomic-pair correlation as a linear
sum of each contribution to the intensity from the fraction 𝑐𝑋 of the atomic species 𝑋 (Equation (A.19)). Then
structure factor 𝑆(𝑄) can be rewritten using partial structure factor, 𝑎𝑋𝑌 (𝑄), for pairs of atoms 𝑋 and 𝑌 .

𝐼 (𝑄) =
atomic pair∑

𝑚,𝑛

𝑐𝑋𝑐𝑌 𝑏𝑋𝑏𝑌
∑
𝑖𝑋≠ 𝑗𝑌

sin
(
𝑄𝑟𝑖𝑋 𝑗𝑌

)
𝑄𝑟𝑖𝑋 𝑗𝑌

+
∑
𝑖

𝑏2
𝑖 (A.19)

𝑆(𝑄) =
∑
𝑋

∑
𝑌

𝑐𝑋𝑐𝑌 𝑏𝑋𝑏𝑌
⟨𝑏⟩2 𝑎𝑋𝑌 (𝑄) (A.20)

𝑎𝑋𝑌 (𝑄) − 1 =
∑
𝑖𝑋≠ 𝑗𝑌

sin
(
𝑄𝑟𝑖𝑋 𝑗𝑌

)
𝑄𝑟𝑖𝑋 𝑗𝑌

(A.21)
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Accordingly, the atomic pair distribution functions 𝑔(𝑟) can be decomposed into partial atomic pair distribution
functions 𝑔𝑋𝑌 (𝑟).

𝑔𝑋𝑌 (𝑟) = 1 + 1
2𝜋2𝜌0𝑟

∫ ∞

0
𝑄 [𝑆𝑋𝑌 (𝑄) − 1] sin(𝑄𝑟)𝑑𝑄 (A.22)

A.5.2 Coordination number
Coordination numbers can be estimated for integrated area of radial distribution function (RDF) 𝑁 (𝑟) derived from
𝑔(𝑟) (Equation (A.23)). 𝑁 (𝑟) increase according to the interatomic distances with fluctuation from the asymptote
of 4𝜋𝑟2𝜌0 derived as uniform spherical distribution with the average density of 𝜌0. For a multi-atomic system,
𝑁 (𝑟) is the average of partial interatomic correlations. Thus, the coordination number 𝐶𝑁𝑋𝑌 from atom 𝑋 for
individual peak assignable to atom pairs 𝑋 and 𝑌 can be derived by Equation A.24.

𝑁 (𝑟) = 4𝜋𝑟2𝜌0𝑔(𝑟) (A.23)

𝐶𝑁𝑋𝑌 = 𝑐𝑋 · ⟨𝑏⟩2

𝑚𝑋𝑌 𝑐𝑋𝑐𝑌 𝑏𝑋𝑏𝑌

∫
𝑟peak

𝑁 (𝑟)

=
⟨𝑏⟩2

𝑚𝑋𝑌 𝑐𝑌 𝑏𝑋𝑏𝑌

∫
𝑟peak

𝑁 (𝑟) (A.24)

𝑚𝑋𝑌 =


1 (𝑋 = 𝑌 )
2 (𝑋 ≠ 𝑌 )
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