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Chapter 1

Introduction

1.1 Purpose of the thesis

The purpose of this thesis is to study the Helmholtz decomposition of vector fields with
bounded mean oscillation in various domains other than the whole space. Specifically
speaking, the Helmholtz decompositions of vector fields with bounded mean oscillation are
established in the cases where the domain is a half space, a bounded C3 domain and a
perturbed C3 half space with small perturbation.

The study of Helmholtz decomposition investigates the standard question whether a
space of vector fields, which is defined in some domain, can be decomposed into the direct
sum of a solenoidal subspace and a subspace that is exactly a gradient field. This decompo-
sition plays a fundamental role in the mathematical theory of the Navier-Stokes equations,
see e.g. [9]. This is the reason why we are interested in such problems. For vector fields
of Lp spaces over domains with 1 < p < ∞, such decompositions are widely studied. It
is well-known that by the Hilbert space method, the Helmholtz decomposition of the L2

vector fields holds for any arbitrary domain. In the case where p is not equal to 2, whether
the Helmholtz decomposition of the Lp vector fields holds or not actually depends on the
domain. For bounded domains, the most general result on this decomposition was given by
Fujiwara and Morimoto [6]. Their proof was based on the general theory for elliptic partial
differential equations by Lions and Magenes [16], [17]. Simader and Sohr [22] generalized
this result to both bounded and exterior domains by a variational approach. On the other
hand, Bogovskĭı [5] showed that there exists an unbounded domain in which the Helmholtz
decomposition does not hold. However, if one considers the L̃p vector fields where L̃p is
defined to be L2 ∩ Lp for 2 ≤ p < ∞ and L2 + Lp for 1 < p < 2, then the Helmholtz
decomposition holds for arbitrary uniformly C2 domain, this is the result due to Farwig,
Kozono and Sohr [7]. Their proof was also a variational approach based on duality. In the
case when p equals infinity, the Helmholtz decomposition does not hold even in the whole
space. The projection mapping to the gradient field in this case is a kind of Riesz operator,
which is unbounded in L∞. Hence, we consider vector fields with bounded mean oscillation
as an alternate choice for the L∞ vector fields.

In the case of the whole space, the Helmholtz decomposition of the space of vector
fields with bounded mean oscillation was established by Miyakawa [19]. In his work, the
Helmholtz projection was explicitly presented to prove its boundedness in the space of vector
fields with bounded mean oscillation. In the case of the half space, we make use of this
projection to construct the Helmholtz projection in the half space case explicitly through
extending a vector field, defined in the half space, to the whole space by the trick of even
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1. Introduction 2

and odd extensions. In the cases of a bounded C3 domain and a perturbed C3 half space
with small perturbation, we establish the Helmholtz decomposition by directly constructing
the volume potential. The ideas in this thesis to establish the Helmholtz decomposition
are more of potential-theoretical approaches. Although there is a chance that variational
approaches through duality might also be possible to establish the Helmholtz decomposition,
that would require a thorough understanding for the predual space of space of vector fields
with bounded mean oscillation in domain, i.e., we need to have the theory for spaces of
vector fields in real Hardy space in domains in advanced. At this moment, we are not ready
to consider a variational approach to establish the Helmholtz decomposition for vector fields
with bounded mean oscillation in domains. This would be our future target.

1.2 Introduction to Chapter 2

Chapter 2 is devoted to consider the Helmholtz decompositions for vector fields with
bounded mean oscillation and vector fields in real Hardy spaces over the half space. We
define the space of vector fields with bounded mean oscillation or in real Hardy spaces over
the half space in a way such that the even extension of the tangential component and the
odd extension of the normal component of a vector field are of bounded mean oscillation
or in real Hardy spaces.

By making use of the Helmholtz projection constructed in the whole space case [19],
we construct the Helmholtz projection in the half space case directly by considering even
and odd extensions and restriction. We show that this projection constructed is bounded
linear in both spaces of vector fields with bounded mean oscillation and in real Hardy
spaces over the half space. The famous John-Nirenberg inequality, see e.g. [14, Theorem
3.1.6], says that functions of bounded mean oscillation are indeed locally L2. Hence, for
the space of vector fields with bounded mean oscillation over the half space, the trace can
be taken in the sense of distributions. By finally invoking the De Rahm’s theorem, see e.g.
[9, Lemma III.1.1], we show that our projection that is directly constructed indeed induces
the correct Helmholtz decomposition for vector fields with bounded mean oscillation over
the half space. On the other hand, we do not know how to take the trace properly for
vector fields in real Hardy spaces over the half space, therefore we only obtain a partial
decomposition for vector fields in real Hardy spaces over the half space in this chapter.

Moreover, by considering the restrictions of atoms defined in the theory of real Hardy
spaces in the whole space, we establish the atomic decomposition theorem for the space of
vector fields in real Hardy spaces over the half space defined in this chapter. Following the
duality argument due to Fefferman and Stein [8], we prove that the space of vector fields
with bounded mean oscillation over the half space defined in this chapter is indeed the dual
space of the space of vector fields in real Hardy spaces over the half space defined in this
chapter. We develop two sets of theories of real Hardy spaces and spaces of bounded mean
oscillation defined in the half space which are compatible with the theory of Miyachi [18],
where he established the theory of real Hardy spaces defined in domains.

Chapter 2 is based on the joint work [10] with Professor Yoshikazu Giga.

1.3 Introduction to Chapter 3

In Chapter 3, we introduce local bounded mean oscillation spaces in domains. The local
bounded mean oscillation space defined in the whole space consists of functions of bounded
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mean oscillation that are uniformly locally L1 in the whole space. We define different types
of local bounded mean oscillation spaces in a domain by allowing functions to be uniformly
locally L1 only in the δ-neighborhood of the boundary in that domain for 0 < δ ≤ ∞.
We give a classification to these different types of spaces according to different values of δ.
We then define a local bounded mean oscillation space of vector fields which admits some
boundary control on the normal component of every vector field. We call the boundary
control as the bν estimate. This bν estimate was introduced in the previous works [1], [2],
[3] and [4].

Due to Jones [20], we see that the bounded mean oscillation space defined in a domain
can be extended linearly continuously to the bounded mean oscillation space defined in the
whole space if and only if the domain is a uniform domain. Following Jones’ argument, we
show that if the domain is a uniform domain, then the local bounded mean oscillation space
defined in this domain can be extended linearly continuously to the local bounded mean
oscillation space defined in the whole space in a way such that the support of every extended
function is contained in a small neighborhood of this domain. Since the local bounded
mean oscillation space is the dual space of the local real Hardy space and multiplication by
a Hölder function is bounded linear in the local real Hardy space, see e.g. [21, Chapter 3],
by our extension theorem for the local bounded mean oscillation space defined in a uniform
domain, we deduce that the multiplication by a Hölder function is bounded linear in the
local bounded mean oscillation space defined in a uniform domain. This means that we can
do cut-off to functions of local bounded mean oscillation defined in a uniform domain.

If the domain is the half space. For a vector field of local bounded mean oscillation
with boundary control on its normal component, by the formula of integration by parts,
we give an estimate on the L∞ norm of the normal component of the vector field on the
boundary by the local bounded mean oscillation norm of the vector field in the domain, the
bν estimate of the normal component of the vector field on the boundary and the uniformly
locally Ln norm of the divergence of the vector field in the δ-neighborhood of the boundary.
This can be done as for a L1 function defined on the boundary, there exists a bounded
linear lifting operator that maps the L1 function to a function that belongs to the Triebel-
Lizorkin space F 1

1,2, see e.g. [24, Section 4.4.3]. Since the gradient of a function in F 1
1,2 is

indeed in the local Hardy space, we can apply the duality relation. We can then generalize
this result to any uniformly C2+β domain with 0 < β < 1 by localizing the problem to
small neighborhoods of points on the boundary and then flatten the boundary by invoking
the normal coordinate change in each of these small neighborhoods. When the boundary
is flattened, the problem locally reduces to the half space case. We therefore obtain a trace
theorem that holds for any uniformly C2+β domain.

Chapter 3 is based on the joint work [11] with Professor Yoshikazu Giga.

1.4 Introduction to Chapter 4

Chapter 4 is devoted to the Helmholtz decomposition of the space of vector fields of bounded
mean oscillation defined in a bounded C3 domain that requires the normal component of
every vector field to be bν bounded. As we have shown in Chapter 3, in the case of a
bounded C2 domain, the space of vector fields of bounded mean oscillation that requires
the normal component of every vector field to be bν bounded is indeed L1. Hence, we do
not need to assume the space of vector fields to be of local bounded mean oscillation. In
the case of a bounded C3 domain, multiplication by a Hölder function is bounded linear
in the space of vector fields of bounded mean oscillation that implements the bν condition



1. Introduction 4

on the normal component of every vector field, i.e., we can do cut-off to vector fields with
bounded mean oscillation whose normal components are controlled on the boundary.

Our strategy to establish the Helmholtz decomposition is a potential-theoretic approach.
Simply speaking, we construct the volume potential corresponding to the divergence of a
vector field directly and then solve a Neumann problem with bounded data. The idea of
constructing the volume potential is simply applying the minus Laplacian to the divergence
of a vector field. However, if we apply the minus Laplacian directly to the divergence of a
vector field, we would get a volume potential whose gradient has normal component that is
not necessarily bν bounded on the boundary. We construct the volume potential in a delicate
way. We do cut-off to split a vector field into the sum of a vector field supported away from
the boundary and a vector field supported in a small neighborhood of the boundary. For
the vector field supported away from the boundary, we construct the corresponding volume
potential by applying the minus Laplacian to the divergence of the vector field directly. We
can estimate the L∞ norm of the gradient of this volume potential in a small neighborhood
of the boundary, thus this gradient certainly has bν bounded normal component. For the
vector field supported in a small neighborhood of the boundary, we extend this vector field
in a way such that the tangential component of the extended vector field is even with respect
to the boundary whereas the normal component of the boundary is odd with respect to
the boundary. Then we consider a finite partition of unity to localize the extended vector
field to finitely many compact small neighborhoods of points on the boundary. In each of
these compact small neighborhoods, we consider the normal coordinate change so that the
boundary becomes flattened. Thus locally the problem can be viewed as in the half space.
Applying the minus Laplacian in normal coordinate to the localized extended vector field,
we construct the corresponding volume potential by Neumann series. Our parity setting for
the extended vector field ensures that the gradient of the volume potential constructed from
each of the compact small neighborhoods has bν bounded normal component. Adding up all
volume potentials constructed from each of the compact small neighborhoods together with
the volume potential constructed from the vector field supported away from the boundary,
we obtain our desired volume potential.

Finally, we solve the Neumann problem with bounded data. Since the domain is a
bounded C3 domain, we recall the Green’s function from [13]. For a bounded data defined
on the boundary, the unique solution (up to an additive constant) to the Neumann problem
is given by the convolution of the Green’s function with bounded data on the boundary. In
the case of a bounded domain, the Green’s function contains two parts, the first part is the
usual Newton potential E(x−y), the second part h(x, y) has gradient L1 with respect to the
y variable on the boundary for any point x in the bounded domain (see [13, Lemma 3.1]).
The gradient of the convolution of this second part with boundary data on the boundary
is thus estimated directly by the L∞ norm of the boundary data on the boundary. It is
sufficient to consider only the Newton potential part. The BMO estimate for the Newton
potential part follows from the standard L∞ − BMO estimate, see e.g. [14, Theorem
4.2.7]. By a direct calculation, we show that the normal derivative of the Newton potential
is L1 with respect to the y variable on the boundary. Hence, the normal derivative of
the convolution of the Newton potential with bounded data on the boundary is uniformly
bounded by the L∞ norm of the boundary data on the boundary. The bν estimate of the
normal component of our solution to the Neumann problem follows naturally. Therefore,
we solve our Neumann problem.

Chapter 4 is based on the joint work [12] with Professor Yoshikazu Giga.
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1.5 Introduction to Chapter 5

In Chapter 5, we generalize the extension result in Chapter 3 for local bounded mean
oscillation functions defined in a domain. In Chapter 3, we follow the idea of Jones [20]
and establish an extension theorem for local bounded mean oscillation functions defined
in a uniform domain. In this chapter, we invoke the extension introduced in Chapter 4
which extends a function supported in a small neighborhood of the boundary evenly with
respect to the boundary, in order to establish an extension theorem for local bounded mean
oscillation functions defined in arbitrary uniformly C2 domain. Although we requires the
boundary to be uniformly C2, our extension theorem extends Jones’ result [20] in the sense
that local bounded mean oscillation functions defined in a non-uniform domain can also be
extended linearly continuously.

Our strategy is to firstly decompose a function into the sum of a function supported
away from the boundary and a function supported in a small neighborhood of the boundary
in our domain. We can achieve this by multiplying a cut-off test function supported in our
domain. At this stage, multiplication is not necessarily bounded linear as the domain is not
necessarily uniform. However, we can still uniformly estimate the mean oscillation of the
function supported in a small neighborhood of the boundary over all balls in the domain
with sufficiently small radius. This is because for a small ball close to the boundary, we
may find a bounded C2 subdomain that is contained in our domain such that the small
ball is contained in this bounded C2 subdomain, hence we can perform the multiplication
rule for local bounded mean oscillation functions inside this bounded C2 subdomain. For
a small ball lying sufficiently away from the boundary, then the function supported in
a small neighborhood of the boundary is actually zero in this small ball. We then even
extend this function with respect to the boundary, the idea of even extension with respect
to the boundary is introduced in Chapter 4. Since the extended function in this case is
supported in a small neighborhood of the boundary in the whole space, by invoking the
normal coordinate we can also uniformly estimate the mean oscillation of the extended
function over all balls in the whole space with sufficiently small radius. As we have shown
in Chapter 3, if a function is uniformly locally L1, then being able to uniformly estimate the
mean oscillation of the function over all balls with sufficiently small radius is equivalent to
prove that the function is of bounded mean oscillation. Hence, the extended function is of
local bounded mean oscillation in the whole space. For the function supported away from
the boundary, we extend it to the whole space by simply considering its zero extension.
Since we can also uniformly estimate the mean oscillation of its zero extension over all
balls in the whole space with sufficiently small radius, this zero extended function is of
local bounded mean oscillation in the whole space. Add up these two extended function
together, we extend our original function to the whole space.

By our extension theorem, we further deduce that the multiplication by any Hölder
function is bounded linear in the local bounded mean oscillation space defined in a uniformly
C2 domain. Moreover, we also obtain several uniform estimates regarding to a uniformly C2

domain. We show that for each point on the boundary, the gradient of the normal coordinate
change in a small neighborhood of that point with fixed size is uniformly controlled by a
constant depending only on the size of the small neighborhood of that point. We also obtain
a locally finite partition of unity for a small neighborhood of the boundary such that the
C1 norm of each partition function is uniformly controlled. These uniform estimates will
also be used in the next chapter.
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1.6 Introduction to Chapter 6

Chapter 6 is devoted to the Helmholtz decomposition of a space of vector fields with
bounded mean oscillation defined in a perturbed C3 half space with small perturbation.
A perturbed C3 half space is the region above a compactly supported C3 function. By
small perturbation we require the C2 norm of the boundary function to be small and the
support of the boundary function to be not too big. In Chapter 4, since we consider the
Helmholtz decomposition for vector fields defined in a bounded C3 domain, the space of
vector fields of bounded mean oscillation, in which boundary control is implemented on
the normal component of each vector field, is indeed L1 in the bounded domain. We do
not need to assume the vector fields to be of local bounded mean oscillation in order to
allow cut-off by multiplication. In the case of a perturbed C3 half space, in order to allow
cut-off by multiplication we need some extra integrability, other than requiring the vector
fields to be of bounded mean oscillation and to have bν bounded normal components. We
consider the space of L2 vector fields that is of bounded mean oscillation having bounded
bν normal components. This is in some sense compatible with the result of Farwig, Kozono
and Sohr [7] where the Helmholtz decomposition of the Lp ∩ L2 vector fields (2 ≤ p < ∞)
was established.

Our strategy follows from the potential theoretical approach introduced in Chapter 4.
We firstly construct the volume potential and then solve a Neumann problem. In the case
of a bounded C3 domain, the construction of the volume potential works as the boundary is
compact. There exist finitely many points on the boundary such that small neighborhoods
of these points provide an open cover of a small neighborhood of the boundary. Thus, the
gradient of the normal coordinate change in each of these small neighborhoods is uniformly
controlled. In addition, since we have a finite partition of unity for a small neighborhood of
the boundary, the C1 norm of each partition function is uniformly controlled. In Chapter
5, we see that in the case of a uniformly C2 domain, although the boundary is not compact,
the gradient of the normal coordinate change in a small neighborhood of every point on
the boundary is uniformly controlled regardless of where the point is. Moreover, in the
case of a uniformly C2 domain, there exist countably many points on the boundary such
that small neighborhoods of these points provide a locally finite open cover of a small
neighborhood of the boundary. By considering the normal coordinate change in each of
these small neighborhood in this locally finite open cover, we can construct a partition of
unity for a small neighborhood of the boundary such that the C1 norm of each partition
function is uniformly controlled. Hence by following the argument of constructing volume
potential in Chapter 4, we can generalize the volume potential construction to arbitrary
uniformly C3 domain instead of just to a perturbed C3 half space.

At the end of Chapter 4, we solve the Neumann problem with bounded data. In this
case of a perturbed C3 half space, since we consider the L2 vector fields that are of bounded
mean oscillation, the normal trace is actually L∞ ∩H−

1
2 on the boundary. In this chapter,

our target is to solve the Neumann problem under L∞ ∩ H−
1
2 data. For a L∞ ∩ H−

1
2

boundary data, we consider its double layer potential on the boundary. By separating the
boundary into the straight part and the curved part and then viewing the straight part as
part of the half space boundary and the curved part as part of the boundary of a bounded
C2 domain, the trace of this double layer potential on the boundary is indeed an bounded
linear operator in L∞ of the form (1

2I − S) acting on the boundary data. By considering
Neumann series, we can construct the inverse to the operator (I−2S). The Neumann series
converges if the operator norm of S is small enough. That is why we need the perturbation
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to be small. The unique solution (up to an additive constant) to our Neumann problem
is then given by the single layer potential of 2(I − 2S)−1 acting on the boundary data.
Similar as in the case of a bounded domain, the BMO estimate of the gradient of our
solution follows from the standard L∞−BMO estimate, see e.g. [14, Theorem 4.2.7]. The
L∞ norm of the normal component of the gradient of our solution in a small neighborhood
of the boundary is estimated by the L∞ ∩H−

1
2 norm of the boundary data. In the case of

a half space, the solution to the Neumann problem is explicitly given by twice of the single
layer potential of the boundary data. The standard theory says that the L2 estimate of the
gradient of this solution in the half space is estimated by the H−

1
2 norm of the boundary

data, see e.g. [23, Remark 1.2 and Remark 1.3], [15, Section 1.7]. In our problem, we again
separate the boundary into the straight part and the curved part. We view the straight
part as part of the boundary of the half space, hence we can invoke the standard theory
of the half space case to estimate the contribution of the straight part in the L2 estimate.
The contribution of the curved part in the L2 estimate can be calculated directly as the
curved part is compact. Therefore, we have our desired L2 estimate for the gradient of our
solution to the Neumann problem.
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Chapter 2

On the Helmholtz decompositions
of vector fields of bounded mean
oscillation and in real Hardy
spaces over the half space

This chapter is concerned with the Helmholtz decompositions of vector fields of bounded
mean oscillation over the half space and vector fields in real Hardy spaces over the half
space. It proves the Helmholtz decomposition for vector fields of bounded mean oscillation
over the half space whereas a partial Helmholtz decomposition for vector fields in real Hardy
spaces over the half space. Meanwhile, it also establishes two sets of theories of real Hardy
spaces over the half space which are compatible with the theory of Miyachi (1990).

2.1 Introduction

In this chapter, we investigate the Helmholtz decompositions of vector fields of bounded
mean oscillation over the half space and vector fields in real Hardy spaces over the half space.
The subject of studying Helmholtz decompositions asks the standard question whether a
vector field, in some specific function spaces over some specific domains, can be decomposed
into the direct sum of a solenoidal subspace and a subspace which is exactly a gradient field.
The reason why we are interested in this subject is due to the well known fact that Helmholtz
decomposition plays an important role in constructing mild solutions of the Navier-Stokes
equations.

Helmholtz decompositions are widely studied for vector fields of Lp spaces over many
kinds of different domains when 1 < p <∞. For example, we have the result that for every
open domain Ω ⊂ Rn the Helmholtz decomposition holds for vector fields of L2(Ω). When
p does not equal to 2, we also know that the Helmholtz decompositions of vector fields of
Lp spaces hold for some domains while there exists other domains where the Helmholtz
decompositions of vector fields of Lp spaces fail to hold, e.g. see [4]. Although problems
when p does not equal to 2 are much more difficult than the case when p equals to 2, we
still had various results. However, this subject is poorly studied for vector fields of other
function spaces. In the case for vector fields of bounded mean oscillation and vector fields
in real Hardy spaces, we only have a single piece of result, obtained by Miyakawa [8], states
that the Helmholtz decompositions of vector fields of bounded mean oscillation over Rn and

10
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vector fields in real Hardy spaces over Rn hold. This lack of study is due to the fact that
the theories of real Hardy spaces and BMO spaces over domains other than Rn are harder
to deal with and moreover, the proper definitions of the space of vector fields of bounded
mean oscillation and the space of vector fields in real Hardy spaces over other domains are
not known perfectly. The purpose of this chapter seeks to extend the result of Miyakawa
[8] from Rn to Rn+ = {(x′ , xn) ∈ Rn−1 × R|xn > 0}. In the meantime, we show that our
definitions of the space of vector fields of bounded mean oscillation over Rn+ and the space
of vector fields in real Hardy spaces over Rn+ are valid, in the sense that they admit a duality
relation.

In order to define the space of vector fields of bounded mean oscillation over Rn+, we
need to define two types of BMO spaces over Rn+ firstly, one corresponds to the function
space for the tangent direction while the other one corresponds to the function space for
the normal direction. The BMO space over Rn+ for the tangent direction we define is
the space BMO∞,∞ba (Rn+). In Section 2.5, we prove that BMO∞,∞ba (Rn+) is equivalent to
BMO(Rn+) := rRn+BMO, the restriction of functions of BMO to Rn+. The BMO space

over Rn+ for the normal direction we define is the space BMO∞,∞b (Rn+). In [1], it is proved
that BMO∞,∞b (Rn+) is equivalent to BMOM (Rn+) where BMOM (Rn+) is the BMO space
defined by Miyachi in [7]. Therefore the space of vector fields of bounded mean oscillation
over Rn+, denoted by X, can be defined as X := (BMO(Rn+))n−1 ×BMOM (Rn+). The first
main theorem of this chapter reads as follows. Let n be the exterior unit normal of the
boundary of Rn+, i.e., n = (0, 0,−1) so that the inner product v ·n denotes the normal trace
to ∂Rn+ of a vector field v on Rn+.

Theorem 2.1.1. Let X be the space of vector fields of bounded mean oscillation over the
half space Rn+, then X admits the Helmholtz decomposition

X = Xσ ⊕Xπ

with the Helmholtz projection PRn+ where

Xσ = {v ∈ X | div v = 0 in Rn+ & v · n = 0 on ∂Rn+ },
Xπ = {∇p ∈ X | p ∈ L1

loc(Rn+) }.

The key idea of the proof of Theorem 2.1.1 is to consider extension and restriction.
When Miyakawa [8] established the Helmholtz decomposition of vector fields of bounded
mean oscillation over Rn and vector fields in real Hardy spaces over Rn, he considered the
Helmholtz projection P where Pi,j := δi,j + RiRj and Ri is the i-th Riesz transform for
1 ≤ i, j ≤ n. Here we make use of this idea. We define our projection by PRn+ := rRn+PE
where E is the extension operator which extends vectors in X to vectors in BMO and rRn+
is the restriction operator which restricts vectors in BMO back to vectors in X. Then
we prove that our projection PRn+ is actually a bounded linear map from X to X. Hence
through this projection we have a natural decomposition of our space X of the form

X = PRn+X⊕ (I − PRn+)X.

Then we prove that the subspace PRn+X is actually the solenoidal part and the subspace
(I − PRn+)X is actually the gradient part. As for the trace problem, we can make use of

the theory of Temam [10] since X ⊂ L2
loc(Rn+). Notice that the space X is not a proper

Banach space due to the fact that the BMO-type norm is just a seminorm. Therefore, in
order to avoid any ambiguity, we mean the Helmholtz decomposition not for X in the usual
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sense but for the quotient space X/(Rn−1×{0}). Here we direct the readers to Section 2.2
for the precise definitions of the extension E, the restriction rRn+ , the space BMO∞,∞ba (Rn+)

and the space BMO∞,∞b (Rn+).
By similar ideas as above, we need to define two types of real Hardy spaces over Rn+

in order to define the space of vector fields in real Hardy spaces over Rn+. For the real
Hardy space over Rn+ in the tangent direction, denoted by H 1

even(Rn+), is defined to be the
restriction of all even functions in the real Hardy space over Rn to the half space Rn+. For
the real Hardy space over Rn+ in the normal direction, denoted by H 1

odd(Rn+), is defined to
be the restriction of all odd functions in the real Hardy space over Rn to the half space
Rn+. In Section 2.5, we also prove that H 1

odd(Rn+) is equivalent to H 1
M (Rn+) where H 1

M (Rn+)
is the real Hardy space defined by Miyachi in [7]. Hence the space of vector fields in real
Hardy spaces over Rn+, denoted by Y, can be defined as Y := (H 1

even(Rn+))n−1×H 1
M (Rn+).

Let Yσ = {v ∈ Y | div v = 0 in Rn+ & v · n = 0 on ∂Rn+ }, the second main theorem in
this chapter reads as follows.

Theorem 2.1.2. Let Y be the vector field in real Hardy spaces over the half space Rn+,
then Y admits a decomposition of the form

Y = PRn+Y ⊕Yπ

with a bounded linear projection PRn+ : Y → Y where

Yσ ⊂ PRn+Y ⊂ {v ∈ Y | div v = 0 in Rn+ },

Yπ = {∇p ∈ Y | p ∈ L1
loc(Rn+) }.

Similar to the proof of Theorem 2.1.1, we consider the same projection PRn+ := rRn+PE
and we prove that PRn+ is also a bounded linear map from Y to Y. Using the same idea,
we can see that Y also admits a natural decomposition of the form

Y = PRn+Y ⊕ (I − PRn+)Y.

Although the later theory is basically the same as the previous case for vector fields of
bounded mean oscillation, in this case we do not know how to solve the trace problem.
Hence for the subspace PRn+Y we can only say that it is divergence free, we cannot say that
it is the right solenoidal part in the Helmholtz decomposition. We have no problems in
characterizing the subspace (I−PRn+)Y. Indeed, (I−PRn+)Y is the right gradient part, just

like the previous case. For the precise definitions of the spaces H 1
even(Rn+) and H 1

odd(Rn+),
we direct the readers to Section 2.2. Notice that if we can solve the trace problem, then
this decomposition turns into the full Helmholtz decomposition immediately. Hence for this
decomposition, we call it a partial Helmholtz decomposition.

By the standard theory of real Hardy spaces, we can see that the space of vector fields
of bounded mean oscillation over Rn is exactly the dual space of the space of vector fields
in real Hardy spaces H 1(Rn). In order to make the theory over Rn+ to be compatible with
the theory over Rn, it is necessary to consider the relation between the spaces X and Y.
Fortunately, we have a positive answer to this question.

Theorem 2.1.3. Suppose v ∈ X. Then the linear functional l defined on Y by

l(u) =

∫
Rn+

u · v dx
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for u ∈ Y is a bounded linear functional which satisfies ||l|| ≤ c · ||v||X with some constant
c. Conversely, every bounded linear functional on Y can be written in the form of

l(u) =

∫
Rn+

u · v dx for all u ∈ Y

with v ∈ X and ||v||X ≤ c · ||l|| with some constant c. Here ‖l‖ means the norm of l as a
bounded linear functional on Y.

In short, the above theorem states the simple fact that X is the dual space of Y. To
prove the above theorem, we prove that BMO∞,∞ba (Rn+) is the dual space of H 1

even(Rn+) and
BMO∞,∞b (Rn+) is the dual space of H 1

odd(Rn+). The key idea in showing these two duality
relations is again to consider extensions and restrictions. By the theories in the previous
part, we see that the even extension of elements in H 1

even(Rn+) produce elements in H 1(Rn)
and the odd extension of elements in H 1

odd(Rn+) also produce elements in H 1(Rn). Since
elements in H 1(Rn) admit atomic decompositions, by taking the restrictions we can get the
half space version of atomic decompositions of elements in H 1

even(Rn+) and H 1
odd(Rn+). Then

by similar arguments of Fefferman and Stein [3] in proving that BMO is the dual space of
H 1(Rn), we can prove the two duality relations concerning H 1

even(Rn+) and H 1
odd(Rn+). The

proof of Theorem 2.1.3 establishes two sets of complete theories for our two types of real
Hardy spaces over Rn+. These two sets of theories are indeed compatible with the theory
of Miyachi [7] where he established the theory of real Hardy spaces over arbitrary open
subsets of Rn. As a result, Theorem 2.1.3 verifies the validity of the definitions of X and
Y.

In the work of Miyakawa [8], he also found the fact that the dual operator of the whole
space Helmholtz projection P is indeed P itself. In this chapter we also investigate the dual
operator of our half space Helmholtz projection PRn+ and we obtain the following result.

Theorem 2.1.4. The dual operator of PRn+ : Y → Y is PRn+ itself as a map from X to X,
i.e., PRn+

∗ = PRn+ as a map from X to X.

The key idea lies in the proof of Theorem 2.1.3. This theorem can be easily deduced by
simply considering the dual operators of E, P and rRn+ . By making use of this theorem, we
can further deduce the following important corollary.

Corollary 2.1.5. Xσ = Yπ
⊥ and PRn+Y = Xπ

⊥.

Notice that here because we do not know how to take the trace of elements in Y properly,
we can only say that PRn+Y is the annihilator of Xπ. If the trace problem is settled, this

relation turns into Yσ = Xπ
⊥ immediately.

This chapter is organized as follow. In section 2.2, we give out the basic definitions. In
section 2.3, we investigate the Helmholtz decomposition of X. In section 2.4, we investigate
the Helmholtz decomposition of Y. In section 2.5, we study the duality relationship between
X and Y. In section 2.6, we study the dual operator of our Helmholtz projection PRn+ :
Y → Y.

2.2 Definitions and notations

Let Rn
+ := {x ∈ Rn|xn > 0} be the half space where xn here is the n-th component of x and

let ∂Rn
+ := {x ∈ Rn|xn = 0} be the boundary of the half space Rn

+. The space L1
loc(Rn

+) is
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defined in the usual way as the set

{f : Rn+ → R measurable
∣∣ ‖f‖L1(Ω) <∞ for any open subsets Ω ⊂⊂ Rn

+}

and L1
loc(Rn

+) := (L1
loc(Rn

+))n.

Definition 2.2.1. Let f ∈ L1
loc(Rn+) and Br(x) be the open ball of radius r centered at x,

we define three types of BMO-type seminorms as the following:

• [f ]BMO∞(Rn+) := sup
B⊂Rn+

1
|B|
∫
B |f(y)− fB| dy

where fB := 1
|B|
∫
B f(y) dy and B is an open ball.

• [f ]b∞(Rn+) := sup
r>0

x∈∂Rn+

1
|Br(x)∩Rn+|

∫
Br(x)∩Rn+

|f(y)| dy.

• [f ]ba∞(Rn+) := sup
r>0

x∈∂Rn+

1
|Br(x)∩Rn+|

∫
Br(x)∩Rn+

|f(y)− fBr(x)∩Rn+ | dy

where fBr(x)∩Rn+ := 1
|Br(x)∩Rn+|

∫
Br(x)∩Rn+

f(y) dy.

The seminorm [ · ]b∞(Rn+) is already introduced in [1] with a more general form. In [1],

the definition of this seminorm is of the form [ · ]bνp(Ω) where ν could be any real number
including ∞ and p ∈ [1,∞). In our case, when ν is equal to ∞ and p = 1, an easy check
quickly shows that this seminorm is indeed a norm. Therefore it is unambiguous to replace
[ · ]b∞(Rn+) by ‖ · ‖b∞(Rn+).

Definition 2.2.2. We define two types of BMO spaces over the half space Rn+ in the
following way:

• BMO∞,∞b (Rn+) := {f ∈ L1
loc(Rn+) | ‖f‖BMO∞,∞b (Rn+) <∞}

where ‖f‖BMO∞,∞b (Rn+) := [f ]BMO∞(Rn+) + ‖f‖b∞(Rn+).

• BMO∞,∞ba (Rn+) := {f ∈ L1
loc(Rn+) | [f ]BMO∞,∞ba (Rn+) <∞}

where [f ]BMO∞,∞ba (Rn+) := [f ]BMO∞(Rn+) + [f ]ba∞(Rn+).

Since ‖·‖b∞(Rn+) is indeed a norm, ‖·‖BMO∞,∞b (Rn+) is also a norm. However, [ · ]BMO∞,∞ba (Rn+)

is simply a seminorm.

Definition 2.2.3. The space of vector fields of bounded mean oscillation over the half
space Rn+ is defined in the following way:

X(Rn+,Rn) := {(v′ , vn) | v′ ∈ (BMO∞,∞ba (Rn+))n−1, vn ∈ BMO∞,∞b (Rn+)}

where v
′

:= (v1, . . . , vn−1) and v := (v1, . . . , vn−1, vn). We define the seminorm [ · ]X on
the space of vector fields X(Rn+,Rn) as follow:

[v]X :=

n−1∑
i=1

[vi]BMO∞,∞ba (Rn+) + ‖vn‖BMO∞,∞b (Rn+).
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From now on, without any ambiguity, we shall denote (X, [ · ]X) simply by X for abbrevia-
tion.

Next we would like to define two extension operators which extend functions over the
half space Rn+ to functions over the whole space Rn.

Definition 2.2.4. Let f : Rn+ → R, we say that Eodd f : Rn → R is the odd extension of f
if

Eodd f(x
′
, xn) =

{
f(x

′
, xn) if xn > 0,

−f(x
′
,−xn) if xn < 0.

a.e. (almost everywhere).

Definition 2.2.5. Let f : Rn+ → R, we say that Eeven f : Rn → R is the even extension of
f if

Eeven f(x
′
, xn) =

{
f(x

′
, xn) if xn > 0,

f(x
′
,−xn) if xn < 0.

a.e. (almost everywhere).

Based on these two definitions of extension, we are able to define an extension operator
for vector fields of functions over the half space Rn+.

Definition 2.2.6. Let f i : Rn+ → R for 1 ≤ i ≤ n and let f = (f1, . . . , fn−1, fn), we define
the extension of f by

Ef =

{
(Ef)i := Eeven f

i for 1 ≤ i ≤ n− 1,

(Ef)n := Eodd f
n.

After we defined the extension operator, we shall now define the restriction operator,
for functions and vector fields.

Definition 2.2.7. The restriction operator is defined as follow in two cases:

• Let f : Rn → R, we define the restriction rRn+f by rRn+f := f |Rn+ : Rn+ → Rn.

• Let f = (f1, . . . , fn−1, fn) and f i : Rn → R with 1 ≤ i ≤ n, we define the i-th
component of the restriction rRn+f by (rRn+f)i := rRn+f

i.

Now we have done enough preparations for defining our vector field of real Hardy space
H 1 over Rn+.

Definition 2.2.8. We define two types of real Hardy space H 1 over the half space Rn+ in
the following way:

• H 1
odd(Rn+) := {f ∈ L1(Rn+) | ‖f‖H 1

odd(Rn+) <∞}

where ‖f‖H 1
odd(Rn+) :=

∥∥ sup
t>0
|rRn+ e

t∆Eodd f | (x)
∥∥
L1(Rn+)

.

• H 1
even(Rn+) := {f ∈ L1(Rn+) | ‖f‖H 1

even(Rn+) <∞}

where ‖f‖H 1
even(Rn+) :=

∥∥ sup
t>0
|rRn+ e

t∆Eeven f | (x)
∥∥
L1(Rn+)

.
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Here et∆ is the heat semigroup. In other words, (et∆f)(x) =
∫
Rn Gt(x − y)f(y)dy where

Gt(x) = 1
(4πt)n e

− |x|
2

4t denotes the heat kernel. We also write as (Gt ∗ f)(x) by using the
notation of convolution.

Definition 2.2.9. The space of vector fields in real Hardy spaces over the half space Rn+
is defined in the following way:

Y(Rn+,Rn) := {(u′ , un) | u′ ∈ (H 1
even(Rn+))n−1, un ∈H 1

odd(Rn+)}

where u
′

:= (u1, . . . , un−1) and u := (u1, . . . , un−1, un). We define the norm ‖ · ‖Y on Y by

‖u‖Y :=

n−1∑
i=1

‖ui‖H 1
even(Rn+) + ‖un‖H 1

odd(Rn+).

From now on, without any ambiguity, we shall denote (Y, ‖ · ‖Y) simply by Y for abbrevi-
ation.

Definition 2.2.10. We define P by (P)ij := δij + RiRj with 1 ≤ i, j ≤ n where Ri is the
i-th Riesz transform.

Here P is an n×n matrix whose entries are transforms. This P is exactly the Helmholtz
projection established by Miyakawa in [8].

Definition 2.2.11. We define the half space projection operator PRn+ by PRn+ := rRn+ PE,
that means for v ∈ X (or Y) we have that PRn+ v := rRn+ PE v.

Before we end this section, let us recall the real Hardy space and the BMO space defined
by Miyachi in [7] when the domain Ω = Rn+ and p = 1. Let ϕ ∈ C∞0 (B(0, 1)) such that∫
Rn ϕ(x) dx = 1. For x ∈ Rn+, let dRn+(x) := dist(x, (Rn+)c).

Definition 2.2.12. We denote by H 1
M (Rn+) the set of those f ∈ L1(Rn+) such that∥∥∥∥ sup

0<t<dRn+
(x)
|ϕt ∗ f |(x)

∥∥∥∥
L1(Rn+)

<∞.

Definition 2.2.13. Let f ∈ L1
loc(Rn+), we say f ∈ BMOM (Rn+) if

‖f‖BMOM (Rn+) := [f ]BMO(Rn+) + [f ]b(Rn+) <∞

where

[f ]BMO(Rn+) := sup

{
1

|Br(x)|

∫
Br(x)

|f − fBr(x)|dy | B2r(x) ⊂ Rn+

}
,

[f ]b(Rn+) := sup

{
1

|Br(x)|

∫
Br(x)

|f |dy | B2r(x) ⊂ Rn+ and B5r(x) ∩ (Rn+)c 6= ∅

}
.
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2.3 Helmholtz decomposition of vector fields of bounded mean
oscillation over the half space

2.3.1 Boundedness of projection PRn+ from X to X

Let v ∈ X and PRn+v := rRn+ PE v.

Lemma 2.3.1. Let f ∈ BMO∞,∞b (Rn+), then we have that Eoddf ∈ BMO(Rn,R) and there
exists a constant C which only depends on n such that

[Eoddf ]BMO ≤ C · ||f ||BMO∞,∞b (Rn+).

Proof. This lemma has already been established in [1, Lemma 7].

Lemma 2.3.2. Let f ∈ BMO∞,∞ba (Rn+), then we have that Eevenf ∈ BMO(Rn,R) and
there exists a constant C which only depends on n such that

[Eevenf ]BMO ≤ C · [f ]BMO∞,∞ba (Rn+).

Proof. For simplicity let us denote Eevenf by f̃ , let x ∈ Rn and r > 0. If Br(x) ⊂ Rn+ or
Br(x) ⊂ (Rn+)c, we can easily verify that

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃Br(x)|dy ≤ [f ]BMO∞(Rn+).

(1). If Br(x)∩ ∂Rn+ 6= ∅ and x ∈ ∂Rn+, then due to the fact that f̃ is even with respect
to xn, we have

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃Br(x)| dy ≤ 2

|Br(x) ∩ Rn+|

∫
Br(x)∩Rn+

|f(y)− f̃Br(x)| dy

≤ 2

|Br(x) ∩ Rn+|
( ∫

Br(x)∩Rn+
|f(y)− fBr(x)∩Rn+ | dy

+

∫
Br(x)∩Rn+

|fBr(x)∩Rn+ − f̃Br(x)|dy
)
· · · · · · (∗1).

Here fBr(x)∩Rn+ := 1
|Br(x)∩Rn+|

∫
Br(x)∩Rn+

f(y) dy. By simple check we can further notice that

f̃Br(x) =
1

|Br(x) ∩ Rn+|

∫
Br(x)∩Rn+

f(y) dy.

Therefore fBr(x)∩Rn+ = f̃Br(x) if x ∈ ∂Rn+ and hence∫
Br(x)∩Rn+

|fBr(x)∩Rn+ − f̃Br(x)|dy = 0.

By continuing the calculation we can deduce that

(∗1) =
2

|Br(x) ∩ Rn+|

∫
Br(x)∩Rn+

|f(y)− fBr(x)∩Rn+ | dy ≤ 2 · [f ]ba∞(Rn+).
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Thus if x ∈ ∂Rn+, then for any r > 0 we have that

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃Br(x)| dy ≤ 2 · [f ]ba∞(Rn+).

(2). If Br(x)∩ ∂Rn+ 6= ∅ and x /∈ ∂Rn+, then ∃ x∗ ∈ Br(x)∩ ∂Rn+ and Br(x) ⊂ B2r(x
∗).

Notice that

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃B2r(x∗)|dy ≤ |B2r(x
∗)|

|Br(x)|
· 1

|B2r(x∗)|
·
∫
B2r(x∗)

|f̃(y)− f̃B2r(x∗)|dy

≤ |B2r(x
∗)|

|Br(x)|
· 2 · [f ]ba∞(Rn+)

= 2n+1 · [f ]ba∞(Rn+).

The second inequality here holds because of (1). Notice that

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃Br(x)|dy ≤
( 1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃B2r(x∗)| dy

+
1

|Br(x)|

∫
Br(x)

|f̃B2r(x∗) − f̃Br(x)|dy
)
· · · · · · (∗2).

and

1

|Br(x)|

∫
Br(x)

|f̃B2r(x∗) − f̃Br(x)| dy ≤ 1

|Br(x)|
·
∫
Br(x)

|f̃(y)− f̃B2r(x∗)| dy.

Therefore

(∗2) ≤ 2

|Br(x)|
·
∫
Br(x)

|f̃(y)− f̃B2r(x∗)|dy ≤ 2n+2 · [f ]ba∞(Rn+).

As a result, for any x ∈ Rn+ and r > 0, we have that

1

|Br(x)|

∫
Br(x)

|f̃(y)− f̃Br(x)|dy ≤ ([f ]BMO∞(Rn+) + 2n+2 · [f ]ba∞(Rn+))

= 2n+2 · [f ]BMO∞,∞ba (Rn+)

by (1) and (2). Therefore it is true that

[f̃ ]BMO ≤ 2n+2 · [f ]BMO∞,∞ba (Rn+).

Lemma 2.3.3. Let f ∈ BMO(Rn,R) and f be odd with respect to xn, i.e., f(x
′
, xn) =

−f(x
′
,−xn), then we have that rRn+f ∈ BMO∞,∞b (Rn+) and there exists a universal constant

C such that

||rRn+f ||BMO∞,∞b (Rn+) ≤ C · [f ]BMO.

Proof. (1). Notice that

[rRn+f ]BMO∞(Rn+) ≤ sup
x∈Rn
r>0

1

|Br(x)|

∫
Br(x)

|f(y)− fBr(x)|dy = [f ]BMO.
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(2). Let x ∈ ∂Rn+ and r > 0. Let B+
r (x) := Br(x) ∩ Rn+ and B−r (x) := Br(x) ∩ (Rn+)c.

We have that

fBr(x) =
1

|Br(x)|
( ∫

B+
r (x)

f(y) dy +

∫
B−r (x)

f(y) dy
)
.

Notice that by change of variables we can easily deduce that∫
B−r (x)

f(y) dy = −
∫
B+
r (x)

f(y) dy.

Hence

fBr(x) =
1

|Br(x)|
·
( ∫

B+
r (x)

f(y) dy −
∫
B+
r (x)

f(y) dy
)

= 0.

Therefore in this case, we have that

1

|Br(x)|

∫
Br(x)

|f(y)− fBr(x)|dy =
1

|Br(x)|

∫
Br(x)

|f(y)| dy.

By taking the supremum, we can deduce that

sup
r>0

x∈∂Rn+

r−n
∫
Br(x)∩Rn+

|f(y)| dy ≤ sup
r>0

x∈∂Rn+

C

|Br(x)|

∫
Br(x)

|f(y)− fBr(x)| dy

≤ C · [f ]BMO.

Thus

||rRn+f ||b∞(Rn+) ≤ C · [f ]BMO.

Therefore by (1) and (2), we have that

||rRn+f ||BMO∞,∞b (Rn+) ≤ C · [f ]BMO.

Lemma 2.3.4. Let f ∈ BMO(Rn+,R), then we have that rRn+f ∈ BMO∞,∞ba (Rn+) and there
exists a universal constant C such that

[rRn+f ]BMO∞,∞ba (Rn+) ≤ C · [f ]BMO.

Proof. Firstly let us recall the fact that in defining the BMO-seminorm it is equivalent to
consider the supremum over all balls and all squares. Here we make use of this idea. Let
f ∈ BMO(Rn+,R), x ∈ ∂Rn+ and r > 0, let B+

r (x) be the intersection of the ball Br(x) and

the half space Rn+. Let Q̃c be the set of squares whose centers are on the boundary ∂Rn+
with sides parallel to the coordinate system. Notice that a simple triangle inequality would
give us the fact that if for each half ball B+

r (x) there exists a constant cB+
r (x) such that

sup
x∈∂Rn+
r>0

1

|B+
r (x)|

∫
B+
r (x)
|f(y)− cB+

r (x)|dy <∞, (2.3.1)
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then [f ]ba∞ <∞. Now we let Q∗ ∈ Q̃c be the smallest square that contains Br(x), then we
can easily deduce that

1

|B+
r (x)|

∫
B+
r (x)
|f(y)− fQ+

∗
|dy ≤ |Q+

∗ |
|B+

r (x)|
· 1

|Q+
∗ |

∫
Q+
∗

|f(y)− fQ+
∗
|dy

≤ c · sup
Q∈Q̃c

1

|Q+|

∫
Q+

|f(y)− fQ+ |dy

where c is a constant independent of the radius r and Q+ is the intersection of Q and Rn+.
Hence by (2.3.1) there exists a constant c such that

[f ]ba∞(Rn+) ≤ c · sup
Q∈Q̃c

1

|Q+|

∫
Q+

|f(y)− fQ+ |dy.

For the opposite direction let Q∗ ∈ Q̃c be the largest square that is contained in the ball
Br(x), then we have

1

|Q∗+|

∫
Q∗+
|f(y)− fB+

r (x)| dy ≤ |B
+
r (x)|
|Q∗+|

· 1

|B+
r (x)|

∫
B+
r (x)
|f(y)− fB+

r (x)| dy.

By similar arguments as proving (2.3.1), if we take the supremum over all squares, we have
that

sup
Q∈Q̃c

1

|Q+|

∫
Q+

|f(y)− fQ+ |dy ≤ c · [f ]ba∞(Rn+).

Therefore the seminorm [f ]ba∞(Rn+) is equivalent to the seminorm sup
Q∈Q̃c

1
|Q+|

∫
Q+ |f(y) −

fQ+ |dy. To prove Lemma 2.3.4, we only need to check that the seminorm sup
Q∈Q̃c

1
|Q+|

∫
Q+ |f(y)−

fQ+ |dy is less than infinity. This is indeed since we always have that

1

|Q+|

∫
Q+

|f(y)− fQ| dy ≤ |Q|
|Q+|

· 1

|Q|
·
∫
Q
|f(y)− fQ| dy

= c · [f ]BMO

<∞.

By applying the argument of the square version of (2.3.1) again, we can deduce that

1

|Q+|

∫
Q+

|f(y)− fQ+ | dy ≤ c · [f ]BMO <∞.

Therefore by taking the supremum, we are done.

Now we are ready to prove the main lemma in this subsection.

Lemma 2.3.5. PRn+ : X→ X is a bounded linear operator.
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Proof. (1). Let v ∈ X, by Lemma 2.3.1 and Lemma 2.3.2, we can deduce that there exists
a constant C such that

[Ev]BMO =
n−1∑
i=1

[Eeven v
i]BMO + [Eodd v

n]BMO

≤ C · (
n−1∑
i=1

[vi]BMO∞,∞ba (Rn+) + ||vn||BMO∞,∞b (Rn+))

≤ C · [v]X.

Therefore E : X→ BMO(Rn,Rn) is a bounded linear operator.
(2). Since the Riesz transform Ri is a bounded linear operator from BMO(Rn,Rn) to

BMO(Rn,Rn) for each i, we can easily deduce that the projection P := I + R ⊗ R is also
a bounded linear operator from BMO(Rn,Rn) to BMO(Rn,Rn). As for the boundedness
of Riesz transforms from BMO to BMO, please refer to Fefferman and Stein [3].

(3). Notice the fact that (PEv)i is even with respect to xn for i such that 1 ≤ i ≤ n− 1
whereas (PEv)n is odd with respect to xn. This fact will be proved in subsection 2.3.3.
Then by Lemma 2.3.3 and Lemma 2.3.4, we can deduce that there exists a constant C such
that

[PRn+v]X ≤ C · [v]X.

2.3.2 Trace problem

Let u ∈ X, then by Lemma 2.3.1 and Lemma 2.3.2 we know that Eu ∈ BMO(Rn,Rn).
Let L2

loc(Ω) := (L2
loc(Ω))n where Ω ⊆ Rn.

Lemma 2.3.6. Let u ∈ X, then we have that u ∈ L2
loc(Rn+).

Proof. Let u ∈ L1
loc(Rn+) and Eu ∈ L1

loc(Rn) be an extension of u.
(1). Eu ∈ BMO implies that Eu ∈ L2

loc(Rn). This is indeed true since if we let B be
any open ball in Rn, by the John-Nirenberg inequality we have that

||Eu||2L2(B) = 2 ·
∫ ∞

0
αµ({x ∈ B | |Eu(x)− EuB| > α}) dα

≤ C1 · |B| ·
∫ ∞

0
α · exp(− C2α

[Eu]BMO
) dα

<∞.

The first equality above is due to ||f ||pLp = p
∫∞

0 αp−1df (α) dα where df (α) is the distribu-
tion function of f , for this fact please refer to L.Grafakos [5].

(2). Let K ⊂⊂ Rn+, it is certainly that K ⊂ Br(x) ∩ Rn+ for some x ∈ ∂Rn+ and r > 0,
then we have that

||u||L2(K) ≤ ||u||L2(Br(x)∩Rn+) ≤ ||Eu||L2(Br(x)) <∞.

Therefore u ∈ L2(K) for any K ⊂⊂ Rn+, that means u ∈ L2
loc(Rn+).

For u ∈ X, we have that Eeven u
i ∈ BMO for 1 ≤ i ≤ n−1 and Eodd u

n ∈ BMO, hence
by (1) and (2) ui ∈ L2

loc(Rn+) for 1 ≤ i ≤ n.
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Since we have proved that u ∈ X implies that u ∈ L2
loc(Rn+), we are able to make use

of the theory of R.Temam [10] to define the trace.

Definition 2.3.7. We define the space Eloc(Rn+) in the following way :

• Eloc(Rn+) := {u ∈ L2
loc(Rn+) | div u ∈ L2

loc(Rn+)}.

Here div u means the divergence of u, i.e., div u :=
n∑
i=1

∂xiu
i.

• Let u ∈ Eloc(Rn+), we define a family of seminorms ‖ · ‖E(Ωi) for all i ∈ N on Eloc(Rn+)
by

||u||2E(Ωi)
:=
∫

Ωi
|div u|2 + |u|2 dx

where Ωi is an open domain in Rn+ with C2 boundary ∂Ωi for each i ∈ N, moreover

we require that Bi(0)
′ ⊂ ∂Ωi for all i ∈ N where Bi(0)′ := {x ∈ Bi(0) | xn = 0} and

Ωi ↑ Rn+ as i→∞.

Definition 2.3.8. (Trace space)

• We denote the interior of the region Ωi ∩ ∂Rn+ in Rn−1 by Ω
′
i.

• Γ(Rn−1) := {T ∈ D
′
(Rn−1) | | < T, φ > | ≤ Ci ·||φ ||

H
1
2 (Ω

′
i)

for any φ ∈ D(Rn−1) with supp φ ⊂

Ω
′
i }

• We define a family of seminorms { || · ||
Ω
′
i
| i ∈ N } on Γ(Rn−1) by:

||T ||
Ω
′
i

:= sup
φ∈D(Rn−1),

supp φ⊂Ω
′
i,

||φ ||
H

1
2 (Ω
′
i
)
=1.

| < T, φ > |.

It is not hard to verify the fact that these two spaces Eloc(Rn+) and Γ(Rn−1) are indeed
Frechet spaces, thus we omit the details here and proceed directly to define the trace.

Lemma 2.3.9. Let γ : Eloc(Rn+) → Γ(Rn−1) by u 7→ γu, where for φ ∈ D(Rn−1) with

supp φ ⊂ Ω
′
i we have the map

γu(φ) :=

∫
Ωi

div u · ω + u · ∇ω dx.

Here we choose ω ∈ H1(Ωi) with the trace operator γ0 : H1(Ωi) → H
1
2 (∂Ωi) such that the

trace of ω is φ. Then we have that the map γ is a bounded linear operator.

Proof. Here we make use of the theory of R.Temam [10]. Notice that for each φ ∈ D(Rn−1)
with supp φ ⊂ Ω

′
i, we can actually find an ω ∈ H1(Ωi) such that its trace γ0 ω = φ. Let

φ ∈ D(Rn−1) with supp φ ⊂ Ω
′
i, notice that by definition we have that Ω

′
i ⊂ Ωi. We define

a function g on ∂Ωi by

g(x) :=

{
φ(x

′
) if xn = 0,

0 else.
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Since φ ∈ D(Rn−1), an easy check quickly tells us that this function g ∈ H
1
2 (∂Ωi) and

||g||
H

1
2 (∂Ωi)

= ||φ||
H

1
2 (Ω

′
i)

. Then by R.Temam [10], there exists an ω ∈ H1(Ωi) such that its

trace γ0 ω = g. Therefore by the definition of our γu, we have that

| γu(φ) | ≤ || div u ||L2(Ωi) · ||ω ||L2(Ωi) + ||u ||L2(Ωi) · || ∇ω ||L2(Ωi)

≤ C · ( ||div u ||L2(Ωi) + ||u ||L2(Ωi) ) · ||ω ||H1(Ωi)

≤ C · ||u ||E(Ωi) · ||ω ||H1(Ωi)

by the triangle inequality and Hölder’s inequality. Since by R.Temam [10], there exists
lΩi ∈ L (H1/2(∂Ωi), H

1(Ωi) ) where lΩi is the lifting operator such that lΩig = ω, hence by
above we have that

| γu(φ) | ≤ C · ||u ||E(Ωi) · || lΩig ||H1(Ωi)

≤ Ci · ||u ||E(Ωi) · || g ||H1/2(∂Ωi)

= Ci · ||u ||E(Ωi) · ||φ ||H1/2(Ω
′
i)
.

The last equality holds since g(x) = 0 for x /∈ Ω
′
i. Therefore, we can deduce that

|| γu ||Ω′i ≤ Ci · ||u ||E(Ωi)

where Ci is simply a constant which depends on i. As a result, we see that

γ : Eloc(Rn+)→ Γ(Rn−1)

is indeed a bounded linear operator in the sense of Frechet spaces.

By Lemma 2.3.6 we know that X ⊂ L2
loc(Rn+) and by Lemma 2.3.9 there exists a bounded

linear operator γ which maps Eloc(Rn+) to Γ(Rn−1). For the subspace {u ∈ X | div u ∈
L2
loc(Rn+) } ⊂ X, it is trivial to see that the map γ is also a bounded linear operator from
{u ∈ X | div u ∈ L2

loc(Rn+) } to Γ(Rn−1). This is how we take the trace for elements in X.

2.3.3 Validity of PRn+ as the Helmholtz projection

Lemma 2.3.10. Let v ∈ X, then div PRn+v = 0 in Rn+ in the sense of distributions.

Proof. Let φ ∈ C∞0 (Rn+). By the definition of distributions, we have that∫
Rn+

div PRn+v · φ dx = −
∫
Rn+

PRn+v · ∇φ dx.

Since supp φ ⊂⊂ Rn+, we can easily deduce that supp ∂xi φ ⊂⊂ Rn+ for any 1 ≤ i ≤ n,
therefore ∫

Rn+
PRn+v · ∇φ dx =

∫
Rn

PEv · ∇φ dx = −
∫
Rn

div (PEv) · φ dx.

Because div (PEv) = 0 in the sense of distributions, we have that∫
Rn

div (PEv) · φ dx = 0.



2. On the Helmholtz decompositions of vector fields of bounded mean oscillation and in
real Hardy spaces over the half space 24

Thus ∫
Rn+

div PRn+v · φ dx = −
∫
Rn+

PRn+v · ∇φ dx =

∫
Rn

div (PEv) · φ dx = 0.

Notice that the above equality holds for any φ ∈ C∞0 (Rn+), hence

div PRn+v = 0 in Rn+

in the sense of distributions. As for the reason why div PEv = 0 in the sense of distributions,
by considering Fourier transforms we can quickly prove it through simple calculations.

Let us recall some facts about Riesz transforms. Notice that the j-th Riesz transform
Rj is defined as

Rj(f)(x) := p.v.

∫
Rn

xj − yj
|x− y |n+1

· f(y) dy.

By [9, p.232], we have that Rj(f) is well-defined for any f ∈ H 1(Rn) and 1 ≤ j ≤ n. By
[3], we have that for f ∈ BMO and 1 ≤ j ≤ n, Rj(f) ∈H 1(Rn)∗. Hence by the fact that
BMO = H 1(Rn)∗, there exists h ∈ BMO such that Rj(f) = h in the sense of bounded
linear functionals on H 1(Rn). Therefore for any f ∈ BMO and 1 ≤ j ≤ n, Rj(f) is
defined by its corresponding h. Based on these facts, we have the next lemma which proves
an interesting property about Riesz transforms.

Lemma 2.3.11. Let f belongs to BMO or H 1(Rn),
(1). If f is even with respect to xn, then{

Rj(f) is even with respect to xn for j satisfying 1 ≤ j ≤ n− 1,

Rn(f) is odd with respect to xn.

(2). If f is odd with respect to xn, then{
Rj(f) is odd with respect to xn for j satisfying 1 ≤ j ≤ n− 1,

Rn(f) is even with respect to xn.

Proof. For f ∈ H 1(Rn), since Rj(f) is well-defined for each 1 ≤ j ≤ n, we can prove this
lemma directly through change of variables. Let g ∈ BMO be odd with respect to xn and
1 ≤ j ≤ n − 1, let w ∈ BMO such that Rj(g) = w. Let w̃(x

′
, xn) := w(x

′
,−xn) and

f ∈H 1(Rn), then by change of variables we have that

< w̃, f >=< w, f̃ >= − < g,Rj(f̃) > .

Notice that the second equality above holds since f̃ ∈ H 1(Rn) if f ∈ H 1(Rn). Again by
change of variables, we can further deduce that

Rj(f̃)(x
′
, xn) = Rj(f)(x

′
,−xn).
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Then,

− < g,Rj(f̃) > = −
∫
Rn
g ·Rj(f̃) dx

= −
∫
Rn
g(x

′
, xn) ·Rj(f)(x

′
,−xn) dx

= −
∫
Rn
g(x

′
,−xn) ·Rj(f)(x

′
, xn) dx

=

∫
Rn
g(x

′
, xn) ·Rj(f)(x

′
, xn) dx

=< g,Rj(f) >

= − < w, f > .

Hence < w̃ + w, f >= 0 for any f ∈ H 1(Rn) and thus w is odd with respect to xn. The
other three cases can be proved by similar arguments.

Lemma 2.3.12. Let v ∈ X, then we have that{
(PEv)i is even with respect to xn for i satisfying 1 ≤ i ≤ n− 1,

(PEv)n is odd with respect to xn.

Proof. This is a direct application of Lemma 2.3.11.

Lemma 2.3.13. Let v ∈ X, then the trace PRn+v·n = 0 on ∂Rn+ in the sense of distributions.

Proof. Let BR be the ball BR(0). Let B+
R := BR ∩ Rn+ and B−R := BR ∩ (Rn+)c. Let v ∈ X

and let u := PEv. By the above lemma we can see that un is odd with respect to xn. Let

u1(x
′
, xn) :=

{
u(x

′
, xn) if xn > 0,

0 if xn < 0.

and

u2(x
′
, xn) :=

{
0 if xn > 0,

u(x
′
, xn) if xn < 0.

Let φ ∈ C∞0 (BR), then we have that

< div u1, φ > := − < u1,∇φ >

=

∫
B+
R

div u1 · φ dx +

∫
{xn=0}∩BR

(u1 · n1)φ dH n−1

where n1 is the normal vector on ∂Rn+ which points outward B+
R . In the mean time, we

also have that

< div u2, φ > := − < u2,∇φ >

=

∫
B−R

div u2 · φ dx +

∫
{xn=0}∩BR

(u2 · n2)φ dH n−1
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where n2 is the normal vector on ∂Rn+ which points outward B−R . By similar arguments
as in the proof of Lemma 2.3.10, we can see that div u = 0 in BR, div u1 = 0 in B+

R and
div u2 = 0 in B−R . Therefore

0 =< div u1, φ > + < div u2, φ >

=

∫
B+
R

div u1 · φ dx +

∫
B−R

div u2 · φ dx +

∫
{xn=0}∩BR

(
u1 · n1 + u2 · n2

)
φ dH n−1

=

∫
{xn=0}∩BR

(
u1 · n1 − u2 · n1

)
φ dH n−1.

Thus we see that on {xn = 0} ∩ BR,
(
u1 · n1 − u2 · n1

)
= 0 in the sense of distributions.

Notice that if xn < 0, then

un2 (x
′
, xn) = −un1 (x

′
,−xn).

At {xn = 0} ∩BR, we have that

u1 · n1 = un1 (x
′
, 0) and u2 · n2 = −un1 (x

′
, 0).

and thus un1 (x
′
, 0) = 0 in the sense of distributions. Notice that

un1 (x
′
, 0) = PRn+v · n |{xn=0}∩BR .

Since {xn = 0} ∩BR ↑ ∂Rn+ as R→∞, we can easily deduce that the trace

PRn+v · n |∂Rn+= 0

in the sense of distributions.

Lemma 2.3.14. Let v ∈ X such that{
div v = 0 in Rn+,
v · n = 0 on ∂Rn+.

Then we have that v ∈ PRn+X. Notice that both equalities above hold in the sense of
distributions.

Proof. Let v ∈ X such that {
div v = 0 in Rn+,
v · n = 0 on ∂Rn+.

in the sense of distributions and let E be our extension operator. Throughout the proof of
this lemma we mean equal to 0 in the sense of distributions.

(1). Here we prove that div Ev = 0 in Rn. Let BR be the ballBR(0). Let B+
R := BR∩Rn+

and B−R := BR ∩ (Rn+)c. If xn > 0, then Ev (x
′
, xn) = v (x

′
, xn) and div Ev = div v = 0 in

Rn+ by our assumptions. If xn < 0, then Ev (x
′
, xn) = (v

′
(x
′
,−xn),−vn(x

′
,−xn)) and

div Ev =

n−1∑
i=1

∂xiv
i(x
′
,−xn) + ∂−xnv

n(x
′
,−xn) = 0
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since div v = 0 in Rn+. Let φ ∈ C∞0 (BR), then

< div Ev, φ > := − < Ev,∇φ >

=

∫
B+
R

div Ev · φ dx +

∫
B−R

div Ev · φ dx

−
∫
BR∩{xn=0}

{((Ev)+ − (Ev)−) · n+}φ dH n−1.

The first two terms in the last equality equal to 0 since div Ev = 0 in both B+
R and B−R .

The third term equals to 0 since (Ev)+ · n+ = vn(x
′
, 0), (Ev)− · n+ = −vn(x

′
, 0) and

vn(x
′
, 0) = 0 by our assumptions. Hence div Ev = 0 in Rn.

(2). Notice that by simply considering Fourier transforms it is easy to verify that

Ri
∑
j

Rju
j = 0 for any 1 ≤ i ≤ n if div u = 0 in Rn. Therefore if div u = 0 in Rn, then

(Pu)i = ui for any 1 ≤ i ≤ n.
Now let u := Ev, by (1) and (2) we have that Pu = u. Then by applying the restriction

on both sides of this equality, we get that PRn+v = v.

Definition 2.3.15. We define the solenoidal subspace Xσ of X by

Xσ := {v ∈ X | div v = 0 in Rn+ & v · n = 0 on ∂Rn+ }.

Here the two equalities hold in the sense of distributions.

By Lemma 2.3.10 and Lemma 2.3.13 we can see that PRn+X ⊆ Xσ. And by Lemma
2.3.14 we can see that Xσ ⊆ PRn+X. Therefore PRn+X = Xσ. This fact justifies the validity
of PRn+ as the Helmholtz projection.

2.3.4 Characterization of the subspace (I − PRn+)X

Lemma 2.3.16. Let v ∈ X, then there exists p ∈ L1
loc(Rn+) such that (I − PRn+)v = ∇p.

Proof. We seek to make use of De Rham’s theorem [4] here. In order to make use of De
Rham’s theorem, it is sufficient to show that

< (I − P)Ev, φ >= 0 ∀φ ∈ C∞0,σ(Rn).

Let φ ∈ C∞0,σ(Rn) and u := Ev, notice that

{(I − P)u}i = −Ri
∑
j

Rju
j .

Therefore by substitution < (I − P)u, φ >=
∑
i

< −Ri
∑
j

Rju
j , φi >. Let f :=

∑
j

Rju
j ,

notice that

< −Ri(f), φi > =< f,Ri(φ
i) > .

Therefore

< (I − P)u, φ > =
∑
i

<
∑
j

Rju
j , Riφ

i >

=<
∑
j

Rju
j ,
∑
i

Riφ
i > .
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By div φ = 0 we can easily deduce that
∑
i

Riφ
i = 0 by considering Fourier transforms.

Thus

< (I − P)u, φ >= 0 ∀φ ∈ C∞0,σ(Rn).

Therefore by De Rham [4], there exists p ∈ L1
loc(Rn) such that (I−P)u = ∇p. By applying

the restriction operator we have that

rRn+ (I − P)Ev = (I − PRn+) v = rRn+ ∇p.

Notice that we can further deduce that rRn+ ∇p = ∇ (rRn+p). Indeed since for any φ ∈
C∞0 (Rn+) we have that

< rRn+ ∇p, φ > :=

∫
Rn+
rRn+ ∇p · φ dx =

∫
Rn
∇p · φ dx

= −
∫
Rn
p · div φ dx = −

∫
Rn+
p · div φ dx

= −
∫
Rn

(rRn+p) · div φ dx =

∫
Rn+
∇(rRn+p) · φ dx

= < ∇(rRn+p), φ > .

Therefore we have that (I − PRn+)v = ∇(rRn+p). Since p ∈ L1
loc(Rn), it is easy to deduce

that rRn+p ∈ L
1
loc(Rn+).

Lemma 2.3.17. Let p ∈ L1
loc(Rn+) such that ∇p ∈ X, then ∇p ∈ (I − PRn+)X.

Proof. Let p ∈ L1
loc(Rn+) such that ∇p ∈ X, it is sufficient to prove that PRn+∇p = 0. Then

by this fact we can see that

(I − PRn+)∇p = ∇p− PRn+∇p = ∇p.

and thus ∇p ∈ (I − PRn+)X. Let q be defined as follow:

q(x
′
, xn) :=

{
p(x

′
, xn) if xn > 0,

p(x
′
,−xn) if xn < 0.

Since q is the even extension of p, p ∈ L1
loc(Rn+) would imply q ∈ L1

loc(Rn). Moreover,
simple calculations would tell us ∇q = E∇p. This is indeed since for xn < 0 we have that

∂

∂xn
q(x

′
, xn) =

∂

∂xn
p(x

′
,−xn) = − ∂

∂(−xn)
p(x

′
,−xn) = − ∂

∂zn
p(x

′
, zn)

where zn > 0. Again by considering Fourier transforms, it is easy to verify that (P∇q)i = 0
for any 1 ≤ i ≤ n. As a result,

PRn+∇p = rRn+PE∇p = rRn+P∇q = 0.

Hence ∇p = (I − PRn+)∇p and we are done.

Definition 2.3.18. We define the subspace Xπ of X by

Xπ := {∇p ∈ X | p ∈ L1
loc(Rn+) }.

By Lemma 2.3.16 we can see that (I − PRn+)X ⊆ Xπ and by Lemma 2.3.17 we can see
that Xπ ⊆ (I − PRn+)X. Therefore (I − PRn+)X = Xπ. This fact gives the characterisation
of the subspace (I − PRn+)X.
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2.3.5 Proof of Theorem 2.1.1

Proof. By Lemma 2.3.5 we see that PRn+ is a bounded linear operator which maps X to
X. By this bounded linear map we can easily see that the vector field X admits a natural
decomposition

X = PRn+X⊕ (I − PRn+)X

where both PRn+X and (I − PRn+)X are linear subspaces of X. Since this natural decompo-
sition is induced by the projection PRn+ , this decomposition is certainly unique. Moreover,
we have already proved that

PRn+X = Xσ

and

(I − PRn+)X = Xπ.

As a result, Theorem 2.1.1 holds and we are done.

Remark 2.3.19. Although the Helmholtz decomposition we established for X is true, due
to the fact that [ · ]BMO∞,∞ba (Rn+) is a seminorm, it is inevitable to think about the question

where constant vectors are mapped to under this Helmholtz projection PRn+ . Unfortunately,
this question is not answered in this research, in order to avoid this ambiguity, we shall
consider our Helmholtz decomposition not for the space X but for the quotient space
X/(Rn−1×{0}). From now on, without causing any ambiguity, we shall denote X/(Rn−1×
{0}) simply by X.

2.4 Partial Helmholtz decomposition of vector fields in real
Hardy spaces over the half space

2.4.1 Boundedness of projection PRn+ from Y to Y

Let v ∈ Y and PRn+v := rRn+PEv.

Lemma 2.4.1. Let f ∈H 1
odd(Rn+), then we have that Eoddf ∈H 1(Rn) and

||Eoddf ||H 1 = 2 · ||f ||H 1
odd(Rn+).

Proof. For simplicity we denote Eoddf by f̄ . Let Gt be the heat kernel on Rn so that
(et∆g)(x) = (Gt ∗ g)(x) for a function g on Rn. By Definition 2.2.8, we have that

||f̄ ||H 1 =

∫
Rn+

sup
t>0
|Gt ∗ f̄ | (x) dx +

∫
Rn−

sup
t>0
|Gt ∗ f̄ | (x) dx

= (1) + (2).

(1). For x ∈ Rn+ and t > 0, we have that (Gt ∗ f̄) (x, t) = (rRn+(Gt ∗ f̄)) (x, t). Since this
is true for all t > 0, by taking the supremum over all t > 0, we have that

sup
t>0
|Gt ∗ f̄ | (x) = sup

t>0
| rRn+(Gt ∗ f̄) | (x).
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Since the above equality holds for all x ∈ Rn+, we can see that

(1) =

∫
Rn+

sup
t>0
| rRn+(Gt ∗ f̄) | (x) dx

=

∫
Rn+

sup
t>0
| rRn+ e

t∆ f̄ | (x) dx

= ||f ||H 1
odd(Rn+).

(2). Notice that (Gt ∗ f̄) (x, t) is actually odd with respect to xn since f̄ is odd with
respect to xn, hence

|Gt ∗ f̄ | (x
′
, xn, t) = | − (Gt ∗ f̄) (x

′
,−xn, t) | = |Gt ∗ f̄ | (x

′
,−xn, t).

Let f̄+
Gt

(x) := sup
t>0
|Gt ∗ f̄ | (x), f̄+

Gt
is even with respect to xn. Hence,

(2) =

∫
Rn+
f̄+
Gt

(z
′
,−zn) dz

′
dzn =

∫
Rn+
f̄+
Gt

(z
′
, zn) dz

′
dzn = (1).

Lemma 2.4.2. Let f ∈H 1
even(Rn+), then we have that Eevenf ∈H 1(Rn) and

||Eevenf ||H 1(Rn) = 2 · ||f ||H 1
even(Rn+).

Proof. For simplicity we denote Eevenf by f̃ . Let Gt be the heat kernel. By Definition
2.2.8, we have that

||f̃ ||H 1 =

∫
Rn+

sup
t>0
|Gt ∗ f̃ | (x) dx +

∫
Rn−

sup
t>0
|Gt ∗ f̃ | (x) dx

= (1) + (2).

(1). For x ∈ Rn+ and t > 0, we have that (Gt ∗ f̃) (x, t) = (rRn+(Gt ∗ f̃)) (x, t). Since this
is true for all t > 0, by taking the supremum over all t > 0, we have that

sup
t>0
|Gt ∗ f̃ | (x) = sup

t>0
| rRn+(Gt ∗ f̃) | (x).

Since the above equality holds for all x ∈ Rn+, we can see that

(1) = ||f ||H 1
even(Rn+).

(2). Notice that (Gt ∗ f̃) (x, t) is even with respect to xn since f̃ is even with respect to
xn. We have that f̃+

Gt
(x) := sup

t>0
|Gt ∗ f̃ | (x) is even with respect to xn. Therefore,

(2) =

∫
Rn+
f̃+
Gt

(z
′
,−zn) dz

′
dzn =

∫
Rn+
f̃+
Gt

(z
′
, zn) dz

′
dzn = (1).

Lemma 2.4.3. Let f ∈ H 1(Rn) and f be odd with respect to xn, i.e., f(x
′
, xn) =

−f(x
′
,−xn), then we have that rRn+f ∈H 1

odd(Rn+) and

||rRn+f ||H 1
odd(Rn+) ≤ ||f ||H 1 .
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Proof. Let f ∈H 1(Rn) such that f is odd with respect to xn, then

||rRn+f ||H 1
odd(Rn+) :=

∫
Rn+

sup
t>0
| rRn+ e

t∆Eodd rRn+f | (x) dx

=

∫
Rn+

sup
t>0
| rRn+ e

t∆ f | (x) dx

≤
∫
Rn

sup
t>0
| et∆ f | (x) dx

= ||f ||H 1(Rn).

Lemma 2.4.4. Let f ∈ H 1(Rn) and f be even with respect to xn, i.e., f(x
′
, xn) =

f(x
′
,−xn), then we have that rRn+f ∈H 1

even(Rn+) and

||rRn+f ||H 1
even(Rn+) ≤ ||f ||H 1 .

Proof. Let f ∈H 1(Rn) such that f is even with respect to xn, then

||rRn+f ||H 1
even(Rn+) :=

∫
Rn+

sup
t>0
| rRn+ e

t∆Eeven rRn+f | (x) dx

=

∫
Rn+

sup
t>0
| rRn+ e

t∆ f | (x) dx

≤
∫
Rn

sup
t>0
| et∆ f | (x) dx

= ||f ||H 1(Rn).

Lemma 2.4.5. PRn+ : Y → Y is a bounded linear operator.

Proof. The proof is basically identical to the proof of Lemma 2.3.5.

2.4.2 Properties of projection PRn+

Except some places due to the fact that we cannot take the trace properly, the theory in
this subsection is completely identical to the theory in subsection 2.3.3. This is due to the
fact that all properties hold not because of the space where v belongs to, but the properties
of projection P itself has.

Lemma 2.4.6. Let v ∈ Y, then div PRn+v = 0 in Rn+ in the sense of distributions.

Proof. The proof is completely identical to the proof of Lemma 2.3.10.

Lemma 2.4.7. Let v ∈ Y such that{
div v = 0 in Rn+,
v · n = 0 on ∂Rn+.

Then we have that v ∈ PRn+Y. Notice that both equalities above hold in the sense of
distributions.
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Proof. The proof is completely identical to the proof of Lemma 2.3.14.

Definition 2.4.8. We define the subspace Yσ of Y by

Yσ := {v ∈ Y | div v = 0 in Rn+ & v · n = 0 on ∂Rn+ }.

Lemma 2.4.9. In the case for the space Y, we have that

Yσ ⊂ PRn+Y ⊂ {v ∈ Y | div v = 0 in Rn+ }.

Proof. By Lemma 2.4.6 and Lemma 2.4.7, we are done.

2.4.3 Characterization of the subspace (I − PRn+)Y

Due to the fact that the theory in this section depends only on the properties of projection
PRn+ and the trace problem which we do not know how to deal with is not involved in any
sense, it is completely identical to the theory in subsection 2.3.4.

Lemma 2.4.10. Let v ∈ Y, then there exists p ∈ L1
loc(Rn+) such that (I − PRn+)v = ∇p.

Proof. The proof is completely identical to the proof of Lemma 2.3.16.

Lemma 2.4.11. Let p ∈ L1
loc(Rn+) such that ∇p ∈ Y, then ∇p ∈ (I − PRn+)Y.

Proof. The proof is completely identical to the proof of Lemma 2.3.17.

Definition 2.4.12. We define the subspace Yπ of Y by

Yπ := {∇p ∈ Y | p ∈ L1
loc(Rn+) }.

Lemma 2.4.13. (I − PRn+)Y = Yπ.

Proof. By Lemma 2.4.10 and Lemma 2.4.11, we are done.

2.4.4 Proof of Theorem 2.1.2

Proof. By Lemma 2.4.5 we see that PRn+ is a bounded linear operator which maps Y to
Y. By this bounded linear map we can easily see that the vector field Y admits a natural
decomposition

Y = PRn+Y ⊕ (I − PRn+)Y

where both PRn+Y and (I − PRn+)Y are linear subspaces of Y. Since this natural decompo-
sition is induced by the projection PRn+ , this decomposition is certainly unique. Moreover,
we have already proved that

Yσ ⊂ PRn+Y ⊂ {v ∈ Y | div v = 0 in Rn+ }

and

(I − PRn+)Y = Yπ.

As a result, Theorem 2.1.2 holds and we are done.
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2.5 Duality theorem

Before we start this section we would like to recall the definition that a function h ∈H 1(Rn)
is called a 2-atom if supph ⊂ B, ||h||L2(Rn) ≤ |B|−1/2 and

∫
B hdx = 0. Here B ⊂ Rn is an

open ball.

2.5.1 Duality theorem for the case of odd extension

Throughout this subsection, we denote the odd extension operator Eodd by E.

Definition 2.5.1. We define the set of symmetric 2-atoms by the set

{ErRn+α | α is a 2-atom s.t. suppα ⊂ B and B ∩ ∂Rn+ 6= ∅}⋃
{ErRn+β | β is a 2-atom s.t. suppβ ⊂ B ⊂ Rn+}.

Let EH 1
odd(Rn+) := {Ev | v ∈ H 1

odd(Rn+)}. Then EH 1
odd(Rn+) ⊂ H 1(Rn) is a linear

subspace.

Lemma 2.5.2. The norm

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}

is equivalent to the norm || · ||H 1(Rn) on the subspace EH 1
odd(Rn+).

Proof. Let f ∈H 1
odd(Rn+), then Ef ∈H 1(Rn).

(1). By the atomic decompositions of functions of the real Hardy space H 1(Rn), we
see that Ef admits 2-atomic decompositions. Let

Ef =
∑
i

λiαi +
∑
j

µjβj

be a 2-atomic decomposition of Ef . Apply rRn+ firstly and then E secondly on both sides
of this 2-atomic decomposition, we can deduce that

Ef = ErRn+Ef =
∑
i

λiErRn+αi +
∑
j

µjErRn+βj .

This is a symmetric 2-atomic decomposition of Ef with exactly the same coefficients just as
the original 2-atomic decomposition. Hence we see that every 2-atomic decomposition of Ef
gives rise to a symmetric 2-atomic decomposition of Ef with exactly the same coefficients.
Therefore,

||Ef ||H 1(Rn) = inf{
∑
i

|λi|+
∑
j

|µj | | all 2-atomic decompositions}

≥ inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}.

(2). Let Ef =
∑
i

λiErRn+αi +
∑
j

µjErRn+βj be a symmetric 2-atomic decomposition.

Pick an i, suppose that suppαi ⊂ Bi where Bi is a ball in Rn such that Bi ∩ ∂Rn+ 6= ∅.
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Then there exists x∗ ∈ Bi ∩ ∂Rn+ such that suppErRn+αi ⊂ B2i(x
∗). Moreover, we have

that

||ErRn+αi||L2(Rn) ≤ 2 · ||αi||L2(Rn) = 2
n
2

+1 · |B2i(x
∗)|−1/2.

Since E is the odd extension, we certainly have that∫
B2i(x∗)

ErRn+αi dx = 0.

Therefore, 1

2
n
2 +1 · ErRn+αi is a 2-atom in H 1(Rn) for any i. In addition, since suppβj ⊂

Bj ⊂ Rn+ for some ball Bj , for any j we can decompose ErRn+βj into the form βj+β−j where

β−j is a 2-atom which is contained in (Rn+)c. Hence we can rewrite the symmetric 2-atomic
decomposition in the following way:

Ef =
∑
i

(λi2
n
2

+1) · ( 1

2
n
2

+1
ErRn+αi) +

∑
j

µj · βj +
∑
j

µj · β−j .

Here ( 1

2
n
2 +1ErRn+αi), βj and β−j are all 2-atoms for any i, j. Therefore we can get a 2-atomic

decomposition of Ef from each symmetric 2-atomic decomposition of Ef with coefficients
{λ′i }∞i=1 and {µ′j }∞j=1 where λ

′
i = λi · 2

n
2

+1 for all i and µ
′
j = 2 · µj for all j. Notice that

∑
i

|λi|+
∑
j

|µj | ≥
1

2
n
2

+1
·
(∑

i

(|λi| · 2
n
2

+1) +
∑
j

2 · |µj |
)

=
1

2
n
2

+1
·
(∑

i

|λ′i|+
∑
j

|µ′j |
)
.

Therefore we have that

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}

≥ 1

2
n
2

+1
· inf{

∑
i

|λ′i|+
∑
j

|µ′j | | all 2-atomic decompositions}.

Since the norm inf{
∑
i

|λ′i| +
∑
j

|µ′j | | all 2-atomic decompositions} is equivalent to the

norm || · ||H 1(Rn) by the standard theory of real Hardy spaces, we can deduce that

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions} ≥ C|| · ||H 1(Rn)

for some constant C.

By making use of Lemma 2.5.2 we can deduce the half space atomic decomposition for
elements of H 1

odd(Rn+).

Theorem 2.5.3. Let f ∈ H 1
odd(Rn+), then there exists sequences of non-negative numbers

{λi}∞i=1 & {µj}∞j=1, a sequence of 2-atoms {αi}∞i=1 where for each i suppαi ⊂ Bi for some
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ball Bi and Bi ∩ ∂Rn+ 6= ∅ and a sequence of 2-atoms {βj}∞j=1 where for each j suppβj ⊂
Bj ⊂ Rn+ for some ball Bj such that

f =
∑
i

λi · αi |rRn+ +
∑
j

µj · βj .

We refer such a decomposition of f as a half space atomic decomposition of f and moreover,
the norm

inf{
∑
i

|λi|+
∑
j

|µj | | all half space atomic decompositions}

is equivalent to the norm || · ||H 1
odd(Rn+) on H 1

odd(Rn+).

Proof. By Lemma 2.5.2, we have that

f ∈H 1
odd(Rn+). =⇒ Ef ∈H 1(Rn).

=⇒ Ef admits 2-atomic decompositions.

=⇒ Ef admits symmetric 2-atomic decompositions.

=⇒ f admits half space atomic decompositions by taking

restrictions of symmetric 2-atomic decompositions.

By Lemma 2.4.1 and Lemma 2.4.3, there exists constants C1 and C2 such that

C1 · ||f ||H 1
odd(Rn+) ≤ ||Ef ||H 1(Rn) ≤ C2 · ||f ||H 1

odd(Rn+).

Moreover, the norm || · ||H 1(Rn) is equivalent to the norm

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}

on EH 1
odd(Rn+) by Lemma 2.5.2. Since each of the half space atomic decomposition of f

gives rise naturally to a symmetric 2-atomic decomposition of Ef with exactly the same
coefficients by odd extension, we have that

inf{
∑
i

|λi|+
∑
j

|µj | | all half space atomic decompositions} ≈ || · ||H 1
odd(Rn+)

on H 1
odd(Rn+).

Definition 2.5.4. We denote the set of all finite linear combinations of symmetric 2-atoms
by H 1

0,s(Rn).

Notice that H 1
0,s(Rn) ⊂ H 1

0 (Rn) ∩ EH 1
odd(Rn+) where H 1

0 (Rn) is the set of all finite
linear combinations of 2-atoms.

Lemma 2.5.5. EH 1
odd(Rn+) is a closed subspace of H 1(Rn).

Proof. Let F ∈ EH 1
odd(Rn+)

||·||H 1(Rn) \EH 1
odd(Rn+), then there exists a sequence {un}∞n=1 ⊂

H 1
odd(Rn+) such that Eun → F in || · ||H 1(Rn) as n→∞. Since H 1(Rn) ⊂ L1(Rn), we have

that

||Eun − F ||L1(Rn) ≤ ||Eun − F ||H 1(Rn) → 0.
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This means that Eun(x)→ F (x) a.e.. Notice that for x ∈ Rn,

F (x
′
, xn)← Eun(x

′
, xn) = −Eun(x

′
,−xn)→ −F (x

′
,−xn).

Therefore, F is odd with respect to xn a.e. and F ∈ EH 1
odd(Rn+).

Lemma 2.5.6. H 1
0,s(Rn) is dense in EH 1

odd(Rn+).

Proof. Through the proof of Lemma 2.5.2 we know that every element of EH 1
odd(Rn+) admits

symmetric 2-atomic decompositions and by Lemma 2.5.5 we see that EH 1
odd(Rn+) is closed

in H 1(Rn). We are done.

Theorem 2.5.7. Suppose g ∈ BMO∞,∞b (Rn+). Then the linear functional l defined on
H 1
odd(Rn+) by

l(f) =

∫
Rn+
f · g dx

for f ∈ H 1
odd(Rn+) is a bounded linear functional which satisfies ||l|| ≤ c · ||g||BMO∞,∞b (Rn+)

with some constant c. Conversely, every bounded linear functional l on H 1
odd(Rn+) can be

written in the form of

l(f) =

∫
Rn+
f · g dx for all f ∈H 1

odd(Rn+)

with g ∈ BMO∞,∞b (Rn+) and ||g||BMO∞,∞b (Rn+) ≤ c · ||l|| with some constant c. Here ||l||
means the norm of l as a bounded linear functional on H 1

odd(Rn+).

Proof. (1). Let f ∈H 1
odd(Rn+) and g ∈ BMO∞,∞b (Rn+). Then we have the estimates

|
∫
Rn+
f · g dx| = 1

2
· |
∫
Rn
Ef · Eg dx|

≤ 1

2
· ||Ef ||H 1(Rn) · ||Eg||BMO

≤ c · ||f ||H 1
odd(Rn+) · ||g||BMO∞,∞b (Rn+).

Therefore, l : f 7→
∫
Rn+
f · g dx ∈ H 1

odd(Rn+)
∗

and the above inequalities imply that

||l|| ≤ c · ||g||BMO∞,∞b (Rn+) with some constant c.

(2). Let l ∈ H 1
odd(Rn+)

∗
. We define l̃(Ef) := 2 · l(f) for all f ∈ H 1

odd(Rn+). Fix a
ball B ⊂ Rn+, let L2

0(B) be the subspace {f ∈ L2(B) |
∫
B f dx = 0}, notice that L2

0(B) ⊂
H 1
odd(Rn+). Let u ∈ L2

0(B) be a 2-atom, i.e., we require that suppu ⊂ B ⊂ Rn+ for some
ball B,

∫
B udx = 0 and ||u||L2(B) ≤ |B|−1/2. We then have that

|l̃(Eu)| := 2 · |l(u)| ≤ c · ||u||H 1
odd(Rn+)

≤ c · ||Eu||H 1(Rn) = c · ||u+ + u−||H 1(Rn)

≤ c · (||u+||H 1(Rn) + ||u−||H 1(Rn)) ≤ c · |B|1/2 · ||u||L2
0(B)

≤ c · |B|1/2 · ||Eu||EL2
0(B).
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Here || · ||L2
0(B) := (

∫
B | · |

2 dx)
1
2 and || · ||EL2

0(B) := (
∫
B∪B− | · |

2 dx)
1
2 with B− := {(x′ ,−xn) |

(x
′
, xn) ∈ B}. For general w ∈ L2

0(B), we have that w = λ ·u where u ∈ L2
0(B) is a 2-atom,

then

|l̃(Ew)| := 2 · |l(w)| = 2 · |λ| · |l(u)| ≤ c · |B|1/2 · ||Ew||EL2
0(B).

Thus l̃ |EL2
0(B) is a bounded linear functional on EL2

0(B).

Claim 1 : EL2
0(B)

∗
= EL2

0(B).

Proof of Claim 1 : Let T̃ ∈ EL2
0(B)

∗
, by definition we have that |T̃ (Eu)| ≤ c ·

||Eu||EL2
0(B). Let’s define T (u) for each u ∈ L2

0(B) by T (u) = 1
2 · T̃ (Eu), thus

|T (u)| = 1

2
· |T̃ (Eu)| ≤ c · ||Eu||EL2

0(B) ≤ c · ||u||L2
0(B).

Hence T ∈ L2
0(B)

∗
. By the Riesz representation theorem for the Hilbert space L2

0(B), we
deduce that there exists gB ∈ L2

0(B) such that

T (u) =

∫
B
u · gB dx for all u ∈ L2

0(B).

Notice that

T̃ (Eu) = 2 · T (u) = 2 ·
∫
B
u · gB dx =

∫
B∪B−

Eu · EgB dx

and EgB ∈ EL2
0(B), hence EL2

0(B)
∗

= EL2
0(B) and the proof of Claim 1 is finished.

By Claim 1, l̃ |EL2
0(B)∈ EL2

0(B)
∗

= EL2
0(B) implies that there exists gB ∈ L2

0(B) such

that l̃ |EL2
0(B)= EgB as a bounded linear functional on EL2

0(B), i.e.,

l̃(Eu) =

∫
B∪B−

Eu · EgB dx for all Eu ∈ EL2
0(B).

Since B is any ball in Rn+, we can find EgB for any B ⊂ Rn+. If B1 ⊂ B2 ⊂ Rn+, then we
can easily see that EgB2 − EgB1 is a constant on B1 ∪B−1 .

Consider the ball Br(x) where x ∈ ∂Rn+ and r > 0. Let B+
r (x) := Br(x) ∩ Rn+. For

simplicity, we denote Br(x) by Br. Let u ∈ B+
r , notice that Eu ∈ L2(Br) and

∫
Br
Eudx = 0

as E is the odd extension. Since Eu ∈ EL2
0(Br) and Eu is odd with respect to xn, we

have that L2(B+
r ) ⊂ H 1

odd(Rn+). By similar arguments as above, we see that l̃ |EL2(B+
r ) is

a bounded linear functional on EL2(B+
r ). By the same proof of Claim 1, we have that

EL2(B+
r )
∗

= EL2(B+
r ). Hence l̃ |EL2(B+

r )∈ EL
2(B+

r )
∗

= EL2(B+
r ) implies that l̃ |EL2(B+

r )=

EgB
+
r ∈ EL2(B+

r ) as a bounded linear functional on EL2(B+
r ) for some gB

+
r ∈ L2(B+

r ).

For any ball Br(x) where x ∈ ∂Rn+, we can find EgB
+
r . If Br1 ⊂ Br2 , then EgB

+
r2 − EgB

+
r1

is a constant on Br1 .
Now we seek to find a uniform Eg(x) defined on Rn. We define that

Eg(x) := EgB
+
r (0) − 1

|B1(0)|
·
∫
B1(0)

EgB
+
r (0) dx = EgB

+
r (0).
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The last equality holds as Avg
B1(0)

EgB
+
r (0) = 0. For B ⊂ Rn+, we have EgB(x) defined on B,

then there exists BR(0) for some R large enough such that B ⊂ B+
R(0). Hence

EgB(x) = EgB(x)− EgB
+
R(0)(x) + EgB

+
R(0)(x)

= cB + Eg(x)

where cB := EgB(x)− EgB
+
R(0)(x) is a constant which depends on B.

Next we prove that the function g(x) defined by g(x) := rRn+Eg(x) belongs to the space

BMO∞,∞b (Rn+).
1∗. If B ⊂ Rn+, we have that

1

|B|

∫
B
|Eg(x)− (−cB)|dx =

1

|B|

∫
B
|EgB(x)|dx

≤ 1

|B|
( ∫

B
|EgB|2 dx

) 1
2 · |B|

1
2

= |B|−
1
2 · ||EgB||EL2

0(B)

where the second inequality above is by the Hölder inequality. Since∣∣∣∣ ∫
B∪B−

EgB · Eudx

∣∣∣∣ = |l̃(Eu)| ≤ c · |B|
1
2 · ||Eu||EL2

0(B),

we can deduce that

||EgB||EL2
0(B) = ||l̃|| ≤ c · |B|

1
2

where ||l̃|| is the operator norm of l̃. Therefore we have that

1

|B|

∫
B
|Eg(x)− (−cB)|dx ≤ |B|−

1
2 · c · |B|

1
2 = c.

By taking the supremum over all balls in Rn+, we can deduce that

sup
B⊂Rn+

1

|B|

∫
B
|Eg(x)− (−cB)|dx ≤ c.

Then by the triangle inequality, we can easily get that

[g]BMO∞(Rn+) ≤ 2 · sup
B⊂Rn+

1

|B|

∫
B
|g(x)− (−cB)| dx ≤ 2 · c.

2∗. For balls of the form Br(x) where x ∈ ∂Rn+, we have that

Eg(x) = EgB
+
r (x) − cBr .

Now we integrate this equality over the ball Br(x), we have that∫
Br(x)

Eg(y) dy =

∫
Br(x)

EgB
+
r (x) dy −

∫
Br(x)

cBr dy.
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Notice that Eg and EgB
+
r (x) are both odd with respect to xn, we certainly have∫
Br(x)

Eg(y) dy =

∫
Br(x)

EgB
+
r (x) dy = 0.

Hence cBr must equal 0. By making use of this fact and similar arguments as the previous
part, we also have that

1

|Br(x)|

∫
Br(x)

|Eg(y)− (−cBr)|dy ≤ c.

Therefore,

1

|Br(x)|

∫
Br(x)

|Eg| dy =
1

|B+
r (x)|

∫
B+
r (x)
|Eg|dy ≤ c.

As Eg(y) = g(y) in B+
r (x), we have that

1

|B+
r (x)|

∫
B+
r (x)
|g(y)| dy ≤ c.

By taking the supremum over all balls centered at ∂Rn+, we can easily deduce that

||g||b∞(Rn+) = sup
r>0

x∈∂Rn+

1

|B+
r (x)|

∫
B+
r (x)
|g(y)|dy ≤ c <∞.

Hence by 1∗ and 2∗, g ∈ BMO∞,∞b (Rn+).
Let Eu be a (2, s)-atom, we have that∫

Rn+
g · udx =

1

2
·
∫
Rn
Eg · Eudx =

1

2
· l̃(Eu) = l(u).

Since this representation has been established for the subspace H 1
0,s(Rn) and H 1

0,s(Rn) is

dense in EH 1
odd(Rn+), therefore Eg = l̃ ∈ EH 1

odd(Rn+)
∗

and thus g = l ∈H 1
odd(Rn+)

∗
.

Notice that in the proof of Theorem 2.5.7, there is a step where we proved that for
B ⊂ Rn+ and u ∈ L2

0(B) we have that

|l̃(Eu)| ≤ c · |B|
1
2 · ||Eu||EL2

0(B).

For the ball Br(x) with x ∈ ∂Rn+ we also have the same estimates. By L.Grafakos [6], the
constant c depends only on the dimension n and it is independent of the ball B or Br(x),
hence the later arguments in the proof are valid.

2.5.2 Duality theorem for the case of even extension

Throughout this subsection, we denote the even extension operator Eeven by E.

Definition 2.5.8. We define the set of symmetric 2-atoms by

{ErRn+α | α is a 2-atom such that suppα ⊂ B & B ∩ ∂Rn+ 6= ∅

&

∫
Rn+
α dx =

∫
Rn−

α dx = 0}

∪ {ErRn+β | β is a 2-atom such that suppβ ⊂ B ⊂ Rn+}.
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Let EH 1
even(Rn+) := {Ev | v ∈ H 1

even(Rn+)}. Then EH 1
even(Rn+) ⊂ H 1(Rn) is a linear

subspace.

Lemma 2.5.9. The norm

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}

is equivalent to the norm || · ||H 1(Rn) on the subspace EH 1
even(Rn+).

Proof. Let f ∈H 1
even(Rn+), then Ef ∈H 1(Rn).

(1). By the atomic decompositions of functions of the real Hardy space H 1(Rn), we
see that Ef admits 2-atomic decompositions. Let

Ef =
∑
i

λiαi +
∑
j

µjβj

be a 2-atomic decomposition of Ef . Notice that

f = rRn+Ef =
∑
i

λirRn+αi +
∑
j

µjrRn+βj .

Without loss of generality, assume that suppαi ⊂ Bi for some ball Bi and Bi ∩ ∂Rn+ 6= ∅,
assume further that suppβj ⊂ Bj ⊂ Rn+ or Rn−. Therefore we have that

f =
∑
i

λirRn+αi +
∑
j

µjβj .

Let B+
i := Bi ∩ Rn+ and B−i := Bi ∩ Rn−. Since αi can be any 2-atom, we know that∫

Bi

αi dx = 0 but

∫
B+
i

αi dx and

∫
B−i

αi dx are not necessarily zero. Here we need to do

some tricks to

∫
B+
i

αi dx and

∫
B−i

αi dx. Since E is the even extension, except

Ef = ErRn+Ef =
∑
i

λiErRn+αi +
∑
j

µjErRn+βj

we also have that

Ef = ErRn−Ef =
∑
i

λiErRn−αi +
∑
j

µjErRn−βj .

Therefore,

2Ef = ErRn+Ef + ErRn−Ef

=
∑
i

λi · (ErRn+αi + ErRn−αi) +
∑
j

µj · (ErRn+βj + ErRn−βj).

Suppose that suppαi ⊂ Bi(x) and Bi(x) ∩ ∂Rn+ 6= ∅, there exists x∗ ∈ Bi(x) ∩ ∂Rn+
such that suppErRn+αi ⊂ B2ri(x

∗) and suppErRn−αi ⊂ B2ri(x
∗). Therefore we have that

supp (ErRn+αi+ErRn−αi) ⊂ B2ri(x
∗). Notice that ErRn+αi+ErRn−αi is also even with respect
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to xn. Let’s consider rRn+(ErRn+αi + ErRn−αi) = rRn+αi + rRn+ErRn−αi. There is no doubt
that supp (rRn+αi + rRn+ErRn−αi) ⊂ B2ri(x

∗) ∩ Rn+ and∫
Rn+
rRn+αi + rRn+ErRn−αi dx =

∫
Rn+
rRn+αi dx +

∫
Rn−

ErRn−αi dx

=

∫
Rn
αi dx

= 0.

Let α∗i := rRn+αi + rRn+ErRn−αi, notice that

||α∗i ||L2(Rn) = ||rRn+αi + rRn+ErRn−αi||L2(Rn)

≤ ||αi||L2(Rn) + ||ErRn−αi||L2(Rn)

≤ ||αi||L2(Rn) + 2 · ||αi||L2(Rn)

≤ 3 · 2
n
2 · |B2ri(x

∗)|−1/2.

Let c3,2 := 3 · 2
n
2 . Therefore c−1

3,2 · α∗i is a 2-atom and more importantly, we have that∫
Rn−

c−1
3,2 · α

∗
i dx =

∫
Rn+
c−1

3,2 · α
∗
i dx = 0.

Hence E(c−1
3,2 · α∗i ) = c−1

3,2 · Eα∗i is a symmetric 2-atom. We have that

2 · Ef =
∑
i

λ
′
i · (c−1

3,2 · Eα
∗
i ) +

∑
j

µj · ErRn+βj +
∑
j

µj · ErRn−βj

where λ
′
i := λi · c3,2. Therefore from a 2-atomic decomposition of Ef we can get a

symmetric 2-atomic decomposition of Ef . In addition, for a 2-atomic decomposition

Ef =
∑
i

λiαi +
∑
j

µjβj such that
∑
i

|λi| +
∑
j

|µj | < ∞, the corresponding symmet-

ric 2-atomic decomposition of this 2-atomic decomposition is Ef =
∑
i

λ
′
i

2
· (c−1

3,2 · Eα
∗
i ) +∑

j

µj
2
· ErRn+βj +

∑
j

µj
2
· ErRn−βj . In this case we have that

∑
i

|λ′i|
2

+
∑
j

|µj |
2

+
∑
j

|µj |
2
≤ 3 · 2

n
2
−1 · (

∑
i

|λi|+
∑
j

|µj |) <∞.

Therefore, ∑
i

|λi|+
∑
j

|µj | ≥
1

3 · 2
n
2
−1
·
(∑

i

|λ′′i |+
∑
j

|µ′′j |
)

where λ
′′
i :=

λ
′
i

2 for all i and µ
′′
j :=

µj
2 for all j. λ

′′
i and µ

′′
j are the coefficients of the

corresponding symmetric 2-atomic decomposition induced by the original 2-atomic decom-
position. As a result, we have that

inf{
∑
i

|λi|+
∑
j

|µj | | all 2-atomic decompositions}

≥ C1 · inf{
∑
i

|λ′′i |+
∑
j

|µ′′j | | all symmetric 2-atomic decompositions}
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where C1 := 1

3·2
n
2−1 .

(2). Let Ef =
∑
i

λi ·ErRn+αi+
∑
j

µj ·ErRn+βj be a symmetric 2-atomic decomposition.

Since αi is a 2-atom, we have that

||ErRn+αi||L2(Rn) ≤ 2
n
2

+1 · |B2ri(x
∗)|−1/2.

Therefore

Ef =
∑
i

(λi · 2
n
2

+1) · ( 1

2
n
2

+1
· ErRn+αi) +

∑
j

µjβ
+
j +

∑
j

µjβ
−
j

is a 2-atomic decomposition of Ef . Thus every symmetric 2-atomic decomposition of Ef
gives rise to a 2-atomic decomposition. For this symmetric 2-atomic decomposition of Ef

where
∑
i

|λi|+
∑
j

|µj | <∞, the coefficients of the corresponding 2-atomic decomposition

of Ef satisfies ∑
i

(|λi| · 2
n
2

+1) +
∑
j

2 · |µj | ≤ 2
n
2

+1 · (
∑
i

|λi|+
∑
j

|µj |).

Therefore,

inf{
∑
i

|λi|+
∑
j

|µj | | all symmetric 2-atomic decompositions}

≥ C2 · inf{
∑
i

|λ′i|+
∑
j

|µ′j | | all 2-atomic decompositions}

where C2 := 1

2
n
2 +1 .

Theorem 2.5.10. Let f ∈H 1
even(Rn+), then there exists sequences of non-negative numbers

{λi}∞i=1 and {µj}∞j=1, a sequence of 2-atoms {αi}∞i=1 where for each i suppαi ⊂ Bi & Bi ∩

∂Rn+ 6= ∅ &

∫
Rn+
αi dx = 0 for some ball Bi and a sequence of 2-atoms {βj}∞j=1 where for

each j suppβj ⊂ Bj ⊂ Rn+ for some ball Bj such that

f =
∑
i

λi · αi |Rn+ +
∑
j

µj · βj .

We refer such a decomposition of f as a half space atomic decomposition of f and moreover,
the norm

inf{
∑
i

|λi|+
∑
j

|µj | | all half space atomic decompositions}

is equivalent to the norm || · ||H 1
even(Rn+) on H 1

even(Rn+).

Proof. By Lemma 2.5.9 we are done.

Definition 2.5.11. We denote the set of all finite linear combinations of symmetric 2-atoms
by H 1

0,s(Rn).
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By similar arguments as in the previous subsection, we can easily deduce that H 1
0,s(Rn) ⊂

H 1
0 (Rn)∩EH 1

even(Rn+), EH 1
even(Rn+) is a closed subspace of H 1(Rn) and H 1

0,s(Rn) is dense

in EH 1
even(Rn+). Then by making use of these facts, we can prove our duality theorem for

the case of even extension.

Theorem 2.5.12. Suppose g ∈ BMO∞,∞ba (Rn+). Then the linear functional l defined on
H 1
even(Rn+) by

l(f) =

∫
Rn+
f · g dx

for f ∈ H 1
even(Rn+) is a bounded linear functional which satisfies ||l|| ≤ c · [g]BMO∞,∞ba (Rn+)

with some constant c. Conversely, every bounded linear functional l on H 1
even(Rn+) can be

written in the form of

l(f) =

∫
Rn+
f · g dx for all f ∈H 1

even(Rn+)

with g ∈ BMO∞,∞ba (Rn+) and [g]BMO∞,∞ba (Rn+) ≤ c·||l|| with some constant c. Here ||l|| means

the norm of l as a bounded linear functional on H 1
even(Rn+).

Proof. The only difference from the proof of Theorem 2.5.7 is the last part where here we
prove that the unified function g(x) ∈ BMO∞,∞ba (Rn+) instead of BMO∞,∞b (Rn+). For the
rest of the details, please refer to the proof of Theorem 2.5.7.

We define the unified function Eg(x) on Rn by

Eg(x) := EgB
+
r (0) − 1

|B1(0)|

∫
B1(0)

EgB
+
r (0) dx

= EgB
+
r (0) − Avg

B1(0)
EgB

+
r (0).

For B ⊂ Rn+ we have EgB(x) defined on the ball B, then there exists Br(0) for some r large
enough such that B ⊂ Br(0). We can rewrite EgB(x) as

EgB(x) = EgB(x)− EgB
+
r (0)(x) + EgB

+
r (0)(x)− Avg

B1(0)
EgB

+
r (0) + Avg

B1(0)
EgB

+
r (0).

Notice that EgB(x)−EgB
+
r (0)(x) and Avg

B1(0)
EgB

+
r (0) are both constants which depend on B,

hence let cB := EgB(x)−EgB
+
r (0)(x) + Avg

B1(0)
EgB

+
r (0), we have that EgB(x) = cB +Eg(x).

Next we prove that the function g(x) defined by g(x) := rRn+Eg(x) ∈ BMO∞,∞ba (Rn+).
∗1. If B ⊂ Rn+, we have that

1

|B|

∫
B
|Eg(x)− (−cB)|dx ≤ c · |B|−1/2 · ||EgB||EL2

0(B)

by the Hölder inequality. Since

|
∫
B∪B−

EgB · Eudx = |l̃(Eu)| ≤ c · |B|−1/2 · ||Eu||EL2
0(B),
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we have that

||EgB||EL2
0(B) = ||l̃|| ≤ c · |B|1/2.

Therefore we can deduce that

1

|B|

∫
B
|Eg(x)− (−cB)| dx ≤ c.

Notice that the c here is just a number which is independent of B. Therefore by taking the
supremum over all balls contained in Rn+, we can see that

sup
B⊂Rn+

1

|B|

∫
B
|Eg(x)− (−cB)|dx ≤ c.

and thus,

[rRn+Eg]BMO∞(Rn+) = [g]BMO∞(Rn+) ≤ 2 · c.

∗2. If Br(x) is a ball where x ∈ ∂Rn+ and r > 0, we have that Eg(x) = EgB
+
r (x)− cBr .

Therefore we have the following calculations:

2 ·
∫
B+
r

g(x) dx =

∫
Br

Eg(x) dx

=

∫
Br

EgB
+
r (x) dx−

∫
Br

cBr dx

= 0− cBr · |Br|.

Hence cBr = −gB+
r

and we have that

1

|Br|

∫
Br

|Eg(x)− (−cBr)| dx =
1

|Br|

∫
Br

|Eg(x)− gB+
r
| dx

=
1

|B+
r |

∫
B+
r

|g(x)− gB+
r
|dx ≤ c.

Take the supremum over all balls centered on Rn+, we have that

[g]ba∞(Rn+) = sup
r>0

x∈∂Rn+

1

|B+
r |

∫
B+
r

|g(x)− gB+
r
|dx ≤ c

and hence g ∈ BMO∞,∞ba (Rn+).

2.5.3 Proof of Theorem 2.1.3

Proof. By Theorem 2.5.7 and Theorem 2.5.12, we are done.
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2.5.4 Comments

Remark 2.5.13. If we look at the proof of Lemma 2.4.1 and Lemma 2.4.2, we can see that
it is completely all right for us to replace the heat kernel et∆ in the definition of H 1

even(Rn+)
and H 1

odd(Rn+) by any radial symmetric function ϕ ∈ S (Rn) such that
∫
Rn ϕdx = 1.

Therefore, the definitions of the norms || · ||H 1
even(Rn+) and || · ||H 1

odd(Rn+) are independent of

the choice of ϕ if ϕ is radial symmetric with integral over Rn equals 1.

Remark 2.5.14. When we established the half space atomic decompositions for H 1
even(Rn+)

and H 1
odd(Rn+), we made use of the 2-atomic decomposition of H 1(Rn) in order to carry

out the arguments of Fefferman and Stein [3] to prove the duality theorem. However, if
we carry out the arguments using the p-atomic decomposition of H 1(Rn) instead where
p ≥ 1, then we get the half space atomic decompositions for H 1

even(Rn+) and H 1
odd(Rn+) in

the form of symmetric p-atomic decompositions.

In [1], it is proved that BMOM (Rn+) and BMO∞,∞b (Rn+) are actually the same space.
Since BMOM (Rn+) is the dual space of H 1

M (Rn+) and BMO∞,∞b (Rn+) is the dual space
of H 1

odd(Rn+), it is natural to ask the question about the relation between H 1
odd(Rn+) and

H 1
M (Rn+). Here we give an answer to this question.

Lemma 2.5.15. H 1
odd(Rn+) = H 1

M (Rn+).

Proof. (1). By the theory of Miyachi [7], f ∈H 1
M (Rn+) implies that f admits the half space

atomic decomposition of the form

f =
∑
i

λiαi +
∑
j

µjβj

where {βj}∞j=1 is a sequence of 1-atom such that βj is supported on some ball Bj with
2Bj ⊂ Rn+ for each j and {αi}∞i=1 is a sequence of (1,Rn+)-atom such that αi is supported
on some ball Bi with 2Bi ⊂ Rn+ but 5Bi ∩ (Rn+)c 6= ∅ for each i. Let Bi = Br(xi) and

x∗ := (x
′
i, 0). Since 2Bi ⊂ Rn+ but 5Bi∩(Rn+)c 6= ∅, we can easily deduce that Bi ⊂ B6r(x

∗).
Notice that αi = rRn+Eoddαi and

∫
B6r(x∗)

Eoddαi dx = 0, therefore we have that

Eoddf =
∑
i

(λi · 6n) · ( 1

6n
· Eoddαi) +

∑
j

µjEoddβj . (2.5.1)

Here 1
6n · Eoddαi is a 1-atom for any i, hence by (2.5.1) we see that Eoddf ∈ H 1(Rn) and

thus by Remark 2.5.14 f ∈H 1
odd(Rn+).

(2). Let f ∈ H 1
odd(Rn+), let η be the standard mollifier. For x ∈ Rn+ and 0 < t <

dist(x, ∂Rn+), we have that (ηt ∗ f)(x) = (ηt ∗ Eoddf)(x) since supp ηt ⊂ Bt(0). Hence for
x ∈ Rn+,

sup
0<t<dist(x,∂Rn+)

|ηt ∗ f |(x) = sup
0<t<dist(x,∂Rn+)

|ηt ∗ Eoddf |(x)

≤ sup
t>0
|ηt ∗ Eoddf |(x).
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Thus

||f ||H 1
M (Rn+) :=

∫
Rn+

sup
0<t<dist(x,∂Rn+)

|ηt ∗ f |(x) dx

≤
∫
Rn+

sup
t>0
|ηt ∗ Eoddf |(x) dx

= ||f ||H 1
odd(Rn+)

and therefore f ∈H 1
M (Rn+).

Remark 2.5.16. Let us consider a function f ∈ L2(B+
r (0)) with integral over B+

r (0) not
equals to 0. Notice that although

∫
B+
r (0) f dx 6= 0, the odd extension Eoddf has integral

zero over the ball Br(0). Hence we have that Eoddf ∈ L2(Br(0)),
∫
Br(0)Eoddf dx = 0

and thus Eoddf ∈ H 1(Rn). Then f ∈ H 1
odd(Rn+). However,

∫
B+
r (0) f dx 6= 0 implies

that
∫
Br(0)Eevenf dx 6= 0 and thus Eevenf /∈ H 1(Rn). Hence f /∈ H 1

even(Rn+). Therefore

H 1
odd(Rn+) and H 1

even(Rn+) are two different spaces.

Remark 2.5.17. Let us consider the function log|x|, by the standard theory of BMO
spaces we see that log|x| ∈ BMO. Then log|x| |Rn+∈ BMO∞,∞ba (Rn+). However, log|x| |Rn+ /∈
BMO∞,∞b (Rn+) since the integral

1

B+
r (0)

∫
B+
r (0)
| log|x| |dx→∞ as r →∞.

Therefore BMO∞,∞b (Rn+) and BMO∞,∞ba (Rn+) are also two different spaces.

Remark 2.5.18. Notice that by Theorem 2.5.3 we can easily see that H 1
odd(Rn+) = H 1(Rn+)

where H 1(Rn+) := {rRn+f | f ∈H 1(Rn)}. Moreover, by Lemma 2.3.2 and Lemma 2.3.4, we

can also see thatBMO∞,∞ba (Rn+) = BMO(Rn+) whereBMO(Rn+) := {rRn+f | f ∈ BMO(Rn)}.
As a result, we can clarify the relationship between various function spaces in this chapter
as follow:

BMO(Rn+) = BMO∞,∞ba (Rn+) =∗ H 1
even(Rn+)

∪ ∩
BMO∞,∞b (Rn+) =∗ H 1

odd(Rn+) = H 1(Rn+)

‖ ‖
BMOM (Rn+) =∗ H 1

M (Rn+).

Here A =∗ B means that A is the dual space of B.

2.6 Dual operator of the Helmholtz projection

2.6.1 Dual operators of Eodd and rRn+

In this subsection, for simplicity, we shall denote the odd extension operator Eodd by E.
Since E : H 1

odd(Rn+)→ EH 1
odd(Rn+), we have that E∗ : EH 1

odd(Rn+)
∗ →H 1

odd(Rn+)
∗
. By the

theories in section 2.5 we have that E∗ : EBMO∞,∞b (Rn+)→ BMO∞,∞b (Rn+).

Lemma 2.6.1. The dual operator of E is indeed 2 · rRn+, i.e., E∗ = 2 · rRn+.
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Proof. Let f ∈ H 1
odd(Rn+) and g ∈ BMO∞,∞b (Rn+), by the definition of dual operator, we

can deduce that

< E∗Eg, f > :=< Eg,Ef >= 2 < g, f > .

Therefore, we have that

< E∗Eg − 2g, f >= 0 for all f ∈H 1
odd(Rn+).

Let Br(0) be the ball centered at 0 with radius r and B+
r (0) := Br(0)∩Rn+. For simplicity,

we denote B+
r (0) by B+

r . Notice that from the previous chapter, we see that L2(B+
r ) ⊂

H 1
odd(Rn+). Hence fix r > 0, we have that

< E∗Eg − 2g, f >= 0 for all f ∈ L2(B+
r ).

Since C∞0 (B+
r ) ⊂ L2(B+

r ), by the fundamental lemma of variational calculus, we see that

E∗Eg − 2g = 0 a.e. in B+
r .

This means E∗ = 2 · rRn+ and we are done.

By similar arguments as above, we can also deduce that rRn+
∗ : BMO∞,∞b (Rn+) →

EBMO∞,∞b (Rn+) and the dual operator of rRn+ , where rRn+ corresponds to the restriction of

EH 1
odd(Rn+), is indeed 1

2 · E.

2.6.2 Dual operators of Eeven and rRn+

We denote the even extension operator Eeven by E. By similar arguments as in the previous
subsection, we have that the dual operator of E is indeed 2 · rRn+ and the dual operator of

rRn+ , which corresponds to the restriction of EH 1
even(Rn+), is indeed 1

2 · E.

2.6.3 Proof of Theorem 2.1.4

Proof. Since PRn+ is a bounded linear operator from Y to Y and X is the dual space of Y,
we have that

PRn+
∗ : X→ X.

Then let v ∈ X and u ∈ Y, we have that

< PRn+
∗v,u > =

n−1∑
i=1

< vi, rRn+(PEu)i > + < vn, rRn+(PEu)n > .

Notice that (PEu)i is even with respect to xn for 1 ≤ i ≤ n − 1 and (PEu)n is odd with
respect to xn. Hence for 1 ≤ i ≤ n−1, the rRn+ in rRn+(PEu)i corresponds to the restriction

of EH 1
even(Rn+) whereas for i = n, the rRn+ in rRn+(PEu)n corresponds to the restriction of

EH 1
odd(Rn+). Therefore,

< PRn+
∗v,u > =

1

2
< Ev,PEu > · · · · · · (∗).
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By [8], we see that the dual operator of P : H 1(Rn) → H 1(Rn) is itself as a map from
BMO to BMO. Therefore

(∗) =
1

2
< PEv, Eu >

=
1

2

( n−1∑
i=1

< (PEv)i, Eevenu
i > + < (PEv)n, Eoddu

n >
)

=
1

2

( n−1∑
i=1

< 2rRn+(PEv)i, ui > + < 2rRn+(PEv)n, un >
)

=< PRn+v,u > .

Remark 2.6.2. When we are considering the dual operator of PRn+ , notice that the space

X must be viewed as X/(Rn−1 × {0})!

2.6.4 Proof of Corollary 2.1.5

Proof. By [2, Th 2.19] and Theorem 2.1.4 in this chapter, we are done.
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Chapter 3

Normal trace for a vector field of
bounded mean oscillation

We introduce various spaces of vector fields of bounded mean oscillation (BMO) defined
in a domain so that normal trace of a vector field on the boundary is bounded when
its divergence is well controlled. The behavior of “normal” component and “tangential”
component may be different for our BMO vector fields. As a result the zero extension of
the normal component stays in BMO although such property may not hold for tangential
components.

3.1 Introduction

One of basic questions on vector fields defined on a domain Ω in Rn (n ≥ 2) is whether
the normal trace is well controlled without estimating all partial derivatives when the
divergence is well controlled. Such a type of estimates is well known when a vector field
is Lp (1 < p < ∞) or L∞. Here are examples. Let Ω be a bounded domain with smooth
boundary Γ. Let n denotes its exterior unit normal vector field on Γ. For simplicity, we
assume that a vector field v satisfies div v = 0. Then there is a constant C independent of
v such that

‖v · n‖W−1/p,p(Γ) ≤ C‖v‖Lp(Ω) (3.1.1)

‖v · n‖L∞(Γ) ≤ C‖v‖L∞(Ω). (3.1.2)

Here W s,p denotes the Sobolev space which is actually a Besov space Bs
p,p for non-integer

s. The first estimate is a key to establish the Helmholtz decomposition of an Lp vector
field; see e.g. [6]. The second estimate is important to study, for example, a total variation
flow; see e.g. [1, Appendix C1]. These estimates (3.1.1), (3.1.2) hold for various domains
including the case that Ω is a half space Rn

+, i.e.,

Rn
+ =

{
(x1, . . . , xn)

∣∣ xn > 0
}
.

Our goal in this chapter is to extend (3.1.2) by replacing ‖v‖L∞(Ω) by some BMO type
norm. However, it turns out that the normal trace on Γ = ∂Rn

+ of divergence free BMO
vector fields in Rn may not be bounded. Indeed, consider

v = (v1, v2), v1(x) = v2(x) = log |x1 − x2|. x = (x1, x2) ∈ R2.

50
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This vector field is in BMO(R2) and it is divergence free in distribution sense. Indeed,∫
R2

v · ∇ϕdx =
1

2

∫
R2

log |ζ|
(
(∂ζ − ∂ζ)ϕ̃+ (∂η + ∂η)ϕ̃

)
dζdη = 0,

ζ = x1 − x2, η = x1 + x2

for all compactly supported smooth function ϕ, i.e., ϕ ∈ C∞c (R2). Here, ϕ̃(ζ, η) = ϕ
(
(ζ +

η)/2, (η − ζ)/2
)
. However, if we consider Ω = R2

+ and Γ = {x2 = 0}, then v · n = −v2

on Γ is clearly unbounded. This example indicates that we need some control near the
boundary. Such a control is introduced in [?BG], [?BGS], [?BGMST], [?BGST]. More precisely,
for f ∈ L1

loc(Ω) and ν ∈ (0,∞], they introduced a seminorm

[f ]bν := sup

{
r−n

∫
Ω∩Br(x)

|f(y)| dy
∣∣∣∣ x ∈ Γ, 0 < r < ν

}
,

where Br(x) denotes the closed ball of radius r centered at x. For µ ∈ (0,∞], they define

[f ]BMOµ := sup

{
1

|Br(x)|

∫
Br(x)

∣∣f − fBr(x)

∣∣ dy ∣∣∣∣ Br(x) ⊂ Ω, r < µ

}
,

where fB =
1

|B|

∫
B
f(y) dy, the average over B; here |B| denotes the Lebesgue measure of

B. The BMO type space BMOµ,νb introduced in these papers is the space of f ∈ L1
loc(Ω)

having finite
‖f‖BMOµ,νb

:= [f ]BMOµ + [f ]bν .

This space is very convenient to study the Stokes semigroup in [2], [4], [3], [5] as well as the
heat semigroup [5]. One of our main results (Theorem 3.4.7) yields

‖v · n‖L∞(Γ) ≤ C‖v‖BMOµ,νb
(3.1.3)

for any µ, ν ∈ (0,∞] for any uniformly C1+β domain with β ∈ (0, 1).
However, for applications, especially to establish the Helmholtz decomposition, requiring

all components to be BMOµ,νb bounded is too strong so we would like to estimate by a
weaker norm. We only use bν seminorm for normal component of a vector field v. To
decompose the vector field, let dΩ(x) be the distance of x ∈ Ω from the boundary Γ, i.e.,

dΩ(x) := inf
{
|x− y|

∣∣ y ∈ Γ
}
.

If Ω is uniformly C2, then dΩ is C2 in a δ-tubular neighborhood Γδ of Γ for some δ < R∗,
where R∗ is the reach of Γ [10, Chapter 14, Appendix], [11, §4.4]; here

Γδ :=
{
x ∈ Ω

∣∣ dΩ(x) < δ
}
.

Instead of (3.1.3), our main results (Theorem 3.4.2, 3.4.3) together with Theorem 3.2.9
read as

‖v · n‖L∞(Γ) ≤ C
(
[v]BMOµ + [∇dΩ · v]bν

)
(3.1.4)

for ν ≤ δ, µ ∈ (0,∞] provided that Ω is a bounded C2+β domain with β ∈ (0, 1). The
quantity ∇dΩ · v is a kind of a normal component of v.
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Our main strategy is to use the formula∫
Γ
(v · n)ψ dHn−1 =

∫
Ω

(div v)ϕdx−
∫

Ω
v · ∇ϕdx

for any ϕ ∈ C∞c (Ω) with ϕ |Γ = ψ, where dHn−1 denotes the surface element. This formula
is obtained by integration by parts. If div v = 0, then it reads∫

Γ
(v · n)ψ dHn−1 = −

∫
Ω
v · ∇ϕdx. (3.1.5)

Our estimate (3.1.4) follows from localization, flattening the boundary and duality argu-
ment. To get the flavor, we explain the case when Ω is the half space Rn

+. For ψ ∈ L1(Γ)
it is known that there is ϕ ∈ F 1

1,2(Rn) such that its trace to the boundary equals to ψ;

see e.g. [19, Section 4.4.3]. Here F 1
1,2 denotes the Triebel-Lizorkin space which means that

∇ϕ ∈ h1, a local Hardy space. We may assume that ϕ is even in xn. We extend v = (v′, vn)
even in xn for tangential part v′ and odd in xn for the normal part vn = ∇dΩ · v. Although
extended v′ is still in BMO∞(Rn), the extended vn may not be in BMO∞(Rn) unless we
assume [vn]bν <∞. Here we invoke [∇dΩ ·v]bν <∞. By these extensions, our (3.1.5) yields∫

Γ
(v · n)ψ dHn−1 = −1

2

∫
Rn

v · ∇ϕdx, (3.1.6)

where v denotes the extended vector field. We apply h1-bmo duality [16, Theorem 3.22] for
(3.1.6) to get ∣∣∣∣∫

Γ
(v · n)ψ dHn−1

∣∣∣∣ ≤ C‖v‖bmo‖ϕ‖F 1
1,2
,

where bmo = BMO ∩ L1
ul a localized BMO space. Here L1

ul denotes a uniformly local L1

space; see Section 3.2 for details. Since ‖ϕ‖F 1
1,2
≤ C‖ψ‖L1 , this implies

‖v · n‖L∞(Γ) ≤ C‖v‖bmo(Rn)

≤ C
(

[v]BMO∞(Ω) + [v]L1
ul(Ω) + [∇dΩ · v]b∞

)
.

(3.1.7)

Here and hereafter C denotes a constant independent of v and its numerical value may be
different line by line.

In the case of a curved domain we need localization and flattening procedure by using
a normal (principal) coordinate system. The localized space bmoµδ = BMOµ ∩ L1

ul(Γδ) is
convenient for this purpose. Again we have to handle normal component ∇dΩ ·v separately.
If the domain has a compact boundary, we are able to remove L1

ul term in (3.1.7) and we
deduce the estimate (3.1.4). Note that in this trace estimate only the behavior of v near Γ
is important so one may use finite exponents in BMOµ and bν .

As a byproduct we notice the extension problem of BMO functions. In general, zero
extension of v ∈ BMOµ(Ω) may not belong to BMOµ(Rn) but if v is in BMOµ,νb , as
noticed in [5], its zero extension belongs to BMOµ(Rn) for ν ≥ 2µ. We also note that it is
possible to extend general bmoµδ (Ω) to BMOµ whose support is near Ω. We develop such
a theory to explain the role of bν .

This chapter is organized as follows. In Section 3.2 we introduce several localized BMO
spaces and compared these spaces. Some of them are discussed in [5]. We introduce a new
space vbmoµ,νδ which requires that the bν seminorm of the normal component is bounded in
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(bmoµδ )n. A key observation is that if the boundary of the domain is compact, i.e., either a
bounded or an exterior domain, the requirement in L1

ul(Γδ) is redundant in the definition
of vbmoµ,νδ . In Section 3.3 we discuss extension problem as well as localization problem. In
Section 3.4 we shall prove our main results. In Appendix we discuss coordinate change of
vector fields by normal coordinates for the reader’s convenience.

3.2 Spaces

In this section we fix notation of important function spaces. Let L1
ul(R

n) be a uniformly
L1 space, i.e., for a fixed r0 > 0

L1
ul(R

n) :=

{
f ∈ L1

loc(R
n)

∣∣∣∣ ‖f‖L1
ul

:= sup
x∈Rn

∫
Br0 (x)

∣∣f(y)
∣∣ dy <∞} .

The space is independent of the choice of r0. For a domain Ω, the space L1
ul is the space of

all L1
loc functions f in Ω whose zero extension belongs to L1

ul(R
n). In other words,

L1
ul(Ω) :=

{
f ∈ L1

loc(Ω)

∣∣∣∣ ‖f‖L1
ul(Ω) := sup

x∈Rn

∫
Br0 (x)∩Ω

∣∣f(y)
∣∣ dy <∞} .

As in [2], we set

BMOµ(Ω) :=

{
f ∈ L1

loc(Ω)

∣∣∣∣ [f ]BMOµ <∞
}
.

For δ ∈ (0,∞], we set

bmoµδ (Ω) := BMOµ(Ω)∩L1
ul(Γδ) =

{
f ∈ BMOµ(Ω)

∣∣ restriction of f on Γδ is in L1
ul(Γδ)

}
.

This is a Banach space equipped with the norm

‖f‖bmoµδ := [f ]BMOµ(Ω) + [f ]Γδ , [f ]Γδ := ‖f‖L1
ul(Γδ)

,

where the restriction of f on Γδ is still denoted by f . If there is no boundary, we set

bmo(Rn) := BMO∞(Rn) ∩ L1
ul(R

n)

which is a local BMO space and it agrees with the Triebel-Lizorkin space F 0
∞,2; see e.g.

[19, Section 1.7.1], [16, Theorem 3.26].
For vector-valued function spaces, we still write BMOµ instead of (BMOµ)n. For

example, for vector field v, by v ∈ bmoµδ (Ω) we mean that

v = (v1, . . . , vn), vi ∈ bmoµδ (Ω), 1 ≤ i ≤ n.

We next introduce the space of vector fields whose normal component has finite bν of the
form

vbmoµ,νδ (Ω) :=
{
v ∈ bmoµδ (Ω)

∣∣ [∇dΩ · v]bν <∞
}

for ν ∈ (0,∞]. This space is a Banach space equipped with the norm

‖v‖vbmoµ,νδ := ‖v‖bmoµδ + [∇dΩ · v]bν .
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Similarly, we introduce another space

vBMOµ,ν(Ω) :=
{
v ∈ BMOµ(Ω)

∣∣ [∇dΩ · v]bν <∞
}

equipped with a seminorm

[v]vBMOµ,ν := [v]BMOµ + [∇dΩ · v]bν .

Of course, this is strictly larger than the Banach space

BMOµ,νb (Ω) :=
{
v ∈ BMOµ(Ω)

∣∣ [v]bν <∞
}

equipped with the norm
‖v‖BMOµ,νb

:= [v]BMOµ + [v]bν

introduced essentially in [2]. Indeed, in the case when Ω is the half space Rn
+,

vBMOµ,ν(Rn
+) =

(
BMOµ(Rn

+)
)n−1 ×BMOµ,νb (Rn

+), (3.2.1)

where in the right-hand side the each space denotes the space of scalar functions not of
vector fields. This shows that vBMOµ,ν(Rn

+) is strictly larger than BMOµ,νb (Rn
+) for

n ≥ 2.
Although there are many exponents, the spaces may be the same for different exponents.

By definition, for 0 < µ1 ≤ µ2 ≤ ∞, 0 < ν1 ≤ ν2 ≤ ∞, 0 < δ1 ≤ δ2 ≤ ∞,

[f ]BMOµ1 ≤ [f ]BMOµ2 , [f ]bν1 ≤ [f ]bν2 , [f ]Γδ1 ≤ [f ]Γδ2 .

Proposition 3.2.1. Let Ω be an arbitrary domain in Rn.

(i) Let 0 < µ1 < µ2 < ∞. Then seminorms [·]BMOµ1 and [·]BMOµ2 are equivalent. If Ω
is bounded, one may take µ2 =∞.

(ii) Let 0 < δ1 < δ2 < ∞ and µ ∈ (0,∞]. Then there exists a constant C > 0 depending
only on n, µ, δ1, δ2 and Ω such that

[f ]Γδ2 ≤ C
(

[f ]BMOµ + [f ]Γδ1

)
.

In particular, the norms ‖ · ‖bmoµδ1 and ‖ · ‖bmoµδ2 are equivalent. If Ω is bounded, one

may take δ2 =∞.

Proof. (i) This is [5, Theorem 4] which follows from [5, Theorem 3].
(ii) Since the space L1

ul(Γδ) is independent of the radius r0 in its definition, without
loss of generality, we may assume that r0 > δ1. Let us firstly consider the case where the
dimension n > 1. Let k be the smallest integer such that 2−k < δ1√

n
and x ∈ Rn. Notice

that ∫
Br0 (x)∩Γδ2

|f | dy =

∫
Br0 (x)∩Γδ1

|f | dy +

∫
Br0 (x)∩(Γδ2\Γδ1 )

|f | dy,

we can estimate ‖f‖L1(Br0 (x)∩Γδ1 ) directly by [f ]Γδ1 . Assume that Γδ2 \ Γδ1 6= ∅. Let Dk(x)

be the set of dyadic cubes of side length 2−k that intersect with Br0(x)∩ (Γδ2 \ Γδ1). For a
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dyadic cube Qj ∈ Dk(x), we define Bj to be the ball which has radius
√
n

2 · 2
−k and shares

the same center with Qj . Let Ck(x) := {Bj |Qj ∈ Dk(x)} and Σ := {x ∈ Ω | dΩ(x) = δ1}.
For Qj ∈ Dk(x) that intersects Σ, we seek to estimate ‖f‖L1(Bj). Let cj be a point

on Σ ∩ Qj , we have that Bδ1(cj) ⊂ Ω. Indeed as otherwise, there exists z ∈ Bδ1(cj) ∩ Ωc.
Then the line segment joining cj and z must intersect Γ at some point, say z∗. Then
|z∗ − cj | ≤ |z − cj | < δ1. This contradicts the fact that dΩ(cj) = δ1. For y ∈ Bj ,
|y − cj | <

√
n · `(Qj) =

√
n · 2−k < δ1. So Bj ⊂ Bδ1(cj). Let dj ∈ Γ be a point such that

|cj − dj | = δ1, then on the line segment joining cj and dj , we can find a point oj such that

|oj − dj | =
√
n

2 · 2
−k. For y ∈ B√n

2
·2−k(oj), we have that |dΩ(y)− dΩ(oj)| ≤ |y − oj |. Hence

dΩ(y) ≤ dΩ(oj) + |y − oj | <
√
n · 2−k < δ1. This means that B√n

2
·2−k(oj) ⊂ Γδ1 . Moreover,

|cj − y| ≤ |cj − oj |+ |oj − y| ≤ δ1 −
√
n

2
· 2−k +

√
n

2
· 2−k = δ1.

Thus B√n
2
·2−k(oj) ⊂ Bδ1(cj). Denote B√n

2
·2−k(oj) by B∗j . We have that∫

Bj

|f | dy ≤
∫
Bδ1 (cj)

|f − fBδ1 (cj)| dy +

∫
Bδ1 (cj)

|fBδ1 (cj) − fB∗j | dy +

∫
Bδ1 (cj)

|fB∗j | dy.

Notice that ∫
Bδ1 (cj)

|f − fBδ1 (cj)| dy ≤ Cn · δn1 · [f ]BMOµ ,∫
Bδ1 (cj)

|fBδ1 (cj) − fB∗j | dy ≤ |Bδ1(cj)|2

|B∗j |
· [f ]BMOµ ,∫

Bδ1 (cj)
|fB∗j | dy ≤ |Bδ1(cj)|

|B∗j |
· [f ]δ1 .

Since |Bδ1(cj)| = Cn · δn1 and
|Bδ1 (cj)|
|B∗j |

=
Cn·δn1

(
√
n

2
·2−k)n

≤ Cn·δn1
(
δ1
4

)n
= Cn, ‖f‖L1(Bj) is therefore

controlled by Cδ1,n ·
(

[f ]BMOµ + [f ]Γδ1

)
.

Next we consider Q
′
j ∈ Dk(x) that does not intersect Σ. Suppose that Qj ∈ Dk(x) has

a touching edge with Q
′
j . There exists a ball Bj

i of radius
√
n−1
2 · 2−k which is contained

in Bj ∩B
′
j where Bj , B

′
j are the smallest balls that contain Qj , Q

′
j respectively. Similar to

above, as Bj
i ⊂ Bj ,∫
B
′
j

|f | dy ≤
∫
B
′
j

|f − f
B
′
j
| dy +

∫
B
′
j

|f
B
′
j
− f

Bji
| dy +

∫
B
′
j

|f
Bji
| dy

≤ |B′j | · [f ]BMOµ +
|B′j |2

|Bj
i |
· [f ]BMOµ +

|B′j |
|Bj

i |
·
∫
Bj

|f | dy.

Therefore if ‖f‖L1(Bj) is controlled by Cδ1,n ·
(

[f ]BMOµ + [f ]Γδ1

)
, ‖f‖

L1(B
′
j)

is also controlled

by Cδ1,n ·
(

[f ]BMOµ + [f ]Γδ1

)
.

Since Br0(x) ∩ (Γδ2\Γδ1) is connected, we can estimate ‖f‖L1(Bj) for every Qj ∈ Dk(x)
where Bj is the smallest ball that contains Qj . For each Qj ∈ Dk(x), there exists y ∈
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Qj ∩Br0(x), so for any z ∈ Bj , |z − x| ≤ |z − y|+ |y − x| <
√
n · 2−k + r0 < r0 + δ1. Thus⋃

Qj∈Dk(x)

Bj ⊂ Br0+δ1(x). Let N(Dk(x)) be the number of cubes in Dk(x), we have that

N(Dk(x)) ≤ |Br0+δ1(x)|
2−kn

≤ Cn ·
(
r0 + δ1

δ1

)n
.

Therefore, ∫
Br0 (x)∩(Γδ2\Γδ1 )

|f | dy ≤
∑

Bj∈Cr0 (x)

∫
Bj

|f | dy

≤ N(Dk(x)) · Cδ1,n ·
(

[f ]BMOµ + [f ]Γδ1

)
≤ Cn,δ1,r0 ·

(
[f ]BMOµ + [f ]Γδ1

)
.

For the case where the dimension n = 1, we let k to be the smallest integer such that
2−k < δ1

2 and Dk to be the set of dyadic cubes of side length 2−k that intersects Γδ2\Γδ1 .
Notice that the region Γδ2\Γδ1 is indeed a union of intervals. Without loss of generality, we
can assume Ω to be (0,∞) and take µ = ∞ by part (i) of this proposition. Thus in this
case Γδ2\Γδ1 = (δ1, δ2). For Q0 ∈ Dk such that δ1 ∈ Q0,∫

Q0

|f | dy ≤
∫

2Q0

|f | dy ≤
∫

2Q0

|f − f2Q0 | dy +

∫
2Q0

|f2Q0 − fQ∗0 | dy +

∫
2Q0

|fQ∗0 | dy

≤ C ·
(

[f ]BMO∞ + [f ]Γδ1

)
,

where Q∗0 = 2Q0\ (Q0 ∪ [δ1,∞)) and `(Q∗0) = 1
2`(Q0) = 2−(k+1).

We then put an ordering on the elements of Dk in the following way. For j ∈ N, suppose
that we have ordered intervals Q0, Q1, ..., Qj−1, we pick Qj ∈ Dk\{Q0, Q1, ..., Qj−1} such
that Qj has a touching edge with Qj−1. For Qj ∈ Dk, similarly we have that∫

Qj

|f | dy ≤
∫

2Qj

|f | dy ≤
∫

2Qj

|f − f2Qj | dy +

∫
2Qj

|f2Qj − fQ∗j | dy +

∫
2Qj

|fQ∗j | dy

≤ C ·
(

[f ]BMO∞ + [f ]Γδ1

)
,

where Q∗j = 2Qj−1 ∩ 2Qj and `(Q∗j ) = `(Qj) = 2−k.
Let N(Dk) be the number of elements of Dk, we have that

N(Dk) ≤
δ2 − δ1

2−k
+ 2 ≤ 4(δ2 − δ1)

δ1
+ 2

and therefore ∫
Γδ2\Γδ1

|f | dy ≤ Cδ2,δ1 ·
(

[f ]BMOµ + [f ]Γδ1

)
.

The proof is now complete.

By this observation, when we discuss the space bmoµδ , there are only four types of spaces

bmoµδ , bmo∞δ , bmoµ∞, bmo∞∞
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for finite µ, δ > 0. If Ω is bounded, it is clear that these four spaces agree with each other.
However, if Ω is unbounded, these four spaces may be different because they requires
different growth at infinity. Indeed, if Ω = (0,∞)

bmo∞∞ ( bmo∞δ

since log(x+ 1) ∈ bmo∞δ while it does not belong to bmo∞∞. Moreover, since x ∈ bmoµδ but
it does not belong to neither bmoµ∞ nor bmo∞δ , we see that

bmo∞δ ( bmoµδ , bmoµ∞ ( bmoµδ .

It is possible to prove that bmo∞∞ = bmoµ∞. Indeed, bmo∞∞(Ω) ⊂ bmoµ∞(Ω) is simply by
the definition of the BMO seminorm. It is sufficient to show the contrary, i.e., [f ]BMO∞ ≤
C · ([f ]BMOµ + [f ]Γ∞). Without loss of generality, in defining the seminorm [ · ]L1

ul(Γ∞), we

set the radius of the ball to be
√
n

2 . For Br(x) ⊂ Ω with r < µ,

1

|Br(x)|

∫
Br(x)

|f − fBr(x)| dy ≤ [f ]BMOµ .

For Br(x) ⊂ Ω with r ≥ µ, if r ≤
√
n

2 , then

1

|Br(x)|

∫
Br(x)

|f − fBr(x)| dy ≤
2

|Br(x)|

∫
B√n

2

(x)∩Ω
|f | dy ≤ Cµ,n · [f ]Γ∞ .

If r >
√
n

2 , Br(x) is contained in the cube Qr with center x and side length 2([r] + 1), here
[r] is the largest integer less than or equal to r. By dividing each side length of Qr equally
into 2([r] + 1) parts, we can divide the cube Qr into (2[r] + 2)n subcubes of side length 1.
Let SQr be the set of these (2[r]+2)n subcubes of Qr. For Qir ∈ SQr , let Bi

r be the smallest
ball that contains Qir. Let CQr := {Bi

r | Qir ∈ SQr}. We have that

∫
Br(x)

|f | dy ≤
(2[r]+2)n∑
i=1

∫
Bir∩Ω

|f | dy ≤ (2[r] + 2)n · [f ]Γ∞ .

Since r ≥ µ,

1

|Br(x)|

∫
Br(x)

|f − fBr(x)| dy ≤
2

|Br(x)|

∫
Br(x)

|f | dy ≤ Cµ,n · [f ]Γ∞ .

Therefore bmo∞∞ = bmoµ∞ and thus bmoµ∞ ( bmo∞µ .
We summarize these equivalences.

Theorem 3.2.2. Let Ω be an arbitrary domain in Rn. Then

bmo∞∞(Ω) = bmoµ∞(Ω) ⊂ bmo∞δ (Ω) ⊂ bmoµδ (Ω)

for finite δ, µ > 0. The inclusions can be strict when Ω is unbounded. If Ω is bounded, all
four spaces are the same.

As a simple application of Proposition 3.2.1, we conclude that the space BMOµ,νb is
included in bmoµν since [f ]ν ≤ c[f ]bν (ν <∞) with c > 0 depending only on ν and n.
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Theorem 3.2.3. Let Ω be an arbitrary domain in Rn. For µ ∈ (0,∞] the inclusion

BMOµ,νb (Ω) ⊂ bmoµν (Ω)

holds for ν ∈ (0,∞).

Since bν-seminorm controls boundary growth stronger than L1 sense, this inclusion is
in general strict even when Ω is bounded. Here is a simple example when Ω = (0, 1). The
bν-seminorm of f(x) = log x is infinite but ‖f‖L1(Ω) is finite.

We next discuss the space vbmoµ,νδ .

Remark 3.2.4. As proved in [5, Theorem 9], if Ω is a bounded Lipschitz domain, the space
BMOµ,νb (µ, ν ∈ (0,∞]) agrees with the Miyachi BMO space [14] defined by

BMOM (Ω) =
{
f ∈ L1

loc(Ω)
∣∣ ‖f‖BMOM <∞

}
,

‖f‖BMOM := [f ]BMOM + [f ]bM ,

[f ]BMOM := sup

{
1

|Br(x)|

∫
Br(x)

|f − fBr(x)| dy

∣∣∣∣∣ B2r(x) ⊂ Ω

}
,

[f ]bM := sup

{
1

|Br(x)|

∫
Br(x)

|f | dy

∣∣∣∣∣ B2r(x) ⊂ Ω and B5r(x) ∩ Ωc 6= ∅

}
.

Proposition 3.2.5. Let Ω be an arbitrary domain in Rn. Let 0 < ν1 ≤ ν2 ≤ δ ≤ ∞. Then
there exists a constant c > 0 depending only on n, ν1, ν2, δ such that

[∇dΩ · v]bν2 ≤ [∇dΩ · v]bν1 + c[v]Γδ

for all v ∈ L1
ul(Γδ).

Proof. We may assume that ν1 < ∞. Let Qr(x) denote a cube centered at x with side
length 2r, Since |∇d| = 1 and Br(x) ⊂ Qr(x), we see that

[∇dΩ · v]bν2 − [∇dΩ · v]bν1 ≤ sup

{
1

rn

∫
Br(x)∩Ω

|∇dΩ · v| dy
∣∣∣∣ x ∈ ∂Ω, ν1 ≤ r < ν2

}

≤ sup

{
1

rn

∫
Qr(x)

|ṽ| dy
∣∣∣∣ x ∈ ∂Ω, ν1 ≤ r ≤ ν2

}
where ṽ denotes the zero extension of v to Rn. Since ν2 ≤ δ so that Qr(x) ∩ Ω ⊂ Γδ, we
see that

sup
x∈∂Ω

∫
Qr(x)

|ṽ| dy ≤ ‖v‖L1
ul(Γδ)

for ν1 ≤ r ≤ ν2

provided that ν2 is finite by taking an equivalent norm of L1
ul; in fact, we take r0 =

√
n ν2.

This implies that

[∇dΩ · v]bν2 − [∇dΩ · v]bν1 ≤
1

νn1
[v]Γδ .

If ν2 = δ =∞, we may assume r = 2`ν1. We divide Qr(x) into subcube Qj , j = 1, . . . , 2`n

of side length 2ν1. Then

1

|Qr(x)|

∫
Qr(x)

|ṽ| dy ≤ 1

2`n(2ν1)n

2`n∑
j=1

∫
Qj

|ṽ| dy ≤ 2`n

2`n(2ν1)n
‖ṽ‖L1

ul
≤ 1

(2ν1)n
‖ṽ‖L1

ul
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where r0 in L1
ul norm is taken as

√
n ν1. We thus observe that

[∇d · v]bν2 − [∇d · v]bν1 ≤ c[v]Γδ .

By Proposition 3.2.1 and 3.2.5, we do not need to care about ν. More precisely,

Theorem 3.2.6. Let Ω be an arbitrary domain in Rn. Assume that µ ∈ (0,∞] and
that δ ∈ (0,∞]. Then norms ‖ · ‖vbmoµ,ν1δ

and ‖ · ‖vbmoµ,ν2δ
are equivalent provided that

0 < ν1 < ν2 <∞. In the case δ =∞, we may take ν2 =∞.

In general, different from Theorem 3.2.3, the space vBMOµ,ν may not be included
in bmoµν even for finite µ by the decomposition (3.2.1) and the fact that BMOµ is not
contained in L1

ul(Γδ) for any δ. However, if each connected component of the boundary Γ
of Ω has a curved part, we are able to compare these spaces.

Definition 3.2.7. Let Ω be a uniformly C1 domain in Rn and Γ0 be a connected component
of the boundary Γ of Ω. We say that Γ0 has a fully curved part if the set of all normals of
Γ0 spans Rn. In other words, the set

{
n(x) ∈ Rn | x ∈ Γ0

}
contains n linearly independent

vectors, when n denotes the unit exterior normal of Γ0.

We introduce bν(Γ0)-seminorm for convenience. Let us decompose Γ into its connected
component Γj so that Γ =

⋃m
j=1 Γj . We set

[f ]bν(Γj) := sup

{
r−n

∫
Ω∩Br(x)

∣∣f(y)
∣∣ dy ∣∣∣∣ x ∈ Γj , 0 < r < ν

}
.

Evidently, [f ]bν = max1≤j≤m[f ]bν(Γj) at least for small ν > 0.
The existence of a fully curved part implies “non-degeneracy” of the seminorm [∇d·f ]bν .

Lemma 3.2.8. Let Ω be a uniformly C2 domain in Rn. Let Γj be a connected component
of the boundary Γ of Ω. If c ∈ Rn satisfies

[∇dΩ · c]bν(Γj) = 0,

for some ν > 0, then c = 0 provided that Γj has a fully curved part.

Proof. If Ω is uniformly C2, then dΩ is C2 in (Γj)δ for sufficiently small δ > 0. Since
−∇dΩ(x) at x ∈ Γj equals n(x), we see that

1

rn

∫
Br(x)∩Ω

∇dΩ(y) dy → c0n(x) as r → 0

with scalar constant c0. Our assumption now implies that c ·n(x) = 0 for x ∈ Γj . If Γj has
a curved part, then by definition this implies that c = 0.

Here is a few comments on examples of such domains. All connected components of the
boundary of a bounded domain, exterior domain has a fully curved part. A perturbed half
space

Rn
ψ =

{
(x′, xn) ∈ Rn

∣∣ xn > ψ(x′), x′ = (x1, . . . , xn−1) ∈ Rn−1
}

with ψ ∈ C1
c (Rn−1), ψ 6≡ 0 is another example. However, a half-space Rn

+, cylindrical
domain G × Rn−k with k ≥ 1, G ⊂ Rk does not have a boundary having a fully curved
part. Our goal is to show that for a domain with boundary components having a fully curved
part the space vBMOµ,ν is comparable with vbmoµ,νδ space if the boundary is compact.
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Theorem 3.2.9. Let Ω be a C2 bounded or exterior domain in Rn so that each component
of the boundary has a fully curved part. For µ ∈ (0,∞] and ν ∈ (0, R∗) the identity holds:

vBMOµ,ν(Ω) = vbmoµ,νν .

Proof. Let Γj be a j-th connected component of the boundary Γ = ∂Ω such that Γ =⋃m
j=1 Γj . Since Γj is C2 and compact, there is a number r0 ∈ (0, ν/2) such that

(Γj)ν =
⋃
x∈Λ

intBr0(x), Λ ⊂ (Γj)ν ,

where Γj is a connected component of Γ and (Γj)ν denotes its ν-neighborhood. The next
lemma shows that

vBMOν,ν(Ω) ⊂ L1
ul(Γν)

which yields the desired result. Note that we may assume ν ≤ µ by Proposition 3.2.1.

Lemma 3.2.10. Under the same assumption of Theorem 3.2.9 with µ ≤ ν assume that
r0 < ν/2 < R∗/2 is taken so that

(Γi)ν =
⋃
x∈Λ

intBr0(x)

with some Λ ⊂ (Γj)ν . Then there exists C > 0 depending only on r0, n, Γj, ν such that

sup
x∈Λ

1

|Br0(x)|

∫
Br0 (x)

|f(y)| dy ≤ C
(

[f ]BMOµ((Γj)ν) + [∇dΩ · f ]bν(Γj)

)
.

Proof. We shall suppress r0 dependence since it is fixed. We shall prove the average fB(x) =
1

|B(x)|

∫
B(x)

f dy has an estimate

sup
x∈Λ

∣∣fB(x)

∣∣ ≤ C([f ]BMOµ((Γj)ν) + [∇d · f ]bν(Γj)

)
. (3.2.2)

If this is proved, applying the triangle inequality

(|f |)B(x) ≤
1

|B(x)|

∫
B(x)

∣∣f − fB(x)

∣∣ dy +
∣∣fB(x)

∣∣
yields the desired result.

We shall prove the key inequality (3.2.2) by contradiction argument. Assume the in-
equality (3.2.2) were false. Then, there would exist a sequence {fk}∞k=1 such that

1 = sup
x∈Λ

∣∣∣fkB(x)

∣∣∣ ≥ k ([fk]
BMOµ

+
[
∇dΩ · fk

]
bν

)
.

Here we suppress (Γi)ν and Γj in the right-hand side. Since

sup
x∈Λ

∣∣∣ck(x)
∣∣∣ = 1 with ck(x) = fkB(x) ∈ Rn,

there is a sequence {xk}∞k=1 in Λ with the property

1 ≥
∣∣∣ck(xk)∣∣∣ ≥ 1/2.
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By taking a subsequence, we may assume that xk converges to some x̂ ∈ (Γj)ν since Γj is
compact and d

(
xk, ∂(Γj)ν

)
≥ r0, where d(xk, A) denotes the distance from a point xk to a

set A. Since Γj is connected, there is an increasing sequence {K`}∞`=1 of connected compact
sets in (Γj)ν such that intK` 3 x̂ for ` ≥ 1 and (Γj)ν =

⋃∞
`=1K`. By compactness, there is

a finite subset Λ` of Λ with the property that

K` ⊂
⋃
x∈Λ`

intB(x), Λ` ⊂ Λ`+1

and the right-hand side is connected. By taking a further subsequence, we may assume
that ck(x)→ c(x) for x ∈ Λ`. However, since

[
fk
]
BMOµ

→ 0 so that∫
B(x)

∣∣∣fk − ck∣∣∣ dx→ 0

as k →∞, we see that c(x) = c(y) if intB(x) ∩ intB(y) 6= ∅. Since⋃
x∈Λ`

intB(x)

is connected, c(x) is independent of x ∈ Λ`, say c = c`. By taking a further subsequence of{
fk
}

, we may assume that ck(x)→ c` in Λ`. By a diagonal argument, there is a subsequence
of
{
fk
}

such that

ck(x)→ c for x ∈
∞⋃
`=1

Λ` =: Λ∞ ⊂ Λ.

We thus observe that∫
B(x)

∣∣∣fk(y)− c
∣∣∣ dy → 0 for x ∈ Λ∞ as k →∞.

If we take B(x) such that x̂ ∈ intB(x), c should not be equal to zero since
∣∣ck(xk)∣∣ ≥ 1/2

and xk → x̂ as k →∞. We now invoke the property that[
∇dΩ · fk

]
bν
→ 0.

Since
(Γj)ν =

⋃
x∈Λ∞

B(x),

we observe that fk → c in L1
loc

(
(Γj)ν

)
. By taking a subsequence we may assume that

fk(x)→ c for a.e. x ∈ (Γj)ν so that ∇dΩ · fk → ∇dΩ · c, a.e. By lower semicontinuity of in-
tegrals (Fatou’s lemma) and supremum operation, the seminorm bν is lower semicontinuous
under this convergence. We thus conclude that

[∇dΩ · c]bν ≤ lim
k→∞

[
∇dΩ · fk

]
bν

= 0.

By Lemma 3.2.8, this c must be zero which leads to a contradiction. We thus proved the
key estimate (3.2.2). This completes the proof of Lemma 3.2.10.
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3.3 A variant of Jones’ extension theorem

Different from L∞ functions, it is in general impossible to extend BMO function by setting
zero outside the domain. Indeed, the zero-extension of log min(x, 1) ∈ bmo∞∞(R1

+) does
not belong to BMO∞(R). The goal in this section is to give a linear, extention operator
of BMO type function so that the support of extended function is contained in an ε-
neighborhood of the original domain, of a function.

For this purpose we recall an extension given by P. W. Jones [15]. Since we modify
the way of construction, we will give a sketch of this construction. We first recall a dyadic
Whitney decomposition of a set A in Rn. Let A = {Qj}j∈N be a set of dyadic closed cubes
with side length `(Qj) contained in A satisfying following four conditions.

(i) A = ∪jQj ,

(ii) intQj ∩ intQk = ∅ if j = k,

(iii)
√
n ≤ d(Qj ,R

n\A)/`(Qj) ≤ 4
√
n for all j ∈ N,

(iv) 1/4 ≤ `(Qk)/`(Qj) ≤ 4 if Qj ∩Qk 6= ∅.

We say that A is called a dyadic Whitney decomposition of A. Such a decomposition exists
for any open sets; see [18, Chapter VI, Theorem 1]. Here d(B,C) for sets B,C in Rn is
defined as

d(B,C) = inf
{
|x− y|

∣∣ x ∈ B, y ∈ C} .
If B is a point x, we write d(x,C) instead of d ({x}, C).

There are at least two important distance functions on A. For Qj , Qk ∈ A, a family
{Q(`)}m`=0 ⊂ A is called a Whitney chain of length m if Q(0) = Qj and Q(m) = Qk such
that Q(`)∩Q(`+ 1) 6= ∅ for ` with 0 ≤ ` ≤ m−1. Then the length of the shortest Whitney
chain connecting Qj and Qk gives a distance on A, which is denoted by d1(Qj , Qk). The
second distance for Qj , Qk ∈ A is defined as

d2(Qj , Qk) := log

∣∣∣∣ `(Qj)`(Qk)

∣∣∣∣+ log

∣∣∣∣ `(Qj , Qk)

`(Qj) + `(Qk)
+ 1

∣∣∣∣ .
Note that d1 and d2 are invariant under dilation as well as translation and rotation. P. W.
Jones [15] gives a necessary and sufficient condition for a domain such that there exists a
linear extension operator. A domain Ω is called a uniform domain if there exist constants
a, b > 0 such that for all x, y ∈ Ω there exists a rectifiable curve γ ⊂ Ω of length s(γ) ≤
a|x− y| with min {s (γ(x, z)) , s (γ(y, z))} ≤ bd(z, ∂Ω), where γ(x, z) denotes the part of γ
between x and z on the curve; see e.g. [8]. It is equivalent to saying that there is a constant
K > 0 such that

d1(Qj , Qk) ≤ Kd2(Qj , Qk) (3.3.1)

for all Qj , Qk ∈ A and some dyadic Whitney decomposition A of Ω.

Theorem 3.3.1. Let A ⊂ Rn be a uniform domain. Then there is a constant C(K)
depending only on K in (3.3.1) such that for each f ∈ BMO∞(A) there is an extension
f ∈ BMO∞(Rn) satisfying [

f
]
BMO∞(Rn)

≤ C(K)[f ]BMO∞(A).

The operator f 7→ f is a bounded linear operator. Conversely, if there exists such an
extension, then A is a uniform domain.
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A bounded Lipschitz domain is a typical example of a uniform domain. The constant
K in (3.3.1) depends only on the Lipschitz regularity of the domain. A Lipschitz half space
Rn
ψ is another example of a uniform domain; here ψ is a Lipschitz function on Rn−1.

We next note that if we modify the construction by P. W. Jones, the support of the
extension f is contained in an ε-neighborhood of Ω if f is also in L1

ul type space.

Theorem 3.3.2. Let Ω ⊂ Rn be a uniform domain. For each ε > 0 there is a constant
C = C(K, ε) with K in (3.3.1) such that for each f ∈ bmo∞∞(Ω) there is an extension
f ∈ bmo∞∞(Ω2ε) such that [

f
]
bmo∞∞(Ω2ε)

≤ C[f ]bmo∞∞(Ω)

and supp f ⊂ Ωε, where
Ωε :=

{
x ∈ Rn

∣∣ d(x,Ω) < ε
}
.

The operator f 7→ f is a bounded linear operator.

This can be proved almost along the same way as in [15]. We shall give an explicit
proof.

Proof. Let kε be the smallest integer such that 2−kε < ε
5
√
n

. So 2−kε ≥ ε
10
√
n

. Let E = {Qj}
be the Whitney decomposition of Ω and E

′
= {Q′j} be the Whitney decomposition of Ωc.

Let E∗ be the set of Whitney cubes in E whose side length is strictly greater than 2−kε .
For each Qm ∈ E∗, we define a function gm on Ω by

gm(x) :=

{
fQm , if x ∈ Qm
0, else

and we further define a function g on Ω by

g :=
∑

Qm∈E∗

gm.

Here fQm = 1
|Qm|

∫
Qm

f(y)dy for each Qm ∈ E∗. Let g̃ be the zero extension of g from Ω to
Rn.

Without loss of generality, we assume that the radius r0 of the ball equals 1 in defining
the space L1

ul(Ω). Notice that

‖gm‖L∞(Ω) ≤
1

|Qm|
·
∫
Qm

|f | dy.

Let k0 be the smallest integer such that 2−k0 < 2√
n

. If `(Qm) ≤ 2−k0 , then ‖f‖L1(Qm) ≤
[f ]Γ∞ . In this case, as `(Qm) > 2−kε ,

‖gm‖L∞(Ω) ≤
1

|Qm|
·
∫
Qm

|f | dy ≤ (
10
√
n

ε
)n · [f ]Γ∞ .

If `(Qm) > 2−k0 , we divide Qm into ( `(Qm)

2−k0
)n small subcubes of side length 2−k0 . Hence,

∫
Qm

|f | dy =

(`(Qm)/2−k0 )n∑
i=1

∫
Qim

|f | dy ≤ (
`(Qm)

2−k0
)n · [f ]Γ∞ ≤ |Qm| · n

n
2 · [f ]Γ∞ ,
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in this case ‖gm‖L∞(Ω) ≤ n
n
2 · [f ]Γ∞ . Therefore,

‖g‖L∞(Ω) ≤ Cn,ε · [f ]Γ∞

and we deduce that g ∈ bmo∞∞(Ω) as L∞(Ω) ⊂ bmo∞∞(Ω).
Let f∗ := f − g ∈ bmo∞∞(Ω). We do Jones extension to f∗. If Ω is unbounded, for

each Q
′
j ∈ E

′
, we find a nearset Qj ∈ E satisfying `(Qj) ≥ `(Q

′
j). We define that f̃∗ = f∗

on Ω and f̃∗(x) = f∗Qj for x ∈ Q′j . If Ω is bounded, we pick Q0 ∈ E such that `(Q0) =

sup
Qj∈E

`(Qj). We define that f̃∗ = f∗ on Ω, f̃∗(x) = f∗Qj for x ∈ Q′j where `(Q
′
j) ≤ `(Q0)

and f̃∗(x) = f∗Q0
for x ∈ Q

′
j where `(Qj) > `(Q0). By Jones [?PJ], f̃∗ ∈ BMO and

[f̃∗]BMO ≤ CK · [f∗]BMO∞(Ω). By this extension, for f̃∗(x) 6= 0, either x ∈ Ω or x ∈ Q′j
such that `(Q

′
j) ≤ 2−kε . Since d(Q

′
j ,Ω) ≤ 4

√
n · `(Q′j), pick x ∈ Q

′
j and z ∈ Γ such

that |x − z| = d(Q
′
j ,Ω). For any y ∈ Q′j , |y − z| ≤ |y − x| + |x − z| ≤ 5

√
n · `(Q′j). So

intQ
′
j ⊂ B

5
√
n·`(Q′j)

(z) for some z ∈ Γ. Since 5
√
n · `(Q′j) ≤ 5

√
n · 2−kε < ε, intQ

′
j ⊂ Ωε.

Let f̃ := f̃∗ + g̃ and f = f̃ |Ω2ε , we have that supp f ⊂ Ωε and by previous calculation,

[f ]BMO∞(Ω2ε) ≤ [f̃ ]BMO ≤ [f̃∗]BMO + [g̃]BMO ≤ CK · [f∗]BMO∞(Ω) + 2||g||∞
≤ CK,n,ε · ([f ]BMO∞(Ω) + [f ]Γ∞).

Let B(x) denotes the ball of radius 1 centered at x and Γε := {x ∈ Ωc | dΩ(x) < ε}. For
B(x) ∩ Ωε 6= ∅, ∫

B(x)∩Ωε

|f | dy =

∫
B(x)∩Ω

|f | dy +

∫
B(x)∩Γε

|f | dy.

The first integral on the right hand side is directly estimated by [f ]∞, so we only need
to consider the second integral. Let Q

′
∗ be a largest Whitney cube in E

′
that intersects

B(x) ∩ Γε. For Q
′
j ∈ E

′
, [15, Lemma 2.10] says that if Qj ∈ E is a nearest Whitney

cube satisfying `(Qj) ≥ `(Q
′
j), then d(Qj , Q

′
j) ≤ 65K2 · `(Q′j). Consider Q

′
j ∈ E

′
such that

Q
′
j∩B(x)∩Γε 6= ∅, let xj ∈ Qj where Qj is a nearest Whitney cube satisfying `(Qj) ≥ `(Q

′
j),

let x
′
j ∈ Q

′
j ∩B(x)∩Γε and x

′
∗ ∈ Q

′
∗∩B(x)∩Γε. By choosing K large such that K2 ≥ 2

√
n,

we have that

|xj − x
′
∗| ≤ |x

′
∗ − x

′
j |+ |x

′
j − xj | ≤ 2 + 2

√
n · `(Q′j) + 65K2 · `(Q′j) ≤ 2 + 66K2 · `(Qj).

Since `(Qj) ≤ 2`(Q
′
j) ≤ 2`(Q

′
∗) ≤ 2`(Q∗) where Q∗ ∈ E is a nearest cube satisfying

`(Q∗) ≥ `(Q
′
∗), |xj − x

′
∗| ≤ 2 + 132K2 · `(Q∗).

If B(x) ∩ Γ 6= ∅, then
√
n · `(Q′∗) ≤ d(Q

′
∗,Ω) ≤ 2. Hence `(Q∗) ≤ 2`(Q

′
∗) ≤ 4√

n
, for any

xj ∈ Qj , |xj − x
′
∗| < 2 + 133K2 · 4√

n
. Consider the cube Q̃′∗ with center x

′
∗ and side length

4 + 1064K2
√
n

. For each Q
′
j ∈ E

′
such that Q

′
j ∩ B(x) ∩ Γε 6= ∅, the corresponding nearest

Qj ∈ E such that `(Qj) ≥ `(Q
′
j) we choose to define f̃∗ is contained in Q̃′∗, i.e., Qj ⊂ Q̃′∗.

Hence, ∫
B(x)∩Γε

|f | dy =
∑

Q
′
j∈E

′ ,

Q
′
j∩B(x)∩Γε 6=∅

∫
Q
′
j∩B(x)∩Γε

|f∗Qj | dy ≤
∫
Q̃′∗∩Ω

|f∗| dy.
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Let p be the largest integer such that 2−p > 4 + 1064K2
√
n

, so 2−p ≤ 8 + 2128K2
√
n

. Let Q̃′∗ be

contained in a larger cube Q̃ where Q̃ has center x
′
∗ and side length 2−p. We can divide Q̃

into ( 2−p

2−k0
)n subcubes of side length 2−k0 , thus

∫
Q̃′∗∩Ω

|f∗| dy ≤
(2−p/2−k0 )n∑

i=1

∫
Q̃i∩Ω

|f∗| dy ≤ (
2−p

2−k0
)n · [f∗]Γ∞ ≤ CK,n · [f∗]Γ∞ .

If B(x) ∩ Γ = ∅, i.e., B(x) ⊂ Ω
c
. Let E

′
1 := {Q′j ∈ E

′ |Q′j ∩ B(x) 6= ∅}. Let `m :=

inf
Q
′
j∈E

′
1

`(Q
′
j) and Q

′
∗ be a largest Q

′
j ∈ E

′
1. If `m = 0, then there exists z ∈ Γ ∩ ∂B(x).

In this case,
√
n · `(Q′∗) ≤ d(Q

′
∗,Ω) ≤ 2. Therefore same argument as in the case where

B(x)∩Γ 6= ∅ gives that ‖f‖L1(B(x)∩Γε) ≤ CK,n·[f∗]∞. If 0 < `m ≤ 2, then pickQ
′
m ∈ E

′
1 such

that `(Q
′
m) = `m. Since

√
n ·`(Q′∗) ≤ d(Q

′
∗,Ω) ≤ 2+

√
n ·`(Q′m)+d(Q

′
m,Ω) ≤ 2+10

√
n, we

have that `(Q∗) ≤ 4√
n

+20. Hence |xj−x
′
∗| ≤ 2+133K2 ·( 4√

n
+20). Following the argument

as in the case where B(x) ∩ Γ 6= ∅, we can deduce that ‖f‖L1(B(x)∩Γε) ≤ CK,n · [f∗]Γ∞ . If

`m > 2, then B(x) intersects at most 2n Whitney cubes in E
′
. Without loss of generality,

assume that E
′
1 has 2n elements. Then∫

B(x)∩Γε
|f | dy ≤

∑
Q
′
i∈E

′
1

∫
B(x)∩Q′i

|f∗Qi | dy ≤
∑
Q
′
i∈E

′
1

|B(x) ∩Q′i|
|Qi|

·
∫
Qi

|f∗| dy.

Divide Qi into
(
`(Qi)

2−k0

)n
subcubes of side length 2−k0 , we have that∫

Qi

|f∗| dy ≤
(
`(Qi)

2−k0

)n
· [f∗]Γ∞ ≤ |Qi| · n

n
2 · [f∗]Γ∞ .

Therefore, ∫
B(x)∩Γε

|f | dy ≤
( ∑
Q
′
i∈E

′
1

|B(x) ∩Q′i|
)
· n

n
2 · [f∗]Γ∞ ≤ Cn · [f∗]Γ∞ .

Since [f∗]Γ∞ ≤ [f ]Γ∞ + [g]Γ∞ and [g]Γ∞ is estimated by Cn,ε · [f ]Γ∞ , we are done.

As an application we give an estimate for the product of a Hölder function and a function
in bmo∞∞. We first recall properties of point multipliers. It is known that for a local hardy
space h1 = F 0

1,2 [16, Theorem 3.18], there is a constant C such that

‖ϕg‖F 0
1,2
≤ C‖ϕ‖Cγ‖g‖F 0

1,2
g ∈ F 0

1,2 (3.3.2)

for ϕ ∈ Cγ(Rn), γ ∈ (0, 1), where

‖ϕ‖Cγ = sup
x∈Rn

|ϕ(x)|+ sup
x,y∈Rn

x 6=y

|ϕ(x)− ϕ(y)|
/
|x− y|γ ;

see e.g. [16, Remark 4.4]. Since

bmo = BMO∞(Rn) ∩ L1
ul(R

n)

equals to F 0
∞,2 [16, Theorem 3.26], it is a dual space of h1 = F 0

1,2 [16, Theorem 3.22]. Thus

‖ϕf‖bmo ≤ C‖ϕ‖Cγ‖f‖bmo. (3.3.3)
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Theorem 3.3.3. Let Ω ⊂ Rn be a uniform domain. Let ϕ ∈ Cγ(Ω), γ ∈ (0, 1). For each
f ∈ bmo∞∞(Ω), the function ϕf ∈ bmo∞∞(Ω) satisfies

‖ϕf‖bmo∞∞(Ω) ≤ C‖ϕ‖Cγ(Ω)‖f‖bmo∞∞(Ω)

with C independent of ϕ and f .

Proof. By [13], there exists ϕ ∈ Cγ(Rn) such that ϕ |Ω = ϕ and

‖ϕ‖Cγ(Rn) ≤ ‖ϕ‖Cγ(Ω).

For our current purpose it suffices to set ϕ = max{min{ϕ∗, ‖ϕ‖∞},−‖ϕ‖∞} with

ϕ∗(x) = inf
y∈Ω
{ϕ(y) + [ϕ]Cγ · |x− y|γ} ,

where ‖ϕ‖Cγ(Ω) = ‖ϕ‖L∞(Ω)+[ϕ]Cγ(Ω), ‖ϕ‖L∞(Ω) = sup
x∈Ω
|ϕ(x)| and [ϕ]Cγ(Ω) = sup

x,y∈Ω

|ϕ(x)−ϕ(y)|
|x−y|γ ;

we often suppress Ω. By definition ϕ∗(x) ≤ ϕ(x). Moreover, since ϕ(x) ≤ ϕ(y) + [ϕ]Cγ ·
|x− y|γ for x, y ∈ Ω, we see that ϕ(x) ≤ ϕ∗(x) which implies ϕ = ϕ∗ on Ω. For any x ∈ Rn

and ε > 0 there is yε ∈ Ω such that

ϕ(yε) + [ϕ]Cγ · |x− yε|γ ≤ ϕ∗(x) + ε.

For x1 ∈ Rn we observe that

ϕ∗(x1)−ϕ∗(x) ≤ ϕ(yε)+[ϕ]Cγ ·|x1−yε|γ−{ϕ(yε) + [ϕ]Cγ · |x− yε|γ}+ε ≤ [ϕ]Cγ ·|x−x1|γ+ε.

Since ε is arbitrary, we see that ϕ∗(x1)− ϕ∗(x) ≤ [ϕ]Cγ · |x− x1|γ . Interchanging the role
of x1 and x, we conclude that

[ϕ∗]Cγ(Rn) ≤ [ϕ]Cγ(Ω).

Since ‖ϕ‖∞ < ∞, ϕ = ϕ on Ω and ϕ is still Hölder. More precisely, [ϕ]Cγ ≤ [ϕ∗]Cγ . By
definition ‖ϕ‖∞ ≤ ‖ϕ‖∞ so we conclude that ‖ϕ‖Cγ ≤ ‖ϕ‖Cγ .

Extending f ∈ bmo∞∞(Ω) to f ∈ bmo by Theorem 3.3.2, we conclude from multiplication
estimate (3.3.3) that

‖ϕf‖bmo∞∞(Ω) ≤ ‖ϕf‖bmo
≤ C · ‖ϕ‖Cγ(Rn) · ‖f‖bmo
≤ C · ‖ϕ‖Cγ(Ω) · ‖f‖bmo∞∞(Ω).

Remark 3.3.4. If we prove that the extension f 7→ f constructed in Theorem 3.3.1 is
bounded from bmo∞∞ to bmo = BMO ∩ L1

ul, then the support condition will follow by
taking ϕ ∈ Cγ(Rn) in Theorem 3.3.3 as a cut off function of Ω, i.e., ϕ ≡ 1 on Ω with
suppϕ ⊂ Ωε. In other words, we consider f 7→ ϕf . However, the proof that f ∈ L1

ul needs
some argument so we give a direct proof of Theorem 3.3.2.

For BMOµ,∞b function in Ω it is easy to see that its zero extension is in BMO space;
see e.g. [5, Lemma 4].
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Theorem 3.3.5. Let Ω be an arbitrary domain in Rn. Assume that µ ∈ (0,∞]. For
f ∈ BMOµ,νb (Ω) with ν ≥ 2µ, let f0 be the zero extension to Rn, i.e., f0(x) = 0 for x ∈ Ωc

and f0(x) = f(x) for x ∈ Ω. Then f0 ∈ BMOµ(Rn) and [f0]BMOµ ≤ C[f ]BMOµ,νb
with C

independent of f .

Proof. If the ball B of radius ≤ µ is in Ω, then

1

|B|

∫
B
|f0 − f0B| dy ≤ [f ]BMOµ .

If B is in Ωc, then
∫
B |f0 − f0B| dy = 0. It remains to estimate the integral if B has

nonempty intersection with the boundary Γ = ∂Ω. For each Br(x) ∩ Γ 6= ∅, r < µ, we take
x0 ∈ Br(x) ∩ Γ. Then, Br(x) ⊂ B2r(x0) and thus

1

|Br(x)|

∫
Br(x)

|f0 − f0Br(x)| dy ≤
2

|Br(x)|

∫
B2r(x0)

|f0| dy ≤
2n+1

ωn
· [f ]b2µ ,

where ωn is the volume of an n-dimensional ball.

Remark 3.3.6. In [5, Lemma 4], it is assumed that Ω = Ω
′ ×Rn−k where Ω

′
is a bounded

Lipschitz domain in Rk. However, from the proof above it is clear that we do not need this
requirement. Thus we give a full proof here.

As an application of boundedness of multiplication, we give invariance of function spaces
under coordinate changes. We say that Ψ is a global Ck+β (resp. Ck)-diffeomorphism if
Ck+β (resp. Ck)-norms of Ψ and Ψ−1 are bounded in Rn, where k ∈ N and β ∈ (0, 1).

Proposition 3.3.7. The space bmo is invariant under bi-Lipschitz coordinate change and
the space h1 is invariant under global C1+β-diffeomorphism.

Proof. For f ∈ bmo, by a simple change of variables on the equivalent definition of the
seminorm [f ]BMO where

[f ]BMO = sup
B⊂Rn

inf
c∈R

∫
B
|f(y)− c| dy,

see e.g. [9, Proposition 3.1.2], we can easily deduce that bmo is invariant under bi-Lipschitz
coordinate change.

Let g ∈ h1(Rn) and Ψ be a global C1+β-diffeomorphism. We have that

‖g ◦Ψ‖h1 = sup
‖f‖bmo≤1

∣∣∣∣∫
Rn

f · g ◦Ψ dy

∣∣∣∣ .
By change of variable we have that∣∣∣∣∫

Rn

f(y) · g ◦Ψ(y) dy

∣∣∣∣ =

∣∣∣∣∫
Rn

f ◦Ψ−1(x) · g(x) · JΨ−1(x) dx

∣∣∣∣ ,
where JΨ−1 is the Jacobian which is of regularity Cβ. Then by the bmo − h1 duality
[16, Theorem 3.22] and multiplication estimate (3.3.2), we deduce that∣∣∣∣∫

Rn

f ◦Ψ−1 · g · JΨ−1 dx

∣∣∣∣ ≤ ‖f ◦Ψ−1‖bmo · ‖gJΨ−1‖h1 ≤ ‖f ◦Ψ−1‖bmo · ‖JΨ−1‖Cβ · ‖g‖h1 .

Since bmo is independent of bi-Lipschitz coordinate change, we have that

‖g ◦Ψ‖h1 ≤ C · ‖∇Ψ−1‖L∞ · ‖JΨ−1‖Cβ · ‖g‖h1

for some constant C independent of g and Ψ.
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Proposition 3.3.8. The space F 1
1,2(Rn) is invariant under global C1+β-diffeomorphism.

Proof. Let g ∈ F 1
1,2 and Ψ be a global C1+β-diffeomorphism. By multiplication estimate

(3.3.2) and Proposition 3.3.7, we have that

‖∇(g◦Ψ)‖F 0
1,2
≤ C ·‖∇Ψ‖Cβ ·‖(∇g)◦Ψ‖F 0

1,2
≤ C ·‖∇Ψ‖Cβ ·‖∇Ψ−1‖L∞ ·‖JΨ−1‖Cβ ·‖∇g‖F 0

1,2
,

where JΨ−1 is the Jacobian for Ψ−1 and C is a constant independent of g and Ψ. Hence
∇(g ◦Ψ) ∈ F 0

1,2 by ‖∇g‖F 0
1,2
≤ C‖g‖F 1

1,2
since the differentiation mapping is bounded from

F sp,q to F s−1
p,q for p ∈ (0,∞), q ∈ (0,∞] and s ∈ R, see e.g. [16, Theorem 2.12]. Since

∇(g ◦ Ψ) ∈ F 0
1,2, we also get ∆(g ◦ Ψ) ∈ F−1

1,2 . Since F 1
1,2 ↪→ F 0

1,2, Proposition 3.3.7 tells

us that g ◦ Ψ ∈ F 0
1,2 ⊂ F−1

1,2 . Therefore, (I −∆)(g ◦ Ψ) ∈ F−1
1,2 . Notice that [16, Theorem

2.12] also tells us that for σ ∈ R, (I −∆)σ is an isomorphism from F sp,q to F s−2σ
p,q . Hence

by letting σ = −1, we deduce that

‖g ◦Ψ‖F 1
1,2

= ‖(I −∆)−1(I −∆)(g ◦Ψ)‖F 1
1,2

≤ C · ‖(I −∆)(g ◦Ψ)‖F−1
1,2

≤ C ·
(
‖g ◦Ψ‖F 0

1,2
+ ‖∇(g ◦Ψ)‖F 0

1,2

)
≤ C · (1 + ‖∇Ψ‖Cβ ) · ‖∇Ψ−1‖L∞ · ‖JΨ−1‖Cβ · ‖g‖F 1

1,2
,

where C is a constant independent of g and Ψ.

Remark 3.3.9. The proof of Proposition 3.3.8 also says that F 1
1,2 = {f ∈ F 0

1,2 | ∇f ∈
(F 0

1,2)n}.

3.4 Trace problems

In this section we show that the normal trace of a vector field in vbmoµ,νδ is in L∞(Γ) if its
divergence is well controlled. We begin with the case that Ω is the half space Rn

+.
We first recall that the trace operator (Trf)(x′) = f(x′, 0) for f ∈ F 1

1,2(Rn) gives a

surjective bounded linear operator from F 1
1,2(Rn) to L1(Rn−1); see [19, Section 4.4.3].

Proposition 3.4.1 ([19]). The operator Tr from F 1
1,2 to L1(Rn−1) is surjective for n ≥ 2.

Actually, surjectivity holds for a smaller space B1
1,1. There exists an inverse operator called

the extension which is a bounded linear operator.

For a C2 domain Ω a normal trace v ·n on Γ = ∂Ω of v is well-defined as an element of
W
−1/p,p
loc (Γ) if v and div v is in Lploc; see e.g. [6] or [7]. If v ∈ vbmoµ,νδ (Ω) so that v ∈ L1

loc,
then by an interpolation inequality (see e.g. [5, Theorem 11]) v is in Lploc for any p ≥ 1.
Thus if div v is in Lploc, v · n is well-defined. We derive L∞ estimate for v · n when Ω is the
half space.

Theorem 3.4.2. Let µ, ν, δ be in (0,∞] and n ≥ 2. Then there is a constant C =
C(µ, ν, δ, n) such that

‖v · n‖L∞(Rn−1) ≤ C
(
‖v‖vbmoµ,νδ (Rn

+) + ‖ div v‖Lnul(Γδ)

)
for all v ∈ vbmoµ,νδ (Rn

+).
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Proof. Let v ∈ vbmoµ,νδ (Rn
+). By definition, the n-th component vn of v = (v′, vn) belongs

to BMOµ,νb (Rn
+). For x

′
0 ∈ Rn−1, we consider the region U = B1(x

′
0)×(−δ, δ) where B1(x

′
0)

denotes the ball in Rn−1 centered at x
′
0 with radius 1. Let vre denotes the restriction of v

on U ∩Rn
+, i.e., vre = v |U∩Rn

+
. We have that vre ∈ bmo∞∞(U ∩Rn

+) and

sup
x′∈B1(x

′
0)

r<ν

1

|Br((x′ , 0))|

∫
Br((x

′ ,0))
|(vre)n| dy <∞.

Let (vre)n be the zero extension of (vre)n to U . By Theorem 3.3.5, (vre)n is in BMO∞(U).

Let v′re be the even extension of v
′
re to U of the form

v′re(x
′, xn) =

{
v′re(x

′, xn), x
′ ∈ B1(x

′
0) and xn > 0

v′re(x
′,−xn), x

′ ∈ B1(x
′
0) and xn < 0

(3.4.1)

and set ṽ = (v′re, (vre)n). We have that ṽ ∈ bmo∞∞(U). By Theorem 3.3.2 its Jones’ extension
vU belongs to bmo∞∞(Rn).

Integration by parts formally yields∫
Rn−1

vU · nρ dx′ =
∫
Rn

+

(div vU )ρ dx−
∫
Rn

+

vU · ∇ρ dx. (3.4.2)

By Proposition 3.4.1 there is an extension operator Ext : L1(Rn−1) → F 1
1,2(Rn) such that

Tr◦Ext is the identity operator on L1. For ϕ ∈ C∞c
(
B 1

2
(x′0)

)
we set σ = Extϕ. Multiplying

a cut off function θ ∈ C∞c (U) such that θ ≡ 1 in 1
2U and considering ρ = θσ, we still find

ρ ∈ F 1
1,2(Rn) by a multiplier theorem [16, Theorem 3.18], [19, Section 4.2.2]. We estimate

(3.4.2) to get ∣∣∣∣∫
Rn−1

vU · nρ dx′
∣∣∣∣ ≤ ∣∣∣∣∫

U
(div vU )ρ dx

∣∣∣∣+

∣∣∣∣∣
∫
Rn

+

v′U · ∇′ρ dx

∣∣∣∣∣
+

∣∣∣∣∫
Rn

vUn
∂ρ

∂xn
dx

∣∣∣∣ = I + II + III.

We may assume that ρ is even in xn by taking (ρ(x′, xn) + ρ(x′,−xn)) /2 so that the second
term is estimated by bmo-h1 duality (h1)∗ = (F 0

1,2)∗ = F 0
∞,2 = bmo as follows

II =

∣∣∣∣∣
∫
Rn

+

v′U · ∇′ρ dx

∣∣∣∣∣ =
1

2

∣∣∣∣∫
Rn

v′U · ∇′ρ dx
∣∣∣∣

≤ C‖v′U‖bmo‖∇′ρ‖h1 .

The third term is estimated as

III ≤ C‖vUn‖bmo
∥∥∥∥ ∂ρ∂xn

∥∥∥∥
h1

.

The first term is estimated by

I ≤ ‖div vU‖Ln(U)‖ρ‖Ln/(n−1)(U)

≤ C‖ div v‖Lnul(Γδ)
‖∇ρ‖L1(U)
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by the Sobolev inequality. Since ‖∇ρ‖L1 ≤ ‖∇ρ‖h1 and ‖∇ρ‖h1 ≤ ‖ρ‖F 1
1,2
≤ C‖ϕ‖

L1

(
B 1

2
(x′0)

),

collecting these estimates yields∣∣∣∣∣∣
∫
B 1

2
(x
′
0)
v · nϕ dx′

∣∣∣∣∣∣ ≤ C‖ϕ‖L1

(
B 1

2
(x′0)

) (‖v‖vbmoµ,νδ (Rn
+) + ‖ div v‖Lnul(Γδ)

)
.

This yields the desired estimate since C∞c

(
B 1

2
(x′0)

)
is dense in L1

(
B 1

2
(x′0)

)
and C in the

right-hand side is independent of x′0 ∈ Rn−1.

We now consider a curved domain. Let Ω be a uniformly C2 domain in Rn so that the
reach R∗ of Γ is positive and β ∈ (0, 1).

Theorem 3.4.3. Let Ω be a uniformly C2+β domain in Rn with n ≥ 2. Let µ, ν, δ be in
(0,∞]. Then there is a constant C = C(µ, ν, δ,Ω) such that

‖v · n‖L∞(Γ) ≤ C
(
‖v‖vbmoµ,νδ (Ω) + ‖div v‖Lnul(Γδ)

)
for all v ∈ vbmoµ,νδ (Ω).

We shall prove this result by localizing the problems near the boundary and by using a
normal coordinate system. Let Ω be a uniformly C2+β domain. In other words, there exist
r∗, δ∗ > 0 such that for each z0 ∈ Γ, up to translation and rotation, there exists a function
hz0 ∈ C2+β(Br∗(0

′
)) with

|(∇′)khz0 | ≤ L in Br∗(0
′
) for k = 0, 1, 2,

[(∇′)2hz0 ]Cβ(Br∗ (0′ )) <∞, ∇
′
hz0(0

′
) = 0

′
, hz0(0

′
) = 0

such that the neighborhood

Ur∗,δ∗,hz0 (z0) := {(x′ , xn) ∈ Rn |hz0(x
′
)− δ∗ < xn < hz0(x

′
) + δ∗, |x

′ | < r∗}

satisfies

Ω ∩ Ur∗,δ∗,hz0 (z0) = {(x′ , xn) ∈ Rn |hz0(x
′
) < xn < hz0(x

′
) + δ∗, |x

′ | < r∗}

and
∂Ω ∩ Ur∗,δ∗,hz0 (z0) = {(x′ , xn) ∈ Rn |xn = hz0(x

′
), |x′ | < r∗}.

For x ∈ Ω, let πx be a point on Γ such that |x− πx| = dΩ(x). If x is within the reach
of Γ, then this πx is unique. There exist r < r∗ and δ < δ∗ such that

U(z0) = {x ∈ Rn | (πx)
′ ∈ Br(0

′
), dΓ(x) < δ}

is contained in Ur∗,δ∗,hz0 (z0). Since dΩ is C2+β in Γσ for σ < R∗ [10, Chap. 14, Appendix]

[11, §4.4], we may take δ smaller (independent of z0) so that dΩ is C2+β in U(z0) ∩ Ω.
We next consider a normal coordinate system in U(z0){

x′ = y′ + yn∇′dΩ (y′, hz0(y′))
xn = hz0(y′) + yn∂xndΩ (y′, hz0(y′))

(3.4.3)
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or shortly
x = πx− dΩ(x)n(πx).

Let this coordinate change be denoted by x = ψ(y), ψ ∈ C1+β(V ), where V is a neigh-
borhood defined below. Notice that ∇ψ(0) = I. If we consider r and δ small, this
coordinate change is indeed a local C1-diffeomorphism which maps U(z0) to V where
V := Br(0

′
) × (−δ, δ). Moreover, by [12], we extend ψ to a global C1-diffeomorphism

ψ̃ such that ψ̃ |V = ψ and ‖∇ψ̃‖L∞(Rn) < 2. Let the inverse of ψ in V be denoted by φ,
i.e., φ = ψ−1.

Lemma 3.4.4. Let W be a vector field with measurable coefficient in Γσ, σ < R∗ of the
form

W =
n∑
i=1

wi
∂

∂xi
.

Let y be the normal coordinate such that yn = dΩ(x). Let W̃ be W in y coordinate of the
form W =

∑n
j=1 w̃j(y)∂/∂yj. Then

w̃n(y) = ∇dΩ (x(y)) · w (x(y)) .

We shall prove this lemma in Appendix which follows from a simple linear algebra.

Proof of Theorem 3.4.3. We first observe that the restriction of v on U(z0) ∩ Ω belongs
to bmo∞∞ (U(z0) ∩ Ω). By considering the following equivalent definition of the seminorm
[f ]BMO∞(D) where

[f ]BMO∞(D) = sup
Br(x)⊂D

inf
c∈R

1

|Br(x)|

∫
Br(x)

|f(y)− c| dy,

(see [9, Proposition 3.1.2]), we can deduce that the space bmo∞∞ on a bounded domain is
independent of bi-Lipschitz coordinate change. We introduce normal coordinate for a vector
field v =

∑n
i=1 vi∂/∂xi with vi ∈ bmo∞∞ (U(z0) ∩ Ω). Let w be the transformed vector

field under the normal coordinate y. By Lemma 3.4.4, wn of w =
∑n

i=1wi∂/∂yi fulfills
wn = ∇dΩ (x(y)) · v (x(y)). Since v ∈ vbmoµ,νδ (Ω), this implies that w ∈ bmo∞∞(V ∩Rn

+)
and moreover,

sup
`<δ,B`(x)⊂V

`−n
∫
B`(x)∩Rn

+

|wn| dy <∞.

Thus, as in the proof of Theorem 3.4.2, the zero extension of wn for yn < 0 is in bmo∞∞(V ),
we still denote this extension by wn. Let J = J(y) denote the Jacobian of the mapping
y 7→ x in V . For tangential part w

′
of w = (w

′
, wn), we take an even extension with weight

J of the form

ŵ′(y′, yn) =

{
w′(y′, yn), yn > 0
w′(y′,−yn)J(y′,−yn)/J(y′, yn), yn < 0

(3.4.4)

and set w̃(y′, yn) = (ŵ′, wn). Let w
′

denote the unweighted even extension of w
′

to V ,
thus w ∈ bmo∞∞(V ∩ Rn

+) implies that w
′ ∈ bmo∞∞(V ). Let f be the function defined on

V such that f ≡ 1 for yn ≥ 0 and f = J(y′,−yn)/J(y′, yn) for yn < 0. Since J(y)−1 =
|detDψ(y)|−1 = |detDφ(ψ(y))| for y ∈ V , we have that f ∈ Cβ(V ). Notice that ŵ′(y) =
w′(y)f(y), therefore by Theorem 3.3.3, we can deduce that w̃ belongs to bmo∞∞(V ). By
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Theorem 3.3.2, the Jones’ extension wU of w̃ belongs to bmo∞∞(Rn). Its expression in x
coordinate is vU which is only defined near Γ.

If the support of ρ is in U(z0), then integration by parts implies that∫
Γ
vU · nρ dHn−1 =

∫
Ω

(div vU )ρ dx−
∫

Ω
vU · ∇ρ dx. (3.4.5)

We shall estimate the left-hand side as in the case of Rn
+. The first integral in the right-

hand side can be estimated similarly as in the proof of Theorem 3.4.2. It is sufficient to
only consider the second integral. Let Ψ : Br(0

′) → Γ ∩ U(z0) by (y′, 0) 7→ (y′, hz0(y′)).
Extend hz0 ∈ C2(Br(0

′)) to h̃ ∈ C2
c (Rn−1) such that h̃ |Br(0′) = hz0 . Define Ψ̃ : Rn−1 →

h̃(Rn−1) by (y′, 0) 7→ (y′, h̃(y′)). Hence Ψ̃ |Br(0′) = Ψ. Extend further Ψ̃ to Ψ̃∗ : Rn → Rn

by (y′, d) 7→ Ψ̃(y′, 0) + (0′, d). Notice that this Ψ̃∗ is a global C2-diffeomorphism whose
derivatives are bounded in Rn up to second-order. We may assume z0 = 0 by translation.
Let ζ > 0 be a constant to be determined later. For ϕ ∈ C1

c (Γ ∩ ζU(z0)), we observe
that ϕ ◦ Ψ ∈ C1

c (Bζr(0
′)). Let σ̃ = Ext (ϕ ◦ Ψ) as in the proof of Theorem 3.4.2 and let

σ = σ̃ ◦ (Ψ̃∗)−1. With this choice of σ, we observe that for (y′, hz0(y′)) ∈ Γ ∩ ζU(z0),

σ(y′, hz0(y′)) = σ̃ ◦ (Ψ̃∗)−1(y′, hz0(y′)) = σ̃(y′, 0) = ϕ ◦Ψ(y′, 0) = ϕ(y′, hz0(y′)).

Thus ϕ is an extension of σ. Since (Ψ̃∗)−1 is a global C2-diffeomorphism and σ̃ ∈ F 1
1,2(Rn),

we observe that σ ∈ F 1
1,2(Rn), see e.g. see Proposition 3.3.8 or [19, Section 4.3.1].

For each z0 ∈ Γ, there exists εz0 > 0 such that we can find a cut off function θz0 ∈
C∞c (U(z0)) for which θz0 ≡ 1 within εz0U(z0) and∑

|α|≤2

‖Dαθz0‖L∞(Rn) ≤M

for some fixed universal constant M > 1 independent of z0. By multiplying this cut off
function θz0 , we have that ρ = θz0σ ∈ F 1

1,2(Rn) and ‖ρ‖F 1
1,2(Rn) ≤ M · ‖σ‖F 1

1,2(Rn). Hence

we take the constant ζ above to be εz0 .
By coodinate change, we observe that∫

Ω
vU · ∇ρ dx =

∫
U(z0)∩Ω

n∑
i=1

vi
∂

∂xi
ρ dx =

∫
V ∩Rn

+

n∑
j=1

wUj (y)J(y)
∂

∂yj

(
ρ ◦ ψ(y)

)
dy.

The n-th component equals∫
V ∩Rn

+

wUn(y)J(y)
∂

∂yn

(
ρ ◦ ψ(y)

)
dy =

∫
V
wUn(y)J(y)

∂

∂yn

(
ρ ◦ ψ(y)

)
dy

since wUn equals zero for yn < 0. Considering extensions of Hölder functions [13] and local
diffeomorphism [12], by the F 0

1,2 − F 0
∞,2 duality [16, Theorem 3.22] and Proposition 3.3.7,

we conclude that∣∣∣∣∫
V
wUn(y)J(y)

∂

∂yn

(
ρ ◦ ψ(y)

)
dy

∣∣∣∣ ≤ C ·
n∑
i=1

‖wUn‖bmo · ‖J‖Cβ(V ) · ‖∂ynψ‖Cβ(V ) · ‖∇ρ ◦ ψ̃‖h1

≤ C · ‖wUn‖bmo · ‖∇ρ‖h1 .

For tangential part we may assume that

(ρ ◦ ψ)(y′, yn) = (ρ ◦ ψ)(y′,−yn) for yn < 0. (3.4.6)
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In fact, for a given ρ we take

g(y′, yn) =
(
ρ ◦ ψ(y′, yn) + ρ ◦ ψ(y′,−yn)

)
/2

which satisfies evenness g(y′, yn) = g(y′,−yn) and

g(y′, 0) = θ ◦ ψ(y′, 0) · σ ◦ ψ(y′, 0) = θ(y′, hz0(y′)) · ϕ(y′, hz0(y′)).

It suffices to take ρ such that ρ ◦ ψ(y) = g(y). Thus, we may assume that ρ ◦ ψ is even in
yn so that ∂yj (ρ ◦ ψ) is also even in yn for j = 1, 2, . . . , n− 1. Since wUjJ is even in yn for
y in V , we observe that∫

V ∩Rn
+

wUj (y)J(y)
∂

∂yj

(
ρ ◦ ψ

)
dy =

1

2

∫
V
wUj (y)J(y)

∂

∂yj

(
ρ ◦ ψ

)
dy

for 1 ≤ j ≤ n− 1. Similar to the case for the n-th component, we thus conclude that∣∣∣∣∫
V
wUj (y)J(y)

∂

∂yj
(ρ ◦ ψ) dy

∣∣∣∣ ≤ C · ‖wUj‖bmo · ‖∇ρ‖h1 .

Collecting these estimates, we conclude that∣∣∣∣∣
∫

Γ∩εz0U(z0)
v · nϕ dxn−1

∣∣∣∣∣ ≤ C‖wU‖bmo‖∇ρ‖h1

≤ C‖v‖vbmoµ,νδ (Ω)‖ϕ‖L1(Γ∩εz0U(z0)).

Thus ‖v · n‖L∞ ≤ C‖v‖vbmoµ,νδ (Ω).

Remark 3.4.5. (i) Since BMOµ,νb ⊂ vbmoµ,νδ for δ <∞, the estimate in Theorem 3.4.3
holds if we replace vbmoµ,νδ by BMOµ,νb . Moreover, since we are able to use zero
extension in this case. We can follow the proof of Theorem 3.4.3 directly without the
necessity to invoke normal coordinates. We shall state a version of Theorem 3.4.3 for
BMOµ,νb in the end of this section.

(ii) By Theorem 3.2.9 we may replace vbmoµ,νδ by vBMOµ,ν(Ω) in the estimate in Theo-
rem 3.4.3 since we may always take δ ≤ ν < R∗ provided that Ω is a bounded or an
exterior domain.

Remark 3.4.6. If we assume that the vector field v is continuous in Ω, then by Lebesgue
differentiation theorem we have the natural estimate ‖v · n‖L∞(Γ) ≤ C[∇dΩ · v]bν for some
constant C independent of v. Therefore, if we replace the space vbmoµ,νδ (Ω) by the vbmoµ,νδ
closure of C∞c (Ω), then Theorem 3.4.2 and 3.4.3 trivially hold. However, the vbmoµ,νδ closure
of C∞c (Ω) seems to be strictly smaller than the space vbmoµ,νδ (Ω) since it is known that
a similar space VMO, the BMO closure of C∞c (Rn), is a proper subspace of BMO [17].
Thus, our trace theorems stay non-trivial. Generally speaking, we cannot directly estimate
the L∞ norm on the boundary by the bν-seminorm. Here is an example. In dimension 1,
for any m ∈ N ∩ {0} we define f in (0, 1) by

f(x) =

{
m+ 1, if x ∈ ( 1

2m+1 ,
1

2m ),

0, otherwise.

A simple calculation tells us that [f ]bν ≤ 2 ·
∑∞

i=1
i
2i
< ∞ but for any M > 0 there exists

δM > 0 such that there exists a subset S ⊂ (0, δM ) with Lebesgue measure |S| > 0 and
f(x) > M for any x ∈ S.
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Theorem 3.4.7. Let Ω be a uniformly C1+β domain in Rn with n ≥ 2. Let µ, ν, δ be in
(0,∞]. Then there is a constant C = C(µ, ν, δ,Ω) such that

‖v · n‖L∞(Γ) ≤ C(‖v‖BMOµ,νb (Ω) + ‖div v‖Lnul(Γδ)
)

for all v ∈ BMOµ,νb (Ω).

Proof. For z0 ∈ Γ, let U(z0) = Ur∗,δ∗,hz0 (z0) with δ∗ ≤ R∗. We then follow the proof of
Theorem 3.4.3 without invoking the normal coordinates. For v ∈ BMOµ,νb (Ω), let v0 be
the zero extension of v. We have that v0 ∈ bmo∞∞(U(z0)). Let vU be the Jones’ extension
of rU(z0)v0 by Theorem 3.3.2 where rU(z0)v0 denotes the restriction of v0 on U(z0). For

ϕ ∈ C1
c (Γ∩ 1

2U(z0)), we construct the function σ in the same way as in the proof of Theorem

3.4.3. Since the boundary Γ is uniformly C1+β, Ψ̃∗ is a global C1+β-diffeomorphism. By
Proposition 3.3.8, we have that σ = σ̃ ◦ (Ψ̃∗)−1 ∈ F 1

1,2(Rn). Pick θ in C∞c (U(z0)) such that

θ ≡ 1 within 1
2U(z0) and let ρ = θσ, we deduce that ρ ∈ F 1

1,2(Rn) and∣∣∣∣∫
Ω
vU · ∇ρ dx

∣∣∣∣ ≤ C · ‖vU‖bmo · ‖∇ρ‖h1 ≤ C · ‖v‖BMOµ,νb (Ω) · ‖∇ρ‖h1 .

Therefore, ∣∣∣∣∣
∫

Γ∩ 1
2
U(z0)

v · nϕ dxn−1

∣∣∣∣∣ ≤ C · ‖v‖BMOµ,νb (Ω) · ‖ϕ‖L1(Γ∩ 1
2
U(z0)).

The proof is therefore complete.

3.5 Appendix

We shall prove Lemma 3.4.4. We first recall a simple property of a matrix.

Proposition 3.5.1. Let A be an invertible matrix

A = (~a1, . . . ,~an)

when ~aj =t (aij)1≤i≤n is a column vector. Assume that ~an is a unit vector and orthogonal
to ~aj with 1 ≤ j ≤ n − 1. Then n-row vector of A−1 equals t~an. In other words, if one
writes A−1 = (bij)1≤i,j≤n, then bnj = ajn for 1 ≤ j ≤ n.

Proof. By definition the row vector~b = (bnj)1≤j≤n must satisfies~b·~aj = 0 (j = 1, . . . , n−1),
~b·~an = 1. Since {~aj}n−1

j=1 spans Rn−1 orthogonal to ~an, first identities imply that~b is parallel

to ~an. We thus conclude that ~b = ~an since ~b · ~an = 1 and |~an| = 1.

Proof of Lemma 3.4.4. We recall the explicit representation (4.4.1) of the normal coordi-
nate system. The Jacobi matrix from y 7−→ x is of the form

A = (~a1, . . . ,~an)

with ~aj =t
(
δij − yn∂jni (y′, ψ(y′)) , ∂jψ(y′)− yn∂jnn (y′, ψ(y′))

)
1≤i≤n−1

, 1 ≤ j ≤ n− 1,

~an = −tn
(
y′, ψ(y′)

)
where n = −∇dΩ.
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Note that the vector (δij , ∂jψ(y′))1≤i≤n−1 is a tangential vector to Γ. Moreover, the vector

(∂jn1, . . . , ∂jnn) is also tangential since ∂jn · n = ∂j |n|2/2 = 0. Thus ~aj is orthogonal to
~an for 1 ≤ j ≤ n− 1. The invertibility of A is guaranteed if yn < R∗.

By a chain rule we have

w =
n∑
j=1

w̃j(y)(∂/∂yj)

=

n∑
i=1

n∑
j=1

w̃j
∂xi
∂yj

∂

∂xi

so that

wi (x(y)) =

n∑
j=1

w̃j(y)
∂xi
∂yj

i.e., w = Aw̃,

where A = (∂xi/∂yj)1≤i,j≤n, w̃ =t (w̃i, . . . , w̃n), w =t (w1, . . . , wn). Thus

w̃ = A−1w.

By Proposition 3.5.1, the last row of A−1 equals ∇dΩ.
We thus conclude that w̃n = ∇dΩ · w. This is what we would like to prove.
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Chapter 4

The Helmholtz decomposition of a
space of vector fields with bounded
mean oscillation in a bounded
domain

We introduce a space of vector fields with bounded mean oscillation whose “tangential”
and “normal” components to the boundary behave differently. We establish its Helmholtz
decomposition when the domain is bounded. This substantially extends the authors’ earlier
result for a half space.

4.1 Introduction

The Helmholtz decomposition of a vector field is a fundamental tool to analyze the Stokes
and the Navier-Stokes equations. It is formally a decomposition of a vector field v =
(v1, . . . , vn) in a domain Ω of Rn into

v = v0 +∇q; (4.1.1)

here v0 is a divergence free vector field satisfying supplemental conditions like boundary
condition and ∇q denotes the gradient of a function (scalar field) q. If v is in Lp (1 <
p < ∞) in Ω, such a decomposition is well-studied. For example, a topological direct sum
decomposition

(Lp(Ω))n = Lpσ(Ω)⊕Gp(Ω)

holds for various domains including Ω = Rn, a half space Rn
+, a bounded smooth domain

[8]; see e.g. G. P. Galdi [9]. Here, Lpσ(Ω) denotes the Lp-closure of the space of all div-free
vector fields compactly supported in Ω and Gp(Ω) denotes the totality of Lp gradient fields.
It is impossible to extend this Helmholtz decomposition to L∞ even if Ω = Rn since the
projection v 7→ ∇q is a composite of the Riesz operators which is not bounded in L∞. We
have to replace L∞ with a class of functions of bounded mean oscillation. However, if the
vector field is of bounded mean oscillation (BMO for short), such a problem is only studied
when Ω is a half space Rn

+ [10], where the boundary is flat.
Our goal is to establish the Helmholtz decomposition of BMO vector fields in a smooth

bounded domain in Rn, which is a typical example of a domain with curved boundary.

77
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Although the space of BMO functions in Rn is well studied, the situation is less clear
when one considers such a space in a domain, because there are several possible definitions.
One should be careful about the behavior of a function near the boundary Γ = ∂Ω. In
this chapter we study a space of BMO vector fields introduced in [11] and establish its
Helmholtz decomposition when Ω is a bounded C3 domain.

Let us recall the space vBMO(Ω) introduced in [11]. We first recall the BMO seminorm
for µ ∈ (0,∞]. For a locally integrable function f , i.e., f ∈ L1

loc(Ω) we define

[f ]BMOµ(Ω) := sup

{
1

|Br(x)|

∫
Br(x)

∣∣f(y)− fBr(x)

∣∣ dy ∣∣∣∣ Br(x) ⊂ Ω, r < µ

}
,

where fB denotes the average over B, i.e.,

fB :=
1

|B|

∫
B
f(y) dy

and Br(x) denotes the closed ball of radius r centered at x and |B| denotes the Lebesgue
measure of B. The space BMOµ(Ω) is defined as

BMOµ(Ω) :=
{
f ∈ L1

loc(Ω)
∣∣ [f ]BMOµ <∞

}
.

This space may not agree with the space of restrictions rΩf of f ∈ BMOµ(Rn). As in [1],
[2], [3], [4] we introduce a seminorm controlling the boundary behavior. For ν ∈ (0,∞], we
set

[f ]bν := sup

{
r−n

∫
Ω∩Br(x)

|f(y)| dy
∣∣∣∣ x ∈ Γ, 0 < r < ν

}
.

In these papers, the space

BMOµ,νb (Ω) :=
{
f ∈ BMOµ(Ω)

∣∣ [f ]bν <∞
}

is considered. Note that this space BMO∞,∞b (Ω) is identified with Miyachi’s BMO intro-
duced by [19] if Ω is a bounded Lipschitz domain or a Lipschitz half space as proved in
[4]. However, unfortunately, it turns out such a boundary control for whole components of
vector fields is too strict to have the Helmholtz decomposition. We separate tangential and
normal components. Let dΓ(x) denote the distance from the boundary Γ, i.e.,

dΓ(x) := inf {|x− y|, y ∈ Γ} .

For vector fields, we consider

vBMOµ,ν(Ω) :=
{
v ∈ (BMOµ(Ω))n

∣∣ [∇dΓ · v]bν <∞
}
,

where · denotes the standard inner product in Rn. The quantity (∇dΓ · v)∇dΓ on Γ is the
component of v normal to the boundary Γ. We set

[v]vBMOµ,ν(Ω) := [v]BMOµ(Ω) + [∇dΓ · v]bν .

If Ω is the half space, this is not a norm but a seminorm. However, if it has a fully
curved part in the sense of [11, Definition 7], then this becomes a norm [11, Lemma 8]. In
particular, when Ω is a bounded C2 domain, this is a norm. Roughly speaking, the boundary
behavior of a vector field v is controlled for only normal part of v if v ∈ vBMOµ,ν(Ω). For
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a bounded domain, this norm is equivalent no matter how µ and ν are taken; in other
words, vBMOµ,ν(Ω) = vBMO∞,∞(Ω). This is because vBMOµ,ν(Ω) ⊂ L1(Ω) when Ω is
bounded, which follows from the characterization of vBMOµ,ν(Ω) in [11, Theorem 9]. We
shall simply write vBMOµ,ν(Ω) as vBMO(Ω). We are now in a position to state our main
result.

Theorem 4.1.1. Let Ω be a bounded C3 domain in Rn. Then the topological direct sum
decomposition

vBMO(Ω) = vBMOσ(Ω)⊕GvBMO(Ω) (4.1.2)

holds with

vBMOσ(Ω) :=
{
v ∈ vBMO(Ω)

∣∣ div v = 0 in Ω, v · n = 0 on Γ
}
,

GvBMO(Ω) :=
{
∇q ∈ vBMO(Ω)

∣∣ q ∈ L1
loc(Ω)

}
,

where n denotes the exterior unit normal vector field. In other words, for v ∈ vBMO(Ω),
there is unique v0 ∈ vBMOσ(Ω) and ∇q ∈ GvBMO(Ω) satisfying v = v0 +∇q. Moreover,
the mapping v 7→ v0, v 7→ ∇q is bounded in vBMO(Ω).

As shown in [11], the norm trace v · n is well defined as an element of L∞(Γ) for
v ∈ vBMO(Ω) with div v = 0. So far, the Helmholtz decomposition BMO type space in a
domain is only known for vBMO∞,∞ when Ω is the half space

Rn
+ =

{
x = (x1, . . . , xn) ∈ Rn

∣∣ xn > 0
}

as shown in [10], where the normal trace is taken in locally H−1/2 sense.
Here is our strategy to show Theorem 6.1.1. For a vector field v, we construct a linear

map v 7−→ q1 such that q1 satisfies

−∆q1 = div v in Ω,

where the divergence is taken in the sense of distribution. There are many ways to construct
such a map because there is no boundary condition. A naive way is to extend v in a suitable
way to a function v on Rn so that v 7−→ v is linear. We next consider the volume potential
of div v, i.e.,

q0(x) :=

∫
Rn

E(x− y) div v(y) dy = E ∗ div v,

where E is the fundamental solution of −∆ in Rn, i.e.,

E(x) :=

{
− log |x|/2π (n = 2)

|x|2−n/ (n(n− 2)α(n)) (n ≥ 3),

where α(n) denotes the volume of the unit ball B1(0) of Rn. By the famous BMO-BMO
estimate due to Fefferman and Stein [7], we have

[∇q0]BMO∞(Rn) ≤ C0[v]BMO∞(Rn)

with C0 > 0 independent of v. However, it is difficult to control [∇dΓ ·∇q0]bν so we construct
another function q1 instead of q0.
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Although BMO space does not allow the standard cut-off procedure, our space is in
L1, so we are able to decompose v into two parts v = v1 + v2 such that the support of v2 is
close to Γ while the support of v1 is away from Γ; see Proposition 6.2.4. For v1 we just set

q1
1 = E ∗ div v1

by extending v1 as zero outside its support. Then, the L∞ bound for ∇q1
1 is well controlled

near Γ, which yields a bound for bν semi-norm. To estimate v2, we use a normal coordinate
system near Γ and reduce the problem to the half space. Let d denotes the signed distance
function where d = dΓ in Ω and d = −dΓ outside Ω. We extend v2 to Rn so that the normal
part (∇d · v2)∇d is odd and the tangential part v2 − (∇d · v2)∇d is even in the direction
of ∇d with respect to Γ. In such type of coordinate system, the minus Laplacian can be
transformed as

L = A−B + lower order terms, A = −∆η, B =
∑

1≤i,j≤n−1

∂ηibij∂ηj ,

where ηn is the normal direction to the boundary so that {ηn > 0} is the half space. By
choosing a suitable coordinate system to represent Γ locally, we are able to arrange bij = 0
at one point of the boundary of the local coordinate system. We use a freezing coefficient
method to construct volume potential q2

1 and q3
1, which corresponds to the contribution

from the tangential part v2
tan and the normal part v2

nor respectively. Since the leading
term of div v2

nor in normal coordinate consists of the differential of ηn only, if we extend
the coefficient bij even in ηn, q3

1 is constructed so that the leading term of ∇d · ∇q3
1 is

odd in the direction of ∇d. On the other hand, as the leading term of div v2
tan in normal

coordinate consists of the differential of η′ = (η1, ..., ηn−1) only, the even extension of bij in
ηn gives rise to q2

1 so that the leading term of ∇d · ∇q2
1 is also odd in the direction of ∇d.

Disregarding lower order terms and localization procedure, we set q2
1 and q3

1 of the form

q2
1 = −L−1 div vtan

2 = −A−1(I −BA−1)−1 div vtan
2 ,

q3
1 = −L−1 div vnor

2 = −A−1(I −BA−1)−1 div vnor
2 .

One is able to arrange BA−1 small by taking a small neighborhood of a boundary point.
Then (I−BA−1)−1 is given as the Neumann series

∑∞
m=0(BA−1)m. We are able to establish

BMO-BMO estimate for ∇q2
1 and ∇q3

1, i.e.[
∇q2

1

]
BMO(Rn)

≤ C ′0
[
vtan

2

]
BMO(Rn)

,
[
∇q3

1

]
BMO(Rn)

≤ C ′0 [vnor
2 ]BMO(Rn)

with some constant C ′0 independent of v2. Since the leading term of ∇d · (∇q2
1 + ∇q3

1) is
odd in the direction of ∇d with respect to Γ, the BMO bound implies bν bound. Note that
[v2

nor]BMO(Rn) is controlled by [v2]bν and [v2]BMO(Ω) since v2
nor is odd in the direction of

∇d with respect to Γ. By the procedure sketched above, we are able to construct a suitable
operator by setting q1 = q1

1 + q2
1 + q3

1.

Theorem 4.1.2 (Construction of a suitable volume potential). Let Ω be a bounded C3

domain in Rn. Then, there exists a linear operator v 7−→ q1 from vBMO(Ω) to L∞(Ω)
such that

−∆q1 = div v in Ω

and that there exists a constant C1 = C1(Ω) satisfying

‖∇q1‖vBMO(Ω) ≤ C1‖v‖vBMO(Ω).

In particular, the operator v 7−→ ∇q1 is a bounded linear operator in vBMO(Ω).
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By this operator, we observe that w = v −∇q1 is divergence free in Ω. Unfortunately,
this w may not fulfill the trace condition w ·n = 0 on the boundary Γ. We construct another
potential q2 by solving the Neumann problem

∆q2 = 0 in Ω

∂q2

∂n
= w · n on Γ.

We then set q = q1 + q2. Since ∂q2/∂n = ∇q2 · n, v0 = v − ∇q gives the Helmholtz
decomposition (6.1.1). To complete the proof of Theorem 6.1.1, it suffices to prove that
‖∇q2‖vBMO(Ω) is bounded by a constant multiply of ‖v‖vBMO(Ω).

Lemma 4.1.3 (Estimate of the normal trace). Let Ω be a bounded C2+κ domain in Rn

with κ ∈ (0, 1). Then there is a constant C2 = C2(Ω) such that

‖w · n‖L∞(Γ) ≤ C2‖w‖vBMO(Ω)

for all w ∈ vBMO(Ω) with divw = 0.

This is a special case of the trace theorem established in [11]. We finally need the
estimate for the Neumann problem.

Lemma 4.1.4 (Estimate for the Neumann problem). Let Ω be a bounded C2 domain. For
g ∈ L∞(Γ) satisfying

∫
Γ g dH

n−1 = 0, there exists a unique (up to constant) solution u to
the Neumann problem

∆u = 0 in Ω

∂u

∂n
= g on Γ

(4.1.3)

such that the operator g 7−→ u is linear and that there exists a constant C3 = C3(Ω) such
that

‖∇u‖vBMO(Ω) ≤ C3‖g‖L∞(Γ).

Combining these two lemmas, Theorem 6.1.2 yields

‖∇q2‖vBMO(Ω) ≤ C3C2‖v −∇q1‖vBMO(Ω)

≤ C3C2(1 + C1)‖v‖vBMO(Ω).

Setting q = q1 +q2 and v0 = v−∇q, we now observe that the projections v 7−→ v0, v 7−→ ∇q
are bounded in vBMO(Ω), which yields (6.1.3) in Theorem 6.1.1.

To show Lemma 6.1.4 let N(x, y) be the Neumann Green function. Then a solution
of (6.1.4) is given by

∫
ΓN(x, y)g(y) dHn−1. It is well-known (see e.g. [12, Appendix]) that

leading part of N is E(x− y). We have to estimate

‖∇E ∗ (δΓ ⊗ g)‖vBMO∞,ν(Ω) .

Here δΓ denotes the delta function supported on Γ, i.e.,

δΓ : ψ 7→
∫

Γ
ψ dHn−1
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for ψ ∈ C∞c (Rn). We take a C2 cutoff function θ ≥ 0 such that θ(σ) = 1 for σ ≤ 1, θ(σ) = 0
for σ ≥ 2. We take δ small so that 2δ is smaller than the reach of Γ. By this choice,
θd = θ(d/δ) is C2 in Rn, where d denotes the signed distance function from Γ so that
∇d = −n on Γ. For g ∈ L∞(Γ), we extend g so that ∇d · g = 0 near the 2δ-neighborhood
of Γ. Let ge denotes this extension and set ge,c = θdge. A key observation is that

δΓ ⊗ g = (∇1Ω · ∇d)ge,c = div (ge,c1Ω∇d)− 1Ω div (ge,c∇d)

div (ge,c∇d) = ge,c∆d+∇d · ∇ge,c = ge,c∆d+
θ′(d/δ)

δ
ge,

where 1Ω is the characteristic function of Ω. The leading (singular) part of ∇E ∗ (δΓ⊗ g) is
the term involving div (ge,c1Ω∇d). The famous L∞-BMO estimate for the singular integral
operator ∇E ∗ div yields

‖∇E ∗ div (ge,c1Ω∇d)‖BMO(Rn) ≤ C‖ge,c∇d‖L∞(Ω) ≤ C ′‖g‖L∞(Γ)

with C and C ′ independent of g. All other terms can be estimated easily since the integral
kernel is integrable. A direct calculation gives an L∞ estimate near Γ for ∇d ·∇E ∗ (δΓ⊗g)
which yields

[∇d · ∇E ∗ (δΓ ⊗ g)]bν ≤ C4‖g‖L∞(Γ)

with C4 independent of g, but it is impossible to estimate bν-seminorm of the tangential
part. This is the main reason why we use vBMO instead of BMOb-type space where
bν-boundedness of ALL components of vector fields is imposed; see the end of Section 6.3.2.

To extend our results to a more general domain it seems to be reasonable to consider
vBMO ∩ L2. This is because Lp ∩ L2 (p > 2) admits the Helmholtz decomposition for
arbitrary uniformly C2 domains as proved in [5], [6].

Our approach in this chapter is to derive the boundedness of the operator v 7→ ∇q by a
potential-theoretic approach. In Lp setting there is a variational approach based on duality
introduced by [21]; see also [5]. The key estimate is

‖∇q‖Lp(Ω) ≤ C5 sup

{∫
Ω
∇q · ∇ϕdx

∣∣∣ ‖∇ϕ‖Lp′ (Ω) ≤ 1

}
with C5 independent of q, where 1/p+ 1/p′ = 1, 1 < p <∞. Formally, this estimate yields
the desired bound ‖∇q‖Lp(Ω) ≤ C5‖v‖Lp(Ω) since∫

Ω
∇q · ∇ϕdx =

∫
Ω
v · ∇ϕdx.

At this moment, it is not clear that similar estimate holds if one replaces Lp(Ω) by vBMO
since the predual space of vBMO is not clear.

For BMOb type solution, it is known that the Stokes semigroup is analytic [1], [3]. How-
ever, it is nontrivial to extend to the space vBMO since in the half space the Stokes operator
with Dirichlet boundary condition does not generate a semigroup because [u(t)]vBMO for
the solution u(t) may be non-zero for t > 0 for initial data u0 with [u0]vBMO = 0 so that
utan

0 may be a non-zero constant [1, Example 6.5].
This chapter is organized as follows. In Section 4.2, to construct a volume potential

of div v, we localize the problem and reduce the problem to small neighborhoods of points
on the boundary. In Section 4.3, we construct a leading part of the volume potential by
a perturbation method called the freezing coefficient method. In these two sections, we
complete the proof of Theorem 6.1.2. In Section 4.4, we prove Lemma 6.1.4 by estimating
the single layer potential.
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4.2 Construction of volume potential

For v ∈ vBMO(Ω), we shall construct a suitable potential q1 so that v 7−→ ∇q1 is a bounded
linear operator in vBMO as stated in Theorem 6.1.2. In this section, as a preliminary, we
reduce the problem to the case that the support of v is contained in a small neighborhood
of a point on the boundary and it consists of only normal part.

4.2.1 Localization procedure

Let Ω be a uniformly Ck domain in Rn (k ≥ 1). In other words, there exists r∗, δ∗ > 0 such
that for each z0 ∈ Γ, up to translation and rotation, there exists a function hz0 which is Ck

in a closed ball Br∗(0
′) of radius r∗ centered at the origin 0′ of Rn−1 satisfying following

properties:

(i) KΓ := supBr∗ (0′) |(∇′)shz0 | < ∞ for s = 0, 1, 2, . . . , k, where ∇′ denotes the gradient

in x′ ∈ Rn−1; ∇′h(0′) = 0, h(0′) = 0,

(ii) Ω ∩ Ur∗,δ∗,hz0 (z0) =
{

(x′, xn) ∈ Rn
∣∣ hz0(x′) < xn < hz0(x′) + δ∗, |x′| < r∗

}
for

Ur∗,δ∗,hz0 (z0) :=
{

(x′, xn) ∈ Rn
∣∣ hz0(x′)− δ∗ < xn < hz0(x′) + δ∗, |x′| < r∗

}
,

(iii) Γ ∩ Ur∗,δ∗,hz0 (z0) =
{

(x′, xn) ∈ Rn
∣∣ xn = hz0(x′), |x′| < r∗

}
.

A bounded Ck domain is, of course, a uniformly Ck domain.
Let d denote the signed distance function from Γ which is defined by

d(x) =

 inf
y∈Γ
|x− y| for x ∈ Ω,

− inf
y∈Γ
|x− y| for x /∈ Ω

(4.2.1)

so that d(x) = dΓ(x) for x ∈ Ω. If Ω is a bounded C2 domain, then there is R∗ > 0 such
that if |d(x)| < R∗, there is unique point πx such that |x− πx| = |d(x)|. The supremum of
such R∗ is called the reach of Ω and Ωc. Moreover, d is C2 in the R∗-neighborhood of Γ,
i.e., d ∈ C2

(
ΓRn

R∗

)
with

ΓRn

R∗ :=
{
x ∈ Rn

∣∣ |d(x)| < R∗
}

;

see [13, Chap. 14, Appendix], [17, §4.4]. Note that R∗ satisfies

R∗ = min
(
RΩ
∗ , R

Ωc

∗
)
,

where RΩ
∗ is the reach of Γ in Ω while RΩc

∗ is the reach of Γ in the complement Ωc of Ω.
Let K∗Γ := max {KΓ, 1}. There exists 0 < ρ0 < min(r∗, δ∗,

R∗
2 ,

1
2nK∗Γ

) such that

Uρ(z0) :=
{
x ∈ Rn

∣∣ (πx)′ ∈ intBρ(0
′), |d(x)| < ρ

}
is contained in the coordinate chart Ur∗,δ∗,hz0 (z0) for any ρ ≤ ρ0.

We always take ρ < ρ0. Since Ω is bounded and⋃
z∈Γ

Uρ(z)
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covers the compact set K = cl
(

ΓRn

ρ/2

)
, there exists a finite subcover {Uρ(zj)}mj=1 of K,

where the number m depends on ρ. For σ > 0, we denote that

Ωσ = Ω\ΓRn

σ , Uσ,j := Uσ(zj).

Observe that

Ω ⊂
m⋃
j=1

Uρ,j ∪ Ωρ/2.

Let {ϕj}mj=0 be a partition of the unity associated with {Uρ,j} ∪ {Ωρ/2} in the sense that

ϕj ∈ C∞c (Uρ,j ∩ Ω), 0 ≤ ϕj ≤ 1 for j = 1, . . . ,m,

ϕ0 ∈ C∞c (Ωρ/2), 0 ≤ ϕ0 ≤ 1, ϕ0 = 1 in Ωρ

and
m∑
j=0

ϕj = 1 in Ω.

Here C∞c (W ) denotes the space of all smooth function in W whose support is compact in
W .

Throughout this chapter, unless otherwise specified, the symbol C in an inequality
represents a positive constant independent of quantities that appeared in the inequality.
For a fixed ρ > 0, Cρ represents a constant depending only on ρ. Cn represents a constant
depending only on n and CΩ,n represents a constant depending only on Ω and n.

4.2.2 Cut-off and extension

In general, multiplication by a smooth function to BMO is not bounded in BMO. Fortu-
nately, our space is closed by multiplication.

Proposition 4.2.1 (Multiplication). Let Ω be a bounded C2 domain in Rn. Let ϕ ∈ Cγ(Ω),
γ ∈ (0, 1). For each v ∈ vBMO(Ω), the function ϕv ∈ vBMO(Ω) satisfies

‖ϕv‖vBMO(Ω) ≤ C‖ϕ‖Cγ(Ω)‖v‖vBMO(Ω)

with C independent of ϕ and v.

Proof. Since
[∇d · ϕv]bν ≤ ‖ϕ‖L∞(Ω) [∇d · v]bν ,

it suffices to establish the estimate

[ϕv]BMO(Ω) ≤ c0‖ϕ‖Cγ(Ω)‖v‖vBMO(Ω) (4.2.2)

with c0 independent of ϕ and v. Since a bounded Lipschitz domain is a uniform domain,
we are able to apply [11, Theorem 13] to get

[ϕv]BMO(Ω) ≤ c1‖ϕ‖Cγ(Ω)([v]BMO(Ω) + ‖v‖L1(Ω)).

This is based on the product estimate of a Hölder function and a function in bmo(Rn) :=
BMO(Rn) ∩ L1

ul(R
n) where

L1
ul(R

n) :=

{
f ∈ L1

loc(R
n)

∣∣∣∣ ‖f‖L1
ul(R

n) := sup
x∈Rn

∫
B1(x)

∣∣f(y)
∣∣ dy <∞}.
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The space bmo(Rn) is equipped with the norm

‖f‖bmo(Rn) := [f ]BMO(Rn) + ‖f‖L1
ul(R

n)

for f ∈ bmo(Rn). The product estimate for bmo follows from a similar result for a local
Hardy space h1 = F 0

1,2 [20, Remark 4.4] and duality bmo = (h1)′ [20, Theorem 3.26]. To
handle a function in Ω, we need an extension to conclude [11, Theorem 13]. Fortunately,
by the characterization of vBMO for a bounded C2 domain [11, Theorem 9],

‖v‖L1(Ω) ≤ c2‖v‖vBMO(Ω).

Here cj denotes a constant independent of v and ϕ for j = 1, 2. Combining these two
estimates, we obtain (4.2.2) with c0 = c1(1 + c2). This yields Proposition 6.2.4.

For a bounded C3 domain, we next consider an extension based on the normal coordinate
in Uρ(z0) for ρ ≤ ρ0 of the form{

x′ = η′ + ηn∇′d(η′, hz0(η′));
xn = hz0(η′) + ηn∂xnd(η′, hz0(η′)).

(4.2.3)

Let Vσ := Bσ(0′)×(−σ, σ) for σ ∈ (0, ρ0). We shall write this coordinate change by x = ψ(η)
with ψ ∈ C2(Vρ0) and

x = πx− d(x)n(πx), n(πx) = −∇d(πx).

We consider the projection to the direction to ∇d. For x ∈ ΓRn

ρ0
, we set

P (x) = ∇d(πx)⊗∇d(πx) = n(πx)⊗ n(πx).

For later convenience, we set Q(x) = I−P (x) which is the tangential projection for x ∈ ΓRn

ρ0
.

For a function f in ΓRn

ρ ∩ Ω, let feven (resp. fodd) denote its even (odd) extension to ΓRn

ρ

defined by

feven (πx+ d(x)n(πx)) = f (πx− d(x)n(πx)) for x ∈ ΓRn

ρ \Ω,
fodd (πx+ d(x)n(πx)) = −f (πx− d(x)n(πx)) for x ∈ ΓRn

ρ \Ω.

We denote rW to be the restriction in W for any subset W ⊂ Rn. Let f be a function (or
a vector field) defined in Vσ for some σ ∈ (0,∞]. We set Eevenf to be the even extension
of f in Vσ ∩Rn

+ to Vσ with respect to the n-th variable, i.e.,

Eevenf(η′,−ηn) = f(η′, ηn)

for any (η′, ηn) ∈ Vσ ∩Rn
+.

For v ∈ vBMO(Ω) with supp v ⊂ Uρ(z0) ∩ Ω, let v be its extension of the form

v(x) := (Pvodd)(x) + (Qveven)(x) (4.2.4)

for x ∈ Uρ(z0). Notice that supp v ⊂ Uρ(z0), v is indeed defined in Rn with v(x) = 0 for
any x ∈ Uρ(z0)c. Define

L∗ := sup
z0∈Γ, ρ≤ρ0

max {‖∇ψ‖L∞(Vρ) + ‖∇ψ−1‖L∞(Uρ(z0)), 1}.

Since the boundary Γ is uniformly C3, L∗ is finite that depends on Ω only. We set ρ0,∗ =
ρ0/12L∗.
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Proposition 4.2.2. Let Ω ⊂ Rn be a bounded C2 domain, z0 ∈ Γ and ρ ∈ (0, ρ0,∗). There
exists a constant Cρ, which depends on ρ only, such that

[v]BMO(Rn) ≤ Cρ‖v‖vBMO(Ω),

[∇d · v]bν(Γ) ≤ Cρ‖v‖vBMO(Ω)

for all v ∈ vBMO(Ω) with supp v ⊂ Uρ(z0) ∩ Ω and ν > 0.

In the normal coordinate, Pv = Pvodd is odd in ηn and Qv = Qveven is even in ηn.
The key idea of proving this proposition is to reduce the problem to the case where the
boundary is locally flat by invoking the normal coordinate.

Proof. Since vBMO(Ω) ⊂ L1(Ω), see e.g. [11, Theorem 9], by considering the normal
coordinate change y = ψ(η) in Uρ(z0) we can deduce that veven, vodd ∈ L1(Rn) satisfying

‖veven‖L1(Rn) = ‖vodd‖L1(Rn) ≤ 2L2
∗‖v‖L1(Ω).

Hence v ∈ L1(Rn) satisfies the estimate ‖v‖L1(Rn) ≤ CΩ,n‖v‖L1(Ω). Since Ω is a uniform
domain, by [16, Theorem 1] there exists vJ ∈ BMO(Rn) with rΩvJ = v and

[vJ ]BMO(Rn) ≤ CΩ,n[v]BMO∞(Ω).

Suppose that Br(ζ) ⊂ V +
4ρL∗

:= V4ρL∗ ∩ Rn
+. The mean value theorem implies that

ψ(Br(ζ)) ⊂ BL∗r(x) with x = ψ(ζ). By change of variables y = ψ(η) in U4ρL∗(z0), we see
that

1

|Br(ζ)|

∫
Br(ζ)

|v ◦ ψ(η)− c| dη ≤ L∗ ·
1

|Br(ζ)|

∫
ψ(Br(ζ))

|v(y)− c| dy

≤ CnLn+1
∗ · 1

|BL∗r(x)|

∫
BL∗r(x)

|vJ(y)− c| dy

for any constant vector c ∈ Rn. By considering an equivalent definition of the BMO-
seminorm, see e.g. [14, Proposition 3.1.2], we deduce that

[v ◦ ψ]BMO∞(V +
4ρL∗ ) ≤ CΩ,n[v]BMO∞(Ω).

By recalling the results concerning the even extension of BMO functions in the half space,
see [10, Lemma 3.2] and [10, Lemma 3.4], we can deduce that

[veven ◦ ψ]BMO∞(V4ρL∗ ) ≤ CΩ,n[v]BMO∞(Ω). (4.2.5)

Next, we shall estimate the BMO-seminorm of veven. Let Br(x) be a ball with radius
r ≤ ρ

2 . If either Br(x) ∩ Uρ(z0) = ∅ or Br(x) ⊂ Ω, there is nothing to prove. It is
sufficient to consider Br(x) that intersects both Uρ(z0) and Ωc. In this case we can find
x0 ∈ Br(x)∩Uρ(z0). Since Br(x) ⊂ B2r(x0) ⊂ B4ρ(z0) ⊂ U8ρ(z0), by considering change of
variables y = ψ(η) in U8ρ(x0), we have that

1

|Br(x)|

∫
Br(x)

|veven(y)− c| dy ≤ L∗
|Br(x)|

∫
ψ−1(Br(x))

|veven ◦ ψ(η)− c| dη.



4. The Helmholtz decomposition of a space of vector fields with bounded mean oscillation
in a bounded domain 87

For any y ∈ Br(x), we have that |y− z0| < 4ρ. Hence ψ−1(Br(x)) ⊂ BL∗r(ζ) ⊂ B4ρL∗(0) ⊂
V4ρL∗ . By (5.4.1), we deduce that

1

|Br(x)|

∫
Br(x)

|veven(y)− (veven)Br(x)| dy ≤ CΩ,n[v]BMO∞(Ω).

Thus, we obtain that
[veven]

BMO
ρ
2 (Rn)

≤ CΩ,n[v]BMO∞(Ω).

For a ball B with radius r(B) > ρ
2 , a simple triangle inequality implies that

1

|B|

∫
B
|veven(y)− (veven)B| dy ≤

2

|B|

∫
B
|veven(y)| dy ≤ Cn

ρn
‖veven‖L1(Rn).

Therefore, we obtain the BMO estimate for veven, i.e.,

[veven]BMO(Rn) ≤
CΩ,n

ρn
‖v‖vBMO(Ω).

We shall then give the BMO estimate for Pvodd. Since ∇d ∈ C1(ΓRn

ρ0
), there exists

De ∈ C1(Rn) such that ‖De‖C1(Rn) ≤ ‖∇d‖C1(ΓRn
ρ0

) and rΓRn
ρ0
De = ∇d, see the proof of

[11, Theorem 13]. By the multiplication rule for bmo functions, we have that (Pv)E :=
(De · veven)De ∈ bmo(Rn), see also [11, Theorem 13]. Consider the normal coordinate
change in U4ρL∗(z0). Since (Pv)E = Pv in U4ρL∗(z0) ∩ Ω, same argument in the second
paragraph implies that

[Pv ◦ ψ]BMO∞(V +
4ρL∗ ) ≤ CΩ,n‖(Pv)E‖bmo(Rn) ≤

CΩ,n

ρn
‖v‖vBMO(Ω).

Let ζ ∈ V12ρL∗ = ψ−1(U12ρL∗(z0)) with ζn = 0. Let Br(ζ) ⊂ V12ρL∗ and x = ψ(ζ). Since
F (Br(ζ)∩V +

12ρL∗
) ⊂ BL∗r(x)∩Ω, by considering change of variables y = ψ(η) in U12ρL∗(z0),

we can deduce that

1

|Br(ζ)|

∫
Br(ζ)∩V +

12ρL∗

|Pvodd ◦ ψ(η)| dη ≤ Ln+1
∗ [∇d · v]bν . (4.2.6)

Recall the results concerning the odd extension of BMO functions in the half space, see
[10, Lemma 3.1], we have the estimate

[Pvodd ◦ ψ]BMO∞(V4ρL∗ ) ≤
CΩ,n

ρn
‖v‖vBMO(Ω). (4.2.7)

By considering (4.2.7) and the fact that Pvodd = (Pv)E in Ω, same argument in the third
paragraph implies the BMO estimate for Pvodd, i.e.,

[Pvodd]BMO(Rn) ≤
CΩ,n

ρn
‖v‖vBMO(Ω).

Combining the BMO estimates for veven and Pvodd, we have that

[v]BMO(Rn) ≤
CΩ,n

ρn
‖v‖vBMO(Ω).
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Notice that∇d·v = vodd·∇d in Rn. Let x ∈ Γ and r ≤ ρ
L∗

. IfBr(x)∩Uρ(z0) = ∅, then vodd =
0 in Br(x). Suppose that Br(x) ∩ Uρ(z0) 6= ∅. Then we can find x0 ∈ Br(x) ∩ Uρ(z0) ∩ Γ.
Let ζ0 = ψ−1(x0), we have that ψ−1(Br(x)) ⊂ B2L∗r(ζ0) ⊂ V12ρL∗ . Hence,

r−n
∫
Br(x)

|vodd · ∇d| dy ≤
2L∗
rn

∫
B2L∗r(ζ0)∩V +

12ρL∗

|(v · ∇d) ◦ ψ| dη

≤ 2L2
∗

rn

∫
B

2L2∗r
(x0)∩Ω

|∇d · v| dy ≤ CΩ,n[∇d · v]bν .

For r > ρ
L∗

, we simply have that

r−n
∫
Br(x)

|vodd · ∇d| dy ≤
CΩ,n

ρn
‖vodd‖L1(Rn) ≤

CΩ,n

ρn
‖v‖vBMO(Ω).

4.2.3 Volume potentials

To construct mapping v 7→ q1 in Theorem 6.1.2, for some ρ∗ to be determined later in the
next section, we localize v by using the partition of the unity {ϕj}mj=0 associated with the
covering

{Uρ,j}mj=1 ∪ Ωρ/2

as in Section 6.2.1, where ρ is always assumed to satisfy ρ ≤ ρ∗/2. Here and hereafter we
always assumed that Ω is a bounded C3 domain in Rn.

Proposition 4.2.3. There exists a constant Cρ, which depends on ρ only, such that

[∇q1
1]BMO∞(Rn) ≤ Cρ‖v‖vBMO(Ω),

‖∇q1
1(x)‖L∞(ΓRn

ρ/4
) ≤ Cρ‖v‖vBMO(Ω)

for q1
1 = E ∗ div (ϕ0v) and v ∈ vBMO(Ω). In particular,[

∇q1
1

]
bν(Γ)

≤ Cρ‖v‖vBMO(Ω)

for ν < ρ/4.

Proof. By the BMO-BMO estimate [7], we have the estimate[
∇q1

1

]
BMO(Rn)

≤ C[ϕ0v]BMO(Rn).

Consider x ∈ ΓRn

ρ/4. Since ∇q1
1 is harmonic in ΓRn

ρ/2 and B ρ
4
(x) ⊂ ΓRn

ρ/2, the mean value
property for harmonic functions implies that

∇q1
1(x) =

Cn
ρn

∫
B ρ

4
(x)
∇q1

1(y) dy.

By Hölder’s inequality, we can estimate |∇q1
1(x)| by Cn

ρn/2
‖∇q1

1‖L2(Rn). Since the convolution

with ∇2E is bounded in Lp for any 1 < p < ∞, see e.g. [14, Theorem 5.2.7 and Theorem
5.2.10], an interpolation inequality (cf. [4, Lemma 5]) implies that

‖∇q1
1‖L2(Rn) ≤ C‖ϕ0v‖L2(Rn) ≤ C‖ϕ0v‖

1
2

L1(Rn)
[ϕ0v]

1
2

BMO(Rn).
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View ϕ0v as the extension of ϕ0v from Ω to Rn. By the extension theorem for bmo functions
[11, Theorem 12], we estimate [ϕ0v]BMO(Rn) by Cρ[ϕ0v]BMO∞(Ω). Since vBMO(Ω) ⊂
L1(Ω), see [11, Theorem 9], Proposition 6.2.4 implies that

|∇q1
1(x)| ≤ Cρ‖v‖vBMO(Ω)

for any x ∈ ΓRn

ρ/4.

We next set v1 := ϕ0v and v2 := 1 − v1. For each ϕjv2 (j = 1, .,m), we extend as in
Proposition 6.2.5 to get ϕjv2 and set

v2 :=

m∑
j=1

ϕjv2.

Indeed, this extension is independent of the choice ϕj ’s but we do not use this fact. We
next set

v2
tan := Qv2 =

m∑
j=1

Q (ϕjv2)even.

For 1 ≤ j ≤ m, ϕj ∈ C∞c (Uρ,j∩Ω) implies that the even extension of ϕj in Uρ,j with respect
to Γ is Hölder continuous in the sense that (ϕj)even ∈ C0,1(Uρ,j). Moreover, we have that
(ϕj)even ∈ C0,1(Rn) satisifes

‖(ϕj)even‖C0,1(Rn) ≤ Cρ‖(ϕj)even‖C0,1(Uρ,j).

For simplicity of notations, we denote Q (ϕjv2)even by wtan
j for every 1 ≤ j ≤ m. Now,

we are ready to construct the suitable potential corresponding to v2
tan.

Proposition 4.2.4. There exists ρ∗ > 0 such that if ρ < ρ∗/2, then for every 1 ≤ j ≤ m,
there exists a linear operator v 7−→ ptan

j from vBMO(Ω) to L∞(Rn) such that

−∆ptan
j = divwtan

j in U2ρ,j ∩ Ω

and that there exists a constant Cρ, independent of v, such that

[∇ptan
j ]BMO(Rn) ≤ Cρ‖v‖vBMO(Ω),

sup
x∈Γ,r<ρ

1

rn

∫
Br(x)

|∇d · ∇ptan
j | dy ≤ Cρ‖v‖vBMO(Ω).

Having the estimate for the volume potential near the boundary regarding its tangential
component, we are left to handle the contribution from vnor

2 := v2 − vtan
2 . We recall its

decomposition

vnor
2 =

m∑
j=1

P (ϕjv2)odd.

For simplicity of notations, we denote P (ϕjv2)odd by wnor
j for every 1 ≤ j ≤ m. With a

similar idea of proof, we can establish the suitable potential corresponding to vnor
2 .
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Proposition 4.2.5. There exists ρ∗ > 0 such that if ρ < ρ∗/2, then for every 1 ≤ j ≤ m,
there exists a linear operator v 7−→ pnor

j from vBMO(Ω) to L∞(Rn) such that

−∆pnor
j = divwnor

j in U2ρ,j ∩ Ω

and that there exists a constant Cρ, independent of v, such that

[∇pnor
j ]BMO(Rn) ≤ Cρ‖v‖vBMO(Ω),

sup
x∈Γ,r<ρ

1

rn

∫
Br(x)

|∇d · ∇pnor
j | dy ≤ Cρ‖v‖vBMO(Ω).

Once these two propositions are proved, we are able to prove Theorem 6.1.2.

Theorem 6.1.2 admitting Proposition 6.2.7 and 6.2.8. Fix 1 ≤ j ≤ m. Let us first consider
the contribution from the tangential part. We take a cut-off function θj ∈ C∞c (U2ρ,j) such
that θj = 1 on Uρ,j and 0 ≤ θj ≤ 1. We next set

qtan
1,j := θjp

tan
j + E ∗

(
ptan
j ∆θj + 2∇θj · ∇ptan

j

)
.

By definition, Proposition 6.2.7 says that

−∆qtan
1,j = −∆(θjp

tan
j ) + ptan

j ∆θj + 2∇θj · ∇ptan
j

= θj divwtan
j = divwtan

j

in Ω as suppwtan
j ⊂ Uρ,j . By interpolation as in the proof of Proposition 6.2.7, we observe

that ‖ptan
j ‖L∞(Rn), ‖∇ptan

j ‖Lp(Rn) are controlled by ‖v‖BMO(Ω). Since ∇E is in Lp
′
(BR) for

p′ < n/(n− 1) where R = diam Ω + 4ρ, it follows that

sup
Rn
|∇E ∗ (ptan

j ∆θj + 2∇θj · ∇ptan
j )| ≤ Cρ‖v‖vBMO(Ω).

Thus, by Proposition 6.2.7, we conclude that the restriction of qtan
1,j on Ω, which is still

denoted by qtan
1,j , fulfills

‖∇qtan
1,j ‖vBMO(Ω) ≤ Cρ‖v‖vBMO(Ω). (4.2.8)

By Proposition 6.2.8, a similar argument yields an estimate of type (4.2.8) for

qnor
1,j := θjp

nor
j + E ∗ (pnor

j ∆θj + 2∇θj · ∇pnor
j ).

Set

q2
1 =

m∑
j=1

qtan
1,j , q

3
1 =

m∑
j=1

qnor
1,j , q1 = q1

1 + q2
1 + q3

1.

Observe that q2
1 and q3

1 satisfy the desired estimates in Theorem 6.1.2. Moreover, by
construction we have that

−∆q1 = −∆q1
1 −∆q2

1 −∆q3
1

= div v1 +
m∑
j=1

divwtan
j +

m∑
j=1

divwnor
j

= div(v1 + v2) = div v

in Ω.
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4.3 Volume potentials based on normal coordinates

Our goal in this section is to prove Proposition 6.2.7 and Proposition 6.2.8. We write
the Laplace operator by a normal coordinate system and construct a volume potential
keeping the parity of functions with respect to the boundary. For this purpose, we adjust
a perturbation method called a freezing coefficient method which is often used to construct
a fundamental solution to an operator with variable coefficients.

4.3.1 A perturbation method keeping parity

We consider an elliptic operator of the form

L0 = A−B, A = −∆η, B =
∑

1≤i,j≤n−1

∂ηibij(η)∂ηj

in a cylinder V4ρ. We assume that

(B1) (Regularity) bij ∈ Lip(V4ρ) (1 ≤ i, j ≤ n− 1),

(B2) (Parity) bij is even in ηn, i.e., bij(η
′, ηn) = bij(η

′,−ηn) for η ∈ V4ρ,

(B3) (Smallness) bij(0) = 0 (1 ≤ i, j ≤ n− 1).

For ρ > 0, let Yρ denotes the space{
g ∈ BMO(Rn) ∩ L2(Rn)

∣∣ supp g ⊂ Vρ, g(η′, ηn) = g(η′,−ηn) for η ∈ Vρ
}
,

whereas Zρ denotes the space{
f ∈ BMO(Rn)

∣∣ supp f ⊂ Vρ, f(η′, ηn) = −f(η′,−ηn) for η ∈ Vρ
}
.

The oddness condition in Zρ guarantees that

1

rn

∫
Br(η′,0)

f dη = 0

for any r > 0 and η′ ∈ Rn−1, which implies that

1

rn

∫
Br(η′,0)

|f | dη ≤ [f ]BMO(Rn)

for any r > 0 and η′ ∈ Rn−1. Hence f is L1 in Rn.

Lemma 4.3.1. Assume that (B1) – (B3). Then, there exists ρ∗ > 0 depending only on
n and b such that the following property holds provided that ρ ∈ (0, ρ∗). There exists a
bounded linear operator f 7→ qo from Zρ to L∞(Rn) such that

(i)

[∇ηqo]BMO(Rn) ≤ C[f ]BMO(Rn) for all f ∈ Zρ

with some C independent of f ;

(ii)

L0qo = ∂ηnf in V2ρ;
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(iii) qo is even in Rn with respect to ηn, i.e. qo(η
′, ηn) = qo(η

′,−ηn) ∀ η ∈ Rn;

(iv)

sup

{
1

rn

∫
Br(η′,0)

|∂ηnqo| dη
∣∣∣∣ 0 < r <∞, η′ ∈ Rn−1

}
≤ C[f ]BMO(Rn).

Proof. By (B3) and (B1), we observe that

lim
ρ↓0
‖bij‖Cγ(V4ρ)

/
ρ1−γ <∞

for any γ ∈ (0, 1) and 1 ≤ i, j ≤ n − 1. Indeed, for 1 ≤ i, j ≤ n − 1, (B1) and (B3) imply
that

‖bij‖L∞(V4ρ) ≤ 8Lρ,

[bij ]Cγ(V4ρ) := sup
{
|bij(η)− bij(ζ)|

/
|η − ζ|γ

∣∣∣ η, ζ ∈ V4ρ

}
≤ L(16ρ)1−γ ,

where L is the maximum of Lipschitz bound for bij for all 1 ≤ i, j ≤ n− 1. We next take a
cut-off function. We take θ ∈ C∞c (V4) such that θ = 1 on V2 and 0 ≤ θ ≤ 1 in V4, we may
assume θ is radial so that θ is even in ηn. We rescale θ by setting

θρ(η) = θ(η/ρ)

so that θρ = 1 on V2ρ. Since ‖∇θρ‖∞ρ is bounded as ρ→ 0, we see that

lim
ρ↓0

[θρ]Cγ(V4ρ)ρ
γ <∞.

Hence, the estimate

[θρbij ]Cγ(V4ρ) ≤ [θρ]Cγ(V4ρ)‖bij‖L∞(V4ρ) + [bij ]Cγ(V4ρ)‖θρ‖L∞(V4ρ)

implies that
lim
ρ↓0
‖θρbij‖Cγ(V4ρ)

/
ρ1−γ <∞.

We then set

L1 = A−B1, B1 =
∑

1≤i,j≤n−1

∂ηib
ρ
ij∂ηj , bρij = bijθρ.

For 1 ≤ i, j ≤ n − 1, notice that bρij satisfies the same property of bij in (B1) – (B3).
Moreover,

supp bρij ⊂ V4ρ and
∥∥∥bρij∥∥∥

Cγ(V4ρ)
≤ cbρ1−γ , ρ > 0

with some cb independent of ρ. Since supp bρij ⊂ V4ρ, we actually have that bρij ∈ Cγ(Rn)
together with the estimate

‖bρij‖Cγ(Rn) ≤ ‖b
ρ
ij‖Cγ(V4ρ).

For a given f ∈ Zρ, we define qo by

qo :=

∞∑
k=0

A−1
(
B1A

−1
)k
∂ηnf,
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where formally for a function h we mean A−1h by E ∗ h. The parity condition (iii) is clear
once qo is well defined as a function. Since

L1qo =
∞∑
k=0

(
B1A

−1
)k
∂ηnf −

∞∑
k=1

(
B1A

−1
)k
∂ηnf = ∂ηnf

in Rn, the property (ii) then follows since L1 = L0 in V2ρ.
It remains to prove the convergence of qo as well as (i). For this purpose, we reinterpret

qo in a different way. We rewrite

B1 = div′ ·∇′B with ∇′B =

n−1∑
j=1

bρij∂ηj


1≤i≤n−1

and observe that

qo =
∞∑
k=0

A−1 div′ ·Gk · ∇′BA−1∂ηnf +A−1∂ηnf,

G := ∇′BA−1 div′ .

Denote
bρ :=

(
bρij

)
1≤i,j≤n−1

.

Since ∂ηαA
−1∂ηβ is bounded in BMO [7] and also in Lp (1 < p <∞) for all α, β = 1, . . . , n,

see e.g. [14, Theorem 5.2.7 and Theorem 5.2.10], by a multiplication theorem we can deduce
the estimates

‖Gh‖Lp(Rn) ≤ Cp‖bρ‖L∞(Rn)‖h‖Lp(Rn), (4.3.1)

[Gh]BMO(Rn) ≤ C ′∞‖bρ‖Cγ(Rn)

(
[h]BMO(Rn) + ‖h‖L1(Rn)

)
(4.3.2)

provided that supp h ⊂ V4ρ and ρ < 1. Here Cp and C ′∞ are independent of ρ and h.
Similar estimate holds for ∇′BA−1∂ηn . Since ‖f‖L1(Rn) ≤ Cρ[f ]BMO(Rn) for f ∈ Zρ, by
an interpolation (cf. [4, Lemma 5]) we see that the Lp norm of f is also controlled, i.e.,
‖f‖Lp(Rn) ≤ Cρ[f ]BMO(Rn) for any 1 ≤ p < ∞. By the support condition, A−1 div′ and
A−1∂ηn is bounded from Lp → L∞ for p > n with bound K, we see that

‖qo‖L∞(Rn) ≤ K

∥∥∥∥∥
∞∑
k=0

Gk∇′BA−1∂ηnf

∥∥∥∥∥
Lp(Rn)

+ ‖f‖Lp(Rn)


≤ K

( ∞∑
k=0

Ck+1
p ‖bρ‖k+1

L∞(Rn)‖f‖Lp(Rn) + ‖f‖Lp(Rn)

)
, p > n.

If ρ is taken small so that
∞∑
k=0

(Cp · 8Lρ)k+1 <∞,

then qo converges uniformly in Rn and ‖qo‖L∞(Rn) ≤ Cρ[f ]BMO(Rn) with some Cρ inde-
pendent of f .

Set
‖h‖BMOLp(Rn) := [h]BMO(Rn) + ‖h‖Lp(Rn).
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By estimates (4.3.1) and (4.3.2), we observe that

‖Gh‖BMOLp(Rn) ≤ C∗‖bρ‖Cγ(Rn)‖h‖BMOLp(Rn), 1 < p <∞,

where C∗ = Cp +C ′∞ ·Cn with Cn independent of ρ and h. We next estimate ∇qo. By the
similar estimate for ∇′BA−1 div′ and ∇′BA−1∂ηn , we have that

‖∇qo‖BMOLp(Rn) ≤

( ∞∑
k=0

Ck+1
∗ ‖bρ‖k+1

Cγ(Rn) + C∗‖bρ‖Cγ(Rn)

)
‖f‖BMOLp(Rn).

We fix p > n and take ρ < 1
8LCp

sufficiently small so that

∞∑
k=0

(
C∗ · cbρ1−γ)k+1

<∞.

Then we get our desired estimate

‖∇qo‖BMOLp(Rn) ≤ Cρ‖f‖BMOLp(Rn) ≤ Cρ[f ]BMO(Rn)

for f ∈ Zρ. This completes the proof of (i).
Since ∂ηnqo is odd in ηn so that

1

rn

∫
Br(η′,0)

∂ηnqo dη = 0

for any η′ ∈ Rn−1, the left-hand side of (iv) is estimated by a constant multiple of
[∂ηnqo]BMO(Rn), which is estimated by a constant multiple of [f ]BMO(Rn). The proof of
(iv) is now complete.

Similarly, we are able to establish the following which corresponds to a version of Lemma
4.3.1 for the space Yρ.

Lemma 4.3.2. Assume that (B1) – (B3). Then, there exists ρ∗ > 0 depending only on n
and b such that the following property holds provided that ρ ∈ (0, ρ∗). For each 1 ≤ i ≤ n−1,
there exists a bounded linear operator g 7→ qe,i from Yρ to L∞(Rn) such that

(i)

[∇qe,i]BMO(Rn) ≤ C‖g‖BMOL2(Rn) for all g ∈ Yρ

with some C independent of f ;

(ii)

L0qe,i = ∂ηig in V2ρ;

(iii) qe,i is even in Rn with respect to ηn, i.e. qe,i(η
′, ηn) = qe,i(η

′,−ηn) ∀ η ∈ Rn;

(iv)

sup

{
1

rn

∫
Br(η′,0)

|∂ηnqe,i| dη
∣∣∣∣ 0 < r <∞, η′ ∈ Rn−1

}
≤ C‖g‖BMOL2(Rn).
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Proof. Fix 1 ≤ i ≤ n− 1. Since g is even in Rn with respect to ηn, ∂ηig is also even in Rn

with respect to ηn. This means that ∂ηig has the same parity with ∂ηnf in Lemma 4.3.1.
By considering

qe,i :=

∞∑
k=0

A−1(B1A
−1)k∂ηig,

exactly the same arguments of the proof of Lemma 4.3.1 finish the rest of the work.

We take ρ∗ in Lemma 4.3.1 and Lemma 4.3.2 to be

ρ∗ := min

{
ρ0,∗,

1

8LCp
,

(
1

C∗ · cb

) 1
1−γ
}
.

4.3.2 Laplacian in a normal coordinate system

Take z0 ∈ Γ. Let us recall the normal coordinate system (4.2.3) introduced in Section 6.2.1,
i.e., {

x′ = η′ + ηn∇′d(η′, hz0(η′));
xn = hz0(η′) + ηn∂ηnd(η′, hz0(η′))

in Uρ0(z0) with ∇′hz0(0′) = 0, hz0(0′) = 0 up to translation and rotation such that z0 = 0
and

−n
(
η′, hz0(η′)

)
=
(
−∇′hz0(η′), 1

) / (
1 +

∣∣∇′z0h(η′)
∣∣2)1/2

, η′ ∈ Bρ0 .

Since Γ is C3, the mapping x = ψ(η) ∈ C2(Vρ0) in Uρ0(z0), it is a local C2-diffeomorphism.
Moreover, its Jacobi matrix Dψ is the identity at 0, i.e.,

∇ψ(0) = I = ∇ψ−1(0).

A direct calculation shows that in Uρ0(z0) ∩ Ω,

−∆x = −∆η −


∑

1≤i,j≤n−1
i 6=j

γij∂ηi∂ηj +
n−1∑
j=1

(γjj − 1)∂2
ηj


−

∑
1≤i,j≤n

∂2ηj
∂x2

i

∂ηj , γij =

n∑
k=1

∂ηj
∂xk

∂ηi
∂xk

.

Note that γjj(0) = 1 while γij(0) = 0 if i 6= j. Changing order of multiplication and
differentiation, we conclude that

−∆x = L̃0 + M̃,

L̃0 := A− B̃, A := −∆η, B̃ :=
∑

1≤i,j≤n−1

∂ηi b̃ij(η)∂ηj ,

M̃ :=

n∑
j=1

c̃j(η)∂ηj

with b̃ij = γij−δij , c̃j = −
∑n

i=1
∂2ηj
∂x2
i

+
∑n

i=1 ∂ηiγij . Note that if Γ = ∂Ω is C3, b̃ij ∈ C1(Vρ0)

and c̃j ∈ C(Vρ0). We restrict b̃ij , c̃j in Vρ0 ∩Rn
+ and extend to Vρ0 so that the extended
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function bij , cj ’s are even in Vρ0 with respect to ηn, i.e., we set bij = Eeven rVρ0∩R
n
+
b̃ij

and cj = Eeven rVρ0∩R
n
+
c̃j . By this extension, bij may not be in C1 but still Lipschitz and

cj ∈ C(Vρ0). We set

B :=
∑

1≤i,j≤n−1

∂ηibij(η)∂ηj ,

M :=

n∑
j=1

cj(η)∂ηj

and
L := L0 +M, L0 = A−B.

The operator L may not agree with −∆x outside Uρ0(z0) ∩ Ω. We summarize what we
observe so far.

Proposition 4.3.3. Let Γ = ∂Ω be C3 and ρ0 be chosen as in Section 6.2.1. For z0 ∈ Γ,
L0 satisfies (B1) – (B3). Moreover, −∆x = L in Uρ0(z0)∩Ω and the coefficient of M is in
C(Vρ0).

Although we do not use the explicit formula of ∆ in normal coordinates, we give it for
n = 2 when we take the arc length parameter s to represent Γ. The coordinate transform
is of the form

x1 = φ1(x) + rφ′2(s)

x2 = φ2(x)− rφ′1(s)

with φ′21 + φ′22 = 1 and r = d(x). A direct calculation yields

−∆x = −∆s,r − ∂s
(

1

J2
− 1

)
∂s −

∂sJ

J3
∂s −

1

r

(
1− 1

J

)
∂r,

where J = 1 + rκ and κ is the curvature. We see that that the even extension of coefficient
does not agree with −∆x outside Ω.

4.3.3 bmo invariant under local C1-diffeomorphism

Before we give the proofs to Proposition 6.2.7 and 6.2.8, we shall first establish the fact
that the bmo estimate of a compactly supported function is preserved under a local C1-
diffeomorphism. Let V,U ⊂ Rn be two domains, we consider a local C1-diffeomorphism
ψ : V 7→ U . Suppose that

‖∇ηψ‖L∞(V ) + ‖∇xψ−1‖L∞(U) <∞.

Let ρ > 0. Assume that there exist two bounded subdomains Vρ ⊂ V,Uρ ⊂ U such that
ψ : Vρ 7→ Uρ is also a local C1-diffeomorphism. Set

K∗ := max
{

1, ‖∇ηψ‖L∞(V ) + ‖∇xψ−1‖L∞(U)

}
.

We assume further that there exists a constant c0 such that for some η0 ∈ Vρ,

Vρ ⊂ Bc0ρ(η0) ⊂ BK∗(c0+3)ρ(η0) ⊂ V, Uρ ⊂ Bc0ρ(x0) ⊂ BK∗(c0+3)ρ(x0) ⊂ U

where x0 = ψ(η0).
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Proposition 4.3.4. Let f ∈ bmo(Rn) with supp f ⊂ Vρ, then f ◦ψ−1 ∈ bmo(Rn) satisfies

‖f ◦ ψ−1‖bmo(Rn) ≤ Cρ‖f‖bmo(Rn).

Proof. Since supp f ◦ ψ−1 ⊂ Uρ, we can treat f ◦ ψ−1 as a function in Rn with value zero
outside Uρ. The compactness of Vρ in Rn implies that ‖f‖bmo(Rn) = ‖f‖BMOL1(Rn). Thus,
the L1 estimate

‖f ◦ ψ−1‖L1(Rn) ≤ C‖f‖L1(Rn)

is obvious. Since ψ ∈ C1(Vρ), an equivalent definition of the BMO-seminorm (cf. [15,
Proposition 3.1.2]) implies that

[f ◦ ψ−1]BMO∞(B(c0+1)ρ(x0)) ≤ ‖∇xψ−1‖nL∞(U) · ‖∇ηψ‖L∞(V ) · [f ]BMO(Rn).

As Uρ ⊂ Bc0ρ(x0), by the extension theorem of bmo functions [11, Theorem 12], we obtain
that

‖f ◦ ψ−1‖bmo(Rn) ≤ Cρ‖f ◦ ψ−1‖bmo∞∞(B(c0+1)ρ(x0)) ≤ Cρ‖f‖bmo(Rn).

Similarly, if g ∈ bmo(Rn) with supp g ⊂ Uρ, then we have that g ◦ ψ ∈ bmo(Rn)
satisfying

‖g ◦ ψ‖bmo(Rn) ≤ Cρ‖g‖bmo(Rn).

Even if we are considering vector fields instead of scalar functions, similar results hold.

Proposition 4.3.5. Let ∇ηf ∈ bmo(Rn) with supp∇ηf ⊂ Vρ, then ∇x(f◦ψ−1) ∈ bmo(Rn)
satisfying

‖∇x(f ◦ ψ−1)‖bmo(Rn) ≤ Cρ‖∇ηf‖bmo(Rn).

Proof. Since ∇ηf is compactly supported, the L1 estimate

‖∇x(f ◦ ψ−1)‖L1(Rn) ≤ C‖∇ηf‖L1(Rn)

is obvious. Pick a cut-off function θ∗,ρ ∈ C∞c (BK∗(c0+3)ρ(η0)) such that θ∗,ρ = 1 in
BK∗(c0+2)ρ(η0). Consider Br(x) ⊂ B(c0+1)ρ(x0) with r < ρ. Let η = ψ−1(x). Since
ψ−1(Br(x)) ⊂ BK∗(c0+2)ρ(η0), we have that

1

rn

∫
Br(x)

|∂xi(f ◦ ψ−1)− c| dy ≤ K∗
rn

∫
ψ−1(Br(x))

∣∣∣∣ ∑
1≤l≤n

θ∗,ρ

(
∂ηl
∂xi

)
ψ

∂ηlf − c
∣∣∣∣ dη

for any c ∈ Rn, 1 ≤ i ≤ n. By considering an equivalent definition of the BMO-seminorm,
see e.g. [15, Proposition 3.1.2], we deduce that

[∇x(f ◦ ψ−1)]BMO∞(B(c0+1)ρ(x0)) ≤ Kn+1
∗

[ ∑
1≤i,l≤n

θ∗,ρ

(
∂ηl
∂xi

)
ψ

∂ηlf

]
BMO(Rn)

≤ Cρ‖∇ηf‖bmo(Rn).

As Uρ ⊂ Bc0ρ(x0), by the extension theorem of bmo functions [11, Theorem 12], we obtain
that

‖∇x(f ◦ ψ−1)‖bmo(Rn) ≤ Cρ‖∇x(f ◦ ψ−1)‖bmo∞∞(B(c0+1)ρ(x0)) ≤ Cρ‖∇ηf‖bmo(Rn).
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If ∇xg ∈ bmo(Rn) with supp∇xg ⊂ Uρ, same proof of Proposition 4.3.5 shows that
∇η(g ◦ ψ) ∈ bmo(Rn) satisfying

‖∇η(g ◦ ψ)‖bmo(Rn) ≤ Cρ‖∇xg‖bmo(Rn).

Let h be either a scalar function or a vector field which is compactly supported in Uρ, for
simplicity of notations we denote hψ := h ◦ψ. If h is a vector field, we denote hψ,i := hi ◦ψ
for 1 ≤ i ≤ n.

4.3.4 Volume potential for tangential component

Let ρ ∈ (0, ρ∗/2) and fix 1 ≤ j ≤ m. Since ϕjv2 ∈ vBMO(Ω) with supp ϕjv2 ⊂ Uρ,j ∩ Ω,
Proposition 6.2.5 implies that (ϕjv2)even ∈ BMOL1(Rn). By the product estimate for bmo
functions [11, Theorem 13], we see that wtan

j = Q(ϕjv2) ∈ BMOL1(Rn) with suppwtan
j ⊂

Uρ,j . For simplicity of notations, we set v2,j := (ϕjv2)even.
Let ψ : V4ρ 7→ U4ρ,j be the normal coordinate change defined by (4.2.3) in Section 6.2.1.

Since ρ < ρ∗/2, we have that

V4ρ ⊂ B12ρ(0) ⊂ B24L∗ρ(0) ⊂ Vρ0 , U4ρ,j ⊂ B12ρ(zj) ⊂ B24L∗ρ(zj) ⊂ Uρ0,j .

By Proposition 4.3.4 and 4.3.5, we see that ψ, in this case, is a local C2-diffeomorphism
that preserves bmo estimates for functions or vector fields compactly supported in V4ρ. As
a result, (v2,j)ψ ∈ BMOL1(Rn) satisfies the estimate

‖(v2,j)ψ‖BMOL1(Rn) ≤ Cρ‖v2,j‖BMOL1(Rn).

Note that similar conclusions hold if we consider ψ−1 : U4ρ,j 7→ V4ρ instead.

Proposition 6.2.7. For 1 ≤ i ≤ n and 1 ≤ k ≤ n− 1, we define(
∂ηk
∂xi

)
∗

:= Eeven rV4ρ∩Rn
+

(
∂ηk
∂xi

)
ψ

and gi,k :=

(
∂ηk
∂xi

)
∗
· (v2,j)ψ,i.

We consider

(divxw
tan
j )ψ,∗ :=

∑
1≤i≤n,

1≤k≤n−1

{
∂ηkgi,k − ∂ηk

(
∂ηk
∂xi

)
ψ

· (v2,j)ψ,i

}

−
∑

1≤i≤n,
1≤k≤n−1

(
∂ηk
∂xi

)
ψ

·

 ∑
1≤l≤n

(v2,j)ψ,l ·
(
∂ηn
∂xl

)
ψ

 · ∂2xi
∂ηk∂ηn

in V4ρ = ψ−1(U4ρ,j). Let L = L0 +M be the operator in Proposition 4.3.3 and L−1
0 be the

operator in Lemma 4.3.2. Let 1 ≤ i ≤ n and 1 ≤ k ≤ n− 1. We set

qi,kj,1,ψ := −θρL−1
0 ∂ηkgi,k

where θρ is the cut-off function defined in the proof of Lemma 4.3.1. There exists (∂ηk∂xi
)∗ ∈

C0,1(Rn), see e.g. [11, Theorem 13], such that the restriction of (∂ηk∂xi
)∗ in V4ρ equals (∂ηk∂xi

)∗

and ‖(∂ηk∂xi
)∗‖C0,1(Rn) ≤ ‖(∂ηk∂xi

)∗‖C0,1(V4ρ). By viewing gi,k as (∂ηk∂xi
)∗ · (v2,j)ψ,i, we see that
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gi,k ∈ BMOL1(Rn). Hence, qi,kj,1,ψ ∈ L
∞(Rn) is well-defined which satisfies all conditions

in Lemma 4.3.2. Let f i,kj,1,ψ := MθρL
−1
0 ∂ηkgi,k. We can define

qi,kj,1 := qi,kj,1,ψ ◦ ψ
−1, f i,kj,1 := f i,kj,1,ψ ◦ ψ

−1

in Uρ0,j . Notice that supp qi,kj,1, supp f i,kj,1 ⊂ U4ρ,j , we can indeed treat qi,kj,1, f
i,k
j,1 as functions

defined in Rn where their values outside U4ρ,j equal zero. Proposition 4.3.5 shows that

∇xqi,kj,1 ∈ BMO(Rn) satisfies the estimate

[∇xqi,kj,1]BMO(Rn) ≤ Cρ‖∇ηq
i,k
j,1,ψ‖BMOL2(Rn) ≤ Cρ‖gi,k‖BMOL2(Rn).

Let pi,kj,1 := E ∗ f i,kj,1 . By Lemma 4.3.2 again, we can prove that

‖pi,kj,1‖L∞(Rn) + ‖∇xpi,kj,1‖L∞(Rn) ≤ Cρ‖f
i,k
j,1,ψ‖Lp(V2ρ) ≤ Cρ‖gi,k‖Lp(Rn)

with some p > n. Thus, pi,kj,1 is well-defined. By Proposition 6.2.5, we have that

‖gi,k‖BMOL1(Rn) ≤ Cρ‖v2,j‖BMOL1(Rn) ≤ Cρ‖v‖vBMO(Ω).

Hence, by an interpolation (cf. [4, Lemma 5]),

‖gi,k‖Lp(Rn) ≤ Cρ‖v‖vBMO(Ω)

for any 1 < p <∞.
For lower order term qi,kj,2,ψ := ∂ηk(∂ηk∂xi

)ψ · (v2,j)ψ,i, we set qi,kj,2 := qi,kj,2,ψ ◦ ψ
−1 in Uρ0,j .

Similar as qi,kj,1, we can treat qi,kj,2 as a function in Rn with value zero outside Uρ,j since

supp qi,kj,2 ⊂ Uρ,j . Define pi,kj,2 := E ∗ qi,kj,2. Since E and ∇xE are locally integrable, we have
that

‖pi,kj,2‖L∞(Rn) + ‖∇xpi,kj,2‖L∞(Rn) ≤ Cρ‖q
i,k
j,2,ψ‖Lp(Vρ) ≤ Cρ‖v2,j‖Lp(Uρ,j)

for some p > n. By an interpolation (cf. [4, Lemma 5]) again, we deduce that

‖pi,kj,2‖L∞(Rn) + ‖∇xpi,kj,2‖L∞(Rn) ≤ Cρ‖v‖vBMO(Ω).

This argument also holds for lower order term

qi,kj,3,ψ :=

(
∂ηk
∂xi

)
ψ

·

 ∑
1≤l≤n

(v2,j)ψ,l ·
(
∂ηn
∂xl

)
ψ

 · ∂2xi
∂ηk∂ηn

.

By letting qi,kj,3 := qi,kj,3,ψ ◦ ψ
−1 in Uρ0,j and pi,kj,3 := E ∗ qi,kj,3, we can show that

‖pi,kj,3‖L∞(Rn) + ‖∇xpi,kj,3‖L∞(Rn) ≤ Cρ‖v‖vBMO(Ω).

Set
ptan
j :=

∑
1≤i≤n,

1≤k≤n−1

(
qi,kj,1 + pi,kj,1 + pi,kj,2 + pi,kj,3

)
.
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Since a direct calculation implies that

(divxw
tan
j )ψ =

∑
1≤i≤n,

1≤k≤n−1

(
∂ηk
∂xi

)
ψ

· ∂ηk(v2,j)ψ,i

−
∑

1≤i≤n,
1≤k≤n−1

(
∂ηk
∂xi

)
ψ

·

 ∑
1≤l≤n

(v2,j)ψ,l ·
(
∂ηn
∂xl

)
ψ

 · ∂2xi
∂ηk∂ηn

in normal coordinate in V4ρ = ψ−1(U4ρ,j), it is easy to see that

−∆xp
tan
j = divwtan

j

in U2ρ,j ∩ Ω. Calculations above ensures that

[∇xptan
j ]BMO(Rn) ≤ Cρ‖v‖vBMO(Ω).

Since supp qi,kj,1 ⊂ U4ρ,j , we consider x ∈ Γ and r < ρ such that Br(x)∩U4ρ,j 6= ∅. By change
of variables y = ψ(η) in U4ρ,j , we deduce that∫

Br(x)∩U4ρ,j

|∇yqi,kj,1 · ∇yd| dy ≤ C
∫
BL∗r(ζ)

|∂ηnq
i,k
j,1,ψ| dη

where ζ = ψ−1(x) and ζn = 0. By Lemma 4.3.2, we see that∫
BL∗r(ζ)

|∂ηnq
i,k
j,1,ψ| dη ≤ r

nCρ‖v‖vBMO(Ω).

Since ∇xpi,kj,l ∈ L
∞(Rn) for l = 1, 2, 3, we finally obtain that

1

rn

∫
Br(x)

|∇yptan
j · ∇yd| dy ≤ Cρ‖v‖vBMO(Ω).

4.3.5 Volume potential for normal component

Consider ρ ∈ (0, ρ∗/2) and 1 ≤ j ≤ m. We let gj := ∇d ·(ϕjv2)odd. Since ϕjv2 ∈ vBMO(Ω)
with suppϕjv2 ⊂ Uρ,j ∩ Ω, by Proposition 6.2.5 we see that gj ∈ BMO(Rn) ∩ bν(Γ). In
particular, we have the estimate

[gj ]BMO(Rn) + [gj ]bν(Γ) ≤ Cρ‖v‖vBMO(Ω).

Considering the normal coordinate in U4ρ,j , gj is odd in ηn. Note that wnor
j = gj∇d.

Proposition 6.2.8. Since ∇d ∈ C1(Uρ0,j), by Proposition 6.2.5 we have that

[wnor
j ]BMO(Rn) ≤ C‖∇d‖Cγ(Uρ0,j)

‖gj‖BMOL1(Rn) ≤ Cρ‖v‖vBMO(Ω).

We note that
divxw

nor
j = ∇xgj · ∇xd+ gj∆xd.
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Let gj,ψ := gj ◦ ψ in Uρ0,j . We may treat gj,ψ as a function in Rn with value zero outside
Vρ. By Proposition 4.3.4, we have that

[gj,ψ]BMO(Rn) ≤ Cρ‖gj‖BMOL1(Rn).

In normal coordinate, ∇xgj · ∇xd = ∂ηngj,ψ. We introduce the operator L = L0 + M in
Proposition 4.3.3. Since gj,ψ ∈ Zρ, we set

p1,j,ψ := θρL
−1
0 ∂ηngj,ψ

where θρ is the cut-off function of V2ρ in the proof of Lemma 4.3.1. p1,j,ψ satisfies all
conditions in Lemma 4.3.1. Set fj,ψ := −MθρL

−1
0 ∂ηngj,ψ. We define

p1,j := p1,j,ψ ◦ ψ−1, fj := fj,ψ ◦ ψ−1

in Uρ0,j . Notice that p1,j ∈ L∞(Rn) and fj ∈ Lp(Rn) with some p > n. By Proposition
4.3.5,

[∇xp1,j ]BMO(Rn) ≤ Cρ[∇ηp1,j,ψ]BMO(Rn) ≤ Cρ[gj,ψ]BMO(Rn).

Set
pnor
j = p1,j + p2,j + p3,j

with p2,j = E ∗fj and p3,j = E ∗ (gj∆xd). This pnor
j satisfies all desired properties required.

For lower order terms p2,j and p3,j , we have that

‖p2‖L∞(Rn) + ‖∇p2‖L∞(Rn) + ‖∇p3‖L∞(Rn) + ‖p3‖L∞(Rn) ≤ Cρ‖gj‖Lp(Rn)

as E and ∇xE are both locally integrable. By an interpolation (cf. [4, Lemma 5]), we
obtain that

[∇xpnor
j ]BMO(Rn) ≤ Cρ‖gj‖BMOL1(Rn) ≤ Cρ‖v‖vBMO(Ω).

Since supp p1,j ⊂ Uρ,j , we consider x ∈ Γ and r < ρ such that Br(x) ∩ Uρ,j 6= ∅. Set
ζ = ψ−1(x) with ζn = 0. Consider change of variable y = ψ(η) in U4ρ,j , by Lemma 4.3.1
we see that∫

Br(x)∩Uρ,j
|∇yd · ∇yp1,j | dy ≤ C

∫
BL∗r(ζ)

|∂ηnp1,j,ψ| dη ≤ Cρ[gj,ψ]BMO(Rn).

By the L∞-estimates of ∇yp2 and ∇yp3, we get that

1

rn

∫
Br(x)

|∇yd · ∇ypnor
j | dy ≤ Cρ‖v‖vBMO(Ω).

Finally, a simple substitution shows that

−∆xp
nor
j = ∇xd · ∇xgj − fj + fj + gj∆xd = divxw

nor
j

in U2ρ(z0) ∩ Ω.
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4.4 Neumann problem with bounded data

We consider the Neumann problem for the Laplace equation problem (6.1.4) for the Laplace
equation. If Ω is a smooth bounded domain, as well-known, for g ∈ H−1/2(Γ), there is a
unique (up to constant) weak solution u ∈ H1(Ω) provided that g fulfills the compatibility
condition ∫

Γ
g dHn−1 = 0; (4.4.1)

see e.g. [18]. The main goal of this section is to prove that ∇u belongs to vBMO∞,∞(Ω)
provided that g ∈ L∞(Γ). In other words, we prove Lemma 6.1.4.

To prove Lemma 6.1.4, we represent the solution by using the Neumann-Green function.
Let N(x, y) be the Green function, i.e., a solution v of

−∆xv = δ(x− y)− |Ω|−1 in Ω

∂v

∂nx
= 0 on ∂Ω

for y ∈ Ω. It is easy to see that the solution u of (6.1.4) satisfying
∫

Ω u dx = 0 is given as

u(x) =

∫
Γ
N(x, y)g(y) dHn−1(y).

The function N is decomposed as

N(x, y) = E(x− y) + h(x, y),

where h ∈ C∞(Ω× Ω) is a milder part. We recall h(x, y) = h(y, x) and

sup
x∈Ω

∫
Ω

∣∣∣∇kyh(x, y)
∣∣∣1+δ

dy <∞

for k = 0, 1, 2 with some δ > 0; see [12, Lemma 3.1]. In particular, by applying the standard
Lp estimate for the Neumann problem in the proof of [12, Lemma 3.1] to ∇yh(·, y), we can
deduce that

sup
x∈Ω

∫
Ω
|∇x∇yh(x, y)|1+δ dy <∞.

Hence, we see that ∇xh(x, ·) ∈ W 1,1+δ(Ωy). By the trace theorem for Sobolev space
W 1,1+δ(Ωy), this yields

M0 := sup
x∈Ω

∫
Γ
|∇xh(x, y)|1+δ dHn−1(y) <∞. (4.4.2)

We decompose u as

u(x) = E ∗ (δΓ ⊗ g) +

∫
Γ
h(x, y)g(y) dHn−1(y) = I + II.

The estimate (4.4.2) yields
‖∇II‖L∞(Ω) ≤M0‖g‖L∞(Γ),

so to prove Lemma 6.1.4 it suffices to estimate ∇I. In other words, Lemma 6.1.4 follows
from the next lemma.
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Lemma 4.4.1. Let Ω be a bounded domain in Rn with C2 boundary Γ = ∂Ω.

(i) (BMO estimate) There exists a constant C1 such that

[∇ (E ∗ (δΓ ⊗ g))]BMO(Rn) ≤ C1‖g‖L∞(Γ) (4.4.3)

for all g ∈ L∞(Γ).

(ii) (L∞ estimate for normal component) There exists a constant C2 such that

‖∇d · ∇ (E ∗ (δΓ ⊗ g))‖L∞(ΓRn
ρ0
∩Ω) ≤ C2‖g‖L∞(Γ) (4.4.4)

for all g ∈ L∞(Γ).

Here E ∗ (δΓ⊗g) is defined as E ∗ (δΓ⊗g)(x) :=
∫

ΓE(x−y)g(y) dHn−1(y) for a function
g on Γ. We shall prove Lemma 6.3.3 in following subsections.

4.4.1 BMO estimate

To see the idea, we shall prove (4.4.3) in the case where Γ is flat. Let Γ = ∂Rn
+ and

Rn
+ = {(x1, . . . , xn) | xn > 0}. In this case,

∇ (E ∗ (δΓ ⊗ g)) = ∇∂xnE ∗ 1Rn
+
g̃

where g̃ ∈ L∞(Rn) is defined by g̃(x′, xn) := g(x′, 0) for any x ∈ Rn. By the L∞-BMO
estimate for the singular integral operator [15, Theorem 4.2.7], we obtain (4.4.3) when
Γ = ∂Rn

+.

Lemma 6.3.3 (i). Note that the signed distance function d is C2 in ΓRn

ρ0
, see [13, Section

14.6]. Let δ ∈ ρ0/2. We take a C2 cut-off function θ ≥ 0 such that θ(σ) = 1 for σ ≤ 1 and
θ(σ) = 0 for σ ≥ 2. By the choice of δ, we see that θd = θ(d/δ) is C2 in Rn. We extend
g ∈ L∞(Γ) to ge ∈ L∞(ΓRn

2δ ) by setting

ge(x) := g(πx)

for any x ∈ ΓRn

2δ with πx denoting the projection of x on Γ. For x ∈ ΓRn

2δ , by considering
the normal coordinate x = ψ(η) in U2δ(πx), we have that

(∇xd)ψ · (∇xge)ψ = ∂ηn(ge)ψ = 0

as (ge)ψ(η′, α) = (ge)ψ(η′, β) for any |η′| < 2δ and α, β ∈ (−2δ, 2δ). Hence, we see that
∇d · ∇ge = 0 in ΓRn

2δ .
Let us consider ge,c := θdge. A key observation is that

δΓ ⊗ g = (∇1Ω · ∇d)ge,c

= div(ge,c1Ω∇d)− 1Ω div(ge,c∇d),

div(ge,c∇d) = ge,c∆d+∇d · ∇ge,c = ge,c∆d+
θ′(d/δ)

δ
ge.

Thus
∇E ∗ (δΓ ⊗ g) = ∇ div (E ∗ (ge,c1Ω∇d))−∇E ∗ (1Ωgefθ,δ) = I1 + I2
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where fθ,δ := θd∆d+ θ′(d/δ)
δ . By the L∞-BMO estimate for the singular integral operator

[15, Theorem 4.2.7], the first term is estimated as

[I1]BMO(Rn) ≤ C‖ge,c∇d‖L∞(Ω) ≤ C‖g‖L∞(Γ).

Since
A = sup

x∈Rn\{0}
|x|n−1 |∇E(x)| <∞,

for x ∈ Rn with d(x,Ω) = infy∈Ω |x− y| < 1 we have that

|I2(x)| ≤ A
∫

Ω

1

|x− y|n−1
dy‖fθ,δ‖L∞(ΓRn

2δ )‖ge,c‖L∞(ΓRn
2δ ) ≤ CΩ,δ‖g‖L∞(Γ)

with CΩ,δ depending only on Ω and δ. For x ∈ Rn with d(x,Ω) = infy∈Ω |x − y| ≥ 1,
the above estimate is trivial as |x − y|−(n−1) ≤ 1 for any y ∈ Ω. The proof of (i) is now
complete.

4.4.2 Estimate for normal derivative

We shall estimate normal derivative of E.

Lemma 4.4.2. Let Ω be a bounded domain in Rn with C2 boundary Γ. Then

(i) ∫
Γ

∂E

∂ny
(x− y) dHn−1(y) = −1 for x ∈ Ω,

(ii)

sup
x∈Ω

∫
Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) <∞.

Proof. (i) This follows from the Gauss divergence theorem. We observe that∫
Γ

∂E

∂ny
(x− y) dHn−1(y) =

∫
Ω

∆yE(x− y) dy.

Since ∆yE(x− y) = −δ(x− y), we obtain∫
Γ

∂E

∂ny
(x− y) dHn−1(y) = −1

for x ∈ Ω.

(ii) We recall our local coordinate patches {Ui}mi=1 with Ui = Uρ,i as in Section 6.2.1.
For x ∈ Ωρ and y ∈ Γ, obviously |∇E(x − y)| ≤ Cρ−(n−1). Let x ∈ ΓRn

ρ ∩ Ω. If

d(x, Ui ∩ Γ) ≥ ρ, similarly |∇E(x − y)| ≤ Cρ−(n−1) for y ∈ Ui ∩ Γ. Hence, it is
sufficient to consider Ui such that d(x, Ui ∩ Γ) < ρ, i.e., it suffices to prove∫

Ui∩Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) <∞.
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for Ui such that d(x, Ui∩Γ) < ρ. Since −∂E/∂ny(x−y) is invariant under translations
and rotations, we can write −∂E/∂ny(x− y) in the local coordinate. Let Ui be such
that d(x, Ui ∩ Γ) < ρ and denote hzi by hi for simplicity. Let us observe that

−n
(
y′, hi(y

′)
)

=
(
−∇′hi(y′), 1

)
/ωi(y

′)

with ωi(y
′) =

(
1 + |∇′hi(y′)|2

)1/2
, where ∇′ is the gradient in y′ variables. This

implies that

−nα(n)
∂E

∂ny
(x− y) =

σi(y
′)

ωi(y′)
(
|x′ − y′|2 + (xn − hi(y′))2

)n/2
for y ∈ Γi with

σi(y
′) := −∇′hi(y) · (x′ − y′) +

(
xn − hi(y′)

)
where xn > hi(x

′), x′ ∈ B3ρ(0
′).

We set

Ki(x
′, y′, xn) =

σi(y
′)(

|x′ − y′|2 + (xn − hi(y′))2
)n/2 .

By the Taylor expansion

hi(x
′) = hi(y

′) +∇′hi(y′) · (x′ − y′) + ri(x
′, y′)

with

ri(x
′, y′) = (x′ − y′)T ·

∫ 1

0
(1− θ)∇′2hi

(
θx′ + (1− θ)y′

)
dθ · (x′ − y′),

we obtain
σi(y

′) = xn − hi(x′) + ri(x
′, y′)

with an estimate ∣∣ri(x′, y′)∣∣ ≤ ‖∇′2hi‖L∞(B3ρ(0′))|x′ − y′|2. (4.4.5)

We decompose Ki into a leading term and a remainder term

Ki(x
′, y′, xn) = Ki

0(x′, y′, xn) +Ri(x
′, y′, xn)

with

Ki
0(x′, y′, xn) :=

xn − hi(x′)(
|x′ − y′|2 + (xn − hi(y′))2

)n/2
Ri(x

′, y′, xn) :=
ri(x, y)(

|x′ − y′|2 + (xn − hi(y′))2
)n/2 .

The term Ki
0 is very singular but it is positive. The term Ri is estimated as∣∣Ri(x′, y′, xn)

∣∣ ≤ ‖∇′2hi‖L∞(B3ρ(0′))|x′ − y′|2−n
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by the estimate (6.3.5). Hence,∫
Γ∩Ui

∣∣∣∣Ri(x′, y′, xn)

ωi(y′)

∣∣∣∣ dHn−1(y) ≤ C
∫
Bρ(0′)

1

|x′ − y′|n−2
dy′ ≤ Cρ

with C independent of ρ and i. By (i), we observe that

nα(n) =
∑

i:d(x,Ui∩Γ)<ρ

∫
Bρ(0′)

Ki(x
′, y′, xn)

ωi(y′)
dy′

− nα(n)
∑

j:d(x,Uj∩Γ)≥ρ

∫
Uj∩Γ

∂E

∂ny
(x− y) dHn−1(y).

Since Ki
0 is positive for any i such that d(x, Ui ∩ Γ) < ρ,

∑
i:d(x,Ui∩Γ)<ρ

∫
Bρ(0′)

Ki
0(x′, y′, xn)

ωi(y′)
dy′ ≤ nα(n) · (1 +

m · C · S(Γ)

ρn−1
) +m · C · ρ

where S(Γ) denotes the surface area of Γ, which is bounded. Thus, the estimate∫
Ui∩Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) ≤ 1

nα(n)

∫
Bρ(0′)

Ki
0 + |Ri|
ωi(y′)

dy′ <∞

holds for any Ui such that d(x, Ui ∩ Γ) < ρ. The proof of (ii) is now complete.

Based on Lemma 6.3.4, we are able to prove Lemma 6.3.3 (ii).

Lemma 6.3.3 (ii). We decompose

∇d(x) · ∇ (E ∗ (δΓ ⊗ g)) (x) =

∫
Γ

(∇d(x)−∇d(y)) · ∇E(x− y)g(y) dHn−1(y)

+

∫
Γ

∂E

∂ny
(x− y)g(y) dHn−1(y) = I1 + I2.

Let x ∈ ΓRn

ρ0
and πx be the projection of x on Γ. For y ∈ Uρ0(πx), there exists a constant

L′, independent of x and y, such that

|∇d(x)−∇d(y)| ≤ L′|x− y|.

For y ∈ ΓRn

ρ0
\ Uρ0(πx), we have that |x − y| ≥ ρ0

2 . Since ΓRn

ρ0/2
is compact in Rn, by

considering a finite subcover of ∪z∈ΓUρ0(z) we are able to show that there exists M > 0
such that the estimate

|∇d(x)−∇d(y)| ≤M |x− y|

holds for any x, y ∈ ΓRn

ρ0
. Thus,

H(x, y) = (∇d(x)−∇d(y)) · ∇E(x− y)

is estimated as

|H(x, y)| ≤ M

|x− y|n−2
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in ΓRn

ρ0
× ΓRn

ρ0
. We observe that

sup
x∈ΓRn

ρ0
∩Ω

|I1(x)| ≤ sup
x∈ΓRn

ρ0
∩Ω

∫
Γ
H(x, y) dHn−1(y)‖g‖L∞(Γ)

≤M sup
x∈ΓRn

ρ0
∩Ω

∫
Γ

dHn−1(y)

|x− y|n−2
‖g‖L∞(Γ).

Since

sup
x∈ΓRn

ρ0
∩Ω

|I2(x)| ≤ sup
x∈ΓRn

ρ0
∩Ω

∫
Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y)‖g‖L∞(Γ),

Lemma 6.3.4 (ii) now yields (4.4.4). The proof is now complete.

We wonder whether the tangential component of∇E∗(δΓ⊗g) satisfies the same estimate.
Unfortunately, the estimate

‖∇ (E ∗ (δΓ ⊗ g))‖L∞(ΓRn
ρ0
∩Ω) ≤ C‖g‖L∞(Γ)

should not hold even if Γ is flat. Even weaker estimate

[∇ (E ∗ (δΓ ⊗ g))]bν(Γ) ≤ C‖g‖L∞(Γ)

should not hold in general.
To illustrate the problem, we consider the case that Γ is flat. We may assume Γ = ∂Rn

+,
Rn

+ = {xn > 0}.

Lemma 4.4.3. The estimate

‖∂xn (E ∗ (δΓ ⊗ g))‖L∞(Rn
+) ≤

1

2
‖g‖L∞(Rn−1)

holds for g ∈ L∞(Rn−1).

Proof. This is because −∂xn (E ∗ (δΓ ⊗ g)) is the half of the Poisson integral, i.e.,

−∂xn (E ∗ (δΓ ⊗ g)) (x) =
1

2

∫
Rn−1

Pxn(x′ − y′)g(y′)dy′,

where Pxn denotes the Poisson kernel. Thus the desired L∞ estimate follows from the
maximum principle of the Dirichlet problem for the Laplacian or from the property that∫
Rn−1 Pxn(x′)dx′ = 1 and Pxn ≥ 0.

Theorem 4.4.4. There is a bounded sequence of smooth functions {g`}`∈N ⊂ L∞(Rn−1)
such that

lim
`→∞

[∂x′ (E ∗ (δΓ ⊗ g`))]bν =∞

for any ν > 0.

Proof. If g is smooth, then E ∗ (δΓ ⊗ g) is smooth up to the boundary. In this case, if
[∂x′ (E ∗ (δΓ ⊗ g))]bν is bounded by C‖g‖L∞(Rn−1), ‖∂x′ (E ∗ (δΓ ⊗ g))‖L∞(Γ) is also bounded
by c0C‖g‖L∞(Rn−1) with a constant c0 depending only on n since the mean value over r-ball
around x converges to its value at x as r → 0.
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We consider the Neumann problem

∆u = 0 in Rn
+,

∂u

∂n
= g on Γ = ∂Rn

+.

By using the tangential Fourier transform, we see that

u(x, t) = Λ−1 exp(−xnΛ)g

where Λ = (−∆′)1/2. If ‖∇′u‖L∞(Γ) ≤ C‖g‖L∞(Rn−1) were true, sending xn > 0 to zero
would imply L∞ boundedness of the Riesz operator ∇′Λ−1, which is absurd.

The operator E∗(δΓ⊗g) is the half of the solution operator of the Neumann problem, so
L∞ bound for ∇′E ∗(δΓ⊗g) should not hold even if it is restricted to smooth functions.

Corollary 4.4.5. Assume that Ω = Rn
+. Let v 7→ ∇q be the Helmholtz projection to a

gradient field. Then, this projection is unbounded from (L∞(Ω))n to
(
BMOµ,νb (Ω)

)n
for

any µ, ν > 0.

Proof. We consider
v =

(
0, . . . , 0, vn(x′)

)
with vn ∈ L∞(Rn−1). This evidently solves div v = 0. The normal trace equals −vn(x′). If

[∇q]bν ≤ C‖vn‖L∞(Rn−1)

for all vn ∈ L∞(Rn−1) with C independent of v, then this would contradict Theorem
4.4.4.
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Chapter 5

Extension theorem for bmo in a
domain

In this chapter, we establish an extension theorem for functions defined in an arbitrary
uniformly C2 domain in the local BMO space. This extension theorem results in a product
estimate for the local BMO space in an arbitrary uniformly C2 domain.

5.1 Introduction

For a function space defined in an open domain Ω ⊂ Rn, it is natural to consider the problem
if functions of this space can be continuously extended from Ω to Rn. For example, if f is
in Lp(Ω) with 1 ≤ p ≤ ∞, its zero extension fze = f ·1Ω naturally belongs to Lp(Rn) where
1Ω denotes the characteristic function for domain Ω. Although such extension problem is
trivial for Lp, the story completely changes when it comes to the space of bounded mean
oscillation (BMO for short). In the case for BMO, f ∈ BMO∞(Ω) is not sufficient to
have that fze ∈ BMO(Rn). In fact, there exist domains Ω where bounded linear extension
operator from BMO∞(Ω) to BMO(Rn) does not exist. P. W. Jones [11] gives a necessary
and sufficient condition for a domain such that there exists a bounded linear extension
operator.

An open connected subset D ⊂ Rn is called a uniform domain if there exists constants
a, b > 0 such that for all x, y ∈ D there exists a rectifiable curve γ ⊂ D of length s(γ) ≤
a|x− y| with min {s (γ(x, z)) , s (γ(y, z))} ≤ bd(z, ∂D), where γ(x, z) denotes the part of γ
between x and z on the curve and d(z, ∂D) = infw∈∂D |z − w| denotes the distance from
z to the boundary ∂D; see e.g. [6]. Let D ⊂ Rn be a uniform domain. Jones’ extension
theorem guarantees that there is a constant CJ such that for each f ∈ BMO∞(D), there
is an extension f ∈ BMO(Rn) satisfying

[f ]BMO(Rn) ≤ CJ [f ]BMO∞(D)

with CJ independent of f . The operator f 7→ f is a bounded linear operator. Conversely,
if there exists such an extension, then D is a uniform domain.

In [8], a small modification was made to Jones’ extension theorem so that we obtained
an extension theorem regarding the local BMO space bmo∞∞(D) := BMO∞(D) ∩ L1

ul(D)
where

L1
ul(D) :=

{
f ∈ L1

loc(D)

∣∣∣∣ ‖f‖L1
ul(D) := sup

x∈Rn

∫
B1(x)∩D

∣∣f(y)
∣∣ dy <∞} .
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If D is a uniform domain, the modified Jones’ extension theorem says that for f ∈ bmo∞∞(D)
there exists f ∈ bmo := BMO ∩ L1

ul(R
n) satisfies

‖f‖bmo(Rn) ≤ CJ‖f‖bmo∞∞(D) (5.1.1)

with CJ independent of f . Moreover, the support of f is contained in a small neighborhood
of D. The reason why we are interested in such local BMO spaces (bmo) is that multipli-
cation by a Hölder function in such spaces is bounded, i.e., for ϕ ∈ Cγ(D) with γ ∈ (0, 1),
we have that ϕf ∈ bmo∞∞(D) satisfies the product estimate

‖ϕf‖bmo∞∞(D) ≤ CJ‖ϕ‖Cγ(D)‖f‖bmo∞∞(D) (5.1.2)

with CJ independent of ϕ and f . Because of this multiplication principle, cut-off becomes
possible in the space bmo∞∞(D). The product estimate for bmo follows from the fact that
such estimate holds for the local Hardy space h1 and bmo is the dual space of h1, see e.g.
[13, Section 3].

Since the extension theorem and the product estimate for bmo∞∞(D) relies heavily on
the original extension theorem by Jones, we don’t know if these results hold or not in the
case where D is not a uniform domain. For instance, an aperture domain is an example for
a non-uniform domain which is of special interests in fluid mechanics.

Our goal in this chapter is to establish the extension theorem for bmo∞∞(Ω) in the case
where Ω is any arbitrary uniformly C2 domain. We would like to clarify several relevant
concepts before we state our main theorem. Let Ω ⊂ Rn be a uniformly C2 domain with
n ≥ 2. Let Γ := ∂Ω denotes the boundary of Ω. Let R0 be the reach of the boundary
Γ = ∂Ω. By considering R0 sufficiently small, we may assume that R0 is not only the reach
of Γ in Ω but also the reach of Γ in Ωc. Let d denote the signed distance function from Γ
which is defined by

d(x) =

{
infy∈Γ |x− y| for x ∈ Ω,
− infy∈Γ |x− y| for x /∈ Ω

so that d(x) = dΓ(x) for x ∈ Ω. For 0 < ρ < R0, let Γρ be the ρ-neighborhood of Γ in Ω,
i.e.,

Γρ = {x ∈ Ω | dΓ(x) < ρ}

and Γρ be the ρ-neighborhood of Γ in Rn, i.e.,

Γρ = {x ∈ Rn | |d(x)| < ρ}.

We recall the BMOµ-seminorm for µ ∈ (0,∞] which was defined in [1], [2], [3], [4]. For
f ∈ L1

loc(Ω), we define

[f ]BMOµ(Ω) := sup

{
1

|Br(x)|

∫
Br(x)

∣∣f(y)− fBr(x)

∣∣ dy ∣∣∣∣ Br(x) ⊂ Ω, r < µ

}
,

where fB denotes the average over B, i.e.,

fB :=
1

|B|

∫
B
f(y) dy

and Br(x) denotes the closed ball of radius r centered at x and |B| denotes the Lebesgue
measure of B. The space BMOµ(Ω) is defined as

BMOµ(Ω) :=
{
f ∈ L1

loc(Ω)
∣∣ [f ]BMOµ <∞

}
.
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As in [8], for δ ∈ (0,∞] we set

bmoµδ (Ω) := BMOµ(Ω) ∩ L1
ul(Γδ)

with the norm
‖v‖bmoµδ := [v]BMOµ(Ω) + [v]L1

ul(Γδ)
.

We are now in a position to state our main result.

Theorem 5.1.1. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2. There exists c∗Ω > 0
such that for any ρ ∈ (0, c∗Ω) and v ∈ bmo∞∞(Ω), there is an extension ṽ ∈ bmo(Rn) such
that

‖ṽ‖bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω)

with C independent of v and ρ. Moreover, supp ṽ ⊂ Ω2ρ where

Ω2ρ := {x ∈ Rn | d(x,Ω) < 2ρ}.

The operator v 7→ ṽ is a bounded linear operator.

Different from the construction by Jones which delicately deals with the Whitney de-
composition of both Ω and Ωc, our strategy firstly decomposes v into the sum of v1 and v2

such that the support of v1 is close to Γ whereas the support of v2 is away from Γ. Such de-
composition of v is achieved by the multiplication of v with a cut-off function θρ supported
in a small neighborhood of Γ, i.e., v1 := θρv. Since Ω is not necessarily uniform, at this
moment we cannot apply the product estimate that was established for the case of uniform
domains to v1 directly. Instead, we apply a localization argument so that we can estimate
the BMOρ-seminorm of v1 in Ω. The key idea of the localization argument is as follow. If
a ball B of radius r(B) ≤ ρ in Ω is away from the boundary, then v1 vanishes in this ball. If
B is close to the boundary, then we can find a bounded Lipschitz domain Wρ such that the
boundary of Wρ coincides with Γ for a small part and B ⊂ Wρ. Since Γ is uniformly C2,
by considering the normal coordinate change in ΓR0 , we are able to show that the Lipschitz
regularity of ∂Wρ can be uniformly controlled. As rWρv1 ∈ bmo∞∞(Wρ), we can apply the
product estimate to rWρv1 in Wρ. Since a bounded Lipschitz domain is a typical example of
a uniform domain and the constant CJ in (5.1.1) and (5.1.2) depends only on the Lipschitz
regularity of the domain, we obtain a uniform estimate for [v1]BMOρ(Ω).

Next, we recall the extension introduced in [9] for functions supported in a small neigh-
borhood of Γ. We extend v1 to ve1 in Rn so that ve1 is even in the direction of∇d with respect
to Γ. By considering the normal coordinate change, we then reduce the problem to the half
space and prove that ve1 ∈ bmo

ρ
∞(Rn). Since the BMO∞-seminorm can be estimated by

the bmoρ∞-norm, we thus deduce that ve1 ∈ bmo(Rn). For v2, we simply zero extend it. By
a similar argument, it is not hard to show that its zero extension vze2 ∈ bmo(Rn). Setting
ṽ = ve1 + vze2 gives us Theorem 5.1.1.

Since there exists a bounded linear extension operator from Cγ(Ω) to Cγ(Rn) for arbi-
trary domain Ω, the product estimate for bmo∞∞(Ω) follows naturally from Theorem 5.1.1.

Theorem 5.1.2. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2. Let ϕ ∈ Cγ(Ω) with
γ ∈ (0, 1). For each v ∈ bmo∞∞(Ω), the function ϕv ∈ bmo∞∞(Ω) satisfies

‖ϕv‖bmo∞∞(Ω) ≤ C‖ϕ‖Cγ(Ω)‖v‖bmo∞∞(Ω)

with C independent of ϕ and v.
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This chapter is organized as follow. In Section 5.2, we establish several uniform estimates
which are essential for our localization argument. In Section 5.3, we perform the localization
argument to do the cut-off to v and get v1. In Section 5.4, we extend v1 from Ω to Rn and
prove Theorem 5.1.1 and Theorem 5.1.2. Besides, we apply a similar argument to further
obtain an extension theorem for bmoµδ (Ω) in the case where δ, µ < ∞. In Section 5.5, we
give a simple application of our main extension theorem to construct an example regarding
the space BMO∞,∞b (Ω). In Section 5.6, we update an extension result that is essential in
establishing the Helmholtz decomposition of vector fields of BMO in a domain.

5.2 Uniform estimates

We denote x′ := (x1, x2, ..., xn−1) for x ∈ Rn and ∇′ := (∂1, ∂2, ..., ∂n−1). Since Ω is a
uniformly C2 domain, there exists r∗, δ∗, LΓ > 0 such that for each w0 ∈ Γ, up to translation
and rotation, there exists a function ψw0 ∈ C2(Br∗(0

′)) with

|∇kψw0 | ≤ LΓ in Br∗(0
′) for k = 0, 1, 2,

∇′ψw0(0′) = 0′, ψw0(0′) = 0
(5.2.1)

such that the neighborhood

Ur∗,δ∗,ψw0
(w0) := {(x′, xn) ∈ Rn |ψw0(x′)− δ∗ < xn < ψw0(x′) + δ∗, |x′| < r∗}

satisfies

Ω ∩ Ur∗,δ∗,ψw0
(w0) = {(x′, xn) ∈ Rn |ψw0(x′) < xn < ψw0(x′) + δ∗, |x′| < r∗}

and
∂Ω ∩ Ur∗,δ∗,ψw0

(w0) = {(x′, xn) ∈ Rn |xn = ψw0(x′), |x′| < r∗}.
For simplicity of explanation, we say that Ω is of type (r∗, δ∗, LΓ). For x ∈ Ω, let πx be a
point on Γ such that |x−πx| = dΓ(x). If x is within the reach of Γ, then this πx is unique.
There exists 0 < ρ0 < min {r∗, δ∗, R0, 1} such that for any w0 ∈ Γ,

Uρ0(w0) := {x ∈ Ur∗,δ∗,ψw0
(w0) | (πx)′ ∈ Bρ0(0′), |d(x)| < ρ0} (5.2.2)

is contained in Ur∗,δ∗,ψw0
(w0).

We next consider the normal coordinate in Uρ0(w0), i.e.,

x = F (η) =

{
η′ + ηn∇′d(η′, ψw0(η′));
ψw0(η′) + ηn∂xnd(η′, ψw0(η′))

(5.2.3)

or shortly
x = πx− d(x)n(πx).

For each w0 ∈ Γ, F is indeed a local C1-diffeomorphism which maps Vρ0 to Uρ0(w0) where
Vρ0 := Bρ0(0′)× (−ρ0, ρ0). We indeed have that F ∈ C1(Vρ0) and (∇ηF )(0) = I. Our first
uniform control is for the gradient of F with respect to different w0 ∈ Γ.

Proposition 5.2.1. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2, ε ∈ (0, 1). Then
there exists a constant cεΩ > 0, depending on Ω, n and ε only, such that for any ρ ∈ (0, cεΩ]
and w0 ∈ Γ,

‖∇F − I‖L∞(Vρ) < ε,

‖∇F−1 − I‖L∞(Uρ(w0)) < ε

hold simultaneously.
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Proof. Let 0 < ε < 1 and fix w0 ∈ Γ, ρ < ρ0. By the mean value theorem together with
the upper bound of second order derivatives of ψw0 in (5.2.1), we deduce that

|∇′ψw0(η′)| = |∇′ψw0(η′)−∇′ψw0(0′)| ≤ ‖∇2ψw0‖L∞(Bρ(0′)) · |η′| ≤ LΓ · ρ (5.2.4)

for any |η′| < ρ. Since

∂ηjxi = δi,j + ηn · ∂ηj (∂xid)

= δi,j − ηn ·
∂ηj∂ηiψw0

(1 + |∇′ψw0 |2)
1
2

+ ηn ·
∑n−1

k=1 ∂ηiψw0 · ∂ηkψw0 · ∂ηj∂ηkψw0

(1 + |∇′ψw0 |2)
3
2

in Vρ for 1 ≤ i, j ≤ n− 1, by estimates (5.2.1) and (5.2.4) we have that

|∂ηjxi(η)− δi,j | ≤ LΓρ+ (n− 1) · (LΓρ)3

for any η ∈ Vρ. By similar calculations, for η ∈ Vρ we can also deduce that

|∂ηnxi(η)| ≤ LΓρ

for each 1 ≤ i ≤ n− 1 and

|∂ηjxn(η)| ≤ LΓρ+ (n− 1) · (LΓρ)2 for 1 ≤ j ≤ n− 1,

|∂ηnxn(η)− 1| ≤ (n− 1) · (LΓρ)2.

Notice that for an invertible matrix A, we have that A−1 = 1
det(A) ·adj(A) where adj(A)

denotes the adjugate of matrix A. Since we have obtained estimates for each entry of ∇F ,
by considering the inverse of ∇F we can deduce similar estimates for entries of ∇F−1.
Denote cLΓρ := LΓρ+ (n− 1) · (LΓρ)2. Assume that LΓρ << 1, then for any η ∈ Vρ,

(1− cLΓρ)
n−n! · c2

LΓρ
· (1 + cLρ)

n−2 ≤ |det(∇F )(η)| ≤ (1 + cLΓρ)
n +n! · c2

LΓρ
· (1 + cLΓρ)

n−2.

By considering the adjugate of ∇F , in Vρ we also have that

(1−cLΓρ)
n−1−(n−1)!·c2

LΓρ
·(1+cLΓρ)

n−3 ≤ |∂xiηi(η)| ≤ (1+cLΓρ)
n−1+(n−1)!·c2

LΓρ
·(1+cLΓρ)

n−3

for every 1 ≤ i ≤ n and

|∂xjηi(η)| ≤ (n− 1)! · cLΓρ · (1 + cLΓρ)
n−2

for every 1 ≤ i, j ≤ n with i 6= j. Therefore, if ρ is chosen to be sufficiently small, then for
each w0 ∈ Γ we can have

‖∇F − I‖L∞(Vρ) < ε,

‖∇F−1 − I‖L∞(Uρ(w0)) < ε

simultaneously.
Next we determine how small for ρ is enough. It is easy to see that if ρ < min { ε

2LΓ
, 1

(n−1)LΓ
},

we have that ‖∇F − I‖L∞(Vρ) < ε. Suppose further that cLΓρ < 2LΓρ << 1, then in Vρ we
have that

1− cLΓρ · (n+ 1)! · 2n < |det(∇F )(η)| < 1 + cLΓρ · (n+ 1)! · 2n.



5. Extension theorem for bmo in a domain 115

Hence if 2LΓρ <
1

(n+1)!·2n+1 , then

1− cLΓρ · (n+ 1)! · 2n+1 <
1

|det(∇F )(η)|
< 1 + cLΓρ · (n+ 1)! · 2n+1

in Vρ. Since
1− cLΓρ · n! · 2n < |∂xiηi(η)| ≤ 1 + cLΓρ · n! · 2n,

we deduce that ∣∣∣∣ 1

|det(∇F )(η)|
· ∂xiηi(η)− 1

∣∣∣∣ < cLΓρ · ((n+ 1)!)2 · 22n+3

for every 1 ≤ i ≤ n in Vρ. Similar calculations enable us to also obtain that∣∣∣∣ 1

|det(∇F )(η)|
· ∂xjηi(η)

∣∣∣∣ < cLΓρ · n! · 2n+1

for every 1 ≤ i, j ≤ n with i 6= j in Vρ.
Therefore, if ρ ≤ cεΩ := min { ε

LΓ·((n+1)!)2·22n+5 ,
ρ0

2 }, we indeed have

‖∇F − I‖L∞(Vρ) < ε,

‖∇F−1 − I‖L∞(Uρ(w0)) < ε

simultaneously.

We would like to give a uniform estimate, regardless of w0 ∈ Γ, on the size of the ball
centered at w0 that is contained in Uρ(w0).

Proposition 5.2.2. Let ε ∈ (0, 1). If ρ < min { ε
8LΓ

, ρ0}, then

Bρ(1− ε
2

)(w0) ⊂ Uρ(w0)

for any w0 ∈ Γ.

Proof. For a ball Br(w0) to be contained in Uρ(w0), we must have r ≤ ρ. If Br(w0) intersects
Uρ(w0)c with some r ≤ ρ, we can find x ∈ Br(w0) of the form (η′, hw0(η′))+τ∇d(η′, hw0(η′))
with |η′| = ρ and |τ | ∈ [0, ρ). Notice that

|x− w0|2 = |(η′, hw0(η′))|2 + τ2 + 2τ(η′, hw0(η′)) · ∇d(η′, hw0(η′)).

By the mean value theorem, we can estimate |∂ηihw0(η′)| by ρLΓ and |hw0(η′)| by ρ2LΓ for
any |η′| ≤ ρ and 1 ≤ i ≤ n− 1. Thus, we deduce that

|(η′, hw0(η′))|2 + τ2 + 2τ(η′, hw0(η′)) · ∇d(η′, hw0(η′)) ≥ ρ2 + τ2 − 4τρ2LΓ

for any |η′| < ρ. Since ρLΓ <
ε
8 , we have that

|x− w0| ≥ ρ
√

1− ε

2
> ρ(1− ε

2
)

for any x of the form (η′, hw0(η′)) + τ∇d(η′, hw0(η′)) with |η′| = ρ and |τ | ∈ [0, ρ). Hence
for any w0 ∈ Γ, we have that Bρ(1− ε

2
)(w0) ⊂ Uρ(w0).
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Next, we establish a partition of unity for a small neighborhood of the boundary Γ in
which not only partition functions but also their gradients are uniformly controlled.

Proposition 5.2.3. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2, ρ ∈ (0, ρ0

2 ). There
exist a countable family of points in Γ, say S := {xi ∈ Γ | i ∈ N}, and a natural number
N∗ ∈ N such that

Γ2ρ =
⋃
xi∈S

U2ρ(xi)

and for any xj ∈ S, there exist at most N∗ points in S, say {xj1 , ..., xjN∗} ⊂ S, with

U2ρ(xj) ∩ U2ρ(xjl) 6= ∅

for each 1 ≤ l ≤ N∗.

Proof. Let k∗ ∈ N be the smallest integer such that 2−k∗ ≤ ρ√
n

. Let D be the collection of

all dyadic cubes of the form

{(y1, ..., yn) ∈ Rn | mj2
−k∗ ≤ yj < (mj + 1)2−k∗},

where mj ∈ Z. Since D covers the whole space Rn, we can pick out the set of dyadic cubes
in D that intersect the boundary Γ. Let this subset be denoted by G = {Qi ∈ D | i ∈ N}
and we have that

Γ ⊂
⋃
i∈N

Qi.

We choose xi ∈ Qi ∩ Γ for each i ∈ N and set S to be the set of these points.
This is indeed the set of points we are seeking. For y ∈ Γ2ρ, there exists y0 ∈ Γ such

that d(y) = |y − y0|. As G covers the boundary Γ, we have that y0 ∈ Qj for some j ∈ N.
Hence y ∈ U2ρ(xj). We have that

Γ2ρ =
⋃
xi∈S

U2ρ(xi).

By the mean value theorem, we can deduce that

sup
y∈U2ρ(x)

|y − x| < 5ρ

for every x ∈ Γ. We fix xi ∈ S. For Qj ∈ G with d(Qj , Qi) > 10ρ, by the triangle inequality
we obviously have that

U2ρ(xj) ∩ U2ρ(xi) = ∅.

This means that if U2ρ(xj) intersects U2ρ(xi), we must have that d(Qj , Qi) ≤ 10ρ. If
d(Qj , Qi) ≤ 10ρ, then

sup
y∈Qj , x∈Qi

|y − x| < 12ρ.

Denote xic to be the center of the cube Qi. If U2ρ(xj) intersects U2ρ(xi), we have that
Qj ⊂ Q∗i where Q∗i is the cube of side-length 24ρ with center xic . Since elements of S
belong to cubes that do not intersect, we can choose N∗ to be 24n · n

n
2 .

Based on {UcεΩ(xi) | xi ∈ S}, a locally finite open cover of Γc
ε
Ω , our desired partition of

unity for Γc
ε
Ω can be constructed as follow.
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Proposition 5.2.4. There exist ϕi ∈ C1(Γc
ε
Ω) for each i ∈ N and a constant CU such that

properties

0 ≤ ϕi ≤ 1 for any i ∈ N,

suppϕi ⊂ UcεΩ(xi) for any i ∈ N,
∞∑
i=1

ϕi(x) ≡ 1 for any x ∈ Γc
ε
Ω ,

sup
i∈N
‖∇ϕi‖L∞(Γ

cε
Ω )
≤ CU

(5.2.5)

hold.

Similar proposition appears in [5]. For the completeness of the theory, we shall provide
a proof here.

Proof of Proposition 6.2.3. Let us recall an empirical cutoff function that is widely used in
various contents, e.g. see [12, Lemma 2.20 and Lemma 2.21]. We consider

f(t) =

{
exp(−1

t ) t > 0,
0 t ≤ 0

and

θ(t) :=
f(2− t)

f(t− 1) + f(2− t)
for t ∈ R. A simple calculation tells us that θ ∈ C∞c (R) with θ(t) = 1 for |t| ≤ 1 and
θ(t) = 0 for |t| ≥ 2. For i ∈ N, we define that

φi(x) := θ
(
2|
(
F−1(x)

)′|/cεΩ)
for x ∈ UcεΩ(xi) where F in this case is the normal coordinate change between VcεΩ and
UcεΩ(xi). By Proposition 6.2.2, there exists Si := {xi1 , xi2 , ..., xim} ⊂ S with m ≤ N∗ and
UcεΩ(xil)∩UcεΩ(xi) 6= ∅ for any 1 ≤ l ≤ m. Without loss of generality, we assume that il 6= i

for each 1 ≤ l ≤ m. Then we define ϕi in Γc
ε
Ω by

ϕi(x) :=

{
φi(x)

φi(x)+
∑m
l=1 φil (x)

x ∈ UcεΩ(xi),

0 x ∈ Γc
ε
Ω \ UcεΩ(xi).

It is trivial to see that 0 ≤ ϕi ≤ 1 for any i ∈ N and

∞∑
i=1

ϕi(x) ≡ 1 in Γc
ε
Ω .

It is sufficient to estimate the gradient of ϕi. Note that

∂jϕi =
∂jφi

φi +
∑m

l=1 φil
−
φ · (∂jφi +

∑m
l=1 ∂jφil)

(φ+
∑m

l=1 φil)
2

.

Let x ∈ UcεΩ(xi) and πx be the projection of x in Γ. By the construction of the set S in the

proof of Proposition 6.2.2, there exists xik ∈ Si such that |πx−xik | <
cεΩ
2 . This means that

|
(
F−1(x)

)′| < cεΩ
2 , i.e., we have that φik(x) = 1. Hence, we deduce that

φi +
m∑
l=1

φil ≥ 1 in UcεΩ(xi).
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As a result, we have the estimate

|∂jϕi| ≤ 2 · |∂jφi|+
m∑
l=1

|∂jφil |.

For any k ∈ N, we have that

‖∇φk‖L∞(Ucε
Ω

(xk)) ≤
Cn
ρ
· ‖θ′‖L∞(R) · ‖∇F−1‖L∞(Ucε

Ω
(xk)).

By Proposition 6.2.1, we have a uniform estimate for ‖∇F−1‖L∞(Ucε
Ω

(xk)). Therefore, com-

bining all estimates together, we finally obtain that

sup
i∈N
‖∇ϕi‖L∞(Γ

cε
Ω )
≤
Cn,N∗
ρ
‖θ′‖L∞(R).

5.3 Cut-off

We consider v ∈ bmo∞∞(Ω). Let 0 < ρ < cεΩ/32 be sufficiently small for which the smallness
of ρ will be determined later. For x ∈ ΓRn

ρ0
, we set θρ(x) := θ(d(x)/ρ) where θ is defined in

the proof of Proposition 6.2.3. Note that θρ ∈ C2(Rn). We then consider v1 := θρv.

Lemma 5.3.1. v1 ∈ bmoρ∞(Ω) satisfies the estimate

‖v1‖bmoρ∞(Ω) ≤
C

ρ
‖v‖bmo∞∞(Ω)

with C independent of v and ρ.

Since the domain Ω is not assumed to be a Jones domain, this lemma cannot be derived
by applying the product estimate to bmo functions directly. To establish Lemma 5.3.1, we
consider a localization argument in which we apply the product estimate to bmo functions
locally. For w0 ∈ Γ, we invoke the normal coordinate change x = F (η) in U32ρ(w0). There
exists a bounded C2 domain W such that V16∩Rn

+ ⊂W ⊂ V32∩Rn
+ and ∂W∩Rn−1×{0} =

B16(0′) × {0}. Without loss of generality, we assume that W is of type (α, β, L∂W ) with
some constant L∂W . Let Wρ := {ρx | x ∈ W}. A simple check tells us that Wρ is of type
(αρ, βρ, L∂W /ρ).

Proposition 5.3.2. F (Wρ) is a bounded Lipschitz domain with Lipschitz constant depend-
ing on L∂W only. Moreover, we have that U16ρ(w0) ∩ Ω ⊂ F (Wρ) ⊂ U32ρ(w0) ∩ Ω and
∂F (Wρ) ∩ Γ = U16ρ(w0) ∩ Γ.

Proof. Since the normal coordinate change F is a C1-diffeomorphism, we see that F (Wρ) is a
bounded domain which satisfies F (∂Wρ) = ∂F (Wρ). Let τ0 ∈ ∂Wρ and δ < min {αρ, βρ, ρ}.
Without loss of generality we may assume that δ = c0ρ for some sufficiently small universal
constant c0. Since ∂Wρ is uniformly C2, there exist a rotation Rτ0 and hτ0 ∈ C2(Bδ(0

′))
such that η̃0 := Rτ0(η0 − τ0) satisfies

(η̃0)n = hτ0(η̃0
′)
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for any η0 ∈ ∂Wρ with |η̃0| < δ. Let y0 := F (τ0) and eτ0 to be the unit normal through
τ0 with respect to boundary ∂Wρ. We set τn := τ0 + δeτ0 and yn := F (τn). There exists
another rotation matrix Ry0 such that Ry0(yn− y0) = δen where en = (0′, 1). Let ζ0 ∈ ∂Wρ

such that |ζ̃0| < δ where ζ̃0 := Rτ0(ζ0 − τ0). We set x0 := F (ζ0) and z0 := F (η0). In
the coordinate system centered at y0 with yn lying on the n-axis in the positive direction,
the coordinate of x0 becomes x̃0 := Ry0(x0 − y0) whereas the coordinate of z0 becomes
z̃0 := Ry0(z0 − y0). By applying the mean value theorem, we have that

(x̃0)n − (z̃0)n = Ry0,n ·
∫ 1

0
(∇F )(η0 + t(ζ0 − η0)) dt ·R−1

τ0 · (ζ̃0 − η̃0)

with Ry0,n denoting the n-th row of rotation matrix Ry0 . Since (ζ̃0)n − (η̃0)n = hτ0(ζ̃0
′
) −

hτ0(η̃0
′), we deduce that

|(x̃0)n − (z̃0)n| ≤ ‖∇F‖L∞(V16ρ) · (1 + ‖hτ0‖L∞(Bδ(0′))) · |ζ̃0
′
− η̃0

′|. (5.3.1)

Applying the mean value theorem again to rewrite ζ̃0− η̃0 back to x̃0− z̃0, for 1 ≤ i ≤ n−1
we have that

(ζ̃0)i − (η̃0)i = Rτ0,i ·
∫ 1

0
(∇F−1)(z0 + t(x0 − z0)) dt ·R−1

y0
· (x̃0 − z̃0) (5.3.2)

with Rτ0,i denoting the i-th row of rotation matrix Rτ0 .
Fix 1 ≤ i ≤ n− 1. By deducting the identity matrix I from ∇F−1 in (5.3.2) and then

adding I back, we have that

|(ζ̃0)i − (η̃0)i| ≤ ‖∇F−1 − I‖L∞(U32ρ(w0)) · |x̃0 − z̃0|+ |Rτ0,i ·R−1
y0
· (x̃0 − z̃0)|.

In the coordinate system centered at τ0, there exists ηi ∈ V32ρ such that Rτ0(ηi − τ0) = δei
where ei denotes the vector whose j-th entry equals δi,j for each 1 ≤ j ≤ n. Hence, Rτ0,i =
1
δ (ηi − τ0). Similarly, in the coordinate system centered at y0, we can find yi ∈ U32ρ(w0)
such that Ry0,i = 1

δ (yi − y0) where Ry0.j denotes the j-th row of Ry0 for any 1 ≤ j ≤ n.
Since R−1

y0
= RT

y0
, we see that

Rτ0,i ·R−1
y0
· (x̃0 − z̃0) = (Rτ0,i −Ry0,i) ·RT

y0
· (x̃0 − z̃0) + (x̃0)i − (z̃0)i.

Focus on the term that involves (x̃0)n− (z̃0)n, characterizations of rows of Rτ0 and Ry0 say
that(

(x̃0)n − (z̃0)n
)(

(Rτ0,i −Ry0,i) ·Ry0,n

)
=

(
(x̃0)n − (z̃0)n

)
δ2

(
(ηi − yi)− (τ0 − y0)

)
· (yn − y0).

For ζ ∈ V32ρ,

F (ζ)− ζ = (0′, ψw0(ζ ′)− ζn) + ζn · (∇d)(ζ ′, ψw0(ζ ′)).

An easy check gives that

|ζn · (∂xjd)(ζ ′, ψw0(ζ ′))| ≤ |ζn · (∂ζjψw0)(ζ ′)| ≤ CLΓ
ρ2.

for 1 ≤ j ≤ n− 1 and

|ψw0(ζ ′)|+ |ζn| · |((∂xnd)(ζ ′, ψw0(ζ ′))− 1)| ≤ CLΓ,nρ
2.
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Hence, for any ζ ∈ V32ρ, we have the estimate

|F (ζ)− ζ| ≤
CLΓ,n

c2
0

δ2.

By the mean value theorem, we see that

|(y0 − τ0) · (yn − y0)| ≤ |F (τ0)− τ0| · |F (τn)− F (τ0)| ≤
CLΓ,n

c2
0

· ‖∇F‖L∞(V32ρ) · δ3. (5.3.3)

On the other hand,

|(ηi − yi) · (yn − y0)| ≤ |(ηi − τ0) · (yn − y0)|+ |(τ0 − y0) · (yn − y0)|+ |(y0 − yi) · (yn − y0)|.

By decomposing yn − y0 into (yn − τn) + (τn − τ0) + (τ0 − y0) and applying the estimate
(5.3.3), we deduce that

|(ηi − yi) · (yn − y0)| ≤ |(ηi − τ0) · (yn − τn)|+ |(ηi − τ0) · (τ0 − y0)|+ |(τ0 − y0) · (yn − y0)|

≤
CLΓ,n

c2
0

· (2 + ‖∇F‖L∞(V32ρ)) · δ3.

Therefore,∣∣((x̃0)n − (z̃0)n
)(

(Rτ0,i −Ry0,i) ·Ry0,n

)∣∣ ≤ CLΓ,n

c2
0

· (1 + ‖∇F‖L∞(V32ρ)) · δ · |(x̃0)n − (z̃0)n|.

If ρ < cεΩ/32, by Proposition 6.2.1 we see that

|Rτ0,i ·R−1
y0
· (x̃0 − z̃0)| ≤ (n+ 1) · |(x̃0)′ − (z̃0)′|+

CLΓ,n

c2
0

· δ · |(x̃0)n − (z̃0)n|.

Hence,

|(ζ̃0)i − (η̃0)i| ≤ (n+ 2) · |(x̃0)′ − (z̃0)′|+
(CLΓ,n

c2
0

· δ + ε
)
· |(x̃0)n − (z̃0)n|.

Substitute this estimate back to the inequality (5.3.1), we obtain that

|(x̃0)n − (z̃0)n| ≤ Cn,L∂W |(x̃0)′ − (z̃0)′|+ 2n(1 + L∂W ) ·
(CLΓ,n

c2
0

· δ + ε
)
· |(x̃0)n − (z̃0)n|.

Therefore, if we take ε < 1
8n(1+L∂W ) and ρ < min { c20

8n(1+L∂W )·CLΓ,n
,
cεΩ
32 }, then we have that

|(x̃0)n − (z̃0)n| ≤ 2Cn,L∂W |(x̃0)′ − (z̃0)′|.

Based on this proposition, we have the tool to localize the problem and then to apply
the product estimate for bmo functions in a bounded domain.
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Proof of Lemma 5.3.1. Obviously, the estimate ‖v1‖L1(B1(x)∩Ω) ≤ ‖v‖L1(B1(x)∩Ω) holds for
any x ∈ Rn. It is sufficient to estimate the BMOρ-seminorm for v1. Let r ≤ ρ. For x ∈ Ω
such that d(x) ≥ 3ρ, v1 ≡ 0 in Br(x) as Br(x) ⊂ Ω \ ΓRn

2ρ , there is nothing to prove in this
case. We then consider x ∈ Ω with d(x) < 3ρ and Br(x) ⊂ Ω. Let πx be the projection of
x on Γ, i.e., d(x) = |x − πx|. We have that Br(x) ⊂ U8ρ(πx) ∩ Ω. By Proposition 5.3.2,
we see that Br(x) ⊂ F (Wρ) ⊂ U32ρ(πx) ∩ Ω where F in this case is the normal coordinate
change between U32ρ(πx) and V32ρ. Since a bounded Lipschitz domain is a uniform (Jones)
domain, we can apply the product estimate for bmo functions [8, Theorem 13] in F (Wρ),
i.e., we have that

1

|Br(x)|

∫
Br(x)

|v1(y)− (v1)Br(x)| dy ≤ ‖v1‖bmo∞∞(F (Wρ)) ≤ C0‖θρ‖C1(F (Wρ))‖v‖bmo∞∞(F (Wρ))

where C0 depends only on the Lipschitz constant of ∂F (Wρ), which is universal by Propo-
sition 5.3.2. Therefore, we obtain that

[v1]BMOρ(Ω) ≤
C0

ρ
‖v‖bmo∞∞(Ω).

Next, let us consider further cut-offs induced by the partition of unity for Γ2ρ. For
i ∈ N, we set v1,i := ϕiv1 where ϕi is the cut-off function defined in Proposition 6.2.3.

Lemma 5.3.3. v1,i ∈ bmoρ∞(Ω) satisfies the estimate

‖v1,i‖bmoρ∞(Ω) ≤
C

ρ
‖v‖bmo∞∞(Ω)

with C independent of v and ρ.

Proof. The estimate ‖v1,i‖L1(B1(x)∩Ω) ≤ ‖v‖L1(B1(x)∩Ω) is trivial for any x ∈ Rn. Let r ≤ ρ.
We only need to consider x ∈ Ω such that d(x) < 3ρ, Br(x) ⊂ Ω and Br(x) ∩ U2ρ(xi) 6= ∅.
Proposition 5.2.2 ensures that if ε < 2

3 and ρ < 1
4LΓ

, then Br(x) ⊂ B7ρ(xi)∩Ω ⊂ U16ρ(xi)∩
Ω ⊂ F (Wρ) where F in this case is the normal coordinate change that maps V32ρ to U32ρ(xi).
Again, by applying the product estimate for bmo functions [8, Theorem 13] in F (Wρ), we
have that

1

|Br(x)|

∫
Br(x)

|v1,i(y)−(v1,i)Br(x)| dy ≤ ‖v1,i‖bmo∞∞(F (Wρ)) ≤ C1‖ϕi‖C1(F (Wρ))‖v1‖bmo∞∞(F (Wρ))

with C1 depending only on the Lipschitz constant of ∂F (Wρ). Note that bmo∞∞(F (Wρ)) =
bmoρ∞(F (Wρ)). Since F (Wρ) ⊂ U32ρ(xi) ∩ Ω ⊂ Γc

ε
Ω , by Proposition 6.2.3 and Proposition

5.3.2 we can deduce that

[v1,i]BMOρ(Ω) ≤
C1(1 + CU )(1 + C0)

ρ
‖v‖bmo∞∞(Ω).
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5.4 Extension

5.4.1 Extension to a neighborhood of Γ

We are now in a position to extend v1,i with respect to the boundary Γ for i ∈ N. Let us
recall the extension introduced in [9]. For a function h defined in Γρ0 ∩Ω, let he denote the
even extension of h with respect to Γ to Γρ0 defined by

he (πx+ d(x)n(πx)) = h (πx− d(x)n(πx)) for x ∈ Γρ0 \ Ω.

Let ho denote the odd extension of h with respect to Γ to Γρ0 defined by

ho (πx+ d(x)n(πx)) = −h (πx− d(x)n(πx)) for x ∈ Γρ0 \ Ω.

Lemma 5.4.1. Let ρ <
cεΩ
32 . There exists a constant C, independent of v and ρ, such that

the estimate

[ve1,i]bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω)

holds for any i ∈ N.

Proof. It is trivial to see that∫
U2ρ(xi)

|ve1,i| dy ≤ 2‖∇F‖L∞(V2ρ) · ‖∇F−1‖L∞(U2ρ(xi)) ·
∫
U2ρ(xi)∩Ω

|v1,i| dy.

Since supp v1,i ⊂ U2ρ(xi), ρ <
cεΩ
32 implies that

‖ve1,i‖L1(Rn) ≤ 8‖v1,i‖L1(B1(xi)∩Ω) ≤ 8‖v‖bmo∞∞(Ω).

Since F (Wρ) is a bounded Lipschitz domain and v1,i ∈ bmo∞∞(F (Wρ)), by the extension
theorem for BMO functions [11], there exists vJ1,i ∈ BMO(Rn) satisfying rF (Wρ)v

J
1,i = v1,i

and
[vJ1,i]BMO(Rn) ≤ C[v1,i]BMO∞(F (Wρ))

where by Proposition 5.3.2 the constant C depends on L∂W only. Let c ∈ Rn be a constant
vector. For Br(ζ) ⊂ V +

16ρ, by change of variable η = F−1(y) in V16ρ = F−1(U16ρ(xi)), we
see that

1

|Br(ζ)|

∫
Br(ζ)

|v1,i ◦ F (η)− c| dη ≤ ‖∇F−1‖L∞(U16ρ(xi)) ·
1

|Br(ζ)|

∫
F (Br(ζ))

|v1,i(y)− c| dy.

Let x = F (ζ). By Proposition 6.2.1, ρ <
cεΩ
32 implies that ‖∇F−1‖L∞(U16ρ(xi)) < 2 and

F (Br(ζ)) ⊂ B2r(x). Thus,

1

|Br(ζ)|

∫
F (Br(ζ))

|v1,i(y)− c| dy ≤ 2n · 1

|B2r(x)|

∫
B2r(x)

|vJ1,i(y)− c| dy.

By considering an equivalent definition of the BMO-seminorm, see e.g. [10, Proposition
3.1.2], we deduce that

[v1,i ◦ F ]BMO∞(V +
16ρ) ≤ Cn[v1,i]BMO∞(F (Wρ)) ≤

Cn
ρ
‖v‖bmo∞∞(Ω).
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By recalling the results concerning the even extension of BMO functions in the half space,
see [7, Lemma 3.2] and [7, Lemma 3.4], we can deduce that

[vei,n ◦ F ]BMO∞(V8ρ) ≤
Cn
ρ
‖v‖bmo∞∞(Ω). (5.4.1)

Let Br(x) be a ball with radius r ≤ ρ. If Br(x)∩U2ρ(xi) = ∅, there is nothing to prove.
It is sufficient to consider Br(x) that intersects U2ρ(xi). Proposition 5.2.2 ensures that if
ε < 1

4 , then Br(x) ⊂ B7ρ(xi) ⊂ U8ρ(xi). By change of variable y = F (η) in U16ρ(xi), we
have that

1

|Br(x)|

∫
Br(x)

|ve1,i(y)− c| dy ≤ ‖∇F‖L∞(V16ρ) ·
1

|Br(x)|

∫
F−1(Br(x))

|ve1,i ◦ F (η)− c| dη.

Since F−1(Br(x)) ⊂ B2r(ζ) ⊂ B8ρ(0) ⊂ V8ρ, by (5.4.1) we deduce that

1

|Br(x)|

∫
Br(x)

|ve1,i(y)− (ve1,i)Br(x)| dy ≤
Cn
ρ
‖v‖bmo∞∞(Ω).

Thus, we obtain that

[ve1,i]BMOρ(Rn) ≤
Cn
ρ
‖v‖bmo∞∞(Ω).

For a ball B with radius r(B) > ρ, a simple triangle inequality implies that

1

|B|

∫
B
|ve1,i(y)− (ve1,i)B| dy ≤

2

|B|

∫
B
|ve1,i(y)| dy ≤ Cn

ρn
‖ve1,i‖L1(Rn).

Therefore, we obtain the BMO estimate for ve1,i, i.e.,

[ve1,i]BMO(Rn) ≤
Cn
ρn
‖v‖bmo∞∞(Ω).

Since {U2ρ(xi) | xi ∈ S} is a locally finite open cover of Γ2ρ, we are able to estimate the
bmo norm for ve1.

Lemma 5.4.2. ve1 ∈ bmo(Rn) satisfies the estimate

‖ve1‖bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω)

with C independent of v and ρ.

Proof. Let r < ρ and consider Br(x) that intersects Γ2ρ. By the construction of S in
Proposition 6.2.2, there exists xi0 ∈ S such that |πx − xi0 | < ρ. Thus, by Proposition
5.2.2 we have that Br(x) ⊂ B5ρ(xi0) ⊂ U6ρ(xi0) as ε < 1

3 . If xj ∈ S such that U2ρ(xj) ∩
Br(x) 6= ∅, then U6ρ(xj) ∩ U6ρ(xi0) 6= ∅. This means that the number of xj ∈ S such that
U2ρ(xj)∩Br(x) 6= ∅ is smaller than the number of xj ∈ S such that U6ρ(xj)∩U6ρ(xi0) 6= ∅.
Same proof of Proposition 6.2.2 also shows that for any xk ∈ S, the number of xj ∈ S such
that U6ρ(xj) ∩ U6ρ(xk) 6= ∅ is smaller than some N∗,0 ∈ N independent of xk. Hence, we
can find at most N∗,0 points in S, say {xj1 , ..., xjN∗,0} ⊂ S, such that U2ρ(xjl) ∩Br(x) 6= ∅
for each 1 ≤ l ≤ N∗,0.
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The L1 norm of ve1 in Br(x) is estimated as

‖ve1‖L1(Br(x)) ≤
N∗,0∑
l=1

‖ve1,jl‖L1(Br(x)∩U2ρ(xjl ))
≤ 8N∗,0‖v‖bmo∞∞(Ω).

Since this estimate holds regardless of x ∈ Rn, we obtain that

‖ve1‖L1
ul(R

n) ≤ 8N∗,0‖v‖bmo∞∞(Ω).

Since

rBr(x)v
e
1 =

N∗,0∑
l=1

rBr(x)v
e
1,jl
,

we have that

1

|Br(x)|

∫
Br(x)

|ve1(y)− (ve1)Br(x)| dy ≤
N∗,0∑
l=1

1

|Br(x)|

∫
Br(x)

|ve1,jl(y)− (ve1,jl)Br(x)| dy.

By Lemma 5.4.1, we deduce that

[ve1]BMOρ(Rn) ≤
N∗,0Cn
ρ
‖v‖bmo∞∞(Ω).

Let B be a ball in Rn with radius r(B) > ρ. By the triangle inequality,

1

|B|

∫
B
|ve1(y)− (ve1)B| dy ≤

2

|B|

∫
B
|ve1(y)| dy

Let M ∈ N be the largest integer such that Mρ ≤ r(B). By definition we have that
(M + 1)ρ > r(B). Note that the ball B is contained in a cube Q of side length (M + 1)ρ
which shares the same center as B. Separating each side of Q equally into M + 1 parts, we
can divide Q equally into (M + 1)n subcubes of side length ρ. Hence, we have that∫

B
|ve1(y)| dy ≤

∫
Q
|ve1(y)| dy ≤ Cn(M + 1)n · ‖ve1‖L1

ul(R
n).

Since r(B) ≥Mρ, we deduce that

2

|B|

∫
B
|ve1| dy ≤

Cn
ρn
· ‖ve1‖L1

ul(R
n).

Therefore, we finally obtain the estimate

[ve1]bmo(Rn) ≤
N∗,0Cn
ρn

‖v‖bmo∞∞(Ω).
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5.4.2 Extension to Rn

Let v2 := v − v1. Note that supp v2 ⊂ Ω \ Γρ. Let vze2 denote the zero extension of v2 to
Rn, i.e.,

vze2 (x) =

{
v2(x) for x ∈ Ω,

0 for x /∈ Ω.

We next estimate the bmo norm of vze2 .

Lemma 5.4.3. vze2 ∈ bmo(Rn) satisfies the estimate

‖vze2 ‖bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω)

with C independent of v and ρ.

Proof. Since rΩv
e
1 = v1, Lemma 5.4.2 implies that v1 ∈ bmo∞∞(Ω) with the estimate

‖v1‖bmo∞∞(Ω) ≤
C

ρn
‖v‖bmo∞∞(Ω).

Hence, v2 = v − v1 ∈ bmo∞∞(Ω) satisfies the estimate

‖v2‖bmo∞∞(Ω) ≤
C

ρn
‖v‖bmo∞∞(Ω).

Since vze2 is the zero extension of v2, the estimate ‖vze2 ‖L1
ul(R

n) ≤ ‖v2‖L1
ul(Ω) is trivial.

Let B ⊂ Rn be a ball with radius r(B) ≤ ρ/2. If B intersects Ω \ Γρ, then B ⊂ Ω. In this
case, we naturally have that

1

|B|

∫
B
|vze2 (y)− (vze2 )B| dy ≤ [v2]BMO∞(Ω).

If B ∩Ω \ Γρ = ∅, then vze2 = 0 in B, there is nothing to prove in this case. Hence, we have
the estimate

[vze2 ]BMOρ/2(Rn) ≤ [v2]BMO∞(Ω) ≤
C

ρn
‖v‖bmo∞∞(Ω).

Let B ⊂ Rn be a ball with radius r(B) > ρ/2. By same argument in the proof of Lemma
5.4.2 that decomposes the smallest cube Q containing B into small subcubes of side-length
ρ/2, we deduce that

1

|B|

∫
B
|vze2 (y)− (vze2 )B| dy ≤

2

|B|

∫
B
|vze2 (y)| dy ≤ C

ρn
‖vze2 ‖L1

ul(R
n).

Therefore, we finally obtain that

‖vze2 ‖bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω).

Up till here, we have gathered enough results to prove our main theorem.
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Proof of Theorem 5.1.1. Let

ε <
1

8n(1 + L∂W )
,

cεΩ = min { ε

LΓ · ((n+ 1)!)2 · 22n+4
, ρ0},

c∗Ω := min { c2
0

16n(1 + L∂W ) · CLΓ,n
,
cεΩ
64
}.

We set ṽ := ve1 + vze2 and let ρ < c∗Ω. An easy check ensures that supp ṽ ⊂ Ω2ρ and rΩṽ = v.
By Lemma 5.4.2 and Lemma 5.4.3, we see that ṽ = ve1+vze2 ∈ bmo(Rn) satisfies the estimate

‖ṽ‖bmo(Rn) ≤
C

ρn
‖v‖bmo∞∞(Ω).

The product estimate for v ∈ bmo∞∞(Ω) follows directly from the extension theorem.

Proof of Theorem 5.1.2. Let γ ∈ (0, 1). By [8, Theorem 13], we see that for ϕ ∈ Cγ(Ω),
there exists ϕ̃ ∈ Cγ(Rn) such that rΩϕ̃ = ϕ and

‖ϕ̃‖Cγ(Rn) ≤ ‖ϕ‖Cγ(Ω).

Extending v ∈ bmo∞∞(Ω) to ṽ ∈ bmo(Rn) by Theorem 5.1.1, we naturally have that

‖ϕv‖bmo∞∞(Ω) ≤ ‖ϕ̃ṽ‖bmo(Rn) ≤ C‖ϕ̃‖Cγ(Rn)‖ṽ‖bmo(Rn) ≤ C‖ϕ‖Cγ(Ω)‖v‖bmo∞∞(Ω).

By almost the same proof of Theorem 5.1.1, we are able to further establish an extension
theorem for bmoµδ (Ω) with δ, µ < ∞. We recall that bmo∞∞(Ω) ⊂ bmoµδ (Ω) for arbitrary
domain Ω and δ, µ <∞ [8, Theorem 2].

Theorem 5.4.4. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2 and µ, δ ∈ (0,∞).
There exists c∗Ω > 0 such that for any ρ ∈ (0, c∗Ω) and v ∈ bmoµδ (Ω), there is an extension
ṽ ∈ BMOµ(Rn) ∩ L1

ul(Γ
δ) such that

[ṽ]BMOµ(Rn) + [ṽ]L1
ul(Γ

δ) ≤
C

ρ
‖v‖bmoµδ (Ω)

with C independent of v and ρ. Moreover, supp ṽ ⊂ Ω2ρ where

Ω2ρ := {x ∈ Rn | d(x,Ω) < 2ρ}.

The operator v 7→ ṽ is a bounded linear operator.

Proof. By [8, Proposition 1], we see that the space bmoµ1

δ1
(Ω) and the space bmoµ2

δ2
(Ω) are

equivalent for any 0 < δ1, δ2, µ1, µ2 < ∞. Without loss of generality, we may assume that
µ, δ > c∗Ω where c∗Ω is defined in the proof of Theorem 5.1.1. Let ρ ∈ (0, c∗Ω). Follow the
proofs of Lemma 5.3.1, Lemma 5.3.3, Lemma 5.4.1 and Lemma 5.4.2, we can deduce that
ve1 ∈ BMOρ(Rn) ∩ L1

ul(Γ
δ) satisfies the estimate

[ve1]BMOρ(Rn) + [ve1]L1
ul(Γ

δ) ≤
C

ρ
‖v‖bmoµδ (Ω).
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Moreover, in this case it is trivial that vze2 ∈ BMOρ(Rn) ∩ L1
ul(Γ

δ). Still by setting ṽ =
ve1 + vze2 , we finally obtain that ṽ ∈ BMOρ(Rn) ∩ L1

ul(Γ
δ) satisfies the estimate

[ṽ]BMOρ(Rn) + [ṽ]L1
ul(Γ

δ) ≤
C

ρ
‖v‖bmoµδ (Ω)

with C independent of v and ρ.

5.5 Application of the extension theorem

As defined in [1], [2], [3], [4], we recall a seminorm that controls the boundary behavior.
For ν ∈ (0,∞], we set

[f ]bν := sup

{
r−n

∫
Ω∩Br(x)

|f(y)| dy
∣∣∣∣ x ∈ Γ, 0 < r < ν

}
.

We define the space

BMOµ,νb (Ω) :=
{
f ∈ BMOµ(Ω)

∣∣ [f ]bν <∞
}

with
‖f‖BMOµ,νb (Ω) := [f ]BMOµ(Ω) + [f ]bν .

Let µ0, ν0 < ∞. In [4, Example 1], we see that there exist examples in BMOµ0,ν0

b ,
BMOµ0,∞

b and BMO∞,ν0

b . By making use of the extension theorem and the product es-
timate established in this chapter, we shall give an example of a function that belongs to
BMO∞,∞b but does not belong to L∞.

We consider the case where the domain Ω is the half space R2
+. Let f = log x2 defined

in the layer domain DL := {0 < x2 < 1}. For a cube Q = [a, a+1]× [b, b+1] that intersects
DL, we have that ∫

Q∩DL
|log x2| dx = −

∫ b+1

0
log x2 dx2 ≤ 1.

Hence, we see that f ∈ bmo∞∞(DL). By Theorem 5.1.1, we can find f̃ ∈ bmo(R2) such
that rDL f̃ = f and supp f̃ ⊂ {−1 < x2 < 2}. Set g̃(x1, x2) := f̃(x1, x2 − 2) for any
x = (x1, x2) ∈ R2 and g := rR2

+
g̃. Note that supp g ⊂ {1 < x2 < 4}.

Proposition 5.5.1. g ∈ BMO∞,∞b (R2
+) but g /∈ L∞(R2

+).

Proof. It is trivial to see that g ∈ BMO∞(R2
+) and g /∈ L∞(R2

+). We only need to estimate
the b∞-norm for g. Since supp g ⊂ {1 < x2 < 4}, it is sufficient to estimate

2

|Qr(x)|

∫
Qr(x)∩R2

+

|g| dy

for r ≥ 1 and x = (x1, 0) ∈ ∂R2
+ where Qr(x) denotes the square with center x of side-

length 2r. Without loss of generality, we may assume that g is only a function of x2. Hence,
a direct calculation shows that

2

|Qr(x)|

∫
Qr(x)∩R2

+

|g| dy =
1

2r2

∫ x1+r

x1−r

∫ r

1
|g| dy2 dy1 ≤ 2

∫ 1

0
|log z2| dz2 ≤ 2.

Remark 5.5.2. Let φ ∈ C∞c (B8(0)) with φ ≡ 1 in B6(0), by Proposition 5.5.1 we see that
φg ∈ BMO∞,∞b (R2

+) ∩ L2(R2
+) but φg /∈ L∞(R2

+).
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5.6 Extension of vector fields in bmo in a domain

Note that Lemma 5.4.1 basically coincide with [9, Proposition 2] in the statement. However,
the proof of Lemma 5.4.1 involves the localization argument in this chapter, which actually
improves [9, Proposition 2] in the sense that [9, Proposition 2] holds for any uniformly C2

domain instead of just for bounded domain. Here we provide an update of [9, Proposition
2].

We consider the space

vbmo(Ω) := {u ∈ bmo∞∞(Ω) | [∇d · u]bν <∞}

equipped with the norm

‖u‖vbmo(Ω) := ‖u‖bmo∞∞(Ω) + [∇d · u]bν .

This space is independent of ν ∈ (0,∞]. Let u ∈ vbmo(Ω). We set u1 = θρu, u1,i = ϕiu1.
Let Puo1,i := (∇d · uo1,i)∇d denotes the normal component of uo1,i whereas Que1,i := ue1,i −
(∇d · ue1,i)∇d denotes the tangential component of ue1,i.

Lemma 5.6.1. Let ρ <
cεΩ
48 . There exists a constant C, independent of v and ρ, such that

the estimates

[Puo1,i]bmo(Rn) ≤
C

ρn
‖u‖vbmo(Ω),

[∇d · Puo1,i]b∞(Γ) ≤
C

ρn
‖u‖vbmo(Ω)

hold for any i ∈ N and ν ∈ (0,∞].

Proof. Follow the proofs of [9, Proposition 2] and Lemma 5.4.1, we are done.

Lemma 5.6.2. Puo1 ∈ bmo(Rn) satisfies the estimates

‖Puo1‖bmo(Rn) ≤
C

ρn
‖u‖vbmo(Ω),

[∇d · Puo1]b∞(Γ) ≤
C

ρn
‖u‖vbmo(Ω)

with C independent of u and ρ.

Proof. Follow the proof of Lemma 5.4.2, we are done.

Similar as in [9, Proposition 2], we set

u1 := Puo1 +Que1.

By Lemma 5.4.2, we have that u1 ∈ bmo(Rn). Let u2 := u − u1 and uze2 be the zero
extension of u2 to Rn. Since u1 coincide with u1 in Ω, following the proof of Lemma 5.4.3
we can show that uze2 ∈ bmo(Rn) satisfying

‖uze2 ‖bmo(Rn) ≤
C

ρn
‖u‖vbmo(Ω)

with C independent of u and ρ. Therefore, by setting u := u1 +uze2 , we obtain an extension
of u whose normal component in a small neighborhood of Γ is odd with respect to Γ
whereas the tangential component in a small neighborhood of Γ is even with respect to Γ.
We summarize the extension theorem for a vector field of bmo in a domain as follow.
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Theorem 5.6.3. Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2. There exists c∗∗Ω > 0
such that for any ρ ∈ (0, c∗∗Ω ) and u ∈ vbmo(Ω), there is an extension u ∈ bmo(Rn) such
that

‖u‖bmo(Rn) + [∇d · u]b∞(Γ) ≤
C

ρn
‖u‖vbmo(Ω)

with C independent of u and ρ. Moreover, suppu ⊂ Ω2ρ where

Ω2ρ := {x ∈ Rn | d(x,Ω) < 2ρ}.

The operator u 7→ u is a bounded linear operator.

The constant c∗∗Ω can be taken as

c∗∗Ω := min { c2
0

16n(1 + L∂W ) · CLΓ,n
,
cεΩ
96
}.
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Chapter 6

The Helmholtz decomposition of a
space of vector fields with bounded
mean oscillation in a perturbed
half space with small perturbation

We introduce a space of vector fields with bounded mean oscillation whose “tangential”
and “normal” components to the boundary behave differently. We establish its Helmholtz
decomposition when the domain is a perturbed half space with small perturbation. This
substantially extends the authors’ earlier results for a half space and a bounded domain.

6.1 Introduction

The Helmholtz decomposition of a vector field is a fundamental tool to analyze the Stokes
and the Navier-Stokes equations. It is formally a decomposition of a vector field v =
(v1, . . . , vn) in a domain Ω of Rn into

v = v0 +∇q; (6.1.1)

here v0 is a divergence free vector field satisfying supplemental conditions like boundary
condition and ∇q denotes the gradient of a function (scalar field) q. If v is in Lp (1 <
p < ∞) in Ω, such a decomposition is well-studied. For example, a topological direct sum
decomposition

(Lp(Ω))n = Lpσ(Ω)⊕Gp(Ω)

holds for various domains including Ω = Rn, a half space Rn
+, a bounded smooth domain

[8]; see e.g. G. P. Galdi [9]. Here, Lpσ(Ω) denotes the Lp-closure of the space of all div-free
vector fields compactly supported in Ω and Gp(Ω) denotes the totality of Lp gradient fields.
It is impossible to extend this Helmholtz decomposition to L∞ even if Ω = Rn since the
projection v 7→ ∇q is a composite of the Riesz operators which is not bounded in L∞. We
have to replace L∞ with a class of functions of bounded mean oscillation. If the vector field
is of bounded mean oscillation (BMO for short), such a problem is studied in the cases
when Ω is a half space Rn

+ [10] and a bounded C3 domain [12]. Our goal in this chapter
is to establish the Helmholtz decomposition of BMO vector fields in a perturbed C3 half

131
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space with small perturbation in Rn, which is an example of a domain with curved and
non-compact boundary.

Let us recall the BMO space of vector fields introduced in [11] and [12]. We first recall
the BMO seminorm for µ ∈ (0,∞]. For a locally integrable function f , i.e., f ∈ L1

loc(Ω) we
define

[f ]BMOµ(Ω) := sup

{
1

|Br(x)|

∫
Br(x)

∣∣f(y)− fBr(x)

∣∣ dy ∣∣∣∣ Br(x) ⊂ Ω, r < µ

}
,

where fB denotes the average over B, i.e.,

fB :=
1

|B|

∫
B
f(y) dy

and Br(x) denotes the closed ball of radius r centered at x and |B| denotes the Lebesgue
measure of B. The space BMOµ(Ω) is defined as

BMOµ(Ω) :=
{
f ∈ L1

loc(Ω)
∣∣ [f ]BMOµ <∞

}
.

This space may not agree with the space of restrictions rΩf of f ∈ BMOµ(Rn). As in [2],
[3], [4], [5] we introduce a seminorm controlling the boundary behavior. For ν ∈ (0,∞], we
set

[f ]bν := sup

{
r−n

∫
Ω∩Br(x)

|f(y)| dy
∣∣∣∣ x ∈ Γ, 0 < r < ν

}
.

In these papers, the space

BMOµ,νb (Ω) :=
{
f ∈ BMOµ(Ω)

∣∣ [f ]bν <∞
}

is considered. Note that this space BMO∞,∞b (Ω) is identified with Miyachi’s BMO in-
troduced by [22] if Ω is a bounded Lipschitz domain or a Lipschitz half space as proved
in [5]. Unfortunately, it turns out such a boundary control for all components of vector
fields is too strict to have the Helmholtz decomposition. We separate tangential and normal
components. Let d denote the signed distance function from Γ which is defined by

d(x) =

{
infy∈Γ |x− y| for x ∈ Ω,
− infy∈Γ |x− y| for x /∈ Ω

so that d(x) = dΓ(x) for x ∈ Ω.
For vector fields of bounded mean oscillation, we consider

vBMOµ,ν(Ω) :=
{
v ∈ (BMOµ(Ω))n

∣∣ [∇d · v]bν <∞
}
,

where · denotes the standard inner product in Rn. We call the quantity (∇d · v)∇d on Γ
to be the component of v normal to the boundary Γ. We set

[v]vBMOµ,ν(Ω) := [v]BMOµ(Ω) + [∇dΓ · v]bν .

In the case where Ω is the half space Rn
+, [·]vBMOµ,ν(Ω) is not a norm but a seminorm if

either µ or ν is finite. However, if the boundary Γ has a fully curved part in the sense
of [11, Definition 7], then this becomes a norm [11, Lemma 8]. In particular, when Ω
is a bounded C2 domain, this is a norm. Roughly speaking, the boundary behavior of
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a vector field v is controlled for only normal part of v if v ∈ vBMOµ,ν(Ω). If Ω is a
bounded domain, this norm is equivalent no matter how µ and ν are taken; in other words,
vBMOµ,ν(Ω) = vBMO∞,∞(Ω). This is because vBMOµ,ν(Ω) ⊂ L1(Ω) when Ω is bounded,
which follows from the characterization of vBMOµ,ν(Ω) in [11, Theorem 9]. Without loss
of generality, we can simply write vBMOµ,ν(Ω) as vBMO(Ω) in this case. However, if Ω
is an unbounded space, then Γ does not necessarily have a fully curved part. Hence in this
case, [·]vBMOµ,ν(Ω) is not necessarily a norm. Moreover, the space vBMOµ,ν(Ω) depends
on the value of µ and ν. As a result, instead of working with vBMOµ,ν(Ω) directly, we
consider its intersection with the (L2(Ω))n, i.e., we consider the space

vBMOL2(Ω) := vBMOµ,ν(Ω) ∩ (L2(Ω))n

with
‖v‖vBMOL2(Ω) := [v]vBMOµ,ν(Ω) + ‖v‖(L2(Ω))n .

Note that this space vBMOL2(Ω) is a Banach space which is independent of µ, ν ∈ (0,∞].
We denote x′ := (x1, x2, ..., xn−1) for x ∈ Rn. Let h ∈ C3

0 (Rn−1). We define the
perturbed half space Rn

h to be the space

Rn
h := {x = (x′, xn) ∈ Rn

∣∣ xn > h(x′)}.

Without loss of generality, we may assume that supph ⊂ BRh(0′) for some Rh > 0 where
BRh(0′) denotes the ball in Rn−1 with center 0′ and radius Rh. Let C∗ > 0 be a fixed
constant that are going to be determined later in this chapter. We say the perturbed C3

half space Rn
h is of small perturbation if the condition

(Rn−1
h + 1)‖h‖C2(Rn−1) <

1

2C∗
(6.1.2)

holds. Now we are ready to state our main theorem.

Theorem 6.1.1. Let Ω be a perturbed C3 half space in Rn with small perturbation. Then
the topological direct sum decomposition

vBMOL2(Ω) = vBMOL2
σ(Ω)⊕GvBMOL2(Ω) (6.1.3)

holds with

vBMOL2
σ(Ω) :=

{
v ∈ vBMOL2(Ω)

∣∣ div v = 0 in Ω, v · n = 0 on Γ
}
,

GvBMOL2(Ω) :=
{
∇q ∈ vBMOL2(Ω)

∣∣ q ∈ L1
loc(Ω)

}
,

where n denotes the exterior unit normal vector field. In other words, for v ∈ vBMOL2(Ω),
there is unique v0 ∈ vBMOL2

σ(Ω) and ∇q ∈ GvBMOL2(Ω) satisfying v = v0 + ∇q.
Moreover, the mappings v 7→ v0, v 7→ ∇q are bounded in vBMOL2(Ω).

Our strategy to prove Theorem 6.1.1 follows from the strategy we used to establish the
Helmholtz decomposition in a bounded C3 domain [12]. Let E be the fundamental solution
of −∆ in Rn, i.e.,

E(x) :=

{
− log |x|/2π (n = 2)

|x|2−n/ (n(n− 2)α(n)) (n ≥ 3),
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where α(n) denotes the volume of the unit ball B1(0) of Rn. By [Theorem 5.1.2, Chapter 5],
we see that as long as the regularity of Γ is of uniformly C2, the space BMO∞(Ω)∩L2(Ω)
allows the standard cut-off, i.e., we are able to decompose v into two parts v = v1 +v2 with
v1 = ϕv and v2 = v − v1 with some ϕ ∈ C∞0 (Ω). Then, the support of v2 lies in a small
neighborhood of Γ whereas the support of v1 is away from Γ. For v1 we just set

q1
1 = E ∗ div v1

by extending v1 as zero outside its support. Then, the L∞ bound for ∇q1
1 is well controlled

near Γ, which yields a bound for bν semi-norm. To estimate v2, we use a normal coordinate
system near Γ and reduce the problem to the half space. Let d denotes the signed distance
function where d = dΓ in Ω and d = −dΓ outside Ω. We extend v2 to Rn so that the normal
part (∇d · v2)∇d is odd and the tangential part v2 − (∇d · v2)∇d is even in the direction
of ∇d with respect to Γ. In such type of coordinate system, the minus Laplacian can be
transformed as

L = A−B + lower order terms, A = −∆η, B =
∑

1≤i,j≤n−1

∂ηibij∂ηj ,

where ηn is the normal direction to the boundary so that {ηn > 0} is the half space. By
choosing a suitable coordinate system to represent Γ locally, we are able to arrange bij = 0
at one point of the boundary of the local coordinate system. We use a freezing coefficient
method to construct volume potential qtan

1 and qnor
1 , which corresponds to the contribution

from the tangential part v2
tan and the normal part v2

nor respectively. Since the leading
term of div v2

nor in normal coordinate consists of the differential of ηn only, if we extend
the coefficient bij even in ηn, qnor

1 is constructed so that the leading term of ∇d · ∇qnor
1 is

odd in the direction of ∇d. On the other hand, as the leading term of div v2
tan in normal

coordinate consists of the differential of η′ = (η1, ..., ηn−1) only, the even extension of bij in
ηn gives rise to qtan

1 so that the leading term of ∇d · ∇qtan
1 is also odd in the direction of

∇d. Disregarding lower order terms and localization procedure, we set qtan
1 and qnor

1 of the
form

qtan
1 = −L−1 div vtan

2 = −A−1(I −BA−1)−1 div vtan
2 ,

qnor
1 = −L−1 div vnor

2 = −A−1(I −BA−1)−1 div vnor
2 .

One is able to arrange BA−1 small by taking a small neighborhood of a boundary point.
Then (I−BA−1)−1 is given as the Neumann series

∑∞
m=0(BA−1)m. We are able to establish

BMO-BMO estimate for ∇qtan
1 and ∇qnor

1 , i.e.[
∇qtan

1

]
BMO(Rn)

≤ C ′0
[
vtan

2

]
BMO(Rn)

, [∇qnor
1 ]BMO(Rn) ≤ C

′
0 [vnor

2 ]BMO(Rn)

with some constant C ′0 independent of v2. Since the leading term of ∇d · (∇qtan
1 +∇qnor

1 ) is
odd in the direction of ∇d with respect to Γ, the BMO bound implies bν bound. Note that
[v2

nor]BMO(Rn) is controlled by [v2]bν and [v2]BMO∞(Ω) since v2
nor is odd in the direction of

∇d with respect to Γ. By the procedure sketched above, we are able to construct a suitable
operator by setting q1 = q1

1 + qtan
1 + qnor

1 . Since many steps in the construction of volume
potential q1 in this case follows exactly from the theory in [12, Section 3] and Chapter 5,
for these parts we provide necessary results directly without giving their proofs.
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Theorem 6.1.2 (Construction of a suitable volume potential). Let Ω be a uniformly C3

domain in Rn. Then, there exists a linear operator v 7−→ q1 from vBMOL2(Ω) to L∞(Ω)
such that

−∆q1 = div v in Ω

and that there exists a constant C1 = C1(Ω) satisfying

‖∇q1‖vBMOL2(Ω) ≤ C1‖v‖vBMOL2(Ω).

In particular, the operator v 7−→ ∇q1 is a bounded linear operator in vBMOL2(Ω).

By this operator, we observe that w = v −∇q1 is divergence free in Ω. Unfortunately,
this w may not fulfill the trace condition w ·n = 0 on the boundary Γ. We construct another
potential q2 by solving the Neumann problem

∆q2 = 0 in Ω

∂q2

∂n
= w · n on Γ.

We then set q = q1 + q2. Since ∂q2/∂n = ∇q2 · n, v0 = v − ∇q gives the Helmholtz
decomposition (6.1.1). To complete the proof of Theorem 6.1.1, it suffices to prove that
‖∇q2‖vBMOL2(Ω) is bounded by a constant multiply of ‖v‖vBMOL2(Ω).

Lemma 6.1.3 (Estimate of the normal trace). Let Ω be a uniformly C2+κ domain in Rn

with κ ∈ (0, 1). Then there is a constant C2 = C2(Ω) such that

‖w · n‖
L∞(Γ)∩H−

1
2 (Γ)
≤ C2‖w‖vBMOL2(Ω)

for all w ∈ vBMOL2(Ω) with divw = 0.

The L∞ estimate of w · n follows from the trace theorem established in [11]. For the

H−
1
2 estimate for w · n, we split the boundary into the straight part and the curved part.

Since we have the L∞ estimate for w · n and the curved part is compact, the contribution
in the H−

1
2 estimate for w ·n that comes from the curved part can be estimated by the L∞

norm of w · n directly. For the contribution in the H−
1
2 estimate of w · n that comes from

the straight part, we invoke the H−
1
2 estimate of w ·n in the case of the half space. Hence,

we finally need the estimate for the Neumann problem.

Lemma 6.1.4 (Estimate for the Neumann problem). Let Ω ⊂ Rn be a perturbed C2 half
space with small perturbation. For g ∈ L∞(Γ) satisfying

∫
Γ g dH

n−1 = 0, there exists a
unique (up to constant) solution u to the Neumann problem

∆u = 0 in Ω

∂u

∂n
= g on Γ

(6.1.4)

such that the operator g 7−→ u is linear and that there exists a constant C3 = C3(Ω) such
that

‖∇u‖vBMOL2(Ω) ≤ C3‖g‖
L∞(Γ)∩H−

1
2 (Γ)

.
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Combining these two lemmas with Theorem 6.1.2 yields

‖∇q2‖vBMOL2(Ω) ≤ C3C2‖v −∇q1‖vBMOL2(Ω)

≤ C3C2(1 + C1)‖v‖vBMOL2(Ω).

Setting q = q1 +q2 and v0 = v−∇q, we now observe that the projections v 7−→ v0, v 7−→ ∇q
are bounded in vBMOL2(Ω), which yields (6.1.3) in Theorem 6.1.1.

For g ∈ L∞(Γ) ∩H−
1
2 (Γ), we consider the single layer potential

E ∗ (δΓ ⊗ g)(x) :=

∫
Γ
E(x− y)g(y) dHn−1(y)

for x ∈ Rn. To show Lemma 6.1.4, we firstly estimate

‖∇E ∗ (δΓ ⊗ g)‖vBMO∞,ν(Ω) .

For the BMO estimate, we set g1(y′, h(y′)) := 1B2Rh
(0′)(y

′)g(y′, h(y′)) for (y′, h(y′)) ∈ Γ and

g2 := g − g1. By setting g2(y′, 0) = 0 for |y′| < 2Rh and g2(y′, 0) = g2(y′, 0) for |y′| ≥ 2Rh,
we see that the equality

E ∗ (δΓ ⊗ g2)(x) = E ∗ (δ∂Rn
+
⊗ g2)(x)

holds for any x ∈ Rn. Thus, the BMO estimate of ∇E ∗ (δΓ ⊗ g2) follows from the BMO
estimate of E ∗ (δ∂Rn

+
⊗ g2). Since g1(·, h(·)) is compactly supported in Rn−1, the BMO

estimate for ∇E ∗ (δΓ ⊗ g1) follows directly from [12, Lemma 5], which contains a similar
estimate that is established in the case of a compact boundary. It is very subtle but by a
direct calculation, we may deduce the estimate

sup
x∈Γν

∫
Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) <∞,

where Γν := {x ∈ Ω
∣∣ d(x) < ν} denotes a small neighborhood of Γ in Ω. Let x ∈ Γν . By

making use of this estimate, we can show that∣∣∇d(x) · ∇ (E ∗ (δΓ ⊗ g1)) (x)
∣∣ ≤ C‖g‖L∞(Γ).

Since the kernel | ·′ |1−n is integrable in L2(BM (0′)c) for any M > 0, we are able to prove
that ∣∣∇d(x) · ∇

(
E ∗ (δΓ ⊗ g2)

)
(x)
∣∣ ≤ C‖g‖

H−
1
2 (Γ)

.

Hence, we obtain an estimate for ‖∇d · ∇E ∗ (δΓ ⊗ g)‖L∞(Γν) by ‖g‖
L∞(Γ)∩H−

1
2 (Γ)

. The bν

estimate therefore follows.
Let g ∈ L∞(Γ). The trace of the double layer potential

(Pg)(x) =

∫
Γ

∂E

∂ny
(x− y)g(y) dHn−1(y), x ∈ Γν

is of the form (
γ(Pg)

)
(x′, h(x′)) =

1

2
g(x′, h(x′))−

(
Sg
)
(x′, h(x′)),

where S is a bounded linear operator on L∞(Γ) satisfying

‖S‖L∞(Γ)→L∞(Γ) ≤ C∗Rn−1
h ‖h‖C2(Rn−1)
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for some constant C∗ independent of h. Moreover, we have that Sg ∈ L2(Γ) satisfies the
estimate

‖Sg‖L2(Γ) ≤ C∗R
n−1

2
h ‖g‖L∞(Γ)

with some constant C∗ independent of h and g. Therefore, if Ω is a perturbed half space
of small perturbation, the inverse of I − 2S is well-defined as a bounded linear map from
L∞(Γ) to L∞(Γ) ∩H−

1
2 (Γ) by the Neumann series

(I − 2S)−1 =
∞∑
i=0

(2S)i.

Since Pg is harmonic in Ω, the solution to the Neumann problem (6.1.4) is formally given
by

u(x) = E ∗
(
δΓ ⊗ (2(I − 2S)−1g)

)
(x), x ∈ Ω.

If we can estimate the L2 norm of ∇u in Ω, then we are done. Fortunately, we indeed
have this estimate. In the case of a half space, if g ∈ H−

1
2 (∂Rn

+) satisfies∫
∂Rn

+

g(y) dHn−1(y) = 0,

then the estimate
‖∇E ∗ (δ∂Rn

+
⊗ g)‖(L2(Rn

+))n ≤ C‖g‖H− 1
2 (∂Rn

+)

holds with some constant C independent of g. This estimate holds for the reason that the
single layer potential E ∗ (δ∂Rn

+
⊗ g) is exactly half of the solution to the Neumann problem

in the half space, and the Neumann problem in the half space admits a unique weak solution
(up to an additive constant) u ∈ H1(Rn

+) which satisfies

‖∇u‖(L2(Rn
+))n ≤ C‖g‖H− 1

2 (∂Rn
+)

with C independent of g, see e.g. [26, Remark 1.2 and Remark 1.3], [21, Section 1.7]. In

the case that Ω is a perturbed C2 half space, for g ∈ L∞(Γ) ∩H−
1
2 (Γ), we consider g as a

sum of g1 and g2. If the integral of g on Γ equals zero, then there exists a constant Ic ∈ R
such that ∫

∂Rn
+

g2(y) + fs(y) dHn−1(y) = 0

with

fs(x
′, 0) =

{
0 for |x′| ≥ 2Mh

Ic
|B2Mh

(0′)| for |x′| < 2Mh.

Since g2 + fs ∈ H−
1
2 (∂Rn

+), by the L2 estimate in the half space case, we deduce that

‖∇E ∗
(
δ∂Rn

+
⊗ g2

)
‖(L2(Rn

+))n ≤ ‖∇E ∗
(
δ∂Rn

+
⊗ fs

)
‖(L2(Rn

+))n + C‖g‖
L∞(Γ)∩H−

1
2 (Γ)

.

In addition, if the support of g(·′, h(·′)) is contained in B2Rh(0′), we apply the idea in
[12, Lemma 5] which extends g ∈ L∞(Γ) to ge ∈ L∞(Γ2δ) by letting ge(x) := g(πx)
for any x ∈ Γ2δ with πx denoting the projection of x on Γ. By multiplying a cutoff
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function θd to ge where θd(x) = 1 for |d(x)| ≤ δ and θd(x) = 0 for |d(x)| ≥ 2, we see that
ge,c := θdge ∈ L∞(Rn) is of compact support. Since

δΓ ⊗ g = (∇1Ω · ∇d)ge,c

= div(ge,c1Ω∇d)− 1Ω div(ge,c∇d),

div(ge,c∇d) = ge,c∆d+∇d · ∇ge,c = ge,c∆d+ (∇d · ∇θd)ge,

we have that

∇E ∗ (δΓ ⊗ g1) = ∇ div (E ∗ (ge,c1Ω∇d))−∇E ∗ (1Ωgefθ) = I1 + I2

where fθ := θd∆d+∇d ·∇θd. Since ∇ divE is Lp for any 1 < p <∞, see e.g. [15, Theorem
5.2.7 and Theorem 5.2.10], I1 can be estimated as

‖I1‖(L2(Rn))n ≤ C‖ge,c1Ω∇‖(L2(Rn))n ≤ C‖g‖L∞(Γ).

Since ∇E ∼ | · |1−n, the famous Hardy-Littlewood-Sobolev inequality [1, Theorem 1.7]
implies that

‖I2‖(L2(Rn))n ≤ C‖1Ωgefθ‖(L2(Rn))n ≤ C‖g‖L∞(Γ).

Hence, it can be deduced that

‖∇E ∗
(
δ∂Rn

+
⊗ fs

)
‖(L2(Rn

+))n + ‖∇E ∗
(
δΓ ⊗ g1

)
‖(L2(Ω))n ≤ C‖g‖L∞(Γ).

Since ∇E ∗
(
δ∂Rn

+
⊗ g2

)
= ∇E ∗

(
δΓ ⊗ g2

)
, we finally obtain our desired L2 estimate

‖∇E ∗
(
δΓ ⊗ g

)
‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−

1
2 (Γ)

.

If g ∈ L∞(Γ) ∩ H−
1
2 (Γ) ∩ L1(Γ), then without assuming the integral of g on Γ to be

zero, we can deduce the L2 estimate

‖∇E ∗
(
δΓ ⊗ g

)
‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−

1
2 (Γ)∩L1(Γ)

in a similar way. Since we also have Sg ∈ L1(Γ) for g ∈ L∞(Γ), the series
∑∞

i=1(2S)ig is
well-defined in L1(Γ) as long as the smallness condition

(Rn−1
h + 1)‖h‖C2(Rn−1) <

1

2C∗

is satisfied. Therefore, the L2 estimate for ∇u holds. We obtain Lemma 6.1.4.
Our approach in this chapter is to derive the boundedness of the operator v 7→ ∇q by a

potential-theoretic approach. In Lp setting there is a variational approach based on duality
introduced by [23]; see also [6]. The key estimate is

‖∇q‖Lp(Ω) ≤ C5 sup

{∫
Ω
∇q · ∇ϕdx

∣∣∣ ‖∇ϕ‖Lp′ (Ω) ≤ 1

}
with C5 independent of q, where 1/p+ 1/p′ = 1, 1 < p <∞. Formally, this estimate yields
the desired bound ‖∇q‖Lp(Ω) ≤ C5‖v‖Lp(Ω) since∫

Ω
∇q · ∇ϕdx =

∫
Ω
v · ∇ϕdx.
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At this moment, it is not clear that similar estimate holds if one replaces Lp(Ω) by vBMO
since the predual space of vBMO is not clear.

This chapter is organized as follows. In Section 6.2, we construct a volume potential
corresponding to div v. We localize the problem and reduce the problem to small neigh-
borhoods of points on the boundary. Here we invoke the theory established in [12] and
Chapter 5 to give a proof to Theorem 6.1.2. In Section 6.3, we establish Lemma 6.1.4 by
estimating the single layer potential.

Throughout this chapter, unless otherwise specified, the symbol C in an inequality
represents a positive constant independent of quantities that appeared in the inequality.
For a fixed ρ > 0, Cρ represents a constant depending only on ρ. Cn represents a constant
depending only on n and CΩ,n represents a constant depending only on Ω and n.

6.2 Volume potential construction in a uniformly C3 domain

For v ∈ vBMOL2(Ω), we shall construct a suitable potential q1 so that v 7−→ ∇q1 is a
bounded linear operator in vBMOL2 as stated in Theorem 6.1.2. The construction in the
case where Ω is a uniformly C3 domain basically follows from the theory in [12], in which
Ω is assumed to be a bounded C3 domain.

6.2.1 Localization tools

Let us recall the uniform estimates established in Chapter 5. We denote x′ = (x1, x2, ..., xn−1)
for x ∈ Rn and ∇′ := (∂1, ∂2, ..., ∂n−1). Let Ω be a uniformly C2 domain in Rn. In other
words, there exists r∗, δ∗ > 0 such that for each z0 ∈ Γ, up to translation and rotation,
there exists a function hz0 which is C2 in a closed ball Br∗(0

′) of radius r∗ centered at the
origin 0′ of Rn−1 satisfying following properties:

(i) KΓ := supBr∗ (0′) |(∇′)shz0 | <∞ for s = 0, 1, 2; ∇′h(0′) = 0, h(0′) = 0,

(ii) Ω ∩ Ur∗,δ∗,hz0 (z0) =
{

(x′, xn) ∈ Rn
∣∣ hz0(x′) < xn < hz0(x′) + δ∗, |x′| < r∗

}
for

Ur∗,δ∗,hz0 (z0) :=
{

(x′, xn) ∈ Rn
∣∣ hz0(x′)− δ∗ < xn < hz0(x′) + δ∗, |x′| < r∗

}
,

(iii) Γ ∩ Ur∗,δ∗,hz0 (z0) =
{

(x′, xn) ∈ Rn
∣∣ xn = hz0(x′), |x′| < r∗

}
.

We say that Ω is of type (r∗, δ∗,KΓ).
Since Ω is a uniformly C2 domain, there is R∗ > 0 such that if |d(x)| < R∗, there is

unique point πx such that |x− πx| = |d(x)|. The supremum of such R∗ is called the reach
of Ω and Ωc. For δ ∈ (0, R∗], we set that

Γδ :=
{
x ∈ Rn

∣∣ |d(x)| < δ
}

and
Γδ :=

{
x ∈ Ω

∣∣ dΓ(x) < δ
}
.

Moreover, d is C2 in the R∗-neighborhood of Γ, i.e., d ∈ C2(ΓR∗); see [14, Chap. 14,
Appendix], [20, §4.4]. Note that R∗ satisfies

R∗ = min
(
RΩ
∗ , R

Ωc

∗
)
,
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where RΩ
∗ is the reach of Γ in Ω while RΩc

∗ is the reach of Γ in the complement Ωc of Ω.
Let K∗Γ := max {KΓ, 1}. There exists 0 < ρ0 < min(r∗, δ∗,

R∗
2 ,

1
2nK∗Γ

) such that

Uρ(z0) :=
{
x ∈ Rn

∣∣ (πx)′ ∈ intBρ(0
′), |d(x)| < ρ

}
is contained in the coordinate chart Ur∗,δ∗,hz0 (z0) for any ρ ≤ ρ0.

We next consider the normal coordinate in Uρ0(z0)

x = ψ(η) =

{
η′ + ηn∇′d(η′, hz0(η′));
hz0(η′) + ηn∂xnd(η′, hz0(η′))

(6.2.1)

or shortly
x = πx− d(x)n(πx), n(πx) = −∇d(πx).

For each z0 ∈ Γ, ψ is indeed a local C1-diffeomorphism which maps Vρ0 to Uρ0(z0) where
Vρ0 := Bρ0(0′) × (−ρ0, ρ0). We indeed have that ψ ∈ C1(Vρ0) with (∇ηψ)(0) = I. Let
ε ∈ (0, 1) and cεΩ := min { ε

K∗Γ·((n+1)!)2·22n+5 ,
ρ0

2 }. Regardless of z0 ∈ Γ, we can uniformly

estimate the gradient of ψ and ψ−1 simultaneously.

Proposition 6.2.1 (Chapter 5). Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2. Then
for any ρ ∈ (0, cεΩ] and z0 ∈ Γ, the estimates

‖∇F − I‖L∞(Vρ) < ε,

‖∇F−1 − I‖L∞(Uρ(z0)) < ε

hold simultaneously.

For ρ ∈ (0, ρ0/2), there exists a locally finite open cover of Γρ, i.e., we have that

Proposition 6.2.2 (Chapter 5). Let Ω ⊂ Rn be a uniformly C2 domain with n ≥ 2. There
exist a countable family of points in Γ, say S := {xi ∈ Γ | i ∈ N}, and a natural number
N∗ ∈ N such that

Γρ =
⋃
xi∈S

Uρ(xi)

and for any xj ∈ S, there exist at most N∗ points in S, say {xj1 , ..., xjN∗} ⊂ S, with

Uρ(xj) ∩ Uρ(xjl) 6= ∅

for each 1 ≤ l ≤ N∗.

Based on this open cover of Γρ, a partition of unity for Γρ can be constructed as follow.

Proposition 6.2.3 (Chapter 5). There exist ϕi ∈ C1(Γρ) for each i ∈ N and a constant
CU such that properties

0 ≤ ϕi ≤ 1 for any i ∈ N,

suppϕi ⊂ Uρ(xi) for any i ∈ N,

suppϕi ◦ ψ ⊂ Bρ(0′)× [−ρ, ρ],
∞∑
i=1

ϕi(x) ≡ 1 for any x ∈ Γρ,

sup
i∈N
‖∇ϕi‖L∞(Γρ) ≤ CU

(6.2.2)

hold.
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6.2.2 Cut-off and extension

In general, multiplication by a smooth function to BMO is not bounded in BMO. However,
such multiplication is bounded in bmo.

Proposition 6.2.4 (Multiplication). Let Ω ⊂ Rn be a uniformly C2 domain, n ≥ 2. Let
ϕ ∈ Cγ(Ω) with γ ∈ (0, 1). For each v ∈ vBMOL2(Ω), the function ϕv ∈ vBMOL2(Ω)
satisfies

‖ϕv‖vBMOL2(Ω) ≤ C‖ϕ‖Cγ(Ω)‖v‖vBMOL2(Ω)

with C independent of ϕ and v.

Proof. Since
[∇d · ϕv]bν ≤ ‖ϕ‖L∞(Ω) [∇d · v]bν ,

this proposition follows trivially from the product estimate [Theorem 5.1.2, Chapter 5], by
which ‖ϕv‖bmo∞∞(Ω) is estimated by the product of ‖ϕ‖Cγ(Ω) and ‖v‖bmo∞∞(Ω) with a constant
C independent of ϕ and v.

We consider the projection to the direction to ∇d. For x ∈ Γρ0 , we set

P (x) = ∇d(πx)⊗∇d(πx) = n(πx)⊗ n(πx).

For later convenience, we set Q(x) = I−P (x) which is the tangential projection for x ∈ Γρ0 .
For a function f in Γρ0 ∩ Ω, let feven (resp. fodd) denote its even (odd) extension to Γρ0

defined by

feven (πx+ d(x)n(πx)) = f (πx− d(x)n(πx)) for x ∈ Γρ0\Ω,
fodd (πx+ d(x)n(πx)) = −f (πx− d(x)n(πx)) for x ∈ Γρ0\Ω.

We denote rW to be the restriction in W for any subset W ⊂ Rn. Let f be a function (or
a vector field) defined in Vσ for some σ ∈ (0,∞]. We set Eevenf to be the even extension
of f in Vσ ∩Rn

+ to Vσ with respect to the n-th variable, i.e.,

Eevenf(η′,−ηn) = f(η′, ηn)

for any (η′, ηn) ∈ Vσ ∩Rn
+.

For v ∈ vBMOL2(Ω) with supp v ⊂ Uρ(z0) ∩ Ω, let v be its extension of the form

v(x) := (Pvodd)(x) + (Qveven)(x) (6.2.3)

for x ∈ Uρ(z0). Notice that supp v ⊂ Uρ(z0), v is indeed defined in Rn with v(x) = 0 for
any x ∈ Uρ(z0)c. Let c∗∗Ω < cεΩ/96 be the constant defined in Chapter 5.

Proposition 6.2.5. Let Ω ⊂ Rn be a uniformly C2 domain, z0 ∈ Γ and ρ ∈ (0, c∗∗Ω ). There
exists a constant C, independent of v and ρ, such that

[v]BMOL2(Rn) ≤
C

ρn
‖v‖vBMOL2(Ω),

[∇d · v]bν(Γ) ≤
C

ρn
‖v‖vBMOL2(Ω)

for all v ∈ vBMOL2(Ω) with supp v ⊂ Uρ(z0) ∩ Ω and ν > 0.
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This proposition is simply the vBMOL2 version of [12, Proposition 2].

Proof. By considering the normal coordinate change y = ψ(η) in Uρ(z0), we can deduce
that veven, vodd ∈ L2(Rn) satisfying

‖veven‖L2(Rn) = ‖vodd‖L2(Rn) ≤ 4‖v‖L2(Ω).

Hence v ∈ L2(Rn) satisfies the estimate ‖v‖L2(Rn) ≤ Cn‖v‖L2(Ω). Hence, this proposition
follows from the estimate

‖u‖BMO(Rn) + [∇d · u]b∞(Γ) ≤
C

ρn
‖u‖vBMOL2(Ω),

which is guaranteed by [Theorem 5.6.3, Chapter 5].

6.2.3 Volume potentials

In this subsection, we always assume that Ω is a uniformly C3 domain in Rn. Let ρ ∈
(0, ρ∗/2) for some sufficiently small ρ∗ that is to be determined later. We consider a cut
off function θ ∈ C∞c (R) such that 0 ≤ θ ≤ 1, θ(t) = 1 for any 0 < |t| ≤ 1/2 and θ(t) = 0
for any |t| ≥ 1. Set θρ := θ(d(x)/ρ). Note that θρ ∈ C3(Rn). We then let v2 := θρv and
v1 := (1− θρ)v. Same proof of [Theorem 5.1.1, Chapter 5] implies that v1 ∈ BMOL2(Rn)
and v2 ∈ BMOL2(Rn) ∩ bν(Γ).

To construct the mapping v 7→ q1 in Theorem 6.1.2, we localize v2 by using the partition
of the unity {ϕi}∞i=1 associated with the covering {Uρ,i}∞i=1 of Γρ. Here for each i ∈ N,
Uρ,i denote Uρ(xi) in Proposition 6.2.3. The corresponding volume potential to v1 can be
estimated directly.

Proposition 6.2.6. There exists a constant Cρ, which depends on ρ only, such that

‖∇q1
1‖BMOL2(Rn) ≤ Cρ‖v‖vBMOL2(Ω),

‖∇q1
1‖L∞(ΓRn

ρ/4
) ≤ Cρ‖v‖vBMOL2(Ω)

for q1
1 = E ∗ div v1 and v ∈ vBMOL2(Ω). In particular,[

∇q1
1

]
bν(Γ)

≤ Cρ‖v‖vBMOL2(Ω)

for ν < ρ/4.

Proof. By the BMO-BMO estimate [7] and Proposition 6.2.4, we have the estimate[
∇q1

1

]
BMO(Rn)

≤ C[v1]BMO(Rn) ≤ Cρ‖v‖vBMOL2(Ω).

Consider x ∈ ΓRn

ρ/4. Since ∇q1
1 is harmonic in ΓRn

ρ/2 and B ρ
4
(x) ⊂ ΓRn

ρ/2, the mean value
property for harmonic functions implies that

∇q1
1(x) =

Cn
ρn

∫
B ρ

4
(x)
∇q1

1(y) dy.

By Hölder’s inequality, we can estimate |∇q1
1(x)| by Cn

ρn/2
‖∇q1

1‖L2(Rn). Since the convolution

with ∇2E is bounded in Lp for any 1 < p < ∞, see e.g. [15, Theorem 5.2.7 and Theorem
5.2.10], we have that

‖∇q1
1‖L2(Rn) ≤ C‖v1‖L2(Rn) ≤ C‖v‖L2(Rn).
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Therefore, the estimate
|∇q1

1(x)| ≤ Cρ‖v‖vBMOL2(Ω)

holds for any x ∈ ΓRn

ρ/4.

For i ∈ N, we extend (rΩϕi)v2 as in Proposition 6.2.5 to get (rΩϕi)v2 and set

v2 :=

∞∑
i=1

(rΩϕi)v2.

Indeed, this extension is independent of the choice of {ϕi}∞i=1 as long as {ϕi}∞i=1 is a partition
of unity for Γρ. We next set

v2
tan := Qv2 =

∞∑
i=1

Q (ϕi(v2)even) .

For i ∈ N, we have that ϕi ∈ C2(Uρ,i). For simplicity of notation, we denote ϕi(v2)even

by v2,i. Proposition 6.2.3 and the construction of v2 imply that v2,i ∈ BMOL2(Rn) with
supp v2,i ⊂ Uρ,i. In addition, we denote Qv2,i by wtan

i . Now, we are ready to construct the
suitable potential corresponding to

v2
tan =

∞∑
i=1

Qv2,i.

Proposition 6.2.7 ([12]). There exists ρ∗ > 0 such that if ρ < ρ∗/2, then for every
i ∈ N, there exist bounded linear operators v 7−→ ptan

i,1 and v 7−→ ptan
i,2 from vBMOL2(Ω) to

L∞(Rn) such that
−∆ptan

i = divwtan
i in U2ρ,i ∩ Ω

with ptan
i := ptan

i,1 +ptan
i,2 , supp ptan

i,1 ⊂ U2ρ,i. Moreover, there exists a constant Cρ, independent
of v, such that

‖∇ptan
i,1 ‖BMOL2(Rn) ≤ Cρ‖v2,i‖BMOL2(Rn),

‖∇ptan
i,2 ‖L∞(Rn) ≤ Cρ‖v‖vBMOL2(Ω),

sup
x∈Γ,r<ρ

1

rn

∫
Br(x)

|∇d · ∇ptan
i | dy ≤ Cρ‖v‖vBMOL2(Ω).

This proposition is simply a rewrite of [12, Proposition 4]. Having the estimate for
the volume potential near the boundary regarding its tangential component, we are left to
handle the contribution from vnor

2 := v2 − vtan
2 . We recall its decomposition

vnor
2 =

∞∑
i=1

P (ϕi(v2)odd) .

For simplicity of notations, we denote ∇d · (ϕi(v2)odd) by gi and P (ϕi(v2)odd) by wnor
i for

every i ∈ N. By this notation wnor
i = gi∇d. With a similar idea of proof, we can establish

the suitable potential corresponding to vnor
2 .
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Proposition 6.2.8 ([12]). There exists ρ∗ > 0 such that if ρ < ρ∗/2, then for every
i ∈ N, there exist bounded linear operators v 7−→ pnor

i,1 and v 7−→ pnor
i,2 from vBMOL2(Ω) to

L∞(Rn) such that
−∆pnor

i = divwnor
i in U2ρ,i ∩ Ω

with pnor
i := pnor

i,1 +pnor
i,2 , supp pnor

i,1 ⊂ U2ρ,i. Moreover, there exists a constant Cρ, independent
of v, such that

‖∇pnor
i,1 ‖BMOL2(Rn) ≤ Cρ‖gi‖BMOL2(Rn),

‖∇pnor
i,2 ‖L∞(Rn) ≤ Cρ‖v‖vBMOL2(Ω),

sup
x∈Γ,r<ρ

1

rn

∫
Br(x)

|∇d · ∇pnor
i | dy ≤ Cρ‖v‖vBMOL2(Ω).

Similarly, this proposition is just a rewrite of [12, Proposition 5]. By these two propo-
sitions, we are now ready to prove Theorem 6.1.2.

Proof of Theorem 6.1.2 admitting Proposition 6.2.7 and 6.2.8. Let i ∈ N. We first con-
sider the contribution from the tangential part. We take a cut-off function θi ∈ C∞c (U2ρ,i)
such that θi = 1 on Uρ,i and 0 ≤ θi ≤ 1. We next set

qtan
1,i := θip

tan
i + E ∗

(
ptan
i ∆θi + 2∇θi · ∇ptan

i

)
.

By definition, Proposition 6.2.7 says that

−∆qtan
1,i = −∆(θip

tan
i ) + ptan

i ∆θi + 2∇θi · ∇ptan
i

= θi divwtan
i = divwtan

i

in Ω as suppwtan
i ⊂ Uρ,i. We then set

qtan
1 :=

∞∑
i=1

qtan
1,i .

Since supp ptan
i,1 ⊂ U2ρ,i, by Proposition 6.2.7 we see that

∞∑
i=1

‖∇(θip
tan
i,1 )‖L2(Rn) ≤ Cρ

∞∑
i=1

‖v2,i‖L2(Rn).

Since our partition of unity for Γρ is locally finite according to Proposition 6.2.2 and 6.2.3,
we can deduce that

∞∑
i=1

‖v2,i‖L2(Rn) ≤ 8N∗‖v2‖L2(Ω) ≤ 8N∗‖v‖L2(Ω)

with the constant N∗ defined in Proposition 6.2.2. Suppose that B is a ball of radius
r(B) < ρ. If B does not intersect Γ2ρ, then

1

|B|

∫
B
|∇(θip

tan
i,1 )−

(
∇(θip

tan
i,1 )
)
B
| dy = 0



6. The Helmholtz decomposition of a space of vector fields with bounded mean oscillation
in a perturbed half space with small perturbation 145

for each i ∈ N. If B intersects Γ2ρ, then by the proof of [Lemma 5.4.2, Chapter 5], we see
that B intersects at most N∗ neighborhoods of {U2ρ(xi) |xi ∈ S}. Hence in this case, we
have that

1

|B|

∫
B

∣∣∣∣ ∞∑
i=1

∇(θip
tan
i,1 )−

( ∞∑
i=1

∇(θip
tan
i,1 )

)
B

∣∣∣∣ dy ≤ N∗∑
l=1

[∇(θilp
tan
il,1

)]BMO(Rn)

≤ CρN∗‖v‖vBMOL2(Ω).

Thus, we deduce that∥∥∥∥ ∞∑
i=1

∇(θip
tan
i,1 )

∥∥∥∥
BMOL2(Rn)

≤ CρN∗‖v‖vBMOL2(Ω).

Since supp θip
tan
i,2 ⊂ U2ρ,i, by Proposition 6.2.7 and 6.2.2 we have that[ ∞∑

i=1

∇(θip
tan
i,2 )

]
BMO(Rn)

≤ 2

∥∥∥∥ ∞∑
i=1

∇(θip
tan
i,2 )

∥∥∥∥
L∞(Rn)

≤ CρN∗‖v‖vBMOL2(Ω).

In addition, as

‖∇(θip
tan
i,2 )‖L2(Rn) ≤ |U2ρ,i|1/2‖∇(θip

tan
i,2 )‖L∞(Rn) ≤ Cρ‖v2,i‖L2(Rn),

similar argument as above implies that∥∥∥∥ ∞∑
i=1

∇(θip
tan
i,2 )

∥∥∥∥
L2(Rn)

≤
∞∑
i=1

‖∇(θip
tan
i,2 )‖L2(Rn) ≤ Cρ

∞∑
i=1

‖v2,i‖L2(Rn) ≤ CρN∗‖v‖L2(Ω).

Hence, we obtain that∥∥∥∥ ∞∑
i=1

∇(θip
tan
i )

∥∥∥∥
BMOL2(Rn)

≤ CρN∗‖v‖vBMOL2(Ω). (6.2.4)

Let f tan
i = ptan

i ∆θi + 2∇θi · ∇ptan
i . Since supp f tan

i ⊂ U2ρ,i, we actually have that

‖f tan
i ‖L1(U2ρ,i) ≤ |U2ρ,i|1/2 · ‖f tan

i ‖L2(U2ρ,i).

By the same argument in the above paragraph which proves the estimate (6.2.4), we can
show that [ ∞∑

i=1

f tan
i

]
BMO(Rn)

+
∞∑
i=1

‖f tan
i ‖L1(Rn) ≤ CρN∗‖v‖vBMOL2(Ω).

By an interpolation (cf. [5, Lemma 5], [19, Theorem 2.2], [18, Theorem 1 and Remark 1]),
we see that the estimate∥∥∥∥ ∞∑

i=1

f tan
i

∥∥∥∥
Ls(Rn)

≤ Cn
∥∥∥∥ ∞∑
i=1

f tan
i

∥∥∥∥ 1
s

L1(Rn)

[ ∞∑
i=1

f tan
i

]1− 1
s

BMO(Rn)

≤ Cn
∥∥∥∥ ∞∑
i=1

f tan
i

∥∥∥∥
BMOL1(Rn)

(6.2.5)
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holds for any 1 < s <∞. Since ∇E is in Lp
′
(B6ρ(0)) for 1 < p′ < n/(n− 1), it follows that

sup
Rn

∣∣∣∣∇E ∗ ( ∞∑
i=1

f tan
i

)∣∣∣∣ ≤ Cρ∥∥∥∥ ∞∑
i=1

f tan
i

∥∥∥∥
Lp(Rn)

.

Thus, we deduce that

sup
Rn

∣∣∣∣∇E ∗ ( ∞∑
i=1

f tan
i

)∣∣∣∣ ≤ CρN∗‖v‖vBMOL2(Ω).

By the well-known Hardy-Littlewood-Sobolev inequality, see e.g. [1, Theorem 1.7], the
estimate ∥∥∥∥∇E ∗ ( ∞∑

i=1

f tan
i

)∥∥∥∥
L2(Rn)

≤ C
∥∥∥∥ ∞∑
i=1

f tan
i

∥∥∥∥
Lr(Rn)

holds with r = 2n
n+2 . Hence by (6.2.5), we get that∥∥∥∥∇E ∗ ( ∞∑

i=1

f tan
i

)∥∥∥∥
BMOL2(Rn)

≤ CρN∗‖v‖vBMOL2(Ω).

Combine with (6.2.4), we finally obtain that

‖∇qtan
1 ‖BMOL2(Ω) ≤ CρN∗‖v‖vBMOL2(Ω).

By Proposition 6.2.7, the control on the boundary with respect to qtan
1 is estimated by

sup
x∈Γ,r<ρ

1

rn

∫
Br(x)

|∇d · ∇qtan
1 | dy ≤ CρN∗‖v‖vBMOL2(Ω)

as the partition {Uρ(xi) |xi ∈ S} is a locally finite open cover of Γρ according to Proposition
6.2.2.

Set
qnor

1,i := θip
nor
i + E ∗ (pnor

i ∆θi + 2∇θi · ∇pnor
i )

and

qnor
1 :=

∞∑
i=1

qnor
1,i .

By making use of Proposition 6.2.8 and repeating the whole argument above that treats
the case for qtan

1 , we can prove that

‖∇qnor
1 ‖vBMOL2(Ω) ≤ CρN∗‖v‖vBMOL2(Ω)

in the same way. Then we set

q1 := q1
1 + qtan

1 + qnor
1 .

By our construction we have that

−∆q1 = −∆q1
1 −∆qtan

1 −∆qnor
1

= div v1 +
∞∑
i=1

divwtan
i +

∞∑
i=1

divwnor
i

= div(v1 + v2) = div v

in Ω. We are done.
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6.3 Neumann problem with bounded data in a perturbed C2

half space with small perturbation

We consider the Neumann problem for the Laplace equation in a perturbed C2 half space
in Rn with L∞-initial data. We shall begin with the half space. Let E be the fundamental
solution of −∆ in Rn. A solution of the Neumann problem

∆u = 0 in Rn
+

∂u

∂n
= g on ∂Rn

+

(6.3.1)

is formally given by

u(x) =

∫
∂Rn

+

N(x, y)g(y) dHn−1, (6.3.2)

where N denotes the Neumann-Green function. In the case of a half space, it is well-known
that

N(x, y) = E(x− y) + E(x′ − y′, xn + yn).

Its exterior normal derivative ∂N/∂nx for yn = 0 is nothing but the Poisson kernel with
the parameter xn. By symmetry we observe that

− ∂

∂xn

∫
Rn−1

E(x′ − y′, xn)g(y′) dy′ → 1

2
g(x′)

as xn > 0 tends to zero. Thus u gives a solution of (6.3.1) formally. The function

E ∗ (δ∂Rn
+
⊗ g) :=

∫
∂Rn

+

E(x′ − y′, xn)g(y′) dy′

is called the single layer potential of g. For g ∈ L∞(∂Rn
+), we let g̃(x′, xn) := g(x′, 0) for

any x ∈ Rn. Natrually, g̃ ∈ L∞(Rn). Let 1Rn
+

be the characteristic function associated
with the half space Rn

+. In this case, we have that

∇E ∗ (δ∂Rn
+
⊗ g) = ∇∂xnE ∗ 1Rn

+
g̃

Hence by the L∞-BMO estimate for the singular integral operator [16, Theorem 4.2.7], we
recall the following.

Proposition 6.3.1 ([12]). There exists a constant C, independent of g, such that

[∇(E ∗ (δ∂Rn
+
⊗ g))]BMO(Rn) ≤ C‖g‖L∞(∂Rn

+).

Since −∂xn(E ∗ (δΓ ⊗ g)) is the half of the Poisson integral, i.e.,

−∂xn(E ∗ (δ∂Rn
+
⊗ g)) =

1

2

∫
Rn−1

Pxn(x′ − y′)g(y′) dy′,

we also have the following.

Proposition 6.3.2 ([12]). The estimate∥∥∂xn(E ∗ (δ∂Rn
+
⊗ g)

)∥∥
L∞(Rn

+)
≤ 1

2
‖g‖L∞(∂Rn

+)

holds for g ∈ L∞(∂Rn
+).
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We then seek to establish these estimates for the case where Ω is a perturbed C2 half
space with small perturbation. Here and hereafter, we set

Ω = Rn
h = {(x′, xn) ∈ Rn |xn > h(x′)}

with h ∈ C2
c (Rn−1) satisfying smallness condition (6.1.2) and Γ = ∂Rn

h. Let 1
′

B2Rh
(0′) be

the characteristic function associated with B2Rh(0′) in Rn−1. We define g1, g2 ∈ L∞(Γ) by
setting g1(x′, h(x′)) := 1

′

B2Rh
(0′)(x

′)g(x′, h(x′)) and g2(x′, h(x′)) := g(x′, h(x′))−g1(x′, h(x′))

for any x′ ∈ Rn−1.

Lemma 6.3.3. Let Ω = Rn
h be a perturbed C2 half space in Rn with boundary Γ = ∂Rn

h.

(i) (BMO estimate) There exists a constant C1 such that

[∇ (E ∗ (δΓ ⊗ g))]BMO(Rn) ≤ C1‖g‖L∞(Γ) (6.3.3)

for all g ∈ L∞(Γ).

(ii) (L∞ estimate for normal component) There exists a constant C2 such that

‖∇d · ∇ (E ∗ (δΓ ⊗ g))‖L∞(Γρ0∩Ω) ≤ C2‖g‖
L∞(Γ)∩H−

1
2 (Γ)

(6.3.4)

for all g ∈ L∞(Γ) ∩H−
1
2 (Γ).

Here E ∗ (δΓ⊗g) is defined as E ∗ (δΓ⊗g)(x) :=
∫

ΓE(x−y)g(y) dHn−1(y) for a function
g on Γ. We shall prove Lemma 6.3.3 in following subsections.

6.3.1 BMO estimate

Lemma 6.3.3 (i). We define g2 ∈ L∞(∂Rn
+) by setting

g2(x′, 0) =

{
g2(x′, 0) for |x′| ≥ 2Rh,
0 for |x′| < 2Rh.

By Proposition 6.3.1, the estimate

[∇(E ∗ (δ∂Rn
+
⊗ g2))]BMO(Rn) ≤ C‖g2‖L∞(∂Rn

+) ≤ C‖g‖L∞(Γ)

holds with C independent of g.
Note that the signed distance function d is C2 in Γρ0 , see [14, Section 14.6]. Let δ < ρ0/2.

We take a C2 cut-off function θ ≥ 0 such that θ(σ) = 1 for σ ≤ 1 and θ(σ) = 0 for σ ≥ 2.
By the choice of δ, we see that θd = θ(d/δ) is C2 in Rn. We extend g1 ∈ L∞(Γ) to
ge1 ∈ L∞(Γ2δ) by setting

ge1(x) := g1(πx)

for any x ∈ Γ2δ with πx denoting the projection of x on Γ. For x ∈ Γ2δ, by considering the
normal coordinate x = ψ(η) in U2δ(πx), we have that

(∇xd)ψ · (∇xge1)ψ = ∂ηn(ge1)ψ = 0

as (ge1)ψ(η′, α) = (ge1)ψ(η′, β) for any |η′| < 2δ and α, β ∈ (−2δ, 2δ). Hence, we see that
∇d · ∇ge1 = 0 in Γ2δ.
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Let us consider ge1,c := θdg
e
1. A key observation is that

δΓ ⊗ g1 = (∇1Ω · ∇d)ge1,c

= div(ge1,c1Ω∇d)− 1Ω div(ge1,c∇d),

div(ge1,c∇d) = ge1,c∆d+∇d · ∇ge1,c = ge1,c∆d+
θ′(d/δ)

δ
ge1.

Thus
∇E ∗ (δΓ ⊗ g1) = ∇ div

(
E ∗ (ge1,c1Ω∇d)

)
−∇E ∗ (1Ωg

e
1fθ,δ) = I1 + I2

where fθ,δ := θd∆d+ θ′(d/δ)
δ . By the L∞-BMO estimate for the singular integral operator

[16, Theorem 4.2.7], the first term is estimated as

[I1]BMO(Rn) ≤ C‖ge1,c∇d‖L∞(Ω) ≤ C‖g‖L∞(Γ).

Let Uc := {x ∈ Γ2δ | |(πx)′| < 2Rh}. Since

A = sup
x∈Rn\{0}

|x|n−1 |∇E(x)| <∞,

for x ∈ Rn with d(x,Ω) = infy∈Ω |x− y| < 1 we have that

|I2(x)| ≤ A
∫
Uc

1

|x− y|n−1
dy‖fθ,δ‖L∞(Uc)‖ge1‖L∞(Uc) ≤ CRh,δ‖g‖L∞(Γ)

with CRh,δ depending only on Rh and δ. For x ∈ Rn with d(x, Uc) = infy∈Uc |x − y| ≥ 1,
the above estimate holds trivially as |x−y|−(n−1) ≤ 1 for any y ∈ Uc. The proof of the first
part of Lemma 6.3.3 is now complete.

6.3.2 Estimate for normal derivative

We shall estimate normal derivative of E.

Lemma 6.3.4. Let Ω be a perturbed C2 half space in Rn with Γ = ∂Ω, ν < ρ0. Then

(i) ∫
Γ

∂E

∂ny
(x− y) dHn−1(y) = −1

2
for x ∈ Γν ,

(ii)

sup
x∈Γν

∫
Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) <∞.

Proof. (i) This follows from the Gauss divergence theorem. For a bounded smooth do-
main D, we have that∫

∂D

∂E

∂ny
(x− y) dHn−1(y) =

∫
D

∆yE(x− y) dy.

Since ∆yE(x− y) = −δ(x− y), we obtain that∫
∂D

∂E

∂ny
(x− y) dHn−1(y) = −1
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for x ∈ D. We take the domain DR as

DR := Rn
h ∩ {(y, yn) | yn < ‖h‖L∞(Rn−1) + ε} ∩ {|y′| < R}

with ε > 0. Suppose that R > Rh. By applying the Gauss divergence theorem in DR,
we deduce that

−1 =

∫
yn=‖h‖∞+ε,
|y′|<R

∂E

∂ny
(x− y) dHn−1(y) +

∫
y∈Γ,
|y′|<R

∂E

∂ny
(x− y) dHn−1(y)

+

∫
0<yn<‖h‖∞+ε,

|y′|=R

∂E

∂ny
(x− y) dHn−1(y).

The last term tends to zero naturally as R→∞. In the first term, since ny is pointing
upward but x is located below {(y′, yn) | yn = ‖h‖∞+ ε}, the kernel is exactly the half
of the Poisson kernel. Hence, the first term tends to −1

2 as R→∞. We obtain (i).

(ii) Let us observe that
−n
(
y′, h(y′)

)
=
(
−∇′h(y′), 1

)
/ω(y′)

with ω(y′) =
(
1 + |∇′h(y′)|2

)1/2
, where ∇′ is the gradient in y′ variables. This implies

that

−nα(n)
∂E

∂ny
(x− y) =

σ(y′)

ω(y′)
(
|x′ − y′|2 + (xn − h(y′))2

)n/2
for y ∈ Γ with

σ(y′) := −∇′h(y′) · (x′ − y′) +
(
xn − h(y′)

)
where xn > h(x′), x′, y′ ∈ Rn−1.

We set

K(x′, y′, xn) =
σ(y′)(

|x′ − y′|2 + (xn − h(y′))2
)n/2 .

By the Taylor expansion, for |x′ − y′| < 1 we have that

h(x′) = h(y′) +∇′h(y′) · (x′ − y′) + r(x′, y′)

with

r(x′, y′) = (x′ − y′)T ·
∫ 1

0
(1− θ)∇′2h

(
θx′ + (1− θ)y′

)
dθ · (x′ − y′).

We obtain that
σ(y′) = xn − h(x′) + r(x′, y′)

with an estimate ∣∣r(x′, y′)∣∣ ≤ ‖∇′2h‖L∞(B1(x′))|x′ − y′|2. (6.3.5)

We decompose K into a leading term and a remainder term

K(x′, y′, xn) = K0(x′, y′, xn) +R(x′, y′, xn)
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with

K0(x′, y′, xn) :=
xn − h(x′)(

|x′ − y′|2 + (xn − h(y′))2
)n/2

R(x′, y′, xn) :=
r(x, y)(

|x′ − y′|2 + (xn − h(y′))2
)n/2 .

The term R is estimated as∣∣R(x′, y′, xn)
∣∣ ≤ ‖∇′2h‖L∞(B1(x′))|x′ − y′|2−n

for |x′ − y′| < 1 by (6.3.5). Hence,∫
y∈Γ,

|x′−y′|<1

∣∣∣∣R(x′, y′, xn)

ω(y′)

∣∣∣∣ dHn−1(y) ≤ Cn‖∇′2h‖L∞(Rn−1).

Since
|σ(y′)| ≤ |∇′h(y′)| · |x′ − y′|+ |xn|+ |h(y′)|

for any y′ ∈ Rn−1, we have that∫
y∈Γ,

|y′−x′|≥1

∣∣∣∣K(x′, y′, xn)

ω(y′)

∣∣∣∣ dHn−1(y) ≤
∫
|y′−x′|≥1

|∇′h(y′)| dy′ +
∫
|y′−x′|≥1

|h(y′)| dy′

+

∫
|y′−x′|≥1

|xn|
|x′ − y′|n

dy′.

(6.3.6)

Since the support of h is contained in BRh(0′), the first two terms of (6.3.6) can be
estimated by CRh,n‖h‖C1(Rn−1). Note that there exists a constant C, independent of
x ∈ Γν , such that the estimate

|xn − h(x′)| ≤ Cν

holds for any x ∈ Γν . The third term of (6.3.6) is estimated by C(ν + ‖h‖L∞(Rn−1)).
By (i), we observe that

nα(n)

2
=

∫
y∈Γ,

|y′−x′|≥1

K(x′, y′, xn)

ω(y′)
dHn−1(y) +

∫
y∈Γ,

|y′−x′|<1

K0(x′, y′, xn)

ω(y′)
dHn−1(y)

+

∫
y∈Γ,

|y′−x′|<1

R(x′, y′, xn)

ω(y′)
dHn−1(y).

The term K0 is very singular but it is positive for x ∈ Γν . Hence, we have that∫
y∈Γ,

|y′−x′|<1

K0(x′, y′, xn)

ω(y′)
dHn−1(y) ≤ nα(n)

2
+ CRh,n ·

(
‖h‖C2(Rn−1) + ν

)
.

Therefore, we finally obtain the estimate∫
Γ

∣∣∣∣ ∂E∂ny
(x− y)

∣∣∣∣ dHn−1(y) ≤ nα(n)

2
+ CRh,n ·

(
‖h‖C2(Rn−1) + ν

)
,

which holds for any x ∈ Γν . The proof of (ii) is now complete.
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6.3.3 Review of boundary integral equation

For g ∈ L∞(Γ), we define the double layer potential

(Pg)(x) =

∫
Γ

∂E

∂ny
(x− y)g(y) dHn−1(y), x ∈ Γν ,

where ∂/∂ny denotes the exterior normal derivative with respect to y-variable.

Theorem 6.3.5. Assume that ν < ρ0.

(i) There exists a constant Ch, depending only on h, such that

‖Pg‖L∞(Γν) ≤ Ch‖g‖L∞(Γ).

(ii) The boundary trace is of the form(
γ(Pg)

)
(x′, h(x′)) =

1

2
g(x′, h(x′))−

(
Sg
)
(x′, h(x′))

for g ∈ L∞(Γ), where S is a bounded linear operator on L∞(Γ) satisfying

‖S‖L∞(Γ)→L∞(Γ) ≤ C∗(Rn−1
h + 1)‖h‖C2(Rn−1)

with some constant C∗ independent of h and g.

Proof. (i) This follows from the second part of Lemma 6.3.4 directly.

(ii) Suppose that x ∈ Γν with |x′| ≥ 2Rh. By decomposing g into a straight part and a
curved part, we see that(

Pg
)
(x) =

∫
{y∈Γ | |y′|≥2Rh}

∂E

∂ny
(x− y)g2(y) dHn−1(y)

+

∫
{y∈Γ | |y′|<2Rh}

∂E

∂ny
(x− y)g1(y) dHn−1(y) = I1(x) + I2(x).

Note that

I1(x) = −
∫
|y′|≥2Rh

Pxn(x′ − y′)g2(y′) dy′ = −
∫
Rn−1

Pxn(x′ − y′)g2(y′) dy′.

Let x tends x0 on the boundary, in this case we have that I1 tends to 1
2g2(x0), which

is indeed 1
2g(x0). Recall the proof of the second part of Lemma 6.3.4, if |x′0| ≥ 2Rh

then we have that

|I2(x0)| ≤ CnRn−1
h ‖h‖C2(Rn−1)‖g‖L∞(B2Rh

(0′)).

For x0 ∈ Γ with |x′0| ≥ 2Rh, by setting(
Tsg
)
(x0) =

∫
{y∈Γ | |y′|<2Rh}

∂E

∂ny
(x0 − y)g(y) dHn−1(y),

we get that (
γ(Pg)

)
(x0) =

1

2
g(x0) +

(
Tsg
)
(x0)
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with
‖Ts‖op ≤ CnRn−1

h ‖h‖C2(Rn−1).

Suppose that x ∈ Γν with |x′| < 2Rh. There exists a bounded C2 domain Dc ⊂ Ω
such that ∂Dc ∩ Γ = {y ∈ Γ | |y′| < 2Rh}. Let us recall a standard result concerning
the double layer potential, see e.g. [17, Lemma 6.17]. Let f ∈ L∞(∂Dc), then the
boundary trace of the double layer potential

(Qf)(z) =

∫
∂Dc

∂E

∂ny
(z − y)f(y) dHn−1(y), z ∈ Dc

is of the form (
γ(Qf)

)
(w) =

1

2
f(w) +

∫
∂Dc

∂E

∂ny
(w − y)f(y) dHn−1(y)

for w ∈ ∂Dc. We define gc ∈ L∞(∂Dc) by letting

gc(w) =

{
g1(w) for w ∈ ∂Dc ∩ Γ,
0 for w ∈ ∂Dc \ Γ.

Without loss of generality, we may assume that {x ∈ Γν | |x′| < 2Rh} ⊂ Dc. Thus,
for x ∈ Γν with |x′| < 2Rh, we have that

(Qgc)(x) = (Pg1)(x).

Let x tends to x0 on the boundary, we see that(
γ(Pg1)

)
(x0) =

(
γ(Qgc)

)
(x0) =

1

2
g(x0) +

(
Tcg
)
(x0).

where
(
Tcg
)
(x0) is defined as(

Tcg
)
(x0) =

∫
{y∈Γ | |y′|<2Rh}

∂E

∂ny
(x0 − y)g(y) dHn−1(y).

Again, the proof of the second part of Lemma 6.3.4 tells us that

|Tcg(x0)| ≤ CnRn−1
h ‖h‖C2(Rn−1)‖g‖L∞(B2Rh

(0′)).

Note that in this case,(
γ(Pg2)

)
(x0) = −

∫
|y′|≥2Rh

Ph(x′0)(x
′
0 − y′)g2(y′) dy′.

By the argument in proof of Lemma 6.3.4 (ii), we can deduce that∣∣(γ(Pg2)
)
(x0)

∣∣ ≤ ∫
|y′−x′0|<1

‖∇′2h‖L∞(Rn−1)

|x′0 − y′|n−2
dy′ +

∫
|y′−x′0|≥1

‖h‖L∞(Rn−1)

|x′0 − y′|n
dy′

≤ Cn‖h‖C2(Rn−1)‖g‖L∞(Γ).

Therefore, by setting(
Sg
)
(x0) = −

∫
Γ

∂E

∂ny
(x0 − y)g(y) dHn−1(y)

for x0 ∈ Γ with |x′0| < 2Rh and(
Sg
)
(x0) = −

∫
{y∈Γ | |y′|<2Rh}

∂E

∂ny
(x0 − y)g(y) dHn−1(y)

for x0 ∈ Γ with |x′0| ≥ 2Rh, we obtain the second part of Theorem 6.3.5.
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6.3.4 Solution to the Neumann Problem

We would like to give an essential tool for proving Lemma 6.3.3 (ii). Let us recall that for

f ∈ H
1
2 (Γ) we mean that the norm

‖f‖
H

1
2 (Γ)

:=

(
‖f‖2L2(Γ) +

∫
Γ

∫
Γ

|f(x)− f(y)|2

|x− y|n
dHn−1(x) dHn−1(y)

) 1
2

is finite, see e.g. [24, Section I.3.6]. Our essential tool is a similar result to [13, Lemma 3.2].

Proposition 6.3.6. Let n ≥ 3. Suppose that f ∈ C1(Rn−1) satisfies

supp f ⊂ B1(0′)c, |f(x′)| · |x′|n−1 ≤ c1, |∇′f(x′)| · |x′|n ≤ c2

with some constants c1 and c2 independent of x′ ∈ Rn−1. Then the quantity

‖f‖2L2(Rn−1) +

∫
Rn−1

∫
Rn−1

|f(x′)− f(y′)|2

|x′ − y′|n
dx′ dy′

is finite which depends on n, c1 and c2 only.

Proof. By a direct calculation, we see that

‖f‖2L2(Rn−1) ≤ c1

∫
B1(0′)c

1

|y′|2n−2
dy′ ≤ Cnc1.

It is sufficient to estimate

I =

∫
Rn−1

∫
Rn−1

|f(x′)− f(y′)|2

|x′ − y′|n
dx′ dy′.

We follow the argument that proves [13, Lemma 3.2].
Assume that |x′| ≤ |y′| and connect x′ and y′ by a geodesic curve in B|x′|(0

′)c. Since the
curve length is less than (π/2)|x′ − y′|, by a fundamental theorem of calculus, we observe
that ∣∣f(x′)− f(y′)

∣∣ ≤ (π/2)|x′ − y′| · sup
{∣∣∇′f(z′)

∣∣ ∣∣ z′ ∈ B|x′|(0′)c
}

≤ (π/2)c2|x′ − y′| · |x′|−n.

Since the integrand of I is symmetric with respect to x′ and y′, we now estimate

I

2
=

∫∫
D1

+

∫∫
D2

|f(x′)− f(y′)|2

|x′ − y′|n
dx′ dy′ = I1 + I2

with

D1 =
{

(x′, y′)
∣∣ 1 ≤ |x′| ≤ |y′|, |x′ − y′| ≤ |x′|

}
,

D2 =
{

(x′, y′)
∣∣ 1 ≤ |x′| ≤ |y′|, |x′ − y′| ≥ |x′|

}
.

To estimate I1, we observe that

|f(x′)− f(y′)|2

|x′ − y′|n
≤ (π/2)c2|x′|−2n|x′ − y′|−(n−2)

≤ (π/2)c2|x′|−2n+1+δ|x′ − y′|−(n−2)−1−δ
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for 0 < δ < 1 since |x′ − y′| ≤ |x′|. Thus,

I1 ≤ (π/2)c2

∫
B1(0′)c

∫
B1(x′)

|y′ − x′|−(n−2) dy′|x′|−2n dx′

+ (π/2)c2

∫
B1(0′)c

∫
B1(x′)c

|y′ − x′|−(n−2)−1−δ dy′|x′|−2n+1+δ dx′ <∞.

To estimate I2, we observe that

|f(x′)− f(y′)|2

|x′ − y′|n
≤ 2
|f(x′)|2 + |f(y′)|2

|x′ − y′|n
≤ 4c1|x′ − y′|−n|x′|−(2n−2)

since |x′| ≤ |y′|. Since |x′ − y′| ≥ |x′| in this case, we have that

|x′ − y′|−n|x′|−(2n−2) ≤ |x′ − y′|−(n−2)|x′|−2n.

and
|x′ − y′|−n|x′|−(2n−2) ≤ |x′ − y′|−(n−δ)|x′|−(2n−2)−δ

for 0 < δ < 1. Hence,

I2 ≤ 4c1

∫
B1(0′)c

∫
B1(x′)

|y′ − x′|−(n−2) dy′|x′|−2n dx′

+ 4c1

∫
B1(0′)c

∫
B1(x′)c

|y′ − x′|−(n−δ) dy′|x′|−(2n−2)−δ dx′ <∞.

Now we are ready to give a proof to Lemma 6.3.3 (ii).

Proof of Lemma 6.3.3 (ii). Let x ∈ Γρ0 . Suppose that |x′| ≥ Rh. In this case, we decom-
pose

∇d(x) · ∇
(
E ∗ (δΓ ⊗ g)

)
(x) = ∂xn

(
E ∗ (δΓ ⊗ g)

)
(x)

= ∂xn
(
E ∗ (δ∂Rn

+
⊗ g2)

)
(x) +

∫
Γ

∂E

∂ny
(x− y)g1(y) dHn−1(y).

By Proposition 6.3.2, we see that

|∂xn
(
E ∗ (δ∂Rn

+
⊗ g2)

)
(x)| ≤ 1

2
‖g2‖L∞(∂Rn

+) ≤
1

2
‖g‖L∞(Γ).

By Lemma 6.3.4 (ii), we have that∣∣∣∣∫
Γ

∂E

∂ny
(x− y)g1(y) dHn−1(y)

∣∣∣∣ ≤ C‖g‖L∞(Γ).

Thus for x ∈ Γρ0 with |x′| ≥ Rh, we show that

|∇d(x) · ∇
(
E ∗ (δΓ ⊗ g)

)
(x)| ≤ C‖g‖L∞(Γ)

with C independent of g.
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Suppose that |x′| < Rh. We decompose

∇d(x) · ∇ (E ∗ (δΓ ⊗ g1)) (x) =

∫
Γ

(∇d(x)−∇d(y)) · ∇E(x− y)g1(y) dHn−1(y)

+

∫
Γ

∂E

∂ny
(x− y)g1(y) dHn−1(y) = I1 + I2.

For |y′| < 2Rh, there exists a constant M , independent of x and y, such that the estimate

|∇d(x)−∇d(y)| ≤M |x− y|

holds. In this case, we have that∣∣∣∣∫
Γ

(∇d(x)−∇d(y)) · ∇E(x− y)g1(y) dHn−1(y)

∣∣∣∣ ≤ CnM ∫
|y′|<2Rh

1

|x′ − y′|n−2
dy′‖g‖L∞(Γ).

Thus, |I1(x)| is estimated by CnMRh‖g‖L∞(Γ). By Lemma 6.3.4 (ii), |I2(x)| is estimated
by C‖g‖L∞(Γ).

We define that

Hx(y′) :=

(
∇d(x) · ∇E

(
(y′, h(y′))− x

))
1BRh (x′)c(y′)

for y′ ∈ Rn−1. With this notation, we have that∣∣∇d(x) · ∇
(
E ∗ (δΓ ⊗ g2)

)
(x)
∣∣ ≤ ∫

Rn−1

∣∣Hx(y′)g(y′, h(y′))
∣∣ dy′.

Note that Hx(·′) ∈ C1(Rn−1) satisfies

suppHx(·′) ⊂ BRh(x′)c, |Hx(y′)| · |x′ − y′|n−1 ≤ c1, |∇′y′Hx(y′)| · |x′ − y′|n ≤ c2

with some constant c1 and c2 independent of x′, y′ ∈ Rn−1. By Proposition 6.3.6, we deduce
that Hx(·′) ∈ H

1
2 (Γ). By the duality relation, we see that∣∣∇d(x) · ∇
(
E ∗ (δΓ ⊗ g2)

)
(x)
∣∣ ≤ ‖Hx(·′)‖

H
1
2 (Γ)
‖g‖

H−
1
2 (Γ)
≤ Cn‖g‖

H−
1
2 (Γ)

.

Combining all estimates above regarding different x′ ∈ Rn−1, we are done.

Finally, if we can show that Sg ∈ H−
1
2 (Γ) for g ∈ L∞(Γ) with the operator norm

‖S‖
L∞(Γ)→H−

1
2 (Γ)

sufficiently small, then we solve Neumann problem (6.1.4). Fortunately, we have an affir-
mative answer to this question.

Lemma 6.3.7. For g ∈ L∞(Γ), we have that Sg ∈ L2(Γ) satisfies the estimate

‖Sg‖L2(Γ) ≤ C∗(‖h‖C2(Rn−1) + 1)(Rn−1
h + 1)R

n−1
2

h ‖g‖L∞(Γ)

with some constant C∗ independent of h and g.
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Proof. Let x ∈ Γ with |x′| < 3Rh. Since

‖Sg‖L∞(Γ) ≤ C∗(Rn−1
h + 1)‖h‖C2(Rn−1)‖g‖L∞(Γ)

by Theorem 6.3.5 (ii), we have that(∫
{x∈Γ | |x′|<3Rh}

|Sg(z)|2 dHn−1(z)

) 1
2

≤ C∗,h‖h‖C2(Rn−1)‖g‖L∞(Γ)µ
(
{x ∈ Γ | |x′| < 3Rh}

) 1
2

where µ
(
{x ∈ Γ | |x′| < 3Rh}

)
denotes the surface area of {x ∈ Γ | |x′| < 3Rh} and C∗,h :=

C∗(R
n−1
h + 1). Thus,(∫

{x∈Γ | |x′|<3Rh}
|Sg(z)|2 dHn−1(z)

) 1
2

≤ C∗,hR
n−1

2
h ‖h‖C2(Rn−1)‖g‖L∞(Γ).

Suppose that x ∈ Γ with |x′| ≥ 3Rh. For y ∈ Γ with |y′| < 2Rh, the triangle inequality
implies that |x′ − y′| ≥ |x′| − 2Rh. In this case, we have that

|Sg(x)| ≤
∫
{|y′|<2Rh}

1

|x′ − y′|n−1
dy′‖g‖L∞(Γ) ≤

|B2Rh(0′)| · ‖g‖L∞(Γ)

(|x′| − 2Rh)n−1
.

Hence,∫
{x∈Γ | |x′|≥3Rh}

|Sg(x)|2 dHn−1(x) ≤ CR2(n−1)
h ‖g‖2L∞(Γ) ·

∫
{|x′|≥3Rh}

1

(|x′| − 2Rh)2(n−1)
dx′.

Assume that Rh < 1. We have that∫
{|x′|≥3Rh}

1

(|x′| − 2Rh)2(n−1)
dx′ ≤ C

∫ ∞
Rh

(r + 2Rh)n−2

r2n−2
dr ≤ C

n−2∑
i=0

Rn−2−i
h

∫ ∞
Rh

ri

r2n−2
dr.

Therefore, we obtain that(∫
{x∈Γ | |x′|≥3Rh}

|Sg(x)|2 dHn−1(x)

) 1
2

≤ CR
n−1

2
h ‖g‖L∞(Γ).

Since L2(Γ) ⊂ H−
1
2 (Γ) is a natural embedding, for g ∈ L∞(Γ) we have that Sg ∈

H−
1
2 (Γ) satisfies the estimate

‖Sg‖
H−

1
2 (Γ)
≤ C∗(‖h‖C2(Rn−1) + 1)(Rn−1

h + 1)R
n−1

2
h ‖g‖L∞(Γ)

with some constant C∗ independent of h and g.

Proof of Lemma 6.1.4. For i ∈ N, we have that

‖(2S)ig‖
H−

1
2 (Γ)
≤ 2C∗(‖h‖C2(Rn−1) + 1)(Rn−1

h + 1)R
n−1

2
h ‖(2S)i−1g‖L∞(Γ)

≤
(
2C∗(‖h‖C2(Rn−1) + 1)R

n−1
2

h

)
2i−1Ci−1

∗ (Rn−1
h + 1)i‖h‖i−1

C2(Rn−1)
‖g‖L∞(Γ)
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and
‖(2S)ig‖L∞(Γ) ≤ 2iCi∗(R

n−1
h + 1)i‖h‖iC2(Rn−1)‖g‖L∞(Γ).

Let the perturbation h be sufficiently small so that

(Rn−1
h + 1)‖h‖C2(Rn−1) <

1

2C∗

with C∗ defined in Theorem 6.3.5 (ii). Then the operator I − 2S, which is bounded linear

from L∞(Γ) to L∞(Γ) ∩ H−
1
2 (Γ), has a bounded inverse by a standard Neumann series

argument. The inverse of I − 2S can be constructed as

(I − 2S)−1 =

∞∑
i=0

(2S)i,

which is well-defined as a bounded linear map from L∞(Γ) to L∞(Γ) ∩H−
1
2 (Γ) since the

operator norm
‖2S‖

L∞(Γ)→L∞(Γ)∩H−
1
2 (Γ)

< 1.

Therefore, for g ∈ L∞(Γ)∩H−
1
2 (Γ), the solution to the Neumann problem (6.1.4) is formally

given by
u(x) = E ∗

(
δΓ ⊗ (2(I − 2S)−1g)

)
(x), x ∈ Ω

since Pg is harmonic in Ω.
If the L2 estimate

‖∇E ∗
(
δΓ ⊗ (2(I − 2S)−1g)

)
‖(L2(Ω))n ≤ C‖2(I − 2S)−1g‖

L∞(Γ)∩H−
1
2 (Γ)

holds, then we are done. Fortunately, we indeed have this L2 estimate, we shall give a
proof to this estimate in the next subsection. Combine this estimate with Lemma 6.3.3, we
obtain our desired estimate

‖∇u‖vBMOL2(Ω) ≤ C‖g‖L∞(Γ)∩H−
1
2 (Γ)

with a constant C independent of g.

6.3.5 L2 estimate to the solution of the Neumann problem

Firstly, we start with the half space case.

Proposition 6.3.8. For g ∈ H−
1
2 (∂Rn

+) satisfying∫
∂Rn

+

g(y) dHn−1(y) = 0,

the estimate
‖∇E ∗ (δ∂Rn

+
⊗ g)‖(L2(Rn

+))n ≤ C‖g‖H− 1
2 (∂Rn

+)

holds with some constant C independent of g.
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Proof. Since

E ∗ (δ∂Rn
+
⊗ g) =

∫
Rn−1

E(x′ − y′, xn)g(y′) dy′,

the single layer potential E ∗ (δ∂Rn
+
⊗ g) is exactly half of the solution to the Neumann

problem (6.3.1). Since g ∈ H−
1
2 (∂Rn

+) satisfying∫
∂Rn

+

g(y) dHn−1(y) = 0,

there exists a unique weak solution (up to an additive constant) u∗ ∈ H1(Rn
+) to the

Neumann problem (6.3.1) which satisfies

‖∇u∗‖(L2(Rn
+))n ≤ C‖g‖H− 1

2 (∂Rn
+)

with C independent of g, see e.g. [26, Remark 1.2 and Remark 1.3], [21, Section 1.7].
Therefore, the single layer potential 2E ∗ (δ∂Rn

+
⊗ g) indeed differs from u∗ by an additive

constant. We do have that

‖∇E ∗ (δ∂Rn
+
⊗ g)‖(L2(Rn

+))n =
1

2
‖∇u∗‖(L2(Rn

+))n ≤ C‖g‖H− 1
2 (∂Rn

+)
.

We then generalize this result to any perturbed half space Rn
h.

Lemma 6.3.9. Let Ω = Rn
h be a perturbed C2 half space with Γ = ∂Ω. For any g ∈

L∞(Γ) ∩H−
1
2 (Γ) that satisfies ∫

Γ
g(y) dHn−1(y) = 0,

the estimate
‖∇E ∗ (δΓ ⊗ g)‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−

1
2 (Γ)

holds with some constant C independent of g.

Proof. Without loss of generality, we may assume that supph ⊂ BMh
(0′) for some Mh > 0.

We set

g1(y′, h(y′)) := 1B2Mh
(0′)(y

′)g(y′, h(y′)), g2(y′, h(y′)) := g(y′, h(y′))− g1(y′, h(y′))

for any y′ ∈ Rn−1. Since g ∈ L∞(Γ), it is trivial to see that g1 ∈ L2(Γ) ⊂ H−
1
2 (Γ). Hence,

we deduce that g1, g2 ∈ L∞(Γ)∩H−
1
2 (Γ). Since supp g1(·′, h(·′)) ⊂ B2Mh

(0′), there exists a
constant Ic ∈ R such that

Ic =

∫
Γ
g1(y) dHn−1(y) = −

∫
Γ
g2(y) dHn−1.

Let g2 ∈ L∞(∂Rn
+) be defined by

g2(x′, 0) =

{
g2(x′, 0) for |x′| ≥ 2Mh

0 for |x′| < 2Mh.
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Note that T : η 7→ ζ with ζ(y′, h(y′)) = η(y′, 0) for any y′ ∈ Rn−1 is an isomorphism

between H
1
2 (∂Rn

+) and H
1
2 (Γ). For any η ∈ H

1
2 (∂Rn

+), we have that∫
∂Rn

+

g2(y)η(y) dHn−1(y) =

∫
Γ
g2(y)ζ(y) dHn−1(y).

By considering

‖g2‖
H−

1
2 (∂Rn

+)
= sup
‖η‖

H
1
2 (∂Rn+)

≤1

∣∣∣∣ ∫
∂Rn

+

g2(y)η(y) dHn−1(y)

∣∣∣∣,
we can deduce that g2 ∈ H−

1
2 (∂Rn

+) satisfies the estimate

‖g2‖
H−

1
2 (∂Rn

+)
≤ C‖g2‖

H−
1
2 (Γ)
≤ C‖g‖

H−
1
2 (Γ)

with C independent of g. Let fs ∈ L∞(∂Rn
+) ∩H−

1
2 (∂Rn

+) be defined by

fs(x
′, 0) =

{
0 for |x′| ≥ 2Mh

Ic
|B2Mh

(0′)| for |x′| < 2Mh

where |B2Mh
(0′)| denotes the size of the ball B2Mh

(0′) in Rn−1. Note that∫
∂Rn

+

g2(y) + fs(y) dHn−1(y) = 0.

Let us recall an argument from the proof of Lemma 6.3.3 (i). Let δ < ρ0/2 < R∗/2. We
take a C2 cut-off function θ ≥ 0 such that θ(σ) = 1 for σ ≤ 1 and θ(σ) = 0 for σ ≥ 2. By the
choice of δ, we see that θd = θ(d/δ) is C2 in Rn. We extend g1 ∈ L∞(Γ) to ge1 ∈ L∞(Γ2δ)
by setting

ge1(x) := g1(πx)

for any x ∈ Γ2δ with πx denoting the projection of x on Γ. As explained in the proof of
Lemma 6.3.3 (i), we have that ∇d · ∇ge1 = 0 in Γ2δ. Set ge1,c := θdg

e
1. Since

δΓ ⊗ g1 = (∇1Ω · ∇d)ge1,c

= div(ge1,c1Ω∇d)− 1Ω div(ge1,c∇d),

div(ge1,c∇d) = ge1,c∆d+∇d · ∇ge1,c = ge1,c∆d+
θ′(d/δ)

δ
ge1,

for any x ∈ Rn we have that

∇E ∗ (δΓ ⊗ g1)(x) = ∇ div
(
E ∗ (ge1,c1Ω∇d)

)
(x)−∇E ∗ (1Ωg

e
1fθ,δ) (x) = I1(x) + I2(x)

where fθ,δ := θd∆d + θ′(d/δ)
δ . Since ∇ divE is bounded in Lp for 1 < p < ∞, see e.g.

[15, Theorem 5.2.7 and Theorem 5.2.10], we deduce that

‖I1‖(L2(Rn)n ≤ C‖ge1,c1Ω∇d‖(L2(Rn))n ≤ C‖g‖L∞(Γ)

as supp ge1,c ⊂ {x ∈ Rn | |d(x)| < 2δ, |(πx)′| < 2Mh}. Since ∇E ∼ | · |1−n, by the famous
Hardy-Littlewood-Sobolev inequality, see e.g. [1, Theorem 1.7], we have that

‖I2‖(L2(Rn))n ≤ C‖1Ωg
e
1fθ,δ‖Lr(Rn)
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where r = 2n
n+2 . As supp ge1fθ,δ ⊂ {x ∈ Rn | |d(x)| < 2δ, |(πx)′| < 2Mh}, the estimate

‖1Ωg
e
1fθ,δ‖Lr(Rn) ≤ C‖g‖L∞(Γ)

holds. Hence, we obtain the L2 estimate for g1, i.e., it holds that

‖∇E ∗ (δΓ ⊗ g1)‖(L2(Ω))n ≤ C‖g‖L∞(Γ).

By Proposition 6.3.8, we have the estimate

‖∇E ∗
(
δ∂Rn

+
⊗ (g2 + fs)

)
‖(L2(Rn

+))n ≤ C
(
‖g2‖

H−
1
2 (∂Rn

+)
+ ‖fs‖

H−
1
2 (∂Rn

+)

)
with some C independent of g. Since fs ∈ L2(∂Rn

+), we have that

‖fs‖
H−

1
2 (∂Rn

+)
≤ C

M
n−1

2
h

· |Ic| ≤
C

M
n−1

2
h

· Sc · ‖g‖L∞(Γ),

where Sc := µ({y ∈ Γ | |y′| < 2Mh}) denotes the surface area of the curved part {y ∈
Γ | |y′| < 2Mh}. Hence, we get that

‖∇E ∗
(
δ∂Rn

+
⊗ g2

)
‖(L2(Rn

+))n ≤ ‖∇E ∗
(
δ∂Rn

+
⊗ fs

)
‖(L2(Rn

+))n + C‖g‖
L∞(Γ)∩H−

1
2 (Γ)

.

Since fs ∈ L∞(∂Rn
+) and supp fs ⊂ B2Mh

(0′), by the argument in the above paragraph, we
can deduce that

‖∇E ∗ (δ∂Rn ⊗ fs)‖(L2(Rn
+))n ≤ C‖fs‖L∞(∂Rn

+) ≤
C

Mn−1
h

· |Ic|.

Note that for any x ∈ Ω, it holds that

∇E ∗ (δΓ ⊗ g2)(x) = ∇E ∗ (δ∂Rn
+
⊗ g2)(x).

In addition, for x = (x′, xn) ∈ Rn
+, we have that∣∣∇E ∗ (δ∂Rn

+
⊗ g2)(x′,−xn)

∣∣ =
∣∣∇E ∗ (δ∂Rn

+
⊗ g2)(x′, xn)

∣∣.
Hence, we deduce that

‖∇E ∗ (δΓ ⊗ g2)‖(L2(Ω))n ≤ 2‖∇E ∗
(
δ∂Rn

+
⊗ g2

)
‖(L2(Rn

+))n ≤ C‖g‖L∞(Γ)∩H−
1
2 (Γ)

.

Combine with the L2 estimate for ∇E ∗ (δΓ ⊗ g1), we finally obtain our desired L2

estimate
‖∇E ∗ (δΓ ⊗ g)‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−

1
2 (Γ)

with some constant C independent of g.

If g ∈ L∞(Γ)∩H−
1
2 (Γ)∩L1(Γ), then we obtain a similar lemma to Lemma 6.3.9 which

does not need to require the integral of g on Γ to be zero.

Lemma 6.3.10. Let Ω = Rn
h be a perturbed C2 half space with Γ = ∂Ω. For any g ∈

L∞(Γ) ∩H−
1
2 (Γ) ∩ L1(Γ), the estimate

‖∇E ∗ (δΓ ⊗ g)‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−
1
2 (Γ)∩L1(Γ)

holds with some constant C independent of g.
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Proof. Since ‖g‖L1(Γ) is finite, there exists a constant Ic ∈ R such that∫
Γ
g2(y) dHn−1(y) = Ic

where g2(y′, h(y′)) := 1B2Mh
(0′)c(y′)g(y′, h(y′)). Since we can estimate |Ic| by ‖g‖L1(Γ) di-

rectly, following the proof of Lemma 6.3.9 gives us Lemma 6.3.10.

For g ∈ L∞(Γ), by Lemma 6.3.7 we see that Sg ∈ L2(Γ). Actually, we can also estimate
the L1 norm of Sg.

Lemma 6.3.11. For g ∈ L∞(Γ), we have that Sg ∈ L1(Γ) satisfying the estimate

‖Sg‖L1(Γ) ≤ C
(
(Rn−1

h + 1)‖h‖C2(Rn−1) + 1
)
Rn−1
h ‖g‖L∞(Γ)

with some constant C independent of g and h.

Proof. Let x ∈ Γ with |x′| < 3Rh. Since

‖Sg‖L∞(Γ) ≤ C∗(Rn−1
h + 1)‖h‖C2(Rn−1)‖g‖L∞(Γ)

by Theorem 6.3.5 (ii), we have that∫
{x∈Γ | |x′|<3Rh}

|Sg(z)| dHn−1(z) ≤ C∗,h‖h‖C2(Rn−1)‖g‖L∞(Γ) · µ
(
{x ∈ Γ | |x′| < 3Rh}

)
where µ

(
{x ∈ Γ | |x′| < 3Rh}

)
denotes the surface area of {x ∈ Γ | |x′| < 3Rh} and C∗,h :=

C∗(R
n−1
h + 1). Thus,∫

{x∈Γ | |x′|<3Rh}
|Sg(z)| dHn−1(z) ≤ C∗,hRn−1

h ‖h‖C2(Rn−1)‖g‖L∞(Γ).

Suppose that x ∈ Γ with |x′| ≥ 3Rh. Then we have that∫
|x′|≥3Rh

|Sg(x′, 0)| dx′ ≤
∫
{y∈Γ | |y′|<2Rh}

|g1(y′, h(y′))| ·
(∫
|x′|≥3Rh

1

|x′ − y′|n−1
dx′
)
dy′.

By Hölder’s inequality, we deduce that

∫
|x′|≥3Rh

|Sg(x′, 0)| dx′ ≤ A1/2
c ‖g‖L∞(Γ) ·

(∫
|y′|<2Rh

(∫
|x′|≥3Rh

1

|x′ − y′|n−1
dx′
)2

dy′

)1/2

where Ac := µ
(
{y ∈ Γ | |y′| < 3Rh}

)
denotes the surface area of the curved part {y ∈

Γ | |y′| < 2Rh}. By Minkowski’s inequality for integrals, see e.g. [25, Appendices A.1], we
see that (∫

|y′|<2Rh

(∫
|x′|≥3Rh

1

|x′ − y′|n−1
dx′
)2

dy′

)1/2

≤
∫
|y′|<2Rh

(∫
|x′|≥3Rh

1

|x′ − y′|2(n−1)
dx′
)1/2

dy′
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For y ∈ Γ with |y′| < 2Rh, the triangle inequality implies that |x′− y′| ≥ |x′| − 2Rh. In this
case, ∫

|x′|≥3Rh

1

|x′ − y′|2(n−1)
dx′ ≤

∫
|x′|≥3Rh

1

(|x′| − 2Rh)2(n−1)
dx′.

Recall the calculation in the proof of Lemma 6.3.7, it can be deduced that∫
|x′|≥3Rh

1

(|x′| − 2Rh)2(n−1)
dx′ ≤ C

Rn−1
h

.

Therefore, ∫
|x′|≥3Rh

|Sg(x′, 0)| dx′ ≤ A1/2
c CR

n−1
2

h ‖g‖L∞(Γ).

Combine with the L1 estimate of |Sg| on {x ∈ Γ | |x′| < 3Rh}, we are done.

Proof of Lemma 6.1.4 (Continued). If

(Rn−1
h + 1)‖h‖C2(Rn−1) <

1

2C∗
,

then Theorem 6.3.5, Lemma 6.3.7 and Lemma 6.3.11 together imply that∥∥∥∥ ∞∑
i=1

(2S)ig

∥∥∥∥
L∞(Γ)∩H−

1
2 (Γ)∩L1(Γ)

≤ C‖g‖L∞(Γ)

with some constant C independent of g. Let us view ∇E ∗
(
δΓ ⊗ (2(I − 2S)−1g

)
as

∇E ∗ (δΓ ⊗ 2g) +∇E ∗
(
δΓ ⊗

(
2

∞∑
i=1

(2S)ig

))
. (6.3.7)

Since the integral of g on Γ is zero, by applying Lemma 6.3.9 to the first term of (6.3.7),
we obtain that

‖∇E ∗ (δΓ ⊗ 2g)‖(L2(Ω))n ≤ C‖g‖L∞(Γ)∩H−
1
2 (Γ)

.

Since
∞∑
i=1

(2S)ig ∈ L1(Γ) ∩ L∞(Γ) ∩H−
1
2 (Γ),

by applying Lemma 6.3.10 to the second term of (6.3.7) and estimating the L1 norm of∑∞
i=1(2S)ig by ‖g‖L∞(Γ), we get that∥∥∥∥∇E ∗ (δΓ ⊗

(
2
∞∑
i=1

(2S)ig

))∥∥∥∥
(L2(Ω))n

≤ C‖g‖
L∞(Γ)∩H−

1
2 (Γ)

.

This completes the proof of Lemma 6.1.4.
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