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Preface

The author considers several inverse problems for hyperbolic partial differential
equations with time-dependent coefficients. He focuses on first-order hyperbolic
equations in part [[|and second-order hyperbolic equations in part [T} Both chapters
consist of three chapters. He mentions contents of both parts below.

Part [

The author considers inverse source and coefficient problems for non-degenerate
first-order hyperbolic equations in chapter [1] first-order symmetric hyperbolic sys-
tems in chapter [2] and degenerate first-order hyperbolic equations in chapter[3| He
mentions abstracts of three chapters.

Chapter We prove global Lipschitz stability for inverse source and coeffi-
cient problems for the first-order linear hyperbolic equation

A%(x, t)%u + A(z,t) - Vu+ p(z,t)u = R(z,t) f(z),

the coeflicients of which depend on both space and time. We use a global Carleman
estimate, and a crucial point, introduced in this chapter, is the choice of the length
of integral curves of a vector field generated by the principal part of the hyperbolic
operator to construct a weight function for the Carleman estimate. To define the
weight function using integral curves, we define dissipativeness for vector-valued
functions. These integral curves coincides with the characteristic curves in the case
when the vector field is independent of time. This chapter is based on Floridia and
Takase [23].

Chapter |2l We introduce geometric analysis to inverse problems for the strongly
coupled symmetric hyperbolic system

n
Z AR (¢, x)iu +p(t,z)u = R(t,z) f(x),
= ozt

where A* are matrix-valued functions. Although one can easily obtain Carleman
estimates for weakly coupled systems, few results are known for strongly coupled
systems. In this chapter, we establish Carleman estimates under assumptions that
suitable weight functions for the systems exist on compact manifolds and prove
global Lipschitz stability for an inverse source problem of determining the spatially
varying function f by applying the Carleman estimates. We provide a unifying
approach to hyperbolic inverse problems through geometric analysis. This chapter
is partly based on Floridia, Takase, and Yamamoto [25].
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Chapter We prove an observability inequality for a degenerate transport
equation with time-dependent coefficients
%u—l—H(t) -Vu =0,
where H(0) = 0. First we introduce a local in time Carleman estimate for the
degenerate equation assuming |H’(t)| is uniformly positive, then we apply it to
obtain a global in time observability inequality by using also an energy estimate.
We apply the methodology without partitions to non-degenerate equations as well.
This chapter is based on Floridia and Takase [24].

Part II

The author considers inverse problems for systems of wave equations on Lorentzian
manifolds in chapter [4] and one-dimensional Saint-Venant equations in chapter
In chapter [6 the author constructs infinitely many examples which violate unique
continuation properties concerning two-dimensional wave and Schrédinger equa-
tions.

Chapter A system of wave equations on a Lorentzian manifold, the coeffi-
cients of which depend on time relates to the Einstein equation in general relativity.
We consider inverse source problem for the system

Oyh + a(t,x)h = S(t, x) f(z),

where [, denotes the Laplace-Beltrami operator with respect to a Lorentzian met-
ric g. Having established the Carleman estimate with a second large parameter for
the operator [y on a Lorentzian manifold under the assumption independent of a
choice of local coordinates on a suitable weight function, we consider its application
to the inverse source problem for the system and prove local Holder stability. This
chapter is based on Takase [64].

Chapter The one-dimensional Saint-Venant equation describes unsteady
water flow in channels and is derived from the one-dimensional Euler equation by
imposing several physical assumptions. In this chapter, we consider the linearized
and simplified equation in the one-dimensional case featuring a mixed derivative
term 52 o2 92

2t ppat + g oyt = R(z,t)f(x),
where a > 0 is a constant, and prove the global Lipschitz stability of the inverse
source problem via a global Carleman estimate. This chapter is based on Takase

63).

Chapter [6} In 1963, Kumano-go presented one non-uniqueness example for
the two-dimensional wave equation with a time-dependent potential. We con-
struct infinitely many non-uniqueness examples for Cauchy problems of the two-
dimensional wave and Schrodinger equations

Lu+V(z,t)u =0,
where L = 92 — A or L = —i0; — A, as a generalization of the construction by

Kumano-go. The main tool is asymptotic analysis for the Bessel functions. This
chapter is based on Takase [65].
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First-order hyperbolic equations






CHAPTER 1

Non-degenerate hyperbolic equations

1. Introduction

Let d € N, Q C R? be a bounded domain with Lipschitz boundary 9, T' > 0,
and Q := Q x (0,T). For a,b € RY, we denote by a-b the inner product on R?. We
define the first-order partial differential operator P such that

Pu := A°(x,t)0u + A(z,t) - Vu,

where A% € C1(Q)NL>(2x (0,00)) is a positive function, and A = (A!,--- , A)T €
C?(Q; Rd) is a vector-valued function on @. In this chapter, we obtain global
Lipschitz stability results for three inverse problems for equations with the principal
part of type P.

The arguments of this chapter are based on the Carleman estimates, which
were introduced by Carleman in [I2] to prove unique continuation properties for
elliptic partial differential equations with not necessarily analytic coefficients, and
the Bukhgeim—Klibanov method introduced in [8]. The methodology using the
Carleman estimates is widely applicable to not only inverse problems and unique
continuation (e.g., [6], [33], [35], [42], [43], [49], and [69]), but also control theory
(e.g., [M], [14], [27], [28], [50], and [56]) for various partial differential equations.

Now, the author describes some results concerned with the operator P. For
the radiative transport equation having the principal part of type

ou(z,v,t) +v - Vu(z,v,t), (x,v,t) € QxS x(0,T),

where S9! := {v € R? | [v| = 1} is a set of a velocity field, Klibanov and Pamyat-
nykh [44] and [45] proved the Carleman estimates and global uniqueness theorem
for inverse coefficient problem of determining a zeroth-order coefficient. In [44]
and [45], the weight function for the Carleman estimate was independent of the
principal parts:
o(x,t) = |z — x0|* — Bt?,

where 2o € R? and 8 > 0 were fixed. For the same weight function used for
transport equations with space-dependent first-order coefficients, see also Gaitan
and Ouzzane [29]. Machida and Yamamoto [53] and [54] also proved global Lipschitz
stability for inverse coefficient problems, where they took a linear function as the
weight function for the Carleman estimate:

p(a,t) =7z — B,

where v € R? and 3 > 0 were fixed. Recently, Lai and Li [48] proved Lipschitz
stability for inverse source and coefficient problems of determining a zeroth-order
coefficient under the assumption that there existed a suitable weight function for
the Carleman estimate.
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For first-order hyperbolic operators of type P with a variable principal part,
Golgeleyen and Yamamoto [31] proved Lipschitz stability and conditional Holder
stability for inverse source and inverse coefficient problems, where they assumed
the existence of a suitable weight function ¢ = ¢(z,t) for the Carleman estimate
satisfying

min Po(x,t) >0

(z:t)eQ
when A% = 1 and A = A(x). In the same time-independent case, Cannarsa,
Floridia, Golgeleyen, and Yamamoto [9] proved local Holder stability for inverse
coefficient problems of determining the principal part and a zeroth-order coefficient,
where they took a function
olx,t) = A(z) -x — Bt

as the weight function for the Carleman estimate, and determined the coefficients
up to a local domain, depending on the weight function, from local boundary data.
In the same time-independent case, we also mention that Gaitan and Ouzzane [29]
proved global Lipschitz stability for inverse coefficient problem of determining a
zeroth-order coefficient via the Carleman estimate.

In these results mentioned above, in general, one must impose some assump-
tions on the principal parts and weight functions to guarantee the Carleman es-
timates that is not needed in this chapter. Moreover, the author must note that
these results were all for first-order equations with coefficients independent of time .
However, equations with time-dependent principal parts of type P often appear in
mathematical physics, for example, the conservation law of mass in time-dependent
velocity fields, and the mathematical analysis for such equations is needed (e.g.,
Taylor [68, Section 17.1] and Evans [20, Section 11.1]). In regard to first-order
hyperbolic equations having time-dependent principal parts, although the theory
about direct problems for the above equations is quite complete, there are some
open questions for inverse problems due to the major difficulties in dealing with
time-dependent coefficients. About inverse problems and time-dependent principal
parts, we mention Cannarsa, Floridia, and Yamamoto [I0] that proved an observ-
ability inequality for a non-degenerate case. Floridia and Takase [24] proved the
observability inequality for a degenerate case, which was motivated by applications
to inverse problems. In both papers, they dealt with the case A° = 1 and A = A(t).
For more references regarding inverse problems and controllability for conservation
laws with time-dependent coefficients, see [32], [40], [41], and [46]. Regarding in-
verse problems for nonlinear first-order equations, readers are referred to Esteve
and Zuazua [19], which studies Hamilton—Jacobi equations (see also Porretta and
Zuazua [56]).

For the second-order hyperbolic equations with time-dependent coeflicients, the
literature about inverse problems is more extensive. In this context, Jiang, Liu, and
Yamamoto [37], and Yu, Liu, and Yamamoto [70] proved the local Holder stability
for inverse source and coefficient problems in the Euclidean space assuming the
Carleman estimates existed. Takase [64] proved local Holder stability for the wave
equation and obtained some sufficient conditions for the Carleman estimate by
using geometric analysis on Lorentzian manifolds, which is presented in part [[I}

Finally, the author notes that, on the well-posedness by the method of charac-
teristics of first-order hyperbolic equations with principal parts of type P, readers
are referred to John [39, Chapter 1], Rauch [57, Chapter 1], Evans |20, Chapter
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3], and Bressan [7]. In addition to that, for symmetric hyperbolic systems, readers
are referred to Rauch [57, Chapter 2|, Ringstrom [58, Chapter 7], and Taylor [68]
Section 16.2].

Although a large number of studies have been made on inverse problems for
first-order equations, as already mentioned, what seems to be lacking is analysis for
equations with time-dependent coefficients. In this chapter the author investigates
equations with coefficients depending on both space and time. The important point
the author wants to make is the decisive way to choose the weight function in the
Carleman estimate for applications to inverse problems. Indeed, the weight function
of the Carleman estimate (see Proposition[I.14and Lemmal[T.15) is linear in ¢, which
is similar to Machida—Yamamoto [53], Golgeleyen—Yamamoto [31], and Cannarsa—
Floridia—Yamamoto [I0]. However, the novelty is that the spatial term of the weight
function in the Carleman estimate is the length of integral curves of the vector-
valued function A(-,0), which is different from the ones in all the above results
([EQ), [24], [29], [31], [44], [45], and [53]) and a new attempt. Owing to the choice,
we need not assume any assumptions on A to guarantee the Carleman estimates like
in [3I] and [9], but assume only the finiteness of the length of integral curves (see
Definition and ) The author remarks that these integral curves correspond
to the characteristic curves in the case A = 1 and A = A(x). In addition, the
author notes that thanks to the above linearity with respect to ¢, we do not need
to extend the solution to (=7, 0), which enables us to apply the Carleman estimate
to inverse problems for wider functional spaces of time-dependent coefficients A°
and A.

A structure of this chapter is following. The main results in this chapter are

global Lipschitz stability for the inverse source problem (Theorem [L.11]), inverse

coefficient problem to determine the zeroth-order coefficient (Theorem [1.12)), and
inverse coefficient problem to determine the time-independent principal part (The-
orem . After describing some settings, we present them in section 2} In section
we establish the global Carleman estimate (Proposition , which is the main
tool to prove the main results, under the assumption that a suitable weight function
exists. After that, we prove the existence of such a weight function by taking the
length of integral curves generated by the vector-valued function A(-,0) (Lemma
[1.15). In addition, in section [3| we introduce energy estimates needed to prove the
main results. In section |3} we show the proofs of the main results. In section |5 we
give the proofs of auxiliary and original results.

2. Preliminary and statements of main results

Before showing main results, we describe some definitions and settings needed
to present them.

DEFINITION 1.1. For a vector-valued function X € C?(Q;R?) and x € Q, a C?
curve ¢ : [—=n1,m2] — Q for some n; > 0 and ny > 0 with n; + 12 > 0 is called an
integral curve of X through x if it solves the following initial problem for ordinary
differential equations

_dc

T do
c(0) = x.

(0) = X(c(0)), o € [=m,nl,
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REMARK 1.2. If ¢, denotes the integral curve of X through x, then c, (o) is C?
with respect to x € Q.

DEFINITION 1.3. Let a,b € R with a < b. An integral curve ¢ : [a,b] — € is
called maximal if it cannot be extended in € to a segment [a — n1,b + n2] for some
m >0 and nz > 0 with 1 + 12 > 0.

DEFINITION 1.4. A vector-valued function X € C?(Q;R?) is called dissipative
if the mazimal integral curve c, of X through x is defined on a finite segment
[o_(z),04(z)] and o_ € C(2) N H3(Q).

REMARK 1.5. If X € C?(Q;R?) is dissipative, then c.(0_(z)), cx(o4(z)) € 09,
where ¢, is the mazimal integral curve of X through x.

¢x (0, (%)

FIGURE 1. ¢, is the maximal integral curve of X through z.

The terminology dissipative for vector fields seems not to be widely-used. How-
ever, the authors use this terminology on the analogy of CDRM (compact dissi-
pative Riemannian manifold) used in a setting of integral geometry problems for
tensor fields. In this subject, CDRM is equivalent to the absence of a geodesic of
infinite length in a compact Riemannian manifold with strictly convex boundary
(e.g., [62, Chapter 4]).

We assume the followings on the vector-valued function A € C%(Q;R?):

(1.1) dp>0st. min |A(z,t)] > p;
(zt)eQ

Jt,. €[0,T) s.t. A(-,t.) is dissipative.
Without loss of generality, we assume ¢, = 0 in the above, i.e.,

(1.2) A(-,0) is dissipative
because it suffices to consider the change of variables  := t — t, and A(-,f) :=
AT+ ty).

REMARK 1.6. In the case A° =1 and A = A(x), (1.2)) means that any mazimal
characteristic curves have finite length.

EXAMPLE 1.7. Let d = 2 and B, = {(z,y) € R? | 22 +y% < r?} forr > 0.
Then, X (z,y) = (:916) on Q = B, N{y > 0} is dissipative because we see o_ is

smooth on Q. However, Y (x,y) := (_xy) on B, \ By is not dissipative because we

can not define o_.
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> ©

FIGURE 2. Pictures of X (left) and Y (right).

&

Under the assumption (1.2), we can give the following notations. For a fixed
x €O, let ¢y : [o—(z),04(x)] = Q be the maximal integral curve of A(-,0) through
x, i.e., ¢, satisfies

{c;w) = A(c,(0),0), o€ [o-(x),04(2)],
c(0) = x.

Since ¢, is a rectifiable curve by (1.2), we can define the function ¢y on € as the
length of the arc of the maximal integral curves defined on [o_(x),0]:

0
(1.3) po(z) == / | @lao

the integral of which is independent of a choice of parameters.

LEMMA 1.8. Let A € C%(Q;RY) be a vector-valued function. Assume (1.1)) and
(1.2). Then, the function @y defined by (1.3) is in the class C(Q) N H?(Q).

PrOOF. It follows from Definition [[L4] and Remark O

To prove the global Lipschitz stability for inverse problems for the hyperbolic
equations, the observation time should be given large enough for the solutions to
reach the boundaries owing to the finite propagation speeds (see Bardos, Lebeau,
and Rauch [3]). Then, we define the following quantities to describe this situation
mathematically.

For the positive function A% € C'(Q)NL>® (2 x (0, 00)) and g defined by (L.3)),
we define the positive number

(sup A1) (maxeeo(x))

zeN,t>0 e

(1.4) Ty := ;

Moreover, considering inverse problems for the hyperbolic equation with time-
dependent principal part, we will assume

(1.5) 3C > 0s.t. VE €RY, V(x,t) €Q, [0:A(z,t) - &| < C|A(w,t) - €.

The condition (|1.5)) will be decisive in the the energy estimate given in Lemma m
and in the proofs of Theorem [I.11] and Theorem [T.12]

REMARK 1.9. When d =1, (L.1)) implies (L.5).

If a non-vanishing vector valued function A satisfies (1.5)), then A has the
following structure.
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PROPOSITION 1.10. If a vector-valued function A € C?(Q;R%) satisfies (1.1))
and (L.5), then A can be represented by

A(z,t) = A(z,0)elo #@)ds (1) € Q
for some function ¢ € CH(Q).

The proof of Proposition [1.10] is presented in section Proposition is
decisive in the realization of a weight function for the Carleman estimate, which
will be given in Lemma [1.15

Now, we define some notations. Set

Sy = {(z,t) € Q2 x (0,T) | A(z,t) - v(z) > 0},

where we recall v is the outer unit normal to Q. Moreover, we set X_ := (X4)° =
(09 x (0, 7))\ 4.

We use the notations H(Q) := L?(Q), H(0,T; H'(Q)) := L*(0,T; H*(Q)),
and &?w = w for a function w throughout this chapter to avoid notational com-
plexity.

2.1. Inverse source problems. We consider the initial boundary value prob-
lem

Pu+p(z,t)u = R(z,t)f(z) inQ,
(1.6) u=0 on X_,
u(-,0)=0 on €,

where p € Who°(0,T; L>=(Q2)), R € HY(0,T; L>(Q)), and f € L?(Q2). Given A°,
A, p, and R, we consider the inverse source problem to determine the source term
f in Q by observation data u on ¥.

THEOREM 1.11. Let A° € C1(Q)NL>(Q x (0,00)) satisfying min_A°(x,t) >
(zt)eQ
0, and A € C?(Q;R?) satisfying (1), (T.2), and (L.5). Letp € WH>°(0,T; L>=(12)),
R e HY0,T;L>(Q)), and f € L*(QY) satisfying

(1.7) Imo > 0 s.t. |R(z,0)] >moe a.e. x €.
Assume
(1.8) T, < T,

where Ty is defined by (1.4)), and there exists a function u satisfying (L.6) in the
class
2

we () H*0,T; H*H(9)).
k=1

Then, there exists a constant C' > 0 independent of f and u such that

1
I£llz2@) < C D lofullra (s, )-
k=0
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2.2. Inverse coefficient problems. We consider the initial boundary value
problem

Pu+p(z,t)u=0 in Q,
(1.9) u=g on X_,
u(+,0) = « on €2,

where p € W12°(0,T; L>(2)), g € H'(0,T; H2(9Q)), and a € H'(Q) satisfying
the compatibility conditions. The author presents two nonlinear inverse coefficient
problems.

2.2.1. Zeroth-order coefficient. Given A%, A, g, and «, we consider the inverse
coefficient problem to determine the time-independent zeroth-order coefficient p =
p(z) in by observation data on X .

For a fixed M > 0, define the conditional set

D(M) = {p € L() | [Ipll (o) < M.

THEOREM 1.12. Let M > 0 be fized, A° € C1(Q) N L>(2 x (0, 00))satisfying

min_ A%z, t) > 0, and A € C*(Q;RY) satisfying (T.1), (T.2), and (1.5). Let
(z,t)€Q

pi € D(M) fori=1,2,g¢€ Hl(O,T;H%((?Q)), and o € HY () satisfying
(1.10) Img > 0 s.t. |a(x)] > mg a.e. x € Q.

Assume Ty < T, where Ty is defined by (1.4), and for i = 1,2 there exist functions
u; satisfying (1.9) with p = p; in the class

2
u; € () H*0,7; H*7*(Q))
k=1
such that
U € Hl(O,T; LOO(Q)) and ||U2||H1(07T;L90(Q)) <M.
Then, there exists a constant C' > 0 independent of p; € D(M) for i = 1,2 such
that

1
Ipr = p2llragy < C D 10fur — Of ua|z2(s.)-
k=0

2.2.2. First-order coefficients. We consider with the time-independent
principal coefficients A and A, more precisely, with A € C'(Q2) and A € C2(Q;R?).
Given p, finitely many initial values «, and boundary values g, we consider the in-
verse coefficient problem to determine the time-independent coefficients A° and A
simultaneously by finitely many observation data on X..

Let p > 0 be fixed. We will assume that the unknown coefficients A° and A
satisfy the following condition:

( max A° (x)) ( max gao(x))

(1.11) zeQ z€Q <T.

p
where g is defined by ((1.3)).
For A € C?(Q;R?), set
'y 4:={zecd]|Ax)- v(zx)> 0}
and F_7A = 0N \ F_;,_’A.
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For fixed M > 0, p > 0, and a subset I' C 012, define the conditional set
D(M, p,T)
1A% cr gy + 1Al 2 @may < M,
= { (A%, A) € C1(Q) x C2((;RY) irggAO(w) 2 p, min|A@@)| 2 p,
(L2), (1.11), and 'y 4 C T hold.

THEOREM 1.13. Let M > 0, p > 0, I' C 9Q be a subset, and (A% A;) €
D(M,p,T) fori=1,2. Let p e WH®(0,T; L®(Q)), gm € H (0, T; Hz(0R)), and
am € WH(Q) form =1,...,d+ 1 satisfying

ap(z) - agy(z)
(1.12) Fmgo > 0 s.t. |p(z,0)] |det (Val(x) o Vg (2) >mgy a.e. x €S
Assume that for i = 1,2 and m =1,...,d+ 1 there exist functions wu; , satisfying

(1.9) with P = P, := A%, + A; -V, g = g, and a = oy, in the class

2
wim € (| H* (0, T; W27 (Q))
k=1
such that for allm=1,...,d+ 1,

2

Z w2 m | mx (0,772 k.00 (2)) < M.
=1

Then, there exists a constant C > 0 independent of (A9, A;) € D(M,p,T) for
i =1,2 such that

d d+1
D NAY = A8 L2i) < C Y Hlurm — uamllro.1:2(r) -
n=0 m=1

3. Carleman estimate and energy estimates

In this section, the author introduces the Carleman estimate and energy esti-
mates needed to prove the main results.

3.1. Carleman estimate. In this subsection, we prove the global Carleman
estimate for the operator P + p(x,t)-, where p € L>(Q). In section we
present the general statement for the Carleman estimate assuming the existence of
a suitable weight function ¢ satisfying some sufficient conditions. In section [3.1.2
we construct such a weight function satisfying the sufficient conditions using g
defined by .

3.1.1. General statements. To obtain the local in time Carleman estimate, we
first assume the existence of a function ¢ € H?(Q) satisfying

(1.13) 36 > 0 s.t. Pp(x,t) > 6 a.e. (x,t) €Q.
PROPOSITION 1.14. Let A° € CY(Q) satisfying min_ A°%(z,t) > 0, A €

(=,t)€Q
CHQ;RY), and p € L>™(Q). Assume that there exists a function ¢ € H?(Q)
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satisfying (1.13). Then, there exist constants s, > 0 and C > 0 such that

(1.14) 52/ 6289"|u|2dmdt+s/ 22 @0) |y (z,0) | dx
Q Q

< C/ e*?|(P +p(m,t))u|2dacdt+Cs/ e ul*dSdt
Q

Xy

+Cs / 22 @D |y (z, T) 2 dx
Q

1

holds for all s > s, and u € ﬂ H*0,T; H'=*(Q)), where dS denotes the area
k=0

element of 0S.

PROOF. It suffices to prove Proposition [[.14 when p = 0 due to the sufficiently
large parameter s. Let z := e’?u and Pyz := e**P(e”*%z) for s > 0. Then, we
obtain

Psz = Pz — sPypz,
which implies
||Psz||2L2(Q) = ||P2H%2(Q) +2(Pz,—sPpz)12(0) + HsPcszig(Q)

> ||3P<pz||2L2(Q) +2(Pz,—sPpz)12(0)
=52/ |P<p|2|z|2da:dt—s/ Po(A00,(12) + A~ V(=P )dadt
Q Q
> 32/ 62|z|2dxdt+s/ [at((ng)AO)+v.((p@)A)pz\?dxdt—B,
Q Q
by our assumption (1.13)), where

t=T
B::s/ [(P@A%zﬂ dx—l—s/ Po(A(z,t) - v(x))|2|*dSdt.
Q t=0 80 x(0,T)

Therefore, there exists C' > 0 such that

1
C’/ s {1 +0 () } |z dadt < ||P82H2L2(Q) +B
Q S
as § — +o00. By choosing s > 0 large enough, we complete the proof. (I

~3.1.2. Realization of weight functions. We construct the weight function ¢ €
C(Q) N H?(Q) depending on the vector field generated by the coefficients A, and

satisfying (1.13)).
LeEMMA 1.15. Let A° € C(Q) N L>(Q x (0,00)) satisfying min_A°(x,t) > 0,
Q

x,t)e

and A € C*(Q;R?) be given functions satisfying (L.1)), , and (1.5). Then, for

an arbitrary real number B > 0 independent of T satisfying

p
1.15 0<B< ——g5—0,
(1.15) b sup A%(z,t)
TEQE>0

the function ¢ defined by
(1.16) p(,t) = po(z) — Bt, (x,1) €Q,
with ¢q defined by (1.3)), is in the class ¢ € C(Q) N H*(Q) and satisfies (1.13)).
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PROOF. It is obvious that ¢ € C(Q) N H?(Q) by Lemma We prove that
¢ defined by ([1.16)) satisfies (1.13)). It follows that

(1.17) Po(x,t) = A(z,t) - Vipo(z) — BA® (2, 1)
> A1) Veo(r) =8 _sup A%, t).

For a fixed z € Q, let ¢, : [o_(z),04(z)] — Q be the maximal integral curve with
¢z(0) = x of A(-,0). For a sufficiently small n € [o_(z), 04 ()], we set x,, := cz(n).
Because we can verify

2 (calo+m) = chlo + 1) = Alelo +1),0),

ciE(O + 77) = Ina

we have c,, (o) = c.(0 +n) by the uniqueness of the solution to the initial problem
of the ordinary differential equation. Hence, o_(z,) = o_(x) —n holds. Therefore,
we obtain

U

poleati) = o) = [ 1 @lio= [ oo = [ (oo

o_(zy — —(x)

0

Differentiating both sides with respect to n and substituting n = 0 yield
cz(0) - Voo (c2(0)) = | (0)] = |A(, 0)].
Therefore, by , Proposition and , we obtain
(1.18) Az, t) - Vpo(z) = A(x,0) - Vipg(a)elo (=)
= &,(0) - Vipo (e (0))elo o)
= |A(,0)Jefo ot
= [A(z,t)| = p.
Applying to yields

Po(z,t)>p—p sup A%x,t) >0
zeQ,t>0
for almost all (z,t) € Q.
U

3.2. Energy estimates. The following Lemma [1.16] is the energy estimate
for the first-order hyperbolic equations with the time-dependent principal part
needed to prove Theorem [1.11] and Theorem Moreover, we describe Lemma
[[.17] which is the energy estimate for first-order hyperbolic equations with time-
independent principal part needed to prove Theorem [I.13] Their proofs are pre-

sented in section Bl
2

For a positive function A° € C*(Q) and u € ﬂ H*(0,T; H**(Q)), we define

k=1
the quantity

E(t) := /Q (A%(z,t)|0pu(z, ))* + |u(x,t)|2)d$, te[0,T].
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LEMMA 1.16. Let A° € C'(Q) satisfying min_A%(x,t) > 0, A € CY(Q;R?),
(z,1)€Q
p € WHee(0,T; L>®(Q)), R € H(0,T;L>®(Q)), and f € L*(Q). Then, there exists
a constant C > 0 independent of u and f such that
(1.19) E(t) < C(19:A- Vull3zg) + 1130

2
holds for allt € [0,T] and u € m H*(0,T; H*~*(Q)) satisfying (L.6).

Moreover, if we assume ., then there exists a constant C > 0 independent
of u and f such that

(1.20) E(t) < Clf72q)

2
holds for all t € [0,T] and u € ﬂ H*(0,T; H*7*(Q)) satisfying (1.6)).
k=1

LEMMA 1.17. Let £ € N be a fized number, A° € C*(Q) satisfying min A°(z) >
€N

0, A € CYOQRY), p € Wh>(0,T;L>(Q)), R € HY(0,T; L=(Q;R")), and F €
L?(Q;RY). Let us consider the initial boundary value problem

A%(2)0pu + A(z) - Vu + p(z, t)u = R(x,t) - F(z) in Q,
(1.21) u=0 onT_ 4 x(0,T),
u(-,0) =0 on .

Then, there exists a constant C' > 0 independent of u and F such that
(1.22) E(t) < C||F 132 qmey

2
holds for allt € [0,T] and u € m H*(0,T; H**(Q)) satisfying (1.21).
k=1

4. Proofs of main results

Using several estimates introduced in section [3] we prove the three main theo-
rems in the subsequently sections.

4.1. Proof of Theorem [L.11l

ProOF OF THEOREM [LT1l By our assumption (1.8]), we can take 0 < 8 <

p . e
—  ——— independent of T satisfyin
sup A%(z,t) P yie
zeN,t>0
max o (z)
(Th <)% < T
g

Then, there exists x > 0 such that
(1.23) max o () — T < —k.

e
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Henceforth, by C' > 0 we denote a generic constant independent of u which may
change from line to line, unless specified otherwise. Applying the Carleman estimate

1
(1.14) of Proposition |1.14|to dyu € ﬂ H*(0,T; H'=*(Q)) yields
k=0

(1.24) 82/ 625""|8tu|2dxdt+s/ e?2@0)| R(2,0) f(z)>dx
Q Q

< C’/ | (P + p(x,t))Opu|*dxdt + C’s/ 5| 0yul?dSdt
Q b

+CS/ e2e@ D)9z, T) 2d.
Q
Since we obtain
(P + p(x,t))0ru = 04 (Ao(l‘, t)O0ru + A(z,t) - Vu + p(z, t)u)
— 0, A%(x,t)0pu — Oy A(x,t) - Vu — Oyp(x, t)u
= 0 R(z,t)f(x) — 0; A (z,1)0pu — Oy A(x, t) - Vu — Osp(z, t)u,

we have
(125) (P + p(a, )0l < C(10RF + |0ul* + 9 Al 1) - Vul? + |ul?)

< C(I0RS + 0l + |A(z,1) - Vul + [ul?),

where we used the assumption (|1.5)) to obtain the second inequality. Therefore,
applying the equation in (1.6 to the above estimate (|1.25]) yields

(1.26) (P + p(a, )0l < C(10R12 + R + |0uf* + [uf?*).
Furthermore, applying (1.23) and the energy estimate (|1.20]) of Lemma yields
(127) s / 29w |9, (, T)|2d < Clse2s / A%z, TY|Oyu(w, T)|dz
Q Q
< Cse | 1720
Applying ([1.26]) and (1.27)) to (1.24)) and choosing s > s, large enough yield
(1.28) 52/ 628“’|8tu|2dxdt+s/ e2? @0 R(x,0) f(z)|?dx
Q Q

1
< c/ 628¢(Z|afz~z|2)|f\2dxdt+c/ €25 |2 dadt
Q k=0 Q
+Cs /E €25%| |28 dt + Cse™ | 220,
+

In regard to the left-hand side of ([1.28]), using (|1.7)), for some C > 0 we obtain

(1.29) s* /Q 252 |0pu|* dadt + S/Q6239"(”0)|R(x70)f(x)|2dx > Cs||es“"°fH%2(Q).

In regard to right-hand side of (1.28)), applying the Carleman estimate (1.14]) of
2

Proposition|1.14{to u € ﬂ H*(0,T; H*7*(Q)) and then using (1.23) and the energy
k=1
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estimate (|1.20) yield

(1.30) /e2s¢|u|2dﬂcdt
Q
S%/ 625“9|Rf|2dxdt+€/ e |u|?dSdt
s7JqQ S Jsy

+9/ 2@ |y (z, T)2dx
s Ja

C ) C ) C X
<5 / 2| Ry dadt + < / e u2dsdt + e | 2 ey
S Q S E+ S

Applying (1.29) and - ) to and choosing sufficiently large s > s, yield

s[le* fll 720
<o/ Qw |6’“R| )|f|2dxdt+§/2 2% |u|2dSdt
.
+ CSECS||3tU||L2(z+) + Cse 2| fl1 220
< C/Qem(g)|afR|2)|f|2dxdt+cseogguafuu;@ :

+Cse™ 2| £l 720

_ C/ / 72s(<p0(:r (z,t ak - di 628900 fzdl'
Q( 0 (Zn Dl o) ]

1
+ Cse® Z 10 ullF2s,y + Cse || f1 720y

—C/ (/ —25ts Z”ak ”LOO Q)>dt> 2scpo|f|2dx

+ Cse®” Z ||6quL2(E+) +Cse™ | f[|72 (0
k=0
1
o(1)[e*%° f[172(q) + Cse* > [0 ullF (s, ) + Cse™ €% £ 72(q
k=0
1
= o(1)[e*° fl[Faqy + Cse™* Y 0Fullias,
k=0
as s — 400 by the Lebesgue dominated convergence theorem. Choosing s > s,
large enough yields

1
€39 fllz2() < Ce“* Y ||0full L2, )-
k=0

Since po(x) > 0 for all # € Q, [|e¥?° f||2(q) = [|f]|12(n) holds. Then, we complete
the proof. O
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4.2. Proof of Theorem [I1.121

PrOOF OF THEOREM [I.12] We show that Theorem comes down to The-
orem [I.11] Setting
Vi= Ul — ug, R := —ug, f:=p1—p2,
we obtain
Pv+pi(z)v = R(z,t)f(z) inQ,
v=20 on Y _,
v(-,0) =0 on Q,

and ([L.7)) is satisfied due to the assumption (1.10). Therefore, by Theorem [1.11}
the proof is completed. O

4.3. Proof of Theorem [I.13l

ProOF OF THEOREM [L.T3l By our assumption (1.11)), we can take 0 < 8 <
P

max Af (z)
zEN

independent of T satisfying

(Tj% A?(ﬂﬁ)) (I;le‘cxg 900(93)) max o()

< <T.
p B
Then, there exists £ > 0 such that
(1.31) max o (z) — ST < —k.

€N

Henceforth, by C' > 0 we denote a generic constant independent of u which may
change from line to line, unless specified otherwise. For m = 1,...,d + 1, setting

- . A0 0 —
Um 1= Ul,m — U2,m, fl L Al 7A27 f2 = Al *A27

and

F .= (fl) c LQ(Q;RdH)’
fa

Rm = (7atu2,m —Og1U2m faxdfua)m) c Hl(O,T;LOO(Q;Rd_H)),
Thus, we obtain
Pv, —|—p(:E,t)Um = Rm(l',t)F(l‘) in Q7

Uy =0 on Y _,
Um(-,0) =0 on €,
where the product in the right-hand side of the equation is a product of matrices.

Applying the Carleman estimate (|1.14)) of Proposition with P = Pj to

1 1
Opom € [ HH(0, T; WHFE(Q)) € () H*(0,T; H*(Q))
k=0 k=0
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yields

52/ €251 0yvp, [P dadt + 5/ e2? @O R, (x,0)F(z)*dx

Q Q
< C/ e ?|(Py + p(x,1))0pvp |*dadt + Cs/ e25?|0pv,, | dSdt
Q Ty o, x(0,T)
+Cs/ e?*2@ 1) |90, (2, T)|*dx.
Q

Summing up with respect to m =1,...,d + 1 yields

(1.32) &2 /Q e*%|0pv|2dxdt + 5 /Q 2 @0)|R(z,0)F(x)|*dx
< C/ e*?|(Py + p(x,t))0pw|*dxdt + C’s/ e**¢|0,v|?dSdt
Q T4 4, x(0,T)
+Cs /Q > @1\ gu(z, T)|2dz,
where we define
v1 Ry (Py + p(z,t))0pv1
vi= : , R:= : . (Pr+p(z,t)0w = 5

V41 Rat1 (Pr +p(x,1))Ovasa

Since we obtain
(P + p(x,t) 0wy, = O (A?(x)@tvm + Ai(z) - Vo, + p(z, t)vm> — Oep(x, t)Um,
= 0y(RinF) — Oip(z, t)vp,

foreach m =1,...,d+ 1, we have

(1.33) (Py + p(z,))0y0]? < C(|6tRF\2 n W).

Furthermore, applying (1.31) and the energy estimate (1.22)) of Lemma for
m=1,...,d+ 1 yields

s/ 2@ D)9y, (z, T) [2dz < C’se_z"‘s/ A2, T)|0svm (z, T)|?dx
Q Q

< Cse ™ Flsiqmann)

which implies

(1.34) s /Q 290D 9,0 (1, T) 2z < Cse™2™ | F2a pans)-
Applying ([1.33)) and (1.34)) to (1.32)) and choosing s > s, large enough yield
(1.35) 52/ 623¢|8tv|2dxdt+s/ 2 @0 R(z,0)F(x)|?da

Q Q

< C’/ 628‘9|8tRF|2dxdt—|—C'/ e |v|2dxdt
Q Q

+ C’s/ e?5%|0yv|?dSdt + Cse*%SHFH%Z(Q;RdH).
I'x(0,T)
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In regard to the left-hand side of (1.35]), we obtain

(1.36) 5 / e*? |0 dxdt + s / @0 R(z,0)F(x))?da
Q Q

> Osl|e™* F||72 iy

for some C' > 0 by (T.12). Indeed, by min AS(z) > p > 0, it follows that
z€Q

. Owua(2,0) -+ Oz gy1(x,0)
| det R(x,0)| = ‘det <Vu271(:v7 0) e Vuggis(,0)
> C'ldet As - Vag +p(z,0)a; -+ As-Vager + p(z,0)agyr
Va1 s Vad+1
_ p($70)a1 p(m,O)OAd+1
= (C'|det ( Vo Vg,
_ ar(z) o agpa(w)
= Clp(z,0)| |det <Vo¢1(x) o Vg () >my ae. €.

In regard to the right-hand side of (|1.35)), applying the Carleman estimate (|1.14))
2

of Proposition|1.14|to v,, € ﬂ H*(0,T; W?~%°°(Q)) for each m = 1,...,d+1 and
k=1

then using (1.31) and the energy estimate (1.22)) of Lemma yield

(1.37) /628(‘0|’U|2d$dt
Q
< %/ 625“”|Rf\2dzdt+g e |v|?dSdt
7 JQ 8 JT4 4, x(0,T)
C
+—/ 22 @Dy (z, T)|*dx
s Ja
c c
< —2/ 625“0|Rf\2dxdt—|——/ e**?|v|2dSdt
§7JQ $ Jrx(0,1)

C
+ S € ? s||F||2L2(Q;Rd+1)-
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Applying (1.36) and (1.37) to and choosing sufficiently large s > s, yield

3H€WOF||L2(Q;R¢+1)

gc/ e2w|atRF|2dxdt+%/ 625@|Rf|2dxdt+9 e5¢|v|?dSdt
Q s7JQ §JTx(0,1)

+Cs / 29| 0y0[2dS dt + Cse=2™ || FI[2 gpgarn)
I'x (0, T)

< C/ 25‘/’ |5kRF| )dxdt + Csecs||v||H1 0.7 L2(T;Rd+1))

+ Cse™ 2KSHF||L2(Q.Rd+1)

:C/Q </ 72Bts(2”8k ||Loo(Q]R(d+1)><(d+1))>dt> 25&,00|F|2d1,

+ Cse® HUHHl(O,T;Lz(F;Rd“)) + 086_2KSHF”%2(Q;R‘”1)

72nsH6

<o(1)[|e** F |72 qpa+r) + CsecsHW@N(O,T;L?(F;RHI)) + Cse 0 F|| T2 pat1)

c
= 0(1)||€S¢0F||%2(Q;Rd+l) + Cse SHU”?LP(O,T;L?(F;RWH))

as s — 400 by the Lebesgue dominated convergence theorem. Choosing s > s,
large enough yields

€590 F 172 a1y < Ce[[0ll3 0 1,12 (rpatsy)
Since @g(z) > 0 for all x € Q, ||65‘P“F||L2(Q Rat1) 2= ||F||L2(Q ga+1) holds. Then, we
complete the proof. ]
5. Proofs of auxiliary results

In this section, we prove Proposition Lemma[l1.16] and Lemma
5.1. Proof of Proposition [1.10

PROOF OF PROPOSITION [LI0L When d > 2, we note that there exists a vector-
valued function A (z,t) # 0 for each (z,t) € @ such that

Az, t) - Ap(z,t) =0
due to (L.I). Applying to & = A (z,t) yields
V(z,t) € Q, 0iA(z,t) - Ay (x,t) =0,
which implies that there exists a function ¢ € C'(Q) such that
V(z,t) € Q, 0A(x,t) = ¢(x,t)A(z,t).
Therefore, A(z,t) is represented by
A(z,t) = Az, O)efot ¢
When d = 1, noting Remark setting

o t) = 8;1(:(5 t))

completes the proof. [
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5.2. Proof of Lemma [1.16]

Proor oF LEmMA [[.T16 Differentiating the equation in (1.6)) with respect to
t yields

A%, 1)0%u + 0, A% (, 1) Opu + A(z, t) - VOru
+0: Az, t) - Vu + p(x, t)Opu + Op(z, t)u = O R(z, t) f(x).

Multiplying 20;u to the above equality and integrating over Q yield
/ A%(2,1)0;(|0u|?)dx —|—/ 20, A°(x,t)|0yul*dx +/ Az, t) - V(|0u|?)dx
Q Q Q
+/ 20;u(0y Az, t) - Vu)dx Jr/ 2p(z,t)|Opu|*dx Jr/ 20:p(z, t)udyudz
Q Q Q

:/23tu8tR(x,t)f(:17)d:c.
Q

Integration by parts yields

d 0 2
o QA (x,t)|0ul|“dx
- —/(8tA0(ac,t)+2p(a:,t))|8tu|2dm+/(V-A(x,t))|8tu|2dx
Q Q
—/28tu(3tA(z,t)~Vu)dx—/ 28tp(x,t)u8tudx—|—/ 20u0 R fdx
Q Q Q
—/ (A(z,t) - v)|Owul?dS
o
<c</ Ao(az,t)\atu|2daz+/ |u|2d:1c—|—/ |8tA(m,t)~Vu|2dx+/ |8tRf2dx>
Q Q Q Q

- [ Aty vjowpas
o0

d
Adding p |u|?>dz to the both sides of the above estimate, we obtain
Q

(1.38) 4 (/ Ao(x,t)|8tu\2dac+/ u|2dm)
<C(/ Ao(x,t)|8tu|2dx—|—/ |u|2d;v+/ |0:A(z, ) - Vu|*da
Q Q Q
+/ |8tRf2dx> +/2|u|\3tu\dx—/ (A(z,t) - v)|Owul?dS
Q Q o0
gc(/ Ao(x,t)|8tu|2dx+/ |u|2dm+/ 10, A(2,t) - Vul’da
Q Q Q

+/Q|8tRf2da:> —/(m(A(x,t)w)\@tu\QdS,
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which implies

d( _ct 0 2 2
= (e /Q (A (z,)|8ul® + [ul )dz
< e Ct <c/ (|8tA(a:,t)-Vu|2+|8tRf\2)dx—/ (A(a:,t)-u)|6tu|2d5).
Q oN
Integrating over (0,t) for t < T yields

E(t) gC(E(0)+/Q|atA(x,t)-vu|2dxdt+/Qf|2dx).

Since, using the equation (|1.6), we obtain
(1.39) E(0) < 0/ P,
Q

we prove (|1.19)).

Moreover, if we assume the assumption (|1.5)), then there exists C' > 0 such that
for all (x,t) € Q,

|0:A(z,t) - Vu|* < C|A(z,t) - Vul?.

Therefore, applying the above inequality to (1.38]) and using the equation in (|1.6))

yield
d 0
pn A (,1)|0ul*dx + |u| dx

(/ A%(x t)|8tu|2dx+/ ul dx—i—/ |6tRf|2dx—|—/ |Rf] dx)
—/ (A(w,1) - v)|0pul*dS,
o0

which implies

% <eCt /ﬂ (Ao(x,t)|8tu|2 + |u|2)da:>
<e @ (C/Q (21: |5fR|2)|f|2diE - /SQ(A(IJ) : V)|5tu|2d5> :

Integrating over (0,t) for t < T yields

Et)<C (E(O) +/Qf|2dx) .

By (1.39), we complete the proof. O
5.3. Proof of Lemma

I /\

Proor oF LEMMA [[.17] Differentiating the equation with respect to t yields
A (2)0%u + A(z) - VOyu + p(x, t)0pu + O;p(x, t)u = Oy R(x,t) - F(x).
Multiplying 20;u to the above equation and integrating over Q yield

/AO ), (|02 da:+/A V(0,ul?)da

+/ 2p(x,t)|8tu|2dx+/ 28tp(:z:,t)u3tudz:/28tu3tR(x,t)'F(x)dz.
Q Q Q
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Integration by parts yields
d
T /Q A°(2)|0pu)?dx
= / (V- Az) — 2p(2,t))|0pul*dx — / 20p(z, t)udiudr + / 20iuoiR - Fdx
Q Q Q

- / (A(z) - v)|Oyu2dS
o0

gc(/ Ao(a:)|8tu|2dx+/ |u\2da:+/ |8tR-F|2dx) —/ (A(2) - 1)|yul2dS.
Q Q Q o0

d
Adding 7 / |u|?>dz to the both sides of the above estimate, we obtain
Q

4 (/ Ao(x)|8tu|2dx+/ |u|2dx>
SC’(/ Ao(x)|8tu|2d:c+/ |u\2d:z:+/ |5‘tR'F|2dx) +/ 2|u||Opuldx
Q Q Q Q
- / (A() - 1)|Orul2dS
o0
SC’(/ Ao(a:)|8tu|2dx—|—/ |u\2dz+/ |8tR-F|2dx) —/ (A(z) - v)|0ul?dS,
Q o Q o9

which implies

i<ecf/g (Ao(x)|8tu|2+u|2)dm>

<e ¢t (C’/ |O;R - F|*dx —/ (A(z) - V)|8tu|2dS> .
Q oN

Integrating over (0,t) for t < T yields
E(t)<C (E(o) + /Q |F|2dx> .
Since, using the equation in , we obtain
B0) < [ |PPda,
we prove . ([l



CHAPTER 2

Symmetric hyperbolic systems

1. Introduction and main result

Let n,? € N, (M, g) be a compact oriented n-dimensional smooth Riemannian
manifold with boundary M, T > 0, and L := [0,T] x M. For a,b € R, a-b
denotes the inner product on R, M*¢ denotes the space of real square matrices of
order ¢, and Sym, denotes the subspace of real symmetric ¢ x ¢ matrices, i.e.,

Symy := {X e M| XT = X},

where -T denotes the transposition of a matrix. Let u = (u',...,u")T : L — R’ be
a vector-valued function and

A= A“(t,x)% = ZA“(t,a:)%, (t=2%z' ..., 2" el
pn=0

be a matrix-valued vector field on L, where A* = (A})1<;j<¢ € C'(L;Symy)
are matrix-valued functions for g4 = 0,1,...,n. We use the Einstein summation
convention throughout this chapter and note that summations with respect to Greek
indices range from 0 to n, whereas those for Roman indices range from 1 to n.
For a vector-valued function u, define the symmetric hyperbolic operator P as

Pu = Au= A*(t,z)0,u,

where 0, = Oy«. This type of symmetric hyperbolic operator P has been consid-
ered in describing some equations in mathematical physics such as the Maxwell’s
equations and the elasticity equations, and readers are referred to [26] and [55] for a
theory of well-posedness concerning the first-order symmetric hyperbolic equations.
Some of these equations can be described via the wave equations and it is meaning-
ful to consider the equivalent first-order systems which form a more general class
of hyperbolic equations.

The main focus of this chapter is the inverse source problem for the symmetric
hyperbolic system concerning the operator P as an application of a Carleman esti-
mate by the Bukhgeim—Klibanov method [§]. The Carleman estimate is one of the
most important tools when we study inverse problems and a large number of stud-
ies have been made on the Carleman estimates and their applications to inverse
problems (e.g., [6], [33], [43], and references therein). If A* are all diagonal for
1 =0,...,n, then we can easily obtain the Carleman estimate, where the system is
called a weakly coupled system. However, to the best of author’s knowledge, little
is known about the Carleman estimates for strongly coupled systems where princi-
pal parts are coupled except for Floridia-Takase-Yamamoto [25] because it is not
easy to establish the estimates directly. For other approaches to inverse problems
for the first-order hyperbolic systems, readers are referred to [I8] and [36]. In [I§],

23
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they consider the system with an integral term of a convolution type and deter-
mine the convolution kernel by means of the Volterra integral equation. In [36],
they proved the existence and uniqueness to determine time-independent potential
by the method of characteristics.

We show, as a first approach to strongly coupled systems, the way to prove the
Carleman estimate and apply them to the inverse problem for the symmetric hyper-
bolic system. Furthermore, the crucial point of this chapter is geometric analysis
on manifolds. Regarding the symmetric hyperbolic operator P as a matrix-valued
vector field gives a comprehensive viewpoint for the hyperbolic inverse problems.
To achieve this, the analysis independent of local coordinate systems is essential.
We introduce some notations needed to describe the geometric analysis.

Let 7 : L — [0,7] and m : L — M be the projections, and (-,-) denotes a
pairing between 1-forms and vector fields. We assume that all eigenvalues \;(¢, )
of (dr, A) = Pt € C*(L;Symy) are positive and uniformly bounded, i.e.,

Vi=1,...,0 \(t,z) >0,
(2.1) A= sup Ai(t,x) < oo,
t>0,mEM,i=1,...,0

and

Ja = apdx® € C(T*M) s.t. Ipg € CH(M) with a = dypy and
(2.2) (a, mA) = Py € C(L; Symy) is uniformly positive definite, i.e.,
3 t. inf Akt z)v-v > 6
>0s |v\:1,ir>10,xeMak(pO(x) (t,z)v-v >,
where C(T* M) denotes the space of continuous sections of T*M.

REMARK 2.1. If Pt = I, which is the identity matriz of order £, s 0b-
viously satisfied. Moreover, regarding , if the exterior derivative of a vanishes
i M, i.e., da = 0, the existence of pg satisfying a = dpg follows in some cases.
This is related to the Poincaré’s lemma presented in section [J)

In addition, what seems to be lacking is analysis for hyperbolic inverse problems
with time-dependent principal parts. Although there are several works related to
this kind of hyperbolic equations (e.g., [23], [37], and [64]), it is not enough for
the first-order hyperbolic systems. We investigate the equations with coefficients
depending on both space variable x and time variable t. Let N := —V7 be the
future directed timelike vector field, where V denotes the Levi-Civita connection
with respect to the metric —dt ® dt + g. To deal with the time dependence, we set
the following ansatz:

(23) 30> 05t VE € C(T MG RY), [(€, 7 (Vi A))| < CJ(€, m.A),
where C(T*L; R?) denotes the space of Rf-valued continuous sections of T*L.

REMARK 2.2. [t follows that VN A = BtA”% by the local coordinate (t,z', ..., x™).
Therefore, (2.3 implies that there exists a constant C > 0 such that for all £ =
&pdx® € C(T*M;RY) and (t,x) € L,

|0, AR (8, 2)&5, ()| < CA* (¢, )& ().
Clearly, if A* is independent of t for all k =1,...,n, then ([2.3) is satisfied.
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Define the set the elements in which satisfy the above three conditions ([2.1)),
@3), and E3):

0
A= {A = AM(t) 2 € OV (T L Syme) | @), (@3, }

To describe our main result, we define the Sobolev space on manifolds, which
should be defined so as not to depend on a choice of coordinate systems.

DEFINITION 2.3. Let M be a compact oriented n-dimensional smooth manifold,
and {(Ui,x;)}i be a coordinate system. Assume {x;}i is a finite partition of unity
subordinate to the covering such that suppx; C U;. Given u € C®(M;R") and
integer k, define

lallmrarzn = [ 350 /

(xiloul?) oxitda} - daf |
i al<k @iV

7

where 0% signifies differentiation with respect to x;.

The inner product can be also defined in the same way. By taking the comple-
tion of the smooth functions, one obtains a real Hilbert space. Note that different
partitions of unity and coordinates yield different norms but they are all equivalent
norms. Although our integrations and derivatives on compact manifolds should be
written using a partition of unity and local coordinates, we omit these representa-
tions to avoid notational complexity.

Moreover, we define ¥ := (0,T) x M and subsets

Yy :={(t,x) € ¥ | g(v,m.A) is positive definite}, X_ :=3\ X4,
where v = uk% is the outer unit normal vector field to M. For A € A, we

consider the initial boundary value problem

Pu+p(t,z)u=R(t,z)f(z) in L,
(2.4) w=0 on¥_,
u(0,-) =0 on M,

where p € W1H2°(0,T; L (M; M), R € H*(0,T; L (M;M**%)), and f € L?(M;R").
Given A, p, and R, we consider the inverse problem of determining f by boundary
observation of v on .

To prove the global Lipschitz stability for inverse problems of hyperbolic equa-
tions, the observation time should be given for the distant wave to reach the bound-
ary owing to the finite propagation speed. We define a constant to describe this
situation mathematically. For A > 0 in and g € C*(M) in (2.2)), define the

number

eM reEM
1)

THEOREM 2.4. Let A € A, p € WbH(0,T; L= (M;M**%)), f € L?*(M;R"),
and R € HY(0,T; L (M;M***)) satisfying

Jdcg > 0 s.t. |det R(0,z)| > ¢y a.e. x € M.

L <glax oo() — min o m)

(2.5) > 0.
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Assume
(26) To < T,

where Ty > 0 is defined by (2.5)), and there exists a functionu € H?(L;R") satisfying
(2.4). Then, there exists a constant C > 0 independent of f and u such that

1
I fll2(argrey < C Z 107" ull L2 (s, ;re)-

m=0

The proof of Theorem is presented in section [3| by combining the Carleman
estimate and the energy estimate, which will be introduced in section [2} This kind
of Lipschitz stability estimates for the hyperbolic equations with lateral Cauchy
data could be obtained even for hyperbolic inequalities as summarized in [43]. Ac-
cording to the Bukhgeim—Klibanov method, one could obtain Lipschitz stability
estimates for inverse source problems when one establishes these two a priori esti-
mates, basically in the same way as in this chapter.

2. Carleman estimates and energy estimates

2.1. Carleman estimates. To obtain a Carleman estimate, we define the
function ¢ € C*(L) such that

(2.7) o(t, ) := po(x) — pr(t,x), (t,x)€ L,
where g € C'(M) is the function in (2.2)) and 8 > 0 is a constant. The next

lemma is indispensable for the Carleman estimate.

)
LEMMA 2.5. Assume (2.1]), , and 0 < B < % Then, for the function
o € CY(L) defined by R.7), Po(t,x) is uniformly positive definite, i.e.,

2.8 dp >0 s.t. inf Po(t - > p.
(28) P S o1 is0meM pltz)o-vzp

PROOF. Let v € R? be fixed arbitrary. By and , direct calculations
yield
Po(t,z)v v = Oppo(x) AR (t, x)v - v — BA(t,2)v - v
> (0= BN

Hence, there exists 0 < p < § — B such that (2.8) holds. |

Using the weight function defined by (2.7]), we will establish the Carleman
estimate. The weight function of a linear type for first-order equations is proposed
by [563] and successively used by [31], [9], [I0], and [23].

PROPOSITION 2.6. Let A € CY(TL;Symy) satisfying [2.1)) and [2.2)), and p €
L= (L;Mf%%). Let ¢ € CY(L) be the function defined by R.7) for B> 0 satisfying
)

0<5<X'
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Then, there exist constants s, > 0 and C > 0 such that

(2.9) 5 / e**PlulPwr, + s / 2200 |(PrY)u(0, z) 2wy
L M
< C/ eX*?|(P + p(t, x))ul|*wr, + CS/ e**? (g(v,dr(A))u - u)ws
L b3

+ Cs/ e2se(Ts) (Pr)u-u) (T, z)wn
M

holds for all s > s, and v € H'(L;R"), where wr,, wyr, and wy, denote the respective
volume elements of L, M, and X.

Proor. It suffices to prove (2.9) when p = 0 due to the sufficiently large
parameter s. Let z := e*?u and Psz := e*?P(e™*%z) for s > 0. Then, we obtain

P,z = Pz — s(Py)z,
and

HPsZHiz(L;R@) = 52||(P80)ZH%2(L;W) —2s(Pz,(Pp)z)p2(Lre) + HPZH%Q(L;RL’)

> 32/ |(Pyp)z2wr, — 25/ Pz - (Py)zwy,
L L
and for v > 0 to be fixed later,

2s(Psz, (P — v1)z) L2 (Lre)

= 23/ Pz - (Pp —~I) 2wy, — 25° / (Pp)z - (P —~I)zwry,.
L L
Therefore, by (2.8)), it follows that

1Pzl 22 Lpey + 25(Psz, (P = vI)2) L2(Lime)

> 32/ |(Pp)z|*wy, — 25° / (Pp)z - (Pp —~I)zwr, — 273/ Pz zwp
L L L

=52 / (27(Pp)z - z — |(Pp)z|*)wy, — 2’ys/ Pz - 2wy,
L L

> 52 / (2072 = |(Po)z)*)wr — 2’}/8/ Pz - zwy,.
L L
Since there exists a constant C' > 0 independent of z such that

|(Pp)z(t,2)|* < Cla(t, x)|* ae. (t,2) € L,
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by taking v > 0 large enough, we obtain
[1Ps2ll72(1mey + 25(Poz, (Pp — ¥1)2) L2 (Lime

2052/ \z|2wL72’ys/ Z A”[) 22w
L L

1<4,5<¢
_ 2 2 o
—Cs/\z|wL—2vs/ E ALO, 2 2wy
L Li<i=j<e
—275/ A0,z 2w, —275/ Aj0,2" 2 wr,
Ly<icj<e Li<j<i<e

‘
:052/ \z|2wL—"ys/ ZAZ@H( 2
L Lii=1
—2'ys/ Z A“@zz”wL—st/ Z A0, 2 2w,
L L

1<i<j<t 1<i<j<e

=Cs? /\z|2wL7’ys/2A“V (12"} wr, — 2vs Z ALV (z'29)wr,

Ly<icj<e

2082/ \z|2wL+78/ ZVHA§§|zi|2wL+2'ys/ Z VAL 2wy
L Li=1

1<i<j<e

‘ AO 7]2 =T J =T
_ 5[4 _9 ]
’YS/ > [ ZZ|Z | L: WM ”ys/M Z by t:OWM

1<'L<J<Z

_7‘9/ ZngVJA |2 Pws —275/ > g APy

E<i<i<e

t=T
= 052/ \z|2wL — O(s)/ |z|2wL — fys/ {Aoz . z} WM — ’}/8/(VkAk)Z - ZWxn
L L M t=0 by

as s — oo for sufficiently large v > 0. Note that vy := gz’ and we used Lemma
namely the Gauss formula on a Lorentzian manifold (L, —dt®dt+g). In regard
to the second term of the left-hand side, the following inequality holds:

1
25(Psz, (Po—7I)z)L2(Lre) < EHRGZH%%L;R@)+552||P80*“YIH%oo(L;MMé)||Z||2L2(L;R2)
for an arbitrary € > 0. Therefore, we obtain
2(C—ellPe I3 12117 —O(s) 12113
& Y = Voo (Lsmexe) ) 121 L2(LiRE) SNZI L2 (L;re)
+ 73/ (A2 - 2)(0, x)was
M
1
< <1 + €> ||PSZ||2LQ(L;RZ) +"}’S/ ]/kAkZ - ZWn +’ys/ (Aoz < 2) (T, x)wnr
b M
Choosing ¢ > 0 small enough to satisfy

C = e||Po = VI oo (pexey > 0
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and taking s > 0 sufficiently large yield
Plelaqwse +5 [ (A2 2)0.2)u

< ClPelagpiae) + s [ mas s +Cs [ (4% 2)(T)on
b M

for some C' > 0 independent of s and z. Applying (2.1) to the second term of the
left-hand side, we complete the proof. ([l

2.2. Energy estimates. Although a large number of energy estimates are
known, (e.g., [57, Chapter 2], [568, Chapter 7]), we introduce the original energy
estimate Lemma 271

For a matrix-valued function P satisfying and u € H'(L; RY), we define
a quantity E(t) such that

E(t) = /M (PT)Vnu-Vyu)(t,z)wa + /M lu(t, z)*war, t€[0,T],

where N = —V7 and 7 : L — [0,T] is the projection.

LEMMA 2.7. Let A € A, p € WH(0,T; L= (M; M), f € L*(M;R"), and
R € HY0,T; L>(M;M**%)). Then, there exists a constant C' > 0 such that

E(t) < C|Ifl1Z2(armey
holds for all t € [0,T] and u € H*(L;RY) satisfying (2.4).
PrOOF. Applying Vy to the equation in yields
A (t, 2)0,0pu + 0y A* (t, x)Opu + p(t, ©)Opu + O¢p(t, v)u = O R(t, x) f ().

Indeed, VnO,u =V, Vnu = 0,0:u and V yA* = 0; A* hold. Multiplying 2V yu =
20;u to the above equality and integrating over M yield

/ZA (10 wM+2/ ST At 1)V (GO Yot

Mi<cicj<e

+ / 20, A" (t, x)0uu - Opuwnr + / 2p(t, x)Opu - Opuwps Jr/ 20ip(t, x)u - Qpuwps
M M M

- / 20uR(t,2) f(x) - Dpueons.
M

Integration by parts on M yields

/ Z AO (t, z)0 (Opu’ atuJ Ywnr 7/ VkAk(t,x)atu~8tuwM
M M

1<4,5<¢
+ / 20, A" (t, x)0pu - Opuwnr + / 2p(t, x)Opu - Opuwps —|—/ 20ip(t, x)u - Opuwps
M M M
= / 20¢R(t,x) f(z) - Opuwps — gjijAkatu - Opuwa s -
M oM
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Therefore, it follows that

i/ A%(t, )0y - Oyuwny z/ 8, A - Dpuw g —|—/ Z AO 0y (Opu' Oyu? Yy
dt M M

M < j<e
= 7/ (0, A%(t, ) + 2p(t, ) Oyu - Oyuwns +/ Vi AR (t, 2)0pu - Oyuwns
M M
- / 23tAk(t,x)8ku - Opuw g — / 20ip(t, x)u - Opuwps Jr/ 20iRf - Oyuwps
M M M
7/ l/kAk(t,x)&‘tu - Opuwa s
oM
< C’(/ A°(t, 2)0pu - Dpuwny —|—/ lul2was
M M
+ [ 10 AR (L, 2)Opulwar +/ |3tRf|2wM) - / v AR (¢, 2)0pu - Opuwanr.
M M oM

d
Adding pr / |u|?wps to the both sides of the above estimate, we obtain
M

(2.10) % < A%(t, )0 - Dyuwny —|—/ |u|2wM>
M M

SC(/ Ao(t,x)atantuwMJr/ |u|2wM+/ 0, A*(t, 2)Oul*was
M M M
—l—/ 3tRf|2wM) —l—/ 2|u||8tu|wM—/ v AR (t, 2)0u - Oyuwa s
M M oM
gc(/ Ao(t,x)atu-atuwM—l-/ |u|2wM—|—/ 10, A (£, 2)Du2wns
M M M

+/ (9tRf|2w1w) —/ UkAk(t,x)(?tu~(9tuwaM.
M oM

Moreover, applying (2.3) to (2.10) and using the equation in (2.4]) yield

jt (/ A°(t, )0 - 8tuwM+/ |u|2wM>
<C </ A%(t, 2)0pu - Oyuwny +/ |u|?wpr +/ 0 Rf|*wnr +/ |Rf|2WM>
M M M M

—/ VkAk(t,x)atu - Opuwa s,
oM

which implies

i —Ct 0 . 2
g <e /M (A (t,2)0u - Opu + |u] )wM
1
<e ¢t C/ OMRf?)w —/ v AR (t, 2)0pu - Dpuw .
( M(mz_ouﬂ)M AR 2)0 - Do

Integrating over (0,t) for t < T yields

E(t) < C (E<o>+ / |f|2wM).
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Since
E(0)<C / 1400, 2)0,0(0,7) Pt < CIF I acare
M

holds by ([2.4), we complete the proof.

3. Proof of main result

PRrROOF OF THEOREM 24l Set My := max wo(z) and my = mij\r/} wo(z). By
TE e

)
the assumption (2.6]), we can choose 0 < 8 < X such that

Mn —
Ty < =20 o,
B
Then, there exists k > 0 such that
(2.11) My —mo — BT < —k.

Applying the Carleman estimate (2.9) to Vyu = d;u € H'(L;R?) yields
(2.12) 32/ 2| 0ul*wr, + s/ 2?00 | R(0, ) f (z)Pwar
L M

< C/ e*?|(P + p(t, x))0ul*wr, + Cs/ > ARy - Oyuws;
L

Ty
+ C’s/ 2P (T2) (A%Du - Dyu) (T, 2wy
M
Since we obtain

(P +p(t,z))0u = 0 (A“(t, x)0uu + p(t, ac)u)
— O AH(t, )0 u — Op(t, x)u
= OiR(t,x) f(x) — OLA¥(t, 2)0u — Op(t, z)u,

it follows that

(2.13) (P + p(t, 2)dpul? < C(|6tRf\2 + 100ul? + |9, AF (¢, 2)ul? + W)
< C(10RSP + 10l + | A" (t, )l + |uf?)
< C(I0RS + R + 100l + [ul?).
Moreover, we obtain

(2.14) s / 25T (A90,1, - Oyu) (T, 2)wons
M

< CS@Z(MO*BT)S/ (A°8u - Byu)(T, w)wnr < OS@Q(MO*BT)S||f||:£2(M;R2)'
M
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Applying ([2.13) and (2.14) to (2.12)) yields

(2.15) 32/ egs“’|8tu|2wL+s/ 220D R(0, 2) f () 2w
L M

1
<C / e 3 |0 R Pwy + C / €% %y
L m=0 L

+ Cs/ ey, AR Ou - Oyuws, + CseQ(MO_BT)S||f|\%2(M;R5).
RS
In regard to the left-hand side of (2.15]), we obtain
(2.16) s> /L e2¢|0,ul’wr, + s /M > ?O7) | R(0,2) f () Pwnr > Cs[|e*?° f17 2 arme)-

In regard to the right-hand side of (2.15]), applying the Carleman estimate (2.9)) to
u yields

C C
(2.17) / e |ul?wy, < —2/ e**?|Rf|Pwr, + 7/ Xy AR - uws
L T JL S Js,
c 2s¢p(T,z)( A0
+— [ e (AP u) (T, x)wnr
S JM

C C
<= ezs‘p\RwaL + — 2%y ARy - uws;
$°JL S Joy

C
+ ;eQ(MO_ﬁT)S||f||%2(M;R@)~
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Applying (2.16) and (2.17) to (2.15) yields

5||€w°f||%2(M;Rf)

1
< C/ em( 3 \8{”Rf\2)wL n c/ ¢ [ul’ws; + Cse®||Dyull3a s, o)
L m=0 4

+ CS@Q(MO*BT)S||f|‘%2(M;JRZ)

1 1
< C/Lem( 3 \8{”Rf\2)wL +Cse? 307 ul2e s, 2
m=0

m=0

+ CS@Q(MO*BT)S||f|‘%2(M;JRZ)

1
—cf ( / e“’s“"““W”(Z||a:”R<t,->||%oo<M;Mexz>)dt> 90| fPuons
M 0 m=0

T
1
+ Cse®® Z ||5tmu||%2(z+;ﬂv) + CS@Q(MO%T)S||f\|%2(M;Rf)

1
= C/ (/ efQBts( Z o R(t, ')”%OO(M;M”‘))dt) 325¢o|f‘2wM
M m=0

+ Cse®® Z ||5tmu||%2(z+;ﬂv) + CS@Q(MO%T)S||f\|%2(M;Rf)

m=0

m=0
T
0
1

1

33

< o()]|e*? f1132 apey + Cse* > 07 ullia (s, ey + Cse M2 £112 5 rime

m=0

as s — 400 by the Lebesgue dominated convergence theorem. Choosing s > s,

large enough yields

1
208 (1 — Ose®Momo PO F1 2, ey < P Y1107 ull o ey,

m=0
which implies, by (2.11)),
1
eszS(l - OS@f%S)”fH%Z(M;Rf) < Ce Z ||5Z71UH%2(2+;R2)-
m=0
Choosing s > sg large enough completes the proof.

4. Useful lemmas

4.1. Poincaré’s lemma. To obtain Theorem the assumption is in-
dispensable for the Carleman estimate Proposition[2.6] In a special case, a sufficient
condition for the existence of ¢q is known as the Poincaré’s lemma (e.g., [67, The-
orem 13.2] and [I3, Section 4.3]). Let QF(M) be a space of smooth k-forms on

M.

LEMMA 2.8 (Poincaré’s lemma). Let U C R™ be a star-shaped open subset. If

a € QF(U) satisfies da = 0, then there exists w € Q*~1(U) such that dw = «.

For more general manifolds, some results are known in de Rham cohomology
theory. The fuller study of de Rham cohomology lies outside the scope of this
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chapter. Under the situation where the Poincaré’s lemma is valid, the following
condition is sufficient for our assumption (2.2)).

{Ela = apdx® € CHT*M) s.t. do = 0 and

2.18
(2.18) (a,dm(A)) € CY(L;Symy) is uniformly positive definite.

4.2. Gauss formula on Lorentzian manifolds. We say the boundary 0L
is spacelike (timelike) if the induced metric to JL is Riemannian (Lorentzian).

LEMMA 2.9. Let (L,h) be an n + 1-dimensional compact oriented Lorentzian
manifold with boundary. Assume that the boundary is spacelike or timelike and let
X be a smooth vector field. Then if N denotes the outer unit normal to OL, it

follows that
. h(X,N)
div Xwyp, = ———LWjyI,-
/L " Jor RN, N)

For more details of the Gauss formula on Lorentzian manifolds, readers are re-
ferred to Ringstrom [568, Lemma 10.8] and Bar-Ginoux—Pfiffle [2, Theorem 1.3.16].



CHAPTER 3

Degenerate hyperbolic equations

1. Introduction and main result

Let d € N, T > 0, Q C R? be a bounded domain with smooth boundary 952,
and v(z) be the unit outer normal to 9Q at = € 9Q. Without loss of generality, we
suppose 0 € Q. We set Q := Q x (0,T) and ¥ := 02 x (0,T). We introduce the
differential operator A such that

(3.1) Au(z,t) := O+ H(t) - Vu,

where H(t) := (Hy(t),...,Ha(t))T is a continuous vector-valued function on [0, 7.

A lot of inverse problems via Carleman estimates for transport equations have
been studied. Klibanov and Pamyatnykh [45] proved a global uniqueness theorem
for an inverse coefficient problem. Gaitan and Ouzzane [29], Machida and Ya-
mamoto [53], and Golgeleyen and Yamamoto [31] proved Lipschitz stabilities for
inverse coefficient and source problems via global Carleman estimates for trans-
port equations with variable coefficients. Cannarsa, Floridia, Golgeleyen, and Ya-
mamoto [9] proved local Holder stability to determine principal terms and zeroth-
order terms. We should note that these results were all for transport equations the
coefficients of which do not depend on time variable ¢ but depend on space vari-
able x. In regard to transport equations having a time-dependent principal part,
Cannarsa, Floridia, and Yamamoto [I0] proved an observability inequality for the
operator A defined by with |H(t)| > 0 for all ¢ € [0,T], i.e., non-degenerate
case, which was motivated by applications to inverse problems. In this chapter,
we eliminate the assumption on the positivity of |H (t)| and prove the observability
inequality in the degenerate case. Although this chapter is inspired by [10], we note
that our methodology is a little different from it, since we do not use the partition
arguments employed in [I0]. Moreover, we prove the observability inequality us-
ing a synthetic technique recently introduced in [33] by Huang, Imanuvilov, and
Yamamoto, without using the classical cut-off arguments in the proof of the ob-
servability through the Carleman estimate. This enables us to simplify proofs of
observability inequalities.

For more applications of Carleman estimates to inverse problems, controlla-
bility, and unique continuations for hyperbolic equations, readers are referred to
Bellassoued and Yamamoto [0], and Takase [64]. They established Carleman esti-
mates for second-order hyperbolic operators with variable coefficients on manifolds.
Moreover, for degenerate evolutions equations there is a extensive literature, one
can see, e.g., Floridia [2I] and Floridia, Nitsch, and Trombetti [22].

The structure of the chapter is following. In this section, after describing the
problem formulation and some notations, we present our main result in Theorem
[3:4 In section [2] we prepare some propositions needed to prove Theorem [3.4]
In particular, we obtain the energy estimate (see Lemma and Proposition ,

35
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and the Carleman estimate for the degenerate case (see Proposition, which play
important roles in proving the main result. Finally, in section |3| we prove Theorem
In section [4] using the methodology of this chapter we obtain an observability
inequality for the non-degenerate case, studied in [I0], by a proof shorter than one
in [10].

In this chapter, we consider the degenerate case, where we impose the following
assumptions on the vector field H € C([0,T]; R?):

(3.2) H(0) = 0;
(3.3) 37y € (0,7, 3p > 0s.t. He CH([0,T1];RY) and
in |H'(t)| > p.
terf(l){rTll}l O =p

Under assumptions (3.2]) and (3.3]), we consider the Cauchy problem

5.4 {Au =0u+H(t) - Vu=0 inQ,

U=g on X,

where g € L?(X), and prove an observability inequality in T heorem Unlike the
non-degenerate case by Cannarsa, Floridia, and Yamamoto [9], we should impose
the extra assumption on the positivity of |H'(t)| due to the degeneration (3.2).
Nevertheless, the regularity class in imposed on H is the same one as in [10].

Before describing mathematical settings, we mention a synthetic statement of
the main result Theorem We note to prove an observability inequality for a
hyperbolic equation the observation time should be given sufficiently large due to
the finite propagation speed (e.g., Bardos, Lebeau, and Rauch [3]). Theorem
claims that if the direction of the unit vector % changes moderately comparing
with the time for the distant wave to reach the boundary, then we can obtain the
observability inequality for a sufficient large observation time. To formulate
this situation mathematically, we define some preliminary notations.

DEFINITION 3.1. Let T > 0, ¢ € (%, 1), and H be a vector-valued function
satisfying (3.3)). We define a positive number t; € (0,T1] such that
H'(t H'(0
© o
[H' ()] |H'(0)]

(3.5) ty == sup {T € [0, 7] Vit e [o,T]} .

REMARK 3.2. Note that t1 > 0 because H' is continuous.

By the definition of the positive time ¢; € (0, 71] introduced in , the angle
between % and % is less than or equal to § for ¢ € [0,%1]. The positive
time t; will be crucial to prove the observability inequality in Theorem
The next lemma is a basic property for H’' in the time interval [0, 1].

LEMMA 3.3. Let T >0, ¢y € (%, 1), H be a vector-valued function satisfying
(3.3), and t1 € (0,T1] be the positive number defined by (3.5). Then, there exists
z0 € Q7 =R\ Q such that

(36) min 20 (2= 20)

>2¢2 —1(>0).
e T Oz =] = 201> 0)
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PROOF. If we take zg := —Rfy € Q for R > fj—z‘o’diamﬁ and 6y := %, we
find
(x—x0) - 0p=x-0p+R>R—|z| > R—diamQ
> ¢o(R + diam ) > ¢ol|z — o]

T — X0

holds for all € Q, which implies min -0p > ¢o. Moreover, taking

(2.1)€Qx[0,t2] [T — Tol

. H'(t) . .

min 7 - 0o > co into account, we finally conclude (3.6) is true by the
(z,t)€QX[0,t1] |H (t)|

trigonometric addition formulas for the angle between Ii :ig‘

and 6y, and the angle

between % and 6. O

H'(t)

L
FIGURE 1. The situation of H'(t) and zo € Q° in Lemma

For a fixed z € Q° satisfying (3.6)), define the positive number

max |z — zo|> — min |z — 20|?
Q

(3.7) Ty = || =52 S ,
5

where

(3.8) § := p(2c3 — 1) dist(zg, Q) > 0.

The next theorem is our main result in this chapter.

THEOREM 3.4. Let T > 0, ¢ € (%,1), H € C([0,T);RY), and g € L2(X).
Assume (3.2) and (3.3)). If the number t, € (0,T1] defined by (3.5)) satisfies Ty < t1
for some xg € Q° satisfying (3.6), then there exists a constant C > 0 independent

of g € L3(X) such that for all t € [0,T],
(3.9) [uC L2 < Cllgllre(s)
holds for all w € H*(Q) satisfying (3.4).

2. Preliminaries

In this section, we prepare some results needed to prove Theorem[3.4] In section
2] by the energy estimate Lemma we prove Proposition [3.6] which means if
the observability inequality holds locally in time, then it holds also globally
in time. In section we present the Carleman estimate in Proposition [3.7]
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2.1. Energy estimate. For the proof of Theorem [3.4] we use the energy
estimate of the following type, which is proved without assuming and .

LEMMA 3.5. Let T > 0, H € C([0,T);RY), and g € L*(X). Then, there exists
a constant C > 0 independent of g € L*(X) such that for all t € [0,T),

[, 122y = 1, 02y < Cllacs)

holds for all w € HY(Q) satisfying (3.4).
ProoF. Multiplying the equation in (3.4) by 2u and integrating over 2 yield

/3t Jul? dm+/H V(|uf?)dz = 0,
% (/Q |u|2dx> B _/BQ (H(t) - v(2))|g|*do.

Integration over [0, ¢] yields

ie.,

50y — - Oy | < Clgly.
for some C' > 0 independent of g € L?(X), t € [0,7T], and u € HY(Q). O
PROPOSITION 3.6. Let T > 0, H € C([0,T];RY), and g € L*(X). Assume there
exist T € [0,T) and a constant C; > 0 independent of g € L*(X) such that for all
t€0,7],
[u(-, )20y < CillgllLzs)

holds for all w € HY(Q) satisfying (3.4). Then, there evists a constant Co > 0
independent of g € L?>(X) such that

[u(-, t)llz2(0) < Collgllras)
holds for all t € [0,T) and u € HY(Q) satisfying .
Proor. The claim is trivial when 7 = 7. When 7 < T, Lemma (3.5 and the
assumption in Proposition [3.6] yield
[u- Ol|72 0y < ul-0)[ 720y + Cllgll7zcs)
<(CF+ O)glF2s)

for all t € [0,7] and u € H'(Q) satisfying (3.4). If we set Cy := \/C? + C, we
complete the proof. O

2.2. Carleman estimate. Let 7 > 0 and ¢y € (\[, ) be fixed constants. We

set Qi r =0 x (—7,7) and 4 ; := 9Q x (—7, 7). In this section, we establish the
Carleman estimate for the differential operator A,

Au =0+ H(t) - Vu
in @+ , under the following assumptions:

(3.10) H e CY([-r,7]; RY);

(3.11) dp > 0s.t. I[l’liIl | |H'(t)| > p;
te|—71,7
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3.12 36, € S s.t. in —2 ¢
(3.12) 0 Ut TH()] <

where S471 = {¢ e R? | [¢] = 1}.

Under the assumptions 7, we will obtain the Carleman estimate for
Ain Q:I:,T~

/
We can take 2o € Q° := R\ Q1 satisfying  min H(t) - (@ = 20) >2¢2 1
@0eQz, [H' )]z — ol

by the same argument as in the proof of Lemma [3.3

For a positive constant 8 > 0 to be fixed later, we set

(3.13) o(z,t) = |z —x0|* — Bt%, (2,t) € Q1 ..
We establish the Carleman estimate Proposition for the operator A having
time-dependent coefficients. Nevertheless, our choice of weight functions is more

similar to the one by Klibanov—Pamyatnykh [45] and Gaitan—Ouzzane [29] than by
Cannarsa—Floridia—Yamamoto [9].

ProposITION 3.7. Assume (3.10), (3.11), and (3.12)). Let ¢ be the smooth
function defined by (3.13|), where 8 > 0 is an arbitrary positive number satisfying

0 < B <6:=p2c —1)dist(zo, Q).

Then, there exists a constant C' > 0 such that

(3.14) s/ e |u|*dxdt
Q.7

<C e*?| Au|?dxdt + Cs/ e P Ap(H(t) - v(x))|u|*dodt
Q+,r PIEE

+ C’s/ (e%“”(“'”)|u(as7 )+ 623¢(I’_7)|u(m, —T)|2) dx
Q
holds for all s > 0 and u € H'(Q4 ;). Here do denotes the volume element of .

PROOF. Set z := e*?u and Pz := e*? A(e™*¢2) for u € H'(Q+ ,) and s > 0.
Since ¢ is smooth, it follows that z € H'(Q4 ). We note that

Ap(z,t) = =28t + 2H(t) - (x — x0)
and

A% =28+ 2H'(t) - (v — mo) + 2| H(t).
Since we have

Pz = Az — s(Ap)z,
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(3.15) 1P2)1720, ) = 2(Az, —5(A9)2) L2(qy )

25/ (Orz+ H(t) - Vz)(Ap)zdadt
Qx,r

s/ (Ap)or(|2|*)dxdt — s/ (Ap)H(t) - V(|2|*)dzdt
Qi,r Qt,r

= s/ Ap|z|2dxdt — s/ Ap(H (t) - v(z))|2|*dodt
Q+.r Tir

/ Agp\z| d:E
o -

> QS/Q (—5+H'(t)~(x—x0)>|z|2dxdt

—s/zi’T(Aw)(H(t)-V(a:))z|2dadt—s/Q [A(p\zFEZT dx

e H'(t) - (z —
holds. For the fixed 2y € Q° so that  min H(Y) - (@ = 20) > 22 — 1(> 0), it
@neqr., [H'(t)|lz — o

follows that

H(0) o = a0) = [H(D)lz = aol Tyt

! . —
> pdist(zp,2) min H(t) - (@ = 20)
@.neQz . |H'(t)][x — ol
> 0(>0)

for all (z,t) € Qx  owing to (3.11) and (3.12). We then obtain from (3.15))

IP=lsqu 226 = 0)s | Iefandt s [ (Ag)0(0) v oo
+,7 +,7

—s/ {A<p|z|2KZT dx.
Q =7

Hence, for all 0 < 8 < 4, there exists a constant C' > 0 such that

s/ 5% |u|*dxdt
Qx,~

<C e**?| Au|?dxdt + C’s/ e Ap(H(t) - v(x))|u|*dodt
Qt,r DIE

+ Cs/ (eQW(’”’T) lu(z, 7)* + e2w(z’_T)|u(m, —T)|2) dx
Q
holds for all s > 0 and u € H(Q4 ;). O

REMARK 3.8. In Proposition[3.7], we do not assume the positivity of |H(t)|. In
that respect, Proposition is different from Theorem 1.5 in Cannarsa—Floridia—
Yamamoto [9]. Proposition says the Carleman estimate holds regardless of
whatever |H(t)| is positive if we assume appropriate properties in regard to H'.

The technical difference appears in the estimate . In the non-degenerate
case (e.g., [9] and Pmpositz'on in this chapter), we can use the positivity of
Ap. However, in the degenerate case, we use the positivity of A%p.
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3. Proof of Theorem [3.4]

To prove the main result, we use not only Lemma [3.5| and Proposition but
also Proposition i.e., the Carleman estimate for the operator A. Furthermore,
we should describe a technical remark in applying Carleman estimates. In existing
works, whenever we applied Carleman estimates to obtain stability estimates for
some inverse problems, we introduced appropriate cut-off functions x and applied
Carleman estimates to yu, where u is a solution to considering equations. This was
because yu vanished on boundaries of considering domains. However, in our proof
of Theorem we need not use the cut-off arguments because our Carleman esti-
mate in Proposition contains all the boundary terms on 0Q)+ .. This argument
without cut-off functions is presented by Huang, Imanuvilov, and Yamamoto [33].

PrOOF OF THEOREM [3:4] In the beginning, we extend H € C([0, T]; R¢) and
u € HY(Q) satisfying (3.4) in Q1 := Q x (=T, T) by setting

o JHO,  tepT,
—H(-t), tel[-T,0],
and
() = u(zx,t) %n Q x (0,7),
u(z,—t) in Q x (=T,0).
By our assumptions (8.2) and (8.3), H € C([-T,T];R?) N C*([-T1,T1}; R?) and
u € H'(Q+). Furthermore, the derivatives with respect to t of H and u satisfy

= JH'(t), tel0,T1],
H(t) = {H’(—t), t € [~T,0],

and
Oz, ) = Opu(z,t) ?n Q% (0,7),
—Owu(z,—t) in Q x (=T,0),

which imply u satisfies

(3.16) Au=0u+ H(t)-Vu=0 in Q,
. u=g on ¥y =00 x (-T,T),

where g is extended by

t in 99 x (0,T),
(317) oty = {00 0RO 1)
g(xz,—t) in 0 x (=T,0).
Let t; > 0 be the positive number defined by (3.5) and zy € Q° be the point
satisfying (3.6) under the assumption

Tp < ty,

where Tj is defined by (3.7). Owing to Proposition it suffices to prove the
observability inequality in the interval [0, 1], then we can extend it to all the
interval [0, T].

For the fixed z¢ € ﬁc, we take 0 < 8 < 4, where § is defined by , satisfying

dy —d
U<t1,

(To <) 3
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where we define

dy = max |z — x9]?,  dy, := min |z — z|?
e e

Then, there exists « > 0 such that
(3.18) dyr — dp — Bt2 < —k.

Henceforth, by C' > 0 we denote a generic constant independent of v and g which
may change from line to line, unless specified otherwise. We find that H satisfies the

assumptions (3.10)—(3.12) by taking 7 = ¢; and 6§y = % needed for Proposition

Set Qx¢, = Q X (—t1,t1) and X4 4, = 0Q x (—t1,t1). Applying Proposition
to the extended u € H'(Q 4,) satisfying (3.16) yields

(3.19) s/ 5% |u|?dxdt
Q+,tq
< Cs/ e* P Ap(H(t) - v(z))|u>dodt
th

+Cs [ (e uta, ) + 9 Dute, ) da.
Q

On the left-hand side of (3.19)), we obtain

(3.20) s/ e ul*dxdt > se2s(dm—Be) /6 / |u|?dadt,
Q,ty —eJ/Q
where € € (0,t1) is an arbitrary small constant satisfying for all z € Q and [t| < ¢,
o(x,t) >0,
i.e.,
(3.21) dm — Be? > 0.

Furthermore, keeping in mind that u is the even extension, applying Lemma |3.5|in

(3.20)), we have

(3.22) s/ e |u|*dxdt > 25625(‘1’"7562)/ / |u|?dadt
Qi¢1 0 Q

> 26?0 (lu(,0) (0 ~ CllollFac)-

Moreover, in regard to the second summand of the right-hand side of (3.19), ap-
plying Lemma [3.5] yields

(3.23) C’s/ (625“”(3”’“)|u(av,tl)|2 + 250t |y 7t1)|2) dx
Q
< Caet® @51 (u(c )22 gy + 1l ~11) ey )
52
< 2052 @D (Jju(,0)[320) + Cllgl3cs) ) -
From (3.19), (3.22)), and (3.23), keeping in mind (3.17)), we obtain
(d, —Be2
265 P (fu(-,0) 3200y — Cllgllfacs )

— 2 S
< Cse® =) (Ju(-, )220y + CllglEa(sy ) + Cselglaqe),
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ie.,

20 =B2) (¢ — Q2= dn=PEEA) ) |, 0)[[3 () < Ce g3y,
Applying and to the left-hand side of the above inequality yields

—zS8(K— 62 S
(26 = e Ju(-,0) 3200y < CellglEacn).

By choosing s > 0 large enough to satisfy 2e — Ce25(+=B") 5 0 for the sufficiently
small € > 0 and applying Lemma for (3.16)) again on the left-hand side of the
above inequality, we have

[u(- Ol|720) < CllglZ2s

for all t € [0,¢4]. O

REMARK 3.9. In Theorem|[3.4), the degenerate point t, € [0,T] on which H(t,) =
0 could be not necessarily equal to 0. Indeed, by similar arguments to Lemma
and Proposition|3.6], it suffices to prove the observability inequality in a closed time
interval containing t.. Therefore, if there exists a sufficiently long time interval
containing t. on which ‘Z:Eg‘ . % > ¢ holds, we can prove the observability
inequality on the time interval by the same way as in the proof of Theorem[3.4) using
the extension.

4. Non-degenerate transport equations

In this section, we prove the observability inequality for the non-degenerate case
studied by Cannarsa, Floridia, and Yamamoto [I0] without the partition arguments
and cut-off arguments. Given T > 0, we replace the assumption and on
H € C(]0,T); R?) with the following:

(3.24) 377 € (0,T], 3p > 0s.t. min |H(t)| > p.
te[0,TY]

4.1. Preliminaries. Our methodology is based on the energy estimate given
in Proposition which still holds for the non-degenerate case. We define a
positive number corresponding to ¢; in Definition [3.1

DEFINITION 3.10. Let T > 0, ¢o € (%,1), and H € C([0,T];R%) be a vector-

valued function satisfying (3.24). We define a positive number t; € (0,T]] such
that

(3.25) t) := sup {T € 10,Ty] ’ > ¢, Vte [O,T]} :

LEMMA 3.11. Let T > 0, ¢y € (%,1), H € O([0,T);RY) be a vector-valued

function satisfying 7,6 and t} ELO,T{] be the positive number defined by (3.25)).
Then, there exists 19 € Q := R\ Q such that

H(t) (z — xo)

3.26 T
(3.26) (@ tyeaxor] [H(t)||x — ol

> 2c3 —1(> 0).
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PROOF. If we take z¢ := —RO, € Q° for R > }ing diam Q and 6y := %, we

find

(x—xz0)-6p=2-0p+R>R—|z|]| >R —diamQ
> ¢o(R + diam ) > ¢z — zo|
Tr — X

holds for all € Q, which implies min
(z.t)eQx[0,t,] [T — To

argument as in the proof of Lemma we find (3.26]) holds true. O

-0y > cg. By the same

One of the most important tools in our methodology is the Carleman estimate.
Let 7 > 0 and ¢y € (%,1) be constants. We set @, := Q x (0,7) and X, :=

00 x (0, 7). We assume (3.27)—(3.29)) for the non-degenerate case instead of (3.10)—
(3.12]) for the degenerate case:

(3.27) H e C'([0, 7); RY);
(3.28) Jp > 0s.t. min |H(t)| > p;
tel0,7]
_ . H(t) -6
3.29 30, € ST st — D> .
(3.29) DS st Wi THG 2

In the non-degenerate case, we choose a different weight function from (3.13).
For a constant 8 > 0, let us define

(330) 1/’(1’at) = |‘T - I’0|2 - Bta (I’,t) € @7

_ H) - (z —
where 2o € QO is a point satisfying min M > 26(2) -1
(@.)eQ, [H(t)|[z — ol

PROPOSITION 3.12. Assume (3.27)), , and (3.29). Let v be the smooth
function defined by (3.30), where 8 > 0 is an arbitrary positive number satisfying
0 < B <28 :=2p(2cs — 1)dist(z0, Q).

Then, there exist constants s, > 0 and C > 0 such that
(3.31) 52/ 625w|u|2dxdt

.

SC/ €2Sw|Au|2dIdt+CS/ XV AY(H (t) - v(x))|ul|*dodt

T T

+CS/ V@ (2, 1) P dx
Q

holds for all s > s. and u € H*(Q,). Here do denotes the volume element of O5).

Note that the order of s on the left-hand side of (3.31]) is different from the one
on the left-hand side of ([3.14]).

PROOF OF PROPOSITION 312l Set z := e*Yu and Pz := eV A(e™*¥2) for u €
H'(Q,) and s > 0. Since 1 is smooth, it follows that z € H1(Q,). We note that

AY(x,t) = —B+2H(t) - (x — x0)

and
A%p = 2H'(t) - (x — x0) + 2|H(1)|?.
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Since we have
Pz = Az — s(Ay)z,

(3:32)  [|Pz]720,) = $*1(A¥)z2[|72 (o, ) + 2(Az, —s(AY)2) L2(q,)

52/ ( —B+2H(t) (z — x0)>2|z\2dxdt

-

- 23/ (Opz 4+ H(t) - V2z)(Ay)zdzdt

P

252/ (—ﬂ—l—?H(t).(x—xo))2|z\2da?dt

.

75/ (A¢)8t(\z|2)da:dtfs/ (A)H(t) - V(|2|?)dxdt

T T

- / [32( — B4+ 2H(t) - (x — xo))2 + s(AQw)} |2[*ddt

-
t=r1
t=

—s/ET A¢(H(t)~u(x))\z|2dadt—s/g [A¢|z\2} dx

—c H(t) (x—
holds. For the fixed zp € Q so that miLM > 2¢2 — 1(> 0), it
(@neq, [H®)[|z — ol
follows that
H(t) - (z — o)
[H ()[|z — 2o

H(t) - (2 —
> pdist(zo, ) miLM
@teq, |H(t)||z — zol

H(t) - (x = x0) = [H(t)|[x — o

>46(>0)
for all (z,t) € Q. owing to (3.28) and (3.29). We then obtain from ({3.32)

1P2l32(q.) > /Q [0 87+ 0] et — s / (A H(E) ()P dord

—s/ A (x,7)|2(z, 7)Pdx
Q

as s — +oo. Hence, for all 0 < 8 < 24, there exist constants s, > 0 and C' > 0
such that

32/ eV |u|?dxdt < C’/ 628w|AU|2d$dt+CS/ eV AY(H(t) - v(z))|u|*dodt
Qr Q- =,

+CS/ 2@y (z, 1) dx
Q

holds for all s > s, and u € HY(Q,). O

4.2. Observability inequality for the non-degenerate case. For the fixed
zo € Q° satisfying (3.26), We define a positive number
max |z — x0|? — min |z — 20|?
€ €

6 )

(3.33) T} =
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where
(3.34) § := p(2¢2 — 1) dist(zg, Q) > 0.

THEOREM 3.13. Let T > 0, ¢y € (%,1), H € C([0,T);R?), and g € L*(%).
Assume (3.24) and H € C([0,T{);R?). If the positive number t; > 0 defined by

(3.25) satisfies T) < t| for some xy € Q° satisfying (3.26), then there exists a
constant C > 0 independent of g € L*(X) such that for all t € [0,T],

(3.35) [u(-s )22 < Cllgllrzs)
holds for all u € HY(Q) satisfying (3.4).

PROOF. Let #} > 0 be the positive number defined by ([3.25) and z, € Q° be

the point satisfying (3.26]) with
Ty < t),
where T} is defined by (3.33)). Owing to Proposition it suffices to prove (|3.35))
in the interval [0, ¢}]. For the fixed xg € Q°, we take 0 < 8 < 26, where § is defined
by (3.34)), satisfying
dy — dm

)Aﬁfggggf < ﬁj

/
(TO < 5
where we recall
— 2 et 2
dpr := max |x — xgl®, dp, = min|z — xo|°.
zeQ zeQ

Then, there exists k£ > 0 such that

(3.36) dy — dp — Bty < —k.

Henceforth, by C' > 0 we denote a generic constant independent of u and g which
may change from line to line, unless specified otherwise. We find that H satisfies the
assumptions (3.27)—(3.29) by taking 7 = ¢] and 6y = % needed for Proposition
Set Qy = Q x (0,t]) and ¥y, := 9Q x (0,#7). Applying Proposition to
u€ H 1(Qt/1 ) satisfying (3.4) yields

(3.37) s /Q

P lufdadt < Cs |V AG(H() - v(a))fuPdod

/ E ’
51 51

+C’8/ 252 @) |y (2, 1) P da.
Q

On the left-hand side of (3.37)), we obtain

(3.38) 82/ 625w|u|2dxdt252628(‘1’”_55)/ /|u|2dxdt,
Q 0 JQ

where € € (0,t)) is an arbitrary small constant satisfying for all z € Q and 0 < ¢ < ¢,

/
t

P(z,t) >0,
ie.,

(3.39) dy — Be > 0.
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Furthermore, applying Lemma in (3.38)), we have

(3.40) 52/ 625w|u\2dxdt2szezs(d”"*ﬁe)/ /\u|2d:rdt
Q 0 Ja
> 5225 (|Ju(-,0)|32(0) — Cllg (s ) -

Moreover, in regard to the second summand of the right-hand side of (3.37)), ap-
plying Lemma yields

(3.41) C’s/ V@) |y (2, ) [ da
)

/
t

< Cse2s(dM_m/1)||U('at/1)||2L2(Q)
< €51 (Jul, 0y + Cllaltacs))
From (3-37), (3-40), and (3-41]), we obtain
es?e2s(dm=F¢) (||U('a0)\|%2(9) - CHQHZLZ(E))

< Cse® =) (Ju(-,0)|32(qy + CllglEa(sy ) + Cselglaqe),

ie.,
e28(dm—PBe) (68 _ Cegs(dM_d7n_Bt/1+ﬂ€)) ||u(, O)Hiz(g) < CGCSHQH%Q(E),
Applying (3.36)) and (3.39)) to the left-hand side of the above inequality yields
(es = 020759 Jju(-, 0)[[F0) < O lgl}a(sy.

By choosing s > s, large enough to satisfy es — Ce=25(5=8¢) > ( for the sufficiently
small ¢ > 0 and applying Lemma [3.5] again on the left-hand side of the above
inequality, we have

lul 122 () < Cllgliacs
for all t € [0,t]]. O

REMARK 3.14. In the non-degenerate case, we focused only on the time interval
[0,t]] near 0 and proved the observability inequality under the assumption that t}
is large enough. Needless to say, if there exists a sufficiently long time interval
[t«,t*] C [0,T], if not near 0, on which % . % > co holds, the observability
inequality holds on the interval, which implies it holds also on [0,T] by the similar
arguments using Lemma and Proposition [3.6.
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CHAPTER 4

Wave equations on Lorentzian manifolds

1. Introduction and main result

Let T > 0, n € N, and M be a compact oriented n-dimensional smooth man-

ifold with boundary. We set L := [-T,T] x M and let (L,g) be a Lorentzian
manifold with metric g having signature (—,+,...,+) such that the submanifolds
M?' = {t} x M are spacelike for all ¢t € [-T,T] and 9, := 2 is timelike. The
Lorentzian metric is a symmetric non-degenerate covariant 2-tensor field such that
for every point p € L, there is a basis e, ..., e, for T, L such that g(e,,e,) are the

components of the standard Minkowski metric diag(—1,1,...,1). In this chapter,
we consider the intermediate boundary value problem of the system for a function
h:L — R’ with ¢ € N,

Ph:=0gh+a(t,z)h=H(t,x) inL,
(4.1) h=0xh=0 on M% = {0} x M,
h=0 on 21 = [—T7T] XFl.

Here let the coefficient @ be an ¢ x ¢ matrix-valued function on L and the source
term H be an £ vector-valued function on L. Let mg : L — [—T, T be the projection

and Vg be the gradient of mg. N :=———Ym ___ denotes the future directed
lg(V7o,Vmo)|

unit timelike vector field such that for all p € M* and X € T,M*, g(Np, 1:X) =0,
where ¢ : M < L is the embedding. We note, in this chapter, that summations
with respect to Greek indices range from 0 to n, whereas those for Roman indices
range from 1 to n. Furthermore, U, is defined by O, := ¢*"(9,0, — I'},0,) for
functions on L, where (¢"*) is the matrix inverse to (g, ), which are components of
the metric g = g, dz* @ dz¥, and I'f,, is the Christoffel symbol of the Levi-Civita
connection defined by

1
F;pw = igpa (8#91/0 + al/gﬂ'/l, - aag/w) .

I'y € OM denotes a given open submanifold.

The equation in relates to general relativity. Because this type of equation
having the same principal term is derived from the Einstein equation by choosing a
special coordinate system or a suitable gauge function (e.g., [68, Chapter 18.8], [15]
Chapter II1.11], [58, Part III], [59], [I7, Chapter 33]) and then by the linearization
of the Einstein equation, we reduce it to the system having the form . Inter-
ested readers are referred to Taylor [68], Choquet-Bruhat [15], and Ringstrom [58]
for a direct derivation of the equation having the same form .

We assume the source term H is written by H(t,z) = S(¢,z)f(x), where S is
an £ x £ matrix-valued function on L and f is an ¢ vector-valued function on M.

51
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The main focus of this chapter is the inverse source problem to determine f from
the partial boundary data of the solution: 5‘N6f\7h |, for & = 0,1,2, where dn
denotes the normal derivative with respect to the metric g. We prove the unique-
ness and stability for the local inverse source problem. The argument is based
on the Carleman estimate, which was introduced by Carleman in [I2], and the
Bukhgeim—Klibanov method in [§]. The Carleman estimate was first invented to
prove the unique continuation property for elliptic operators for which the coeffi-
cients are not necessarily real analytic. Using the Carleman estimate, Bukhgeim
and Klibanov proved global uniqueness results for multidimensional coefficient in-
verse problems. This methodology is widely applicable to not only elliptic equations
but also various partial differential equations provided that we can prove the Car-
leman estimate for the operators we are considering. For hyperbolic equations,
Baudouin, De Buhan, and Ervedoza [4] proved the global Carleman estimate for
wave equations and considered its applications to controllability, inverse problems,
and reconstructions. Imanuvilov and Yamamoto [34] proved the global Lipschitz
stability for wave equations by interior observations near the boundary. Bellassoued
and Yamamoto [6], [5] considered both local and global inverse source problems,
and coefficient inverse problems for wave equations on a compact Riemannian man-
ifold. Jiang, Liu, and Yamamoto [37] considered the local inverse source problems
for wave equations, the coefficients of which depend on time ¢ in the Euclidean space
under the assumption that the Carleman estimate for such operators exists. In this
chapter, we prove also the Carleman estimate for the Laplace-Beltrami operator.
For time-independent wave equation, to apply the Carleman estimate to consider
the inverse source problem, we extend the solution to negative time intervals. How-
ever, when the coefficients depend on time, there is a difficulty in extending the
solution to negative time intervals when trying to apply the Carleman estimate. For
instance, an even extension of the solution with respect to time ¢ no longer satisfies
the equation. Hence, we consider the equation in [T, T] from the beginning.

To the best of author’s knowledge, there are a few papers concerning the Car-
leman estimates for the Laplace-Beltrami operator on a Lorentzian manifold. Be-
cause Bellassoued and Yamamoto [6] dealt with the wave equation on a compact
Riemannian manifold, we prove the Carleman estimate on a Lorentzian manifold
with the help of their tools. Indeed, the assumptions on a weight function
and in the next section are generalizations of the situation for a Riemannian
manifold.

To describe our main result, we define the Sobolev space on manifolds, which
should be defined so as not to depend on a choice of coordinate systems in general.

DEFINITION 4.1. Let M be a compact oriented n-dimensional smooth manifold,
and {(U;,x;)}i be a coordinate system. Assume {x;}i is a finite partition of unity
subordinate to the covering such that suppyx; C U;. Given u € C®(M;R") and
integer k, define

N

lallmearzn = (350 /

(xil0®ul*) o 2 ) - - da} |
i Jal<k”®i(U)

where 0% signifies differentiation with respect to x;.
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The inner product can be also defined in the same way. By taking the comple-
tion of the smooth functions, one obtains a real Hilbert space. Note that different
partitions of unity and coordinates yield equivalent norms. (e.g., Ringstrom [58]
Section 15]) Although our integrations and derivatives on compact manifolds should
be written using a partition of unity and local coordinates, we omit these represen-
tations throughout this chapter to avoid notational complexity.

Let ¢ : Mt := {t} x M < L be the embedding and g, := t*g be the induced
metric on M* by the embedding . We assume throughout that the Lorentzian
metric g is smooth on L such that M? is spacelike, i.e., g, is Riemannian metric
on Mt and 9; is timelike, i.e., g(d;, ;) < 0. N = ———¥m ____ denotes the

V1g(Vmo,Vmo)|

future directed unit timelike vector field such that for all p € M* and X € T,M",

g(Np, t:X) = 0. We assume the coefficient has enough regularity,
a € W»>(=T,T; L™(M;R™")).

Let M, := {x € M | ¥(0,2) > €} be a level set of ¢, where ¢ is the weight
function satisfying assumptions (4.2)) and (4.3]) to be stated in the next section. We
are ready to describe the main result of this chapter.

THEOREM 4.2. Let £ € N, T > 0, M be a compact oriented n-dimensional
smooth manifold with boundary, and L := [T, T]xM. Let g be a smooth Lorentzian
metric on L such that M is spacelike and 0y is timelike. Assume H(t,x) =

S(t,x)f(x), (4.2), (4.3), (4.7) and (4.8). Furthermore, assume that there ezists

a unique solution h to (4.1) in the class

2
he () H**(-T,T; H*(M;R")).
k=0

Then, there exists €* > 0 such that for any € € (e, €*), there exist constants C > 0
and 6 € (0,1) such that

Il fll 2 (arrey < CD + CF'p°,
where €, > 0 is the number in (4.8)),

2

F = | fllp2(arsrey + Z I Bll 73— (— 1,05 1% (M)
k=0

2
D= Z HaNa]]%/hHL2(7T,T;L2(F1;R@))a
k=0
and N denotes the outer unit normal vector field to ¥y := [T, T] x T'y.

(4.2) and are the assumptions on the weight function needed for the
Carleman estimate. and are the respective assumptions on the source
and coefficient terms, and on a given submanifold I';. Details of these assumptions
are explained in subsequent sections.

2. Carleman estimate

Let us fix a local coordinate (z!,...,2") on M and then, obtain a local coor-
dinate (2° =t,2%,...,2") on L such that

g=—dt®dt+ g;jda’ @ da’.
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We call the local coordinate semigeodesic coordinate in this chapter. Henceforth,
if we write statements using a local coordinate, the coordinate is always taken by
the semigeodesic coordinate, unless specified otherwise.

REMARK 4.3. There exists the semigeodesic coordinate locally. (e.g., Remark
5.1 in [15, I]) Indeed, for a local coordinate (y°(t),y,...,y") near (t,x) € L,
there exists a change of the coordinate into the semigeodesic coordinate (z° =
t,xl, ... x™) if and only if an inverse transform exists. Then, the components
g, of the metric g represented by (t, xl, ... 2" satisfy

! —% d7y0+ 372/9 =1
gio*@xi g;0 dt 9ik ot , 1t=1,...,n,

t oo (BN g OOV Oy O
J00 =900 { " % "ot T ar ot
o k . 0\ 2 0 A j i oAk
90 %+ % =0 forj =1,...,n and goo (%) +290; % % + 950 % % = -1
are equivalent to

oy¥ dy® -t oy dy® !
= =00 [ = =0,...,n = g% [ 2L =0,...
SEY p ( dt p=0m ot g dt y v=0,0m,

which is locally solvable as an initial problem of a first-order system since g°° < 0
by our assumption that Oy is timelike and Lemma 8.5 in [58)].

Let £ € N, T > 0, M be a compact oriented n-dimensional smooth manifold
with boundary, and L := [-T,T] x M. Let g be a smooth Lorentzian metric on
L such that M? is spacelike and ; is timelike. In this section, we consider the
Carleman estimate for the operator P,

Ph:=0yh +a(t,x)h
= ¢"" (0,0, — I',0,)h + a(t, x)h.
Let the coefficient a has enough regularity,
a € W?>(=T,T; L™ (M;R™")).
To establish the Carleman estimate for the above operator P, we consider first of
all Carleman estimate for the Laplace—Beltrami operator for R-valued functions
Oy = ¢"" (9,0, — FZuap)

on an n + 1-dimensional Lorentzian manifold L. The following method is based on
the works by Bellassoued and Yamamoto [6], [5]. Note that angled bracket (-,-)
denotes the inner product with respect to the metric g, i.e., (X,Y) = g(X,Y) =
g XH*Y" for X, Y € T,L and p € L. Let mo : L — [-T,T) and m; : L — M
be the projections, and dr2 and g, be the respective induced squared line element
and Riemannian metric by the canonical embeddings [—7,7T] < L and M* < L.
Vu = Vgu = VHu 82,1, = g"o,u 62,1, denotes the gradient of a function w with
respect to the metric g. We assume the following two assumptions.
The Hessian of 1) with respect to g satisfies

(4.2) dk1 >0, ke >0st. Vpe L, VX € T,L,
V2(X, X) > —2kodr? ((dmo) X, (dmg) X) + 2k19, ((dm1) X, (dm) X)
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with
K
1< 2L,
K2

1 has no critical points on L, i.e.,
(4.3) min g, ((dm1)V, (dm)Vy) > 0,
¥(0,2) > ¢Y(t,z) ae. (t,z) € L.
REMARK 4.4. These assumptions and are independent of a choice

of local coordinates by their definitions. When we write X = X”% € T,L by
taking the semigeodesic coordinate, we obtain the representations

dr? ((dmo) X, (dmo) X) = | X°)? 1= —goo(X9)? = (X©)?,

g ((dm) X, (dm)X) = [X[* = g X'X7 [ = ) gy X' X7

ij=1

EXAMPLE 4.5. We compare these assumptions (4.2) and (4.3)) with those used
in considering the wave equation on a compact n-dimensional smooth Riemannian
manifold (M, g) by Bellassoued and Yamamoto [6]], [5]. We take as a function 9,

U(t,x) = 1po(x) — kot?, (t,x) € [-T,T] x M,

where ko > 0 is a constant and Vg is a positive smooth function in M. In this case,
our considering Lorentzian metric has the form g = —dt @ dt + g and g, = g holds.
The assumptions regarding the operator —3E+Ag, where Ay is the Laplace—Beltrami
operator with respect to the metric g, are the followings.

The Hessian of 1y with respect to g satisfies

(4.4) Jk1 >0 s.t. Vpe M, VX € T, M,
Vivo(X, X) > 26| X2,

where | X |5 1= (gij)_(i)_(j)% with

1< o
K2
1o has no critical points on M,
(4.5) mj\}n |Vg1olz > 0.

Clearly, if assumptions (4.4)) and (4.5) hold, then our assumptions (4.2) and
(4.3) hold. Indeed, for p € L and X € T,L, if (B.1) holds, then we have

Vo (X, X) = —2k2d7>((dmo) X, (dmo) X)) + Vitbo((dm1) X, (dm1) X)
> —2kpd7?((dmo) X, (dmg) X)) 4 261G((dm1) X, (dmy) X)
with

Furthermore, having obtained
gb((dﬂ_l)vw7 (dﬂl)vl/f) = g(vgwov ngO) > Oa
we find (4.3) holds.
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Let us define the weight function using ¢,
ot z) == eV (t 2) e L,
where v > 0 is a parameter. For notational simplicity, we set
o(t,z) = syp(t,x), (t,z) €L,

where s > 0 is a parameter. We set ¥ := [-T,T] x OM. Before describing the Car-
leman estimate, we define a quantity independent of a choice of local coordinates.

DEFINITION 4.6. Let Vu be the gradient of u € C*°(L) and define the quantity
independent of a choice of local coordinates

E(u) := dr?* ((dmo)Vu, (dmo)Vu) + g, ((dr1)Vu, (dry)Vau) .

REMARK 4.7. In the same way as Remark[[.4, the quantity has the represen-
tation,

B(u) = [Voul* +|Vul?,

where VOu is a component of the gradient Vu = V“ua%.

LEMMA 4.8. Assume (4.2) and (4.3). Then, there exists a constant v« > 0
such that for any v > 7., there exist constants s, = s.(y) and C > 0 such that

/ e**?0 (B(u) + o?|u?) wy, < C’/ e?*?|0 ul?wr, + C/ e o|onulfws
L L b

holds for all s > s, and v € C™(L) satisfying u = Oxyu = 0 on M*T and u = 0
on X. Oyu := (Vu, N) = Nu, where N is the ouler unit normal vector filed to OL
with respect to the metric g. wy, and ws, denote the respective volume elements of
L and X.

The proof of Lemma [4.8]is presented in section [4]

PROPOSITION 4.9. Assume (4.2) and (4.3]). Then, there exists constant vy, > 0
such that for any v > 7., there exist constants s, = s.(y) and C > 0 such that

¢
3 / %0 (E(hy) + 0°|hp|?) wr < C/ e**?| Phl*wr, + C/ e**?o|Onh|*ws,
m=1"1L L .

holds for all s > s, and h € C*=(L;R?) satisfying h = Oxh =0 on M*T and h =0
on X. Onh:= (Vh,N) = Nh, where N is the outer unit normal vector field to OL.

PROOF. With the help of Lemma [£.8] Proposition [£.9]is obtained by addition
and absorption by choosing s > 0 large enough. |

3. Proof of Theorem

3.1. Preliminary. Let T > 0, M be a compact oriented n-dimensional smooth
manifold with boundary, L := [-T,T] x M, and M := {t} x M. Let (L,g) be a
smooth Lorentzian manifold such that M? is spacelike and 0; is timelike with respect
to the metric g. Let us fix the semigeodesic coordinate (2° = ¢,2!,..., 2™). We re-

mark that in such a coordinate, we find N = 9, where N := ———Y70____ s the
lg(Vmo,Vmo)|
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future directed unit timelike vector field such that for all p € M* and X € T,M*,
g(Np, 1. X) =0, where ¢ : M* — L is the embedding. We consider
(4.6)
Ph = g" (9,0, — I',,0,)h + a(t,x)h = S(t,x) f(z) in L,
h=0h=0 on M?,
h=0 on Xy :=[-T,T] x T'y.
I'y € OM is an open submanifold. We assume
a € W22 (=T, T; L>=(M;R**?)),
S € W2 (=T, T; L (M;RY)),
Img > 0 s.t. det S(0,-) > mg a.e. on M,
f e L?(M;R").

(4.7)

This type of inverse source problem having a time-dependent principal part was
studied by Jiang, Liu, and Yamamoto [37] for a hyperbolic equation. Furthermore,
we assume a unique weak solution h exists to (4.6)) in the class

2
he (| H**(=T,T; H*(M;R")).
k=0
We define the level set L. of ¢ for e > 0 by
L.:={(t,z) e L |¥(t,x) > €}
and
M :={x € M| (0,z) > €}.

In regard to a relation between the observation boundary ¥; and the level set Ly,
we assume that

(4.8) Je, > 0st. @# L. NOL C %y,

On considering the inverse source problem of (4.6) as an application to the Carle-
man estimate Proposition 4.9 we need a relation in regard to energies.

LEMMA 4.10. Let E be the quantity defined in Definition [{.6, For all u €
C>=(L), the identity
E(u) = |0ul* + g 0;ud;u
holds by the semigeodesic coordinate.
PROOF. We note here that summations with respect to Greek indices range

from 0 to n, whereas those for Roman indices range from 1 to n. We take the
semigeodesic coordinate system.

E(u) = —goo(g™9u)* + gi; (9" ) (97" D)
= [Orul” + gijg™ (Op)g” (Oqu).
With the help of the semigeodesic coordinate, it follows that ggj = g% for all
1 <i4,5 < n. We then obtain by the above formulation,
E(u) = |0wu|* + ¢770;ud,u.
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PROPOSITION 4.11. Assume (4.2)) and (4.3). Then, there exists constant v, > 0
such that for any v > v, there exist constants s, = s.(y) and C > 0 such that

¢
Z/e%%qathmﬁ+gijaihmajhm+02|hm|2)m
m=17L
< C/ 625¢|Ph|2wL+C/ e**?0|Onh| ws
L )

2
holds for all s > s, and h € ﬂ H*k(—T,T; H*(M;R")) satisfying h = dxyh = 0
k=0
on M*T and h =0 on X.
PRrROOF. We apply Lemma to Proposition to complete the proof. [

Moreover, in the proof of Theorem we shall use the next lemma. Lemma
plays an important role when we prove inverse source problems with time-
dependent coefficients, which was introduced in [37]. Its proof is also presented in
section El

LEMMA 4.12. Assume ([4.2) and (4.3)). Let v : M* — L be the embedding, N
be the future directed unit timelike vector field such that ¥p € M, VX € T,M?",

g(Np, 1. X) = 0, and Ay be the Laplace-Beltrami operator with respect to the
iniduced metric g, = 1*g. Assume a € W>>®(=T,T; L>(M)) and P = O, + a-.
There exist constants s* > 0 and C > 0 such that

1
/ e* | Ay v]Pwr, < C’/ e5¥ (|8NP’U|2 + |Pv|2> wr, + CesE?
L L s

2
holds for all s > s* and v € ﬂ H3>%(—T,T; H*(M)) satisfying v = Oyv = 03v =
k=0
0 on M*T and v =0 on X. Note that

1
&= Z HaNa]Ii}U”LZ(—T,T;L?(aM))'
k=0

To prove Lemma we use the global elliptic estimate Lemma (e.g.,
[30], [51], and [52]) Its proof is also presented in section

LEMMA 4.13. Let M be a compact oriented n-dimensional smooth manifold
with boundary and A be an elliptic differential operator on M. Then, there exists
a constant C > 0 such that

[vllz2any < C (1Al L2any + 0]l L2 (an))
holds for all v € HY (M) satisfying Av € L?(M).
3.2. Proof of Theorem [4.2.

PROOF OF THEOREM [£.2] Let ¢, > 0 be the number in (4.8]). We introduce a

cutoff function ¥y,
1 in LQE’
t,r) =
x(t @) {O in L\ L,
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for sufficiently small € > ¢, so that
6] 7£ Ls.N 8L(C El)

Let us fix the semigeodesic coordinate (z° = ¢, 2',...,2™). In such a coordinate, we
find N = 9;. For fixed i =0, 1,2, we set new functions v(?) := xOih. We calculate
Pv®),

Pv® = xPo2h + 2(Vx, VOZh) + 0?h0,x in L,
0v® = 9,0 =0 on M*T,
v® =0 on ¥ = [-T,T] x OM.

Then, we apply Proposition m to v2) to obtain

(4.9) ze:/ 2s¢ (SE (@) + s*[v @) )

=1

<c / ¢ [ (POFh)Pwr + C / €*[2(Vx, VO h) + OF hOgx|*ewor

L
+C’ecs/ |8Nv(2)|2w2
PN

In regard to the first summand on the right-hand side of (4.9), taking

X(POh)

= Xatzsf - 8?9’“’5,18,, (xh) — Bfa(xh) — 209" 0,0, (x0th) — 20ya(x0¢h)
+20,(9"T7,)0,(x0:h) + 07 (9" T%,,) 0, (xh)
+ 207 9" 8, xOuh + 07 g (8,0, x) D + 409" 0,,x(8, 01 h) + 20,gM" (8,0, X)) D h

= 029" T4,) (0,0h — 20,(9" T,) (0,001
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into account, and with supp 0%x C L. \ Lo, for || > 1, we apply Lemma , and
then Lemma [4.12] to obtain

/ 5%\ (PO?h) P,
L

1 ¢ T
< CZ Z </T ”eswvg)”%p(M)dt-i-/Le%w(SQE(vr(fl)) _~_S4|v£ril)|2)wl‘>

=0 m=1

1
+C /L e**?|f|Pwy, + Ce?** Z HhH%{?—k‘(—T,T;H’“(M;]R‘))
k=0

1¢
< CZ Z / 625¢<|Agbv£,?|2 + SQE(U.%)) + 84|v,(,?|2>w,;
L

=0 m=1

1
+0 [ 591w + 0= 3 hlnos o ims asmey
k=0
1 1 ' _
< CZ/ e2s%® (s|3t(Pv(’))|2 + 3|Pv(l)|2> wr,
i=0 /L

1
+ C’/Le2w\f|2wL + Cee2 Z Hh”%?*k(—T,T;H’C(M;]RZ)) +Ce*D?,
k=0

where €; := €77 for j € {2,3}. Furthermore, in regard to the first and second
summands on the right-hand side of the above estimate, and because we have

Po©® = ySf + {2gﬂ"aﬂxayh T Dgxh} :
8 (Pv®) = x0,5f + O\ Sf + 8, {Zg“yauxﬁyh n Dgxh} ,

Pv) =x0,Sf — 8,9" 9,00 + 5t(gwrﬁu)apv(0) — v + {atgw(aual/X)h

+ 200" (0,0) (D) + 29" 0,xB,00h + D xdh — Dy(9"'T5,) (D)),

and
A (PvM)
= XOPSf + xS f — 979" 0,0,0 ) — BFav'® + 97 (" T7,) 0,0
— 019" 0,0, (Oyxh + v1) — ya(Dixh +v™M) + 9y (g" T, 0, (Dixh + v)
+ 0|09 (0,0, 0h + 209" (9,0) (D) + 29" XD, Do
+ Oy X0ih = D4(9"T1,) (D),
we obtain

1
1 . )
(4.10) Z/ es% <S|8t(Pv(l))2 + S|P’U(l)|2) wr,
i=0 /L

2
< C/ s7e**%| fPwp, + Cs?e?e Z ”h”?ﬁﬁfk(—T,T;Hk(M;Rf)) +CeD?,
L k=0
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Indeed, in regard to the first and second summands on the left-hand side of (4.10]),

we have

1
/ e*¢s|Pv® Py, < C/ se**?|f[Pwp + Cse*?® Z Al r=r (17,10 (arREY)
L L k=0

1
S 1 1 S C €28
/ 62‘¢;‘8t(PU(0))|2dWL < C/ ;€2k¢|f|2wL + ;62 > Z Al g2 (1,515 (MRE)) 5
L L P

/ e2s‘ps|Pv(1)|2wL
L

SC/S€2W|f|2wL
L

4 T
Y ( | e e+ [ (B0 + s4|v£2>2)wL>
m=1 -
1

+ Cse?2* Z Al 2=k~ 05 1% (010
k=0

4
<C [ st Pun+ 03 [ s (809 + SEOD) + ol o
L /L

1

+ Cse?e2 Z All zr2—r (—1 710 (A1 re))
k=0

< C/ se®*?| flPwr, + C'/ 625”(\8t(Pv(0))|2 + 52|PU(0)|2>wL
L L
1
+ 0862628 Z ||h||H2*k(7T,T;Hk(M;R[')) + CeCS'D2

k=0

1
<C / 2| fPwr, + Cs2e*** Y~ ||hl ga-r — s (swey) + Ce“*D?,
L k=0
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where we used Lemma [£.13] and Lemma [£.12] and

/ 22119, (Po V) 2wy
L S

1
< C/ —e2%%| f|*wr,
L S

1 4 T
1 s i s i i
JrC'Z Z B </T lle “"fuﬁn)||fv1,2(M)dtJr/Le2 “0<52E(v,(n)) + s4|’u£n)|2>wL>

=0 m=1 -

2
C 9ers
+ ;@2 * Z 2l 73— (— 1,5 1% (02
k=0

1 L
1 1 , ) )
< [ S fun+ O3 S [ (1 o)+ B + o))

i=0 m=1

2
C
+ ;62625 > Rl prs-r (s e arzey)
k=0

1
1 1 ) )
<c / —e2e Py + O / 22 (10, (Po D)2 + [P )y
L —o/L

2

C €28 S
+ ;62 2 Z ||h||H3—k(_T,T;Hk(M;RZ)) + CeP*D?
k=0

1
§C/s€2‘w\f|2wL+C/ 8—262W|3t(PU(1))|2wL
L L

2
+ 0862625 Z ||hHH3_k(—T,T;Hk(M;]R£)) =+ OECSD2,
k=0

where we used Lemma and Lemma again. Taking s > 0 sufficiently large
yields

/ 62‘5‘9”1 18, (PvM) 2wy,
L S

2
<C / se®?| flPwp, + Cse®* > || h| ga-i e (vriey) + Ce D2
L k=0

Hence, we finally obtain (4.10)). Then, applying (4.10) to (4.9) yields

¢
(4.11) Z/ezw (sE(vg))—ks?’m(ﬁ)F) wr,
m=1"L

2
< C/ s7e**%| fPwp, + Cs?e?e Z ”h”%ﬁ*k‘(—T,T;Hk(M;RZ)) +CeD?,
L k=0
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Then, using (4.11)), we have
(412) eI (0,)5(0, ) flI 2 (armey < Clle™? @0 (0, ) 172 ar .m0y

0
d
= C/ % (/ erw(t’x)v(Q)(t,fL')leM) dt
-T M

1
< C/ 5% <8tv(2)|2 + s|v(2)|2> wr,
L S

2
< C/ 62s“°|f\2WL + Ce?* Z Hh”?ﬁlfﬁ—’“(—T,T;H’“(M;]R@)) + Ce“* D2,
L k=0

Hence, using (4.12]), we have

(4.13) /M e2e0(02)| f120y, < C /M 2?02\ (0, 2)[215(0, 2) f[*wnr

2
= C/ | fPwr + Ce** Y hlFro-v(_r ;e (ar) ey + Ce”* D
L k=0

Moreover, we establish

/BQSLp‘lewL

L
T T

<c / (/ e28¢|f|2wM>dt+c / (/ e%ﬂf%M)dt
-T Mo, -T M\ Ms,

T
<C 62w(071‘)‘f|2 (/ 6—28(¢(07w)—¢(t7w))dt> Wy + 032628||fH2L2(M;W)
Mae -7

< 0(1)/ 0| fPwn + C’eQEZSHfHZL?(M;W)
M25

as s — oo by our assumption (4.3) and the Lebesgue dominated convergence theo-
rem. Applying this inequality to (4.13]) yields

2
/M e25202)| 2wy, < Ce?e2 <||f||%2(M;]R‘3) + Z ||h||?{3k(T,T;Hk(M;R2))>
2¢ k=0

+ CBCSD2

for sufficiently large s > s.. We note that

/ er¢(0,w)|f|2wM > / e2ss@(0,z)|f|2wM > 62635||f”2L2(M3€;R4)'
Ms.

3e

Hence, we have

2
||f||%2(M36;R5) < 06_2(63_62)3 (”fH%Q(M;Re) + Z ||h||%13—k(T,T;Hk(M;RZ))>
k=0

+ CreC's/Z)Z7
i.e.,

(4.14) I fll L2ty ey < Ce™ (72 F 4 Ce“*D,
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for all s > s*. By replacing C' by Ce®*", the above estimate holds for all s > 0.
When D > F, (4.14) implies
I f1l 22 (. mey < CeC°D.
Moreover, when D < F, we choose s > 0 to minimize the right-hand side of (4.14))
such that
eCSD — 6_(63_62)8.7:7
ie.,
1 ) F
s=———1log—.
C + €3 — €3 J D
We then have
£l 22 (0t ey < 2CF' 0D,
where
€3 — €9
C+e3—e9
Hence, there exist constants C' > 0 and 6 € (0, 1) such that

||f||L2(M3€;R£) S C(D+}'l—0D9)
holds. ]

0= € (0,1).

4. Proofs of auxiliary results

4.1. Proof of Lemma For the proof of Lemma we need the Gauss
formula for Lorentzian manifolds. We say the boundary 0L is spacelike (timelike)
if the induced metric to L is Riemannian (Lorentzian). Let N be the outward
pointing unit normal vector field to L. If OL is spacelike, (N, N) = —1; otherwise,
(N,N) = 1. We refer to Lemma 10.8 in Ringstrom [58]. Note that ¥ is timelike.

LEMMA 4.14. Let (L,g) be an n + 1-dimensional compact oriented Lorentzian
manifold with boundary. Assume that the boundary is spacelike or timelike and let
X be a smooth vector field. Then if N denotes the outer unit normal to OL, it

follows that
: (X,N)
div Xwy, = / wa[,-
/L t oL <N7 N> t

ProOOF OF LEMMA (L8 First, note that
Vo =7pVy, g =yo(Ugth +7(Ve, Vi),
V2p(V2,Vz) = yo(V2(Vz,Vz) +v|(Vz, Vi) ?).
We introduce a new function and operator

z:=e*%u, Pyz:=e¥0y(e2).

A lengthy calculation yields
Pz =0y2 — 25(Vp, V2) + 52 (V, V) z — sO,02,

which decomposes Psz into P}z and Py z,

Pfz:=0,2+ s*(Vp,Vo)z,
P;z:=—-25(Vyp,Vz) — sOypz.

S
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Note Psz = P}z + P, z. Because we wish to make a lower bound of ||PszH%2(L),

we calculate the L? inner product of P}tz and Py z,

(P2, P 2) 12 = / Oy2 - (—28(V, Vz))wr, + / Oyz - (—sOgpz)wr,
L L

+ / (Y, V)2 - (—25(Ve, Vahor, + / (Y, V)2 - (—s0yp2)ur
L L

4
= Zlk.

k=1
Let N be the outer unit normal vector field to L. We remark that z = Oyz =
Vz =0 on M*7. Integration by parts yields

L= /L 25(V(V, V2), Vz)wr, — /a 2 <<VNZ’JJ\,V>> (Ve Vz)war

:/23V2<p(Vz,Vz)wL+/s(V<p,V<Vz,Vz>>wL—/ 25(Vz, N){Vp,Vz)ws
L L by
:/23V2<p(Vz,Vz)wL—/ng<p<Vz,Vz>wL—/ 2s(Vz, NY{(Vp,V2)ws

L L b

4 / 5(Vp, N)(Vz, Ve,
>

where we have used the identity

(4.15) 2(V(V,Vz),Vz) =2V, (V,oV"2)VFz
=2(V, Vo)V 2VH2 +2V,0(V, VY 2)VH2
=2V?p(Vz,Vz) + V, V" (V*2V,2)
=2V?p(Vz,Vz) + (Vp,V(Vz, Vz2)).

Furthermore, we obtain

s Vz,N
IQ:/SDg<p<Vz,VZ>wL+/ 7<VDg<p,V(|z|2)>wL7/ 5< >DggazwaL
L L2 or (N, N)

s
:/SDgcp<Vz,Vz>wa/ §D§<p|z|2wL—/s(Vz,N)Dggozwg
L L b
)
b

L=— / (Y, V) (Vio, V(|2[2) e

<VD9907N>‘Z|2WE7

[NCRVA

- / BV, Vo) V)2 Peor, — / (Y, Vo)V, N) | Pws,
L >

I, = —/ 5*(Vo, Vo) Ogol 22w
L
We remark that the integrand of the first summand of I3 means

V((Ve, Vp)Vp) = V,.((Ve, V) Vi),
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Hence, we have

4

(4.16) Zlk:/2sV2<p(Vz,Vz)wL
k=1 L
S
+/L (—§D§¢+S3V(<V¢,V¢>V¢)—53<V%W)>Dg¢) 2%,
_ / 25(Vz, N) (Vep, Vzhwos + / $(Veo, NY(Vz, V2)ws
> >

—/s(Vz,N)Dgcpzwg+/ %(VDggo,N>|z|2wz
) )

- / (Y, Vo) (Vip, N) 2|2
=: First + Zeroth + B,

where we define

First :=/2sV2<p(Vz,Vz)wL,
L
s
Zeroth := /L (—§D§¢+53V(<V%V§0>V<ﬂ) - 53<V<P7V<P>Dg<ﬂ) |2PwL,
B:= 7/ 25(Vz,N>(Vg0,Vz>wg+/ S<VQD,N><VZ,VZ>CU§]7/S<VZ,N>DQQDZWZ
5 b

P

s
+ [ 51900 Wlalus [ 8(T6,V) Vi, V)l
b b
In regard to the First, from our assumption (4.2)), we obtain

First:/QsVZ@(Vz,Vz)wL
L

- / 20(V2)(V2, V) + 7|V, V) P,
L

v

74/12/O'|VOZ|2wL+4K/1/O"VZ|2wL,
L L
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where we remark that o := syp. Therefore, we need the second estimate,
(4.17)

(Proodie = [ Dy 2o+ [ (96,9602 (r2)er,
L L
- sy 2
_ —/a<w,vZ>wL—/ 3V, V(|22 wr
L L 2

Vz,N)
+ | $20(Ve, Vo) |z|Pw +/ cr< )
/L (Vo, Vo)|z|wr LN o

— 7/0<Vz,Vz>wL+/ (%Dg¢+s2a(Vg@,V@>) \z|2wL
L L

+/0<Vz,N>zwg—/ ﬁ<V<,0,N)|z|2wg
b s 2

:/U|Voz|2wL—/a\Vz|2wL
L L
+ (ﬁm +520(Vep, V) |2)2wr + | o(Vz, N)
5 Do oV, Vo)) |z]°wr, o{Vz, N)zws,
L )
s
- [ 20Nz
b
=: Firsty + Zeroths + B,

where we define
Firsty :Z/O“VOZ|2L«.}L—/U|VZ|2WL7
L L

Zerothy = / (%Dg@ + 820'<VQO,VL,0>) |12)%wr,
L

By = / o(Vz,N)zws, —/ ﬁ(Vc,z>,N>|z|2w2.
b s 2
We remark that the last equality is obtained by the fact that for all p € L and
X eT,L,
(X, X) = —dr?((dmo) X, (dmo) X) + g, ((dm1) X, (dm) X)
= —|X°P +|X?

holds. Multiplying (4.17)) by 46 for § > 0 to be determined later and adding it to
(4.16) yield
4
Zlk +46(Pz,02) 1201y > 4(0 — 52)/ o| V2 Pwr, + 4(ky — 6)/ o|Vz|Pwr
et L L
+ Zeroth + 46 Zerothy + B + 468.

From our assumption (4.2)), there exists § > 0 such that

0 — Ko >0,
H176>O.
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Next, we consider the zeroth-order terms Zeroth + 46 Zeroths.

Zeroth = /L (—%DE@ +83V((Vp, Vo)Vy) — s3(Vo, V@}Dgcp) | 22w,
= [V V)P + 2059%6(V 0. V) + O )P
L

> / 204 (Veh, V) 2 + 20°(— 200 |V + 201 [V]?) + O(s7*0)]|2 2w
L

as v — oo, where the second equality holds by (4.15). Indeed, we obtain from
(4.15))

V((Ve, Ve)Vp) — (Vo, Ve)ge = (V(Ve, V), Vi)
=2V7p(Vep, V)

= 2(v9)3(V2(Vih, Vb) + v [(Vb, Vi) 7).

Moreover, we get
46 Zerothy = /[4503<V¢, Vi) + O(sv39))]|2|2wr,
L

as 7 — co. We then have
Zeroth + 46 Zerotha

> / 0 (291, V)P — 4 0P + s [V + 45(V0, V)
Al

+0(s7*9)] 1201

- / 07 (29](V0. V)2 — 4ol VU2 + s [V + 850V, V) — 46(V0, V) )
Al

+0(s7%9) | |2 Peor

= / 7 (21T, VO = 4z VOBJ2 + 45 [V + 85(V0, V)
A

— 48(=|VOU[2 + [V])) + O(s7%9) | 2w

i 25 2 842
= [ [ (2 (190,90 + 2) 446 = ) V0P + 401 )70 — 2-)

+ 079 |z
> /L [0—3 (4(&-1 —8)|Vy? — Sf) + 0(374@} 122wz,

> C’/ [03 + 0(574@)} |2|%wr,
L

as v — oo. Note that we used assumptions (4.2) and (4.3)). Therefore, for suffi-
ciently large v > 0 there exists a constant C' such that

(szvpsiz)lﬁ(L) +45(PS+Z7UZ)L2(L) + C/ 0(5744)0)|Z|2LUL
L

> C’/ o(|VO2 > 4+ |V2)? + 0%|2|?)wy, + B+ 468,
L



4. PROOFS OF AUXILIARY RESULTS 69

holds for all z € C*°(L) satisfying z = Oxz = 0 on M*T. For a sufficiently large
fixed v > 0, we choose s > 0 large enough so that

c/ o(IV05[2 + V2 + 0|22, < [|Poz|2ay) — B — 468y
L

holds. It remains to estimate the boundary terms B + 408>. Note that N on X is
a spacelike unit outer normal vector field, i.e., (N, N) = 1 holds on 3. We have

—8—4582:/20(VZ,N)<V¢,VZ>WZ+/ s0gp(Vz, N)zws,

) )
+/203<V¢,V¢><V¢,N>|z|2wg—/Zg(VDggo,NHszg
—/O'<V’(/J7N><VZ,VZ>(UZ_4(S/O'(VZ,N>ZOJZ

) )
+25 [ 09(V NP
b
:/208Nz<vw,Vz>wz;—/08N1/)<Vz,Vz>wg
) )

:/aﬁNw|6Nz|2wg < C/ olonz|?ws,
bl Y

where Oy z := (Vz, N) because we can write Vz = (Vz, N)N as z = 0 on X, which
is proved by taking the semigeodesic coordinate, and then

(V1h,Vz) = OnYOnz, (Vz,Vz)=|0nz|?
holds. Then, after some calculations, we obtain

e2?|Vo0u|? = (V2 + 52V%)% < C(|V 22 + o?|2[?),
e??|Vul? = g;;(Viz 4+ s2Vip) (V2 + 52V7p) < C(|V2]* + 0?|2]?).

Hence, we finally obtain

/ e*0(|VOul? + |Vul|? + o?|u*)wr < C/ e**?|0,ul’wr, + C/ e*¢o|onulPws
L L b

for sufficiently large s > 0. The proof is completed. O

4.2. Proof of Lemma [4.121

PROOF OF LEMMA [£12l Let us fix the semigeodesic coordinate (z° = ¢,2!,... ™).
We then find N = 0;. For large v > 0 large, we apply Proposition to O to
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derive
/ 625‘9|8tzv|2wL
L
C
< —/ 625“’|P8tv|2wL+C/ 628‘P|8N8tv|2w2
s JL by
C
< . /L 625‘/’|8th — 0"’ 0, 0,v + 8t(g””FZV)3pv — atav|2wL

+ C/ 628¢|(Q)Nat’0|2(,c}2
b

C c( ("
< */ e**?19, Pvlwr + — / ||eS“’v||§{2(M)dt+/ 625%(52E(U)+34|U|2>WL
s JL $ -T L
+C/e25“’|8N0tv|2wg
by
C : C ,
< —/ 625‘/’|8th|2¢%+—/62” (|Ag,v)* + s°E(v) + s'|v]*) wr
S JL S JL
—|—C/ e**?|0n Oyv | ws,
b

C C
< —/628¢|6th|2wL+C/623“’|Pv|2wL+—/e2s‘p|Agbv|2wL
s JL L s JL

+C/ 628(‘”|8N8tv|2wz+05/ e |onv | ws,
o b

where we use Lemma m to obtain the fourth inequality. Since ¢%/9;0;v = Pv +

0?0 + g"'I'f,0pv — av and ggj = ¢ by the semigeodesic coordinate, we obtain

/LerﬂAgvawL < C/LeQS‘P (|3t2v|2 + E(w) + |U|2 + |Pv|2) wr,

1 C
< C/ e?s? (|(9,5Pv|2 + |P112> wr + —/ >\ Ay v]Pwr,
L S S JL

+C/ 623*0\0N8tv|2w2+08/ 623‘P\8Nv|2w2.
N N

Choosing s > 0 sufficiently large, we absorb the second term on the right-hand side
into the left-hand side to obtain

1
/ e**?| A, v]Pwy, < C/ e2s¢ (s|8th|2 + |Pv|2> wy, + Ce®3E%
L L

4.3. Proof of Lemma [4.13l

Proor oF LEMMA (LT3l Let {(U;,x;)}; be a local coordinate system of M.
If {x;}: is a finite partition of unity subordinate to the open covering and x; are
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chosen with x; = 1 in a neighborhood of supp x; and supp x; C U;, then
Ivxeolw, < C(IAWTD) @y + IVTalw, )
< C(IVXAV 2wy + VXl w, )
< C(lvmavllaw, + IVivlew, ),

Yy
where 7; := 7X’, With 0 < >~ /xi < X; v/ X}, mi can be defined. Because
> VX
suppn; = supp x; C U;, {n:}; is a partition of unity subordinate to the covering
{U;};. Summing up with respect to i yields

(4.18) o Ivxaellazw,y < C (1402 + 1ol 2 an) -

7

Furthermore, we obtain

ol =3 2 [ lorofs

i |al<2

<O S [ (0T + OV + [0 VT ) d

i |al<2

<CY Wl +C Y X [ WAoo
‘ i el

<O IRl + €Y 3 [ (100X + [0 VXDl da
i i Jaj<1’Ui

SCZH Xi””?{z(Ui)‘FCZH X;’U”%{l(Ui)"_CZH XQIUH%?(U,;),

where x/ are chosen with x/ = 1 in a neighborhood of supp x} and supp x}/ C Us.
VX7
Setting n; := /= yields
2 VX
(419)  |ollgzan <CY (|| Xivllg2 ) + [IVmvll e, + |l 77;”||L2(Ui)) :
Combining (4.18)) and (4.19) yields
[0l z2ary < C (1 AvllL2an) + 10l 2(ary) -






CHAPTER 5

One-dimensional Saint-Venant equations

1. Introduction and main result

‘We consider

Au = (07 — 0% + a0, 0;)u = H(z,t) in Qy :=(—£,0) x (0,7T),
(5.1) u(+,0) = dpu(-,0) =0 on (—£,0),
u(—4,-) =u(l,-)=0 on (0,7),

where a > 0, £ > 0 and T" > 0 are positive constants and H is the source term.
The differential operator A has the form of a one-dimensional wave operator plus
the mixed derivative term ad,0;. This term appears when we linearize the one-
dimensional Saint-Venant equation, which is the equation introduced by Saint-
Venant in [61] to describe unsteady water flow in channels. The one-dimensional
Saint-Venant equation comprises continuity and momentum equations. Their for-
mulations and physical meanings are written in Cunge, Holly, and Verwey [I6].
Even though one-dimensional flow does not exist in nature, mathematically speak-
ing, it is important to consider the simplified equation and observe its properties.
We consider the uniqueness and stability for the inverse source problem to deter-
mine H on (—£,¢) from the boundary observation data of the solution to (5.1). The
argument is based on the Carleman estimate and the Bukhgeim—Klibanov method
in [§]. The Carleman estimate was first introduced in Carleman [12] to prove the
unique continuation property for the elliptic operator whose coefficients are not nec-
essarily analytic. Using the Carleman estimate, Bukhugeim and Klibanov proved
global uniqueness results for multidimensional coefficient inverse problems. This
methodology is widely applicable to various partial differential equations provided
that we can prove the Carleman estimate for the considered equations. For a hy-
perbolic equation, Imanuvilov and Yamamoto [34] considered the global Lipschitz
stability for wave equations through interior observations. Baudouin, De Buhan,
and Ervedoza [4] proved the global Carleman estimate for the wave equation and
considered its applications to controllability, inverse problems, and reconstructions.
Bellassoued and Yamamoto [6] considered the inverse source and coefficient prob-
lems for wave equation on a compact Riemannian manifold with a boundary.
In proving the Carleman estimate for the operator A, the main difficulties lie in the
existence of the mixed derivative term a0,9;. There are also difficulties when we
apply the Carleman estimate to the extended solution to . In the usual case of
the wave equation, an evenly extended solution with respect to time ¢ satisfies the
wave equation as well. However, considering , the evenly extended solution no
longer satisfies the equation. We therefore need to consider a different extension.
To prove the global Lipschitz stability for inverse source problems of the hy-
perbolic partial differential equation, the observation time should be given for the

73
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distant wave to reach the boundary owing to the finite propagation speed. We
define constants to describe this situation mathematically. Let z¢ € [/, £]¢ be a
given point and

1
Tp := — max |z — xol,
\/ﬁ —<z<t

is the square of the wave speed.

2
where p := (7”{22“’“)

THEOREM 5.1. Assume H(x,t) = R(z,t)f(x), where
feL?*—t0), Re H(0,T;L>(—¢,0)),
f(z) = f(—=x), R(x,0) = R(—x,0) a.e. z € (=, 1),
and
Imo > 0 s.t. |R(z,0)| > mo >0 ae. x € (=4, 4).
Let T > Ty. We assume there exists a unique solution u to in the class
2
we () HF0,T; H* (¢, 0)).
k=0
There then exists a constant C > 0 that is independent of u and f such that
1fllz2 =00y < C (10205u(l, )| 20,7y + 0285u(=L, )| L2 (0.1)) -
2. Proof of Theorem [5.1]

2.1. Preliminary. To prove Theorem[5.1]using the Bukhugeim-Klibanov method,
we need to prove the Carleman estimate for the operator A in extended domain
Q+. We consider

A=0? - 0%+ adi0y, Qi := (—4,0) x (~T,T),
where a > 0 is a constant. The next proposition is the global Carleman estimate,
whose proof is postponed to section [3]
PRrROPOSITION 5.2. Choose
zo & [0, 4],
and B such that
0<B<p,
and set
V(1) = |o = wol* = B2, pla,1) = &7V,
o(z,t) == syp(x,t), (z,t) € Qx,
where v > 0 and s > 0 is some parameters. There then exists a constant v, > 0

such that for all v > ~., the following holds. There exist constants s, = s.(vy) and
C = C(s4) such that

/ e*¢(0|0,ul* + o|owul? + o3 |u|?)dadt
Q+

<C | Au|*dxdt
Qx

T
+C / (200 (t, )| 0pu(t, DI + 2 Do (=, 1) 0pu(—t, 1)) dt,
-T
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2
foralls > s, andu € m H**(—T,T; H*(—¢,0)) such that u(-, £T) = dyu(-, +T) =

k=0
0 on (—£,¢) and u(£l,-) =0 on (=T,T).
Proving our main theorem requires several energy estimates as follows.

LEMMA 5.3. Assume f € L?(—¢,0), R € L*(=T,T;L>®(—{,{)) and u; €

2
L?(—¢,0). Letu € ﬂ H*K(—T,T; H*(—¢£,0)) be a solution to

k=0
Au = (0? — 02+ ad,01)u = R(z,t)f(x) in Q,
u(+,0) =0, dwu(-,0) =uy on (=£,4),
u(—=4,) =wu(l,-)=0 on (=T,T).

There then exists a constant C' such that
10 72 g0 H 0wl )20y < CUF T2 ey HlwallT2 (s p) a-e.t € (=T, T)
holds.
PROOF. Set E(t) := H@tu(-,t)HQLg(_M) + Haxu(-,t)HQLQ(_e,[). Multiplying the
first equation by d;u and integrating over (—¢, ¢) yield
d

%E(t) < E(t) + |R(, 1) flI72(_ep)

and so
d

@(6%}3(75)) < e R flIE2 ey

Furthermore, integration over (0,t) yields
B(t) < ORI 227 poe (—e.op 1 F I F2 -0y + 0l T2 (—00))-
(Il

2
LEMMA 5.4. Assume H € L?(—=T,T; L*(—(,()). Letz € ﬂ H>®(=T,T; H*(—¢,0))
k=0
be a solution to
Az = H(x,t) in Qg,
z(-,0) =0, Opz(-,0) =21 on (—4,0),
2(—4,)=2z2(¢,-)=0 on (=T,T),

and
z(-, £T) = Oz(-, £T) = 0 on (—£, ).
There then exists a constant C' > 0 such that
||2'1H%2(—£,£) < CllHOz| 11 (qy)
holds.

PrOOF. Multiplying the first equation by 20;z and integrating over Q4 =
(—£,0) x (0,T), we have

8t|8tz|2+ at\azz|2+a 8m\8tz|2 =2 Hatz
Q+ Q+ Q+ Q4
Hence, we get
||21H%2(—£,e) < CHOz|r1(q,)-
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The proof for Q_ := (—¢,£) x (—=T,0) is similar. O
2.2. Proof of the main theorem.
PROOF OF THEOREM 5.1l We use the weight function ¢ (x,t) = |z —x¢|? — 3t
for 29 € [—£, ). We assume T > Ty, i.e., pT? > pT¢ = max |z — x0|?, and there
By
thus exists 0 < § < p such that

2 2 2
- T 7).
o - anf < ST oT”)

There then exists 0 < e(< Z) such that

2 2
— T —2¢)".
g b ol < BT - 20)

Thus, for all x € [—¢,¢] and t € [-T, =T + 2¢] N [T — 2¢, T}, we have
o(z,t) = et .

Let u be the solution in the class

2
we [(VH**0,T; H*(—¢,0))
k=0

and take the extension of u to (—=7,7):

u(x t) _ u(xvt) in Q+ = (—[, () X (OVT)a
’ u(—z,—t) in Q_ :=(—£,¢) x (-T,0).

We also extend R:

_J R(z,t) in Qy,
R(z,t) = {R(x, —t) in Q_.

2

We can then prove u € ﬂ H**(=T,T; H*(—£,0)) and R € H' (=T, T; L>(—4,1)).
k=0

Indeed, we assume u(-,0) = dyu(-,0) = 0 and we thus have

Oru(z,t) in Qu,

Opu(z,t) = {&u(z:t) in@Q_,

and
O2u(w,t i
qu(m,t): ;u(x7 ) %H QJrv
Ofu(—xz,—t) in Q-_.
Furthermore, we assume the symmetry of the source term f and R(-,0) and thus
get
OBu(w,t i
6?U(Jf,t) _ tlg(xa ) ?n Q—i—v
—fu(—z,—t) in Q-_.

Considering R, we have

6tR($,t) in Q_;,_,

atR($,t) = {&R(J77 —t) in Q_,
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owing to the symmetry of R(-,0). This extended u satisfies
Au = (02 — 92 + a0,0;)u = R(z,t)f(x) in Qq,
u(-,0) = dpu(-,0) =0 on (—4,¢),
u(—¢,-) =wul,-) =0 on (—T,T).
From Lemma we have
(5:2) N0l )1 F2—e0) + 100t T2 g0y < ClFIF2(—00) a0 t € (=T, T).
Let v := O;u. v satisfies
Av = (0} — 0% + a0,0,)v = Oy R(x,t) f(z) in Qu,
v(+,0) =0, dv(-,0) = R(-,0)f on (—¢,¢),
v(=¢,-)=wv({,-)=0 on (=T,T).
Also from Lemma [5.3] we have
(5.3) 1000 (s )1 220,y + 1020C Ol T2 00y < ClFIF2(—00) A€ t € (=T, T).
We define a cut-off function 7 satisfying 0 < n(t) < 1:
L, [t <T -2,
t) =
() {o, It > T —e.
We set w := ndyu = nv. w satisfies
Aw = noyRf + 200w + adindyv + 0fnu  in Qx,
’LU(,O) = 0’ atw(70) = R(,O)f on (_67 6)7
w(—4,-) =w(,)=0 on (=T.T).
Moreover,
w(-,+T) = dyw(-,£T) =0, on (—£,¢)
holds. We can therefore apply Proposition to w to obtain

/ % (5|0, w|? + s|0w|? + s*|w|?)
Q+

<C P10, Rf)? + C 2% (10,mow|? + |0mduv|? + |02nv|?) + Cse“sD?
Q+ Q+

for all s > s, where

T
D= / (19ew(E, 1) + |Byw(—0,0)[?) dt

T
T

g/ (10:00u(t, )| + |9, 00u(—L, £)|?) dt.
T

We here consider sufficiently large v > ~, as a fixed constant. Considering the
second, third, and fourth terms on the right-hand-side and using (5.2)) and (5.3),
we get

/Q 2 (|0mdw]* + |0mduv]? + 1870v]*) < Ce®* || fllT2(_ )
+
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because supp(9;n), supp(9?n) C [T +e,—T + 2e] U [T — 2¢,T — €], and for all
v €[4 andt € [-T+e, —~T+2]N[T —2¢, T —¢], we have p(x,t) = 7@t < 1.
We therefore have

(5.4) / e (5|10, w|? + s|0w|? + s%|w|?)
Q+

<C [ ORI+ Ce®||f|12( e + Cse”*D?,
Qt
for all s > s,.
We next set z := e*?w and z satisfies

Az = e’?(Aw + G(z,t)) in Q4,
2(70) =0, c%z(,()) = eSW(.’O)R('vO)f on (763 E),
z2(—6,)=2(£,)=0 on (=T,T),

where
G := (250yp + as0,p)0yw + (—250,p + asOyp)Opw
+ (sﬁftp + 52|00 — s@igp — 52|0,0|% + as0,0;p + as>0, ) w.

From Lemma [5.4] we have

(5.5) e t@Of|2, ,, <C / 910,22 + O / |0, R |2
Q+

Qx

+ Ce®|| fll72 (e + Cle*$ GOzl L1 (qu)
and we also find
PGz < Ce**%(s|0,w| + 5|0,w| + s |w|)(|0sw] + s|w])
and thus obtain

le*#GDr2l| 1 (qu) < C/ e (s]0zw[* + s|dyw]* + 5*|w]?).
Qx

Furthermore, we have

4 T
/ e2s<p‘atRf|2 < C/ e2sga(w,0)|f(1,)|2 / ef2s(<p(w,0)fcp(z,t))dt dx
Qx —4 _T

¢ T ylz—wgl? —yBt2
< C/ 62s<p(x,0)|f(x)|2 / 67256 0" (1—e )dt dx
— -T

<o(1)[[e* O f|[72_pp as s — o0,

by the Lebesgue’s dominated convergence theorem. We apply this estimate and
(-4) to (5.5) to get
€320 fl|72( g0y < CE* || 172 g0 + Cse“*D.

There exists £ > 1 such that for all z € [—£, /], p(z,0) = Y*=%l > x > 1 holds.
Therefore, taking sufficiently large s > s*, we finally have

[ fll2(~e.0) < CD
for a constant C' > 0 independent of f. (]
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3. Proof of Proposition
Proor orF ProprosITION 5.2l For simplicity, we write
p(x) i= 0utf(x,1),  q(t) := Opth(a,t).
Simple calculation yields
i =y, Op = ap
9z = (V’P* + 29)¢, Fp = (V4> — 2B7)¢
0:0vp = 7 pap.
We introduce
w:= e*Pu, Pw:=e°?Ae Fw.
Then,
Pw = 0}w — 02w + 25(0,00,w — Oppdiw) — 52(|0p0]? — adpp0sp — |0r0|*)w
+ (02 — a0y 0rp — O} p)w + a0z 0w — as(Oppdpw + Oppdyw).
We decompose Pw into PLw and P_w as follows.
Pyw = 02w — 0%w + a0,0;w — 5°(|0,0|* — |0s0)* — adpr)w
and
P_w := $(20, — a0pp)0pw — (2010 + adp)Orw + s(aﬁcp — a0, 0pp — 8t2<p)w.

Note that Pw = Pyw + P_w. We wish to make the lower bound of HPwHiQ(Qi),
and we therefore try to estimate (Pyw, P_w)r2(q,)-

(Prw, P_w)r2(Qy)

= 8t2w - 8(20,p — adyp)Opw — 8t2w - 8(204p 4 adypp)Opw
Qi Qx

+ 8t2w . s(@ﬁg@ — a0, 0 — 8252@)11) — 8§w - 8(20,0 — adyp) 0w
Qt Qi

+ 02w - 5(2040 + adyp)Opw — 02w - 5(0%¢ — a0, Orp — 02 p)w
Q+ Q+

+ / a0, 0w - $(20,p — adyp) Oz w — / a0, 0pw - $(20p + a0, ) Opw
Qt Qt

+ / a0y 0sw - 8(0%p — a0, Orp — 0P p)w
Q+

— / 52(|0.0|* = |0vp|? — adupdyp)w - 5(20,0 — adyp)dpw
Qt

5210017 — |0s0)? — adppdrp)w - $(20,p + adp)dpw

A
- / $2(10:01° — 1040l — a0z pOrp)w - 5(92p — adpOpp — O p)w
Q
2
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Through integration by parts, we get

1
Jy = —s/ (20,0 — a@tgo) . (|0sw]?) — 0t (20, — adpp)ywdw
Qi Qx
=3 02 (20, — a@tap)|8tw|2 - s/ 0t (20, — adpp)Oywow,
2 Qx Qx
1
Jo = —s/ (20, + a0, ) =0y (|0yw|?) = 2 0t(20,p + adyp)|Oyw|?,
Qx 2 2 Q+

1
Jy= s | (0o —atoe—dFolowl® —s | 0.0k —adedne— ohe) llnl)
Q+
— s [ (B~ adsdup - ool + / O (020 — adudip — BF ) ul?
Q+

Ji= 2 890(28190 - aat‘»o”amle - / [(23m80 - aat(p”arw‘z]é——é dt’
Q+ 2 =T o

Js = —s 02 (2010 + a0,) 0 wO w — s/ (201 + a@zga)latﬂamw?)
Q+ Qt 2

= —s5 02 (200 + a0, ) O ww + il 0:(201¢ + adyp)|0pw)?,
Q+ 2 Q+

5 / 20— adydup — 020> + 5 | 0.(0%0 — adudrp — 020) 20, (ul?)
Q+ Q+ 2

2(02p — ady0yp — O2p)|wl?,

—s / 20— ad,drp — 020) a0 —
Qs 2 Jo.

Jr = _f/ a0 (20, — a6t¢)|a$w‘2’
2 Q+

Jg = f/ a@m(28t¢+aazga)|5‘tw|2,
2 Qi

Jg = —s/ a(aggo — a0, 0p — 83@)81;10&510
Qi
s [ adu(@kp ~ ad,0ue - )30l
Q+ 2
= —s/ a(aﬁcp — a0, 0sp — 8252@)8mw8tw
Qi
45 [ 000,02~ ad,0e - o)l
2 Q+

83
Do="5 [ 9ull10uel = gl — aduiie) 20up — adiDul”
+

g3

Jn==7 | 0((10:0 ~ 0| — a02p010) (2010 + a0up))|w]*,
Q+

Ty = s /Q (10501 — 19r0]? — adepBu) (D20 — aduBup — 0]
+
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9

First, we consider a part of the sum Z Ji. Set o(x,t) := syp(z,t) and
k=1

T
B = g/ [(20,¢ — adip)|0pw|?] i:fe dt.

-T

9

(5.6) > I

k=1

2

= [ o+ 2apq+ i) + (-5 + )] o
Qx
2
+ / [07(2}72 — 2apq + %qQ) +o(4-— BaQ)} |0 w|?
Q+

+ / lo7((a? — 4)pq + 2a(q — 7)) + o(~4Ba — 4a)|dywdyw
Q

+
+ [ oyt~

Q+
= 2/@ oy ((q+ ?)&w —(p— %)@cw))Q

+ / o[(—48 + a®)|9,w|? + (4 — Ba?)|dpw|* — 4a(B + 1)dwd,w]
Qt

+ [ O(sv'o)w]*—B
Q+

> / o[(—4B + a®)|0yw|? + (4 — Ba?)|0,w|? — 4a(B + 1)0;wd,w)
Qx

+ O(sy*o)|w* — B.
Q+

To estimate the terms o x (first order terms), we use the next energy inequality.

(Prw, —ow)r2(0.) = /Q Piw- (—ow)
+

= —/ J@fww—i—/ Uaiww—/ ao 0,0y ww
Qt Q+ Q+

n / 52(|0pp]? — adp0Orp — 01| w2
Q+

=Y I

4
k=1

Integration by parts yields

1
I = / Ao (wl?) + / syplOru?
Q+ 2

Qx

1
— [ sl 5 [ sidtelul
Q+ Q+



82 5. ONE-DIMENSIONAL SAINT-VENANT EQUATIONS

1
B=- [ sopzo.uf)- [ sl
Qx Q+

1
= —/ s7pl0zw|* + 5/ sy0zplwl?,
Q+ Q+

Is = /Q 2 10(10s 0| — adepdap — |0ppl*) ],
+

1
14:/ asv@mcpfat(\wF)Jr/ asypOywdw
Qx 2 Qi

1
= —7/ as*y@tawgp|w|2+/ asypO;wo w.
2 Q+ Q+

Hence, we have
4
(5.7) / Piw - (—ow) = Zlk
Q+ k=1

:/ U\@th—/ U|81w|2+/ aoOywizw
Q+ Q+ Q+

1 1
+/ {— fsvafgo + fsyagcp
Qs 2 2

a
+ 590(10e0|? — adapOhp — 01p1%) — 5570:Duc0 | [l

:/ U\@tw\g—/ U|8Iw|2+/ acOywigw
Q+ Q+ Q+
+ [ [P0 - = am) + 00wl
Qx

Let 1 € R be a constant to be determined later. Multiplying (5.7) by 2u, and
adding it to (5.6 yields

9 4
Do Jet2mYy I+ B
k=1 k=1

> [ atasa c ool + [ ott-sa? - 2ol
Qi Q

+
+ / o(—4pa — 4a + 2ap)0ywd,w
Q+
+
Q

[0% - 2u(p® — apg — ¢°) + O(s7*¢) + O(s7° )] [w|?

H-

> o(—4B + a* + 21 — €| — 2Ba — 2a + apu|)|Oyw|?
Qx

o,

+ / (0% - 2u(p — apq — ¢%) + O(s7*9) + O(s7°¢)][w]?
Q+

1
o(4 — Ba® —2u — g| —28a — 2a + ap|)|0,w|?

o
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for all € > 0 to be determined later. We wish to choose ¢ > 0 such that both
coefficients are positive, i.e.,

(5.8) {—46+a2+2u—e|—25a—2a+au| >0,

4—Ba?—2u— 1| —2Ba—2a+ap| >0
holds. This claim follows only if u satisfies pu? — 2(8 + D)u + B(a® +4) < 0 &
(u—B—1)% < 82— (a®> + 2)B + 1. Therefore, if we choose p := 3+ 1, by our

assumption of 5 > 0, this inequality holds and (5.8 also holds. Hence, there exists
a positive constant C' > 0 such that

9 4
(5.9) S dk+2ud I+B
k=1 k=1

>C o(|0pw|? + |0,w|?)
Qx

+ /Q 210 (5 — apq — ¢) + O(s7'¢) + O(s7°9)] >
+

Finally, we estimate zeroth-order terms. We have

3(a? -2 9a 3a
Jio = / o [7(3174 + %szf - 7}73(1 + EP(]S)
Qt

+ (69 + (% = 2)g* — 6apg) | [wf?,

3(a® -2 3a 9a
Jiy = / o® [V(Sq‘l G} 5 )p2q2 - 5p'a+ 5 pd’)
Q+

— ((a® — 2)Bp* + 68¢* + GﬂaM)} lwl?,

Jrp = /Q o [ —(p* —apg — ¢*)* = 2(B+ 1)(p* — apg — ¢°) | [w]*.
+
Hence, we have
S k= / o’ [v -2(p” — apg — ¢*)°
Q+

+ (4 — a®B)p? + (a® — 4B)¢* — 4(B + 1)apq] lw|?.
Adding this equality to (5.9) yields

12 4
(5.10) > Je+2u> I +B

k=1 k=1

= (P+w, wa)L2(Qi) + 2(P+’LU7 —/LO’w)Lz(Qi) +B

> C/ o(|0pw]? + |0,wl?) +/ {037 “2(p* — apq — ¢*)*

Q+ Q

+0°{(4—a*B)p* + (a® — 48)q” — 4(8 + Vapq + 2u(p* — apg — ¢*)}
+0(s7%9) + O(s7°9) | Jul?.
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We consider the coefficient of o3. Noting u = 3 + 1, we have
(4= a®B)p® + (a® — 4B)q* — A(B + 1)apq + 2u(p* — apq — ¢°)
= (4—ad®B)p” + (a® — 48)¢" — 4(B + 1)apq
+(2p = 2v)(p* — apg — ¢°) + 2v(p* — apg — ¢°)
> 2(u —v)(p? — apq — ¢*) + v+ 4 — a®B — dalv + 2 + 28|)p?
4 (—2v+a2— 48— %|1/ +2+28))¢?
for all § > 0 to be determined later. We wish to choose § > 0 such that

{2u+4a255a|u+2+25|>0,

(5.11) ,
—2v+a® —48 - §lv+2+26] > 0.

Such § exists only if v satisfies 12 +2(8+ 1)v + B(a? +4) < 0& (v + B8+ 1)? <
% —(a?+2)B+1. Therefore, if we take v = —y = —3—1, both the above inequality
and (5.11]) hold. Hence, there exists a constant C' > 0 such that

(4= a®B)p® + (a® = 4B)q* — A(B + 1)apq + 2u(p* — apq — ¢°)

> 4(1 4 B)(p* — apg — ¢*) + C(0* + ¢°).
We apply this estimate to ((5.10) to obtain

12 4
S Jit+2wy In+B
k=1 k=1

> C/ o (|0pw]? + 0z w[?) +/ {"37 -2(p* — apg — ¢*)?
Q+

Q+

+0*{4(8 + D(p* — apg — ¢*) + C* + ¢*)} + O(s7*9) + O(57°)

> c/ o (|9sw)? + |Datw]?)
Q+

+/Qi [03-27 <(p2apqq2)+ﬂ’y+1>2+a3{0(p2+q2)2(5;/'—1)2}

+0(s7*9) + O(s77%)

>C o(|0,w|? + |0, w|?)
Qi

: »  2(B+ 1)?
+C (err<uzn<ep(x) B

)L[ﬁ+0@¢w+0@ﬁ@mﬁ

>C [ 0|0l +0w?) +C [ [0%+O0(s7"%) + O(s7°9)] [w]?
Q+ Q+

for sufficiently large v > 0. The Cauchy Schwartz inequality then yields

c/ w@wﬁ+ﬂmwﬁuﬂm%+/‘ww%w+ow¢wmﬁ
Q+ Q

+

1
< 7HPwH%2(Qi) +/ O(o?)|w|? + B.
2 Q+
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We can choose s > 0 large enough to ensure

/ (010w ]? + o10,w]? + o%w?) < C|Pw|a g, + CB.
Q+

We define w = e*?u and thus obtain dyw = e3?(Jyu + sdspu) and d,w = e*?(Jpu+
sOzpu). Again by choosing s > 0 large, we can rewrite the inequality in terms of
u = we *¥:

/ 2% (5|0l + o|Oul? + o3 |uf?) < C/ ¢2¢| Auf? + CB.
Qx Qx

Here, we get

B= / p—fCJIf?WI

<c / (eQ‘W(Z’t)U(ﬁ, D1su(E O + o (0, 1)|,u(—L.0)P) di.
_T






CHAPTER 6

Non-uniqueness examples

1. Introduction and main result

Let B,.(0) C R? be an open ball centered at 0 with radius 7 > 0. Henceforth,
all functions which appear in this chapter take complex values. We consider the
wave equation and Schrédinger equation with time-dependent potential V',

(6.1) Lu+ V(z,t)u =0 in R3,

where L denotes L = [0 := 92 — A or L = —id; — A. We consider non-uniqueness
examples for Cauchy problem with Cauchy data on a non-characteristic surface
0B1(0) x R. Due to the time dependence on the potential V| we have few hopes
to guarantee uniqueness for Cauchy problems in general. Indeed, we construct
infinitely many examples with different wave numbers at infinity which violate
uniqueness based on Kumano-go [47]. In regard to the uniqueness theorems for the
wave equation, Schrodinger equation, and more general partial differential equa-
tions with variable coefficients, readers are referred to [66] and [60]. They proved
uniqueness results by assuming some analyticities on coefficients partially. Readers
are also referred to [42, Chapter 2.5] and [35, Chapter 3]. Alinhac and Baouendi
[1] constructed non-uniqueness examples for Cauchy problems of general partial
differential equations by using geometric optics. We state our main result.

THEOREM 6.1. Let L =0 or L = —i0;—A. There exist infinitely many smooth

functions u € C*(R?) and V € C>(R3) which satisfy (6.1) and
suppu = (R*\ B1(0)) x R,
supp V' C (B2(0) \ B1(0)) x R.

Theorem relates to the result by Kumano-go [47]. He constructed one ex-
ample for non-uniqueness when L = [ in the two-dimensional case based on John’s
construction [38] using Bessel functions. We construct infinitely many examples
with different wave numbers at infinity for both wave and Schrédinger equations by
generalizing the result in [47]. We remark that, in our construction, the potential

V is not real-valued but complex-valued function, whereas the coefficients are all
real-valued with a damping term in Kumano-go’s construction [47].

2. Proof of the main result

2.1. Preliminary. We prepare several lemmas regarding an asymptotic be-
havior of Bessel functions. Their proofs are all presented in section

LEMMA 6.2. Letd € (0,1), p € (0, @), A >0, and Jy be a Bessel function

of order \. We then have the asymptotic formula uniformly for a € (0,1 — A7P],
Ja(Aa) = (27X tanh o)~z ertrhe—a) (1 4 O(A7?))

87
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as A — 00, where a > 0 is defined by cosha = a=(> 1).

Let 6 € (0,1) and p € (0, @) be fixed. We consider the following assump-
tions on a positive sequence {\; }men with A, > 0 for all m € N.

(6.2) YmeN, m* <.
(6.3) Amt1 = A (1 +0(1)) as m — oo.
We can choose infinitely many positive sequences {A;, }men satisfying (6.2) and
(6.3)), for instance,

n—1

A = ap,m”™ + Z a;m?,

§=0
where n > % is a positive integer, and a, > 1 and a; > 0 are constants for
ji=0,...,n—1.

LEMMA 6.3. Let § € (0,3) and p € (0, @) be constants and {\p }men be
a positive sequence. Set
Go(r) == Jx,,(Amr), 7 €[0,1 —m™?].
Assume (6.2). Then, for £ > 1 and r = 1—{¢m~2, we have the asymptotic formula,
\/m —(1 M[é -3
Gm(r) = (14 0(1)) ——Y ¢~ (1Fo(1) =2 Amm
(1) = (o) i

as m — Q.

LEMMA 6.4. Let § € (0,1) and p € (0, @) be constants and let {\m bmen
be a positive sequence satisfying (6.2)). We set

Fo(r) :=Gp, (lj\mr) , meN,

where {km tmen 8 a positive sequence satisfying
b 1

(6.4) \ 1- o +0(m™3) as m — oo,
and rp(s) =1+ L — o Jors € [0,1]. Then, F,, satisfies
/" 1 / 2 )‘?n
(6.5) EY(r)+ ;Fm(r) + | Kk, — g3 Fn(r)=0
and for s € [0,1],
—(14+0(1)) 22 (145) 3 Apym 3
(6:) Fu(rn(s)) = (1 o(1) Y2

(272(1+ )5V Am

as m — oo. Furthermore, we define vp,11 such that

o1 = Fm(rerl(Q_l)) _
T Fa (e (271))

If we assume (6.3)), then there exists M € N such that

Amm ™3

Ymt1 < €7
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holds for all m > M and there exist p > 0, C' > 0, and M € N such that
Y1 Fmi1(Tm i1 (s) < CePAnm ™ B (ry 4 (s))
if s € [0, 1],
Fo(rms1(s)) < Ce ™y Fot (Fing (s))
if s €[2,1]
holds for all m > M.
2.2. Proof of Theorem [6.1]

(6.7)

PROOF. Let 6 € (0,3) and p € (0, @) be constants. Let {\, }men be a

positive sequence satisfying (6.2)) and (6.3)). We remark that (6.3) implies

(6.8) Am < €™ as m — oco.

Indeed, (6.3]) implies there exists sufficiently large mo € N such that for all m > my,

1og A7rL0
m

IN

+ L3 og(1 +r()

Jj=mo

log Ay,
m

holds, where 7(j) satisfies lim;_, |r(j)| = 0. Hence, follows from the well-
known argument. For r > 1, we set

0.t) := Fm(r)ei(Am0+kMt)7 L= D’
’U/m(ra ’ ) T Fm(r)ei()"”@*kfnt)v L = —Zat —A.

where {kp, }men is a positive sequence satisfying and (r,0) is the polar coor-
dinate in R?. By (6.5), we obtain
Lu,, =0,
because the Laplace operator A is written by the polar coordinate,
A=0*+r"t0, +r%03.
We define closed intervals I,,, and I,,, ; C I,, for m € Nand j =1,2,3,4 as
Ly = {Hmiylﬂ;]

and

1 j 1 -1
Ipii=14— - gy I |
el {_'_m dm(m + 1)’ T 4m(m—|—1)]

For sufficiently large M € N and m > M, we define smooth functions

A (r) == {1’ rz1+ M1+2 "; 4(M+1;(M+2)’
0, 0<r<1+ 373
and
Ap(r) = {1’ € (Int1 \ Lt 1,4) U (I \ Ln,1),
0, 7e0,1+25]U(1+ %, 00).
We define v = u(r, 0,t) as

o0
u(r,0,t) := Apr(r)uns + Z VM1 X o X Y A (1),
m=M-+1
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and set
1 o0
K= [0,1]Ul+ 35,00 U U Im2Ulns)
m=M++1
and

V(r,0,1) 0, re K,
r =
Y —%, r €[0,00) \ K.

Using the chain rule, , and , we obtain
d’ dt
‘m% dﬂEﬂ““$4

mt(m + 1)\
< oM A1 4 o))

Fo(r)| = mf(m 4 1)

EE

o o= (1H0(1) 22 (14+5) 2 2 om =2

< Coe® ™ Fy (1 (s))
for r € I,,, £ € Z>o. Indeed, by , it follows that

¢ 0\e

m (m 2[1) >‘m < Céeo(m).
m

For 7 € I y1, using rp11(8) = r(1 + s+ O(m™1)), we also have

dt

‘ Fn(r)] = (m+ 1) (m+2)°

drt dst

Flrm(5)

dﬁ

@Fm(rm(l + s+ O(ml)))‘

(m + 1)¢(m +2)°\E, m
(1-+o(1)) Y=

« 67(1+o(1))%(uﬁomﬂ))%Amnf3

= (m+1)*(m +2)*

< C

m3t

< Cre® ™ F (rmga(s)).
Hence, it follows that for r € I,,, U I, 11 and £ € Z>y,
dé
arttr)

On [,,,+1, using , (6.4)), , and (6.2]), we then have

(6.9) < Coe® ™ Fy(r).

(6.10) 0%u(r,0,t)] == | > (0,060,) u(r,0,1)
|B|=¢

S C€7M+1 X X 'Ym)‘grfeO(m)(Fm + ’7m+1Fm+1>
< Cee—/\mmfgeo(m)

< Cpe—m*(+o(m™)

< Cge_%mz

< Cpe—HE-D71=n? ™

)
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where we used the estimate obtained by (6.2)),
(6.11) Amm ™3 > ms % > m?.

We thus proved u is smooth in R3.
On Ip41.1, since

(6.12) ul = Yar1 X X Yn([tm| = Vit 1[time1])

=41 X X Y (Fon (rm41(8)) = Yma 1 Pt 1 (rmy1(8)))
> M1 X X Ym(1 = Ce HAmm )Fm(rm+1(3))
(1-

2 YM41 X X Y Ce —pm’ )Fm(Terl(s)) >0

for s € [0, 1] by (6.7) and (6.11)), |u| > 0 on I;,11,1. Similarly, on Iy, 1.4, since

(6.13) [ul > Yarg1 X X Y (Yma 1 |Umg 1| = [Um])

=Ym+41 X X V(Y41 Pt 1 (Tm41(8)) — Fin(Tm1(8)))

> Yar1 X o X g (L= Ce ™ Y F (g (5))

> a1 X X (L= O™ ) F i (P () > 0
for s € [3,1], we have |u| > 0 on I, 414. By the definition of u, since Lu = 0 on
Im+1,2UInt13, Vois smooth when r € (1, 00).

Finally, we prove V is smooth at r = 1. On I,,,41 1, since Lu = L]yp41 X -+ - X
7m+1Am+1Um+1],

(614) ‘8’BLU| S Cg’yM+1 X X ’Ym+1>\28+2 o(m )Fm+1(’/‘)

holds for |3| = € € Zxo by (6.9). We thus have

|0°V (r,0,1)| = ‘aﬁ(u_lLu)‘
=1y (g) 9% (u™1)9" =P (Lu)
Bri<e N
¢
Ymt1Em+1) y2(041) o(m) Ymt1Em41
< fmrlimt Jmylimyl
<y ( o ) A e 1+ 2

< Cge—uMnm’3+0(m)

2
< Cge_%m

by (6.10), (6.12), (6.14), ., (6.8), and (6.11)) for |3| = ¢ € Z>¢. Similarly on

Ipt1,4, since Lu = L{yar41 X -+ X Y AmUm],

(6.15) 0% Lu| < Coyargr X -+ X Y A2 M B (1)
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holds for |3] = € € Z>¢ by (6.9). We thus have
0%V (r,0,t)| = |8ﬁ(u71Lu)‘

> <§1> 0P (u=10% P (Lu)

[B1]<e

¢
<q, (Fm) \2(E+1) go(m) (1 N Fm>
o ’VerlFerl m ’7m+lFm+1

< Cée—u)\m'rrfg'—&-o('rn)

2
< Cgeigm

by (6.10), (6.13), (6.15), (6.7), (6.8), and (6.11)) for |8] = ¢ € Zx.

Thus, for all |B| = ¢ € Z>g on Ly41,

N

0%V (r,0,1)] < Cpe™ 5" < Cpe #(=D 722" Iy g
holds. ([

3. Proofs of the lemmas
PRroor oF LEMMA [6.2] We remark that
(6.16) 1>tanha =+v1-a2>X"%, ae (0,177
We use the Schlafli’s integral formula of a Bessel function,
Jx(Aa) = i/ Aiasinztiz) g,
27 Jp,
where I'y consists of three sides of rectangle with vertexes at —m + i00, —m, m and
m + oo and is oriented from —m 4+ 400 to m + t00. We set
f(z) = —iasinz + iz
=acoszsinhy — y +i(x — asinz coshy),

where z = x +1iy. By the Cauchy’s integral theorem, we can deform I'g into a curve
defined by I' on which & — asinx coshy = 0. Hence, we obtain

1 Uy
In(Aa) = %/ M@ dy,

where g is defined by
g(z) :== acoszsinhy(z) — y(x)
and y satisfies
x

coshy(x) = P

x 2
& =1 -1
y(w) = log (a sin x + a? sin® x >

for x € (—m, ), where y(0) = « is well-defined owing to a < 1.
First, we evaluate g in an interval [—A~9, A™9], where ¢ satisfying

2
(6.17) 0<g< 1
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is determined later. Since there exists a constant C > 0 such that

1 d x C |z
!
= all <
[v/()] sinhy dz (asinx)‘ -/ _1a
(asmx)2

Clz| Y

< —L <o) It

T V1l-a® "

by (6.16)), we have for z € [-A~7, A7),
ly(x) — o] = [y(z) — y(0)] < CA~TF5|z| < CAT27HE,
Hence, the Taylor’s theorem yields

(6.18) g(x)
— fla+iy(@) = f(@ + iy — a) +ia)

x ) — 2
— fli) + (@ + iy — o)) f (i) + ETW =)

2= i)

N w /1(1 7 9)2f”/(i04 +0(zx+i(y — «)))dd
2 0
=tanha — a — tanh o 2? + O(A17)

since f'(ia) =0, |f" (ia + 0(z + i(y — «)))| < C for some C' > 0, and

1
q:= - 1+5+§).

5(
We remark that (6.17) is equivalent to p <

A4 A1
/ eAg(a:)d:C _ e)\(tanh a—a) / e Mz{zd:ﬂ 60()\_5)
—\—4 —A—a

2(1%25). Consequently, we have

e/\(tdnha ) oo 2 o g2
B Vv Atanh o {/_OO e Tdt - 2//\1;&\/?@@ e 7dg
x (14+0(\7°%)

27r€)\(tanh a—a)

Vv Atanh a
since A7 vtanh o > At —a by (6.16)) and

5 ° _& s [T _13%2-20 Asoo
A e 2dE=)X=e 1 —0
)\727137(1 2
I

by (6.17)). Hence, we have

(1+0(")

1 A4 )\g( )d eA(tanhafa) (1 O()\ 5))
— e\ dy = ———(1+ .
21 J_x-q V27 A tanh a

Second, we evaluate g in ( m,7) \ [FA79,A79. Because +¢'(x) > 0 when

0 < Fzx < 7, it follows from and -,

AT eA(tanh a—a)
/ / M dz = ON %) e
27 - A—a V27X tanh o
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In fact, by our assumption (6.16) and (6.17)),

| B UE+ ) e

eA(tanh a—a)

V27 tanh «
tanha)\[er% . Q(ﬂ- i )\*q)e*%A%Tpizq . eo(/\—zi)
- 27
< @AH%E%A”T“?Q O Aoe, o
holds. We complete the proof. O

PRrROOF OF LEMMA [6.3] In Lemma taking a = r = 1 —¢m=2 for £ > 1,
which is done by our assumption (6.2)), yields

h(r)*

Gn(r) = 1+0(1)) as m — o0,
where
Wy im0
1V
since e”% = ﬁ for @ > 0. Because simple calculations yield
1—v1—12 Tz
h'(r) = 72T\/ 1—r2eVi=r?
r
=(14o01)V2vVI—rasr /1,
we have

1
h(r) = h(1) — / W (s)ds =1—(1+ 0(1))¥(1 —r)?

as r 1. Hence, for £ > 1 and r = 1 — ¢m~2, we obtain

(1- 1+ o(1) 2203 m=) Am

1

(21)2 /A (1 — (1 — tm=2)2)7
_ (1 +0(1)) \/1% 67(1+o(1))23ﬂzg)\mm_3
(2m20) 1/ A

as m — oo. The last equality comes from

Gm(r) = (14 0(1))

Am

(1= (1 +o(0)2208m3)
(2m) VA (1= (1 — fm=2)2)3

vm o~ (1+0(1) 2208 X m =2

(2m20)5 VA,

as m — oo

since (6.2) implies

3 2 M—00

2_
A 3 >mr 3 > m? 222
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ProoF oF LEMMA [6.4] (6.5) is obtained by the definition. Since

1 —1
—rm(s)zl——+s+2(m ) as m — 0o

by our assumption (6.4), we obtain

Pl () = G (2105

Am
—1
_a. (1_ 1+s+m02(m ))
(1 o)) e~ (o) 22 (s +0(m™ ) B xm ™
(2m2(1+ s+ O0(m=1))iVAn
1 oy YT

@2(1+ )1
as m — oo. The last equality comes from
Jme—(1Ho(0) 22 (s +0(m ™)) 2 Am ™
@2m2(1+s+0(m™1))ivVA,
\/ﬁef(1+o(1))%ﬁ(l+s)%)\mm_3
= RN as m — 00.

Furthermore, since r,,11(s) = 7, (1 + s+ O(m_l)) as m — 0o,

Fon(rm (3 +O0(m™1)))

T T F (rma (271)
3 B 1
- (1 1 2 m+1

o o~ oM ZE{(B+0(m™) 3 ~(3)F L (52" fAum ™

Am

< o~ 22 {GH0m™ ) E -G+ Prnm =

< 67(1+o(1))\/§\/§)\mm_3

)

3
2

where we use our assumption (6.3) and the mean value theorem such that % —y
%\/@(x —y) for 0 <y < 6 < x, holds. Hence, we have, by the above estimate,

Vg1 < ef(lJro(l))\/i’j)\,n?n_3 < ef)\m?ﬂ_3

for sufficiently large m € N.
Finally, we have by the definition of ~,,41,

Fi(rm+1(s)) _ F(rm+1(s)) ) Fni1(rm1(271))
Ym+1Fm41(rm+1(8))  Fn(rm+1(271))  Fg1(rm+(s))
_ Fn(rm(1+s+0(m™1))) ) Fngi1(rmi1(271))
Fm(rm(%""O(m_l))) Frg1(rm11(s))
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as m — o0o. When 0 < s < %, there exist constants C' > 0 and 6 satisfying

2+s+0(m 1) <0< 54+ 0(m™") such that
Fo(rm(14 s+ 0(m™1))) > CeTHo(IVEVE(E—$)Amm ™
Fon(rm(3 +0(m=1))) —

> Ce(l+o(1)y /44+0(m—1) %—s),\mmfs.

Furthermore, there exists 6 satisfying 1 +s < 0 < % such that

Fm+1(7ﬂm+1(271)) > Cef(lJro(l))\/i\/g(%75)/\m+1(m+1)_3
Fr1(rmsa(s)) —

> Oe—(1Ho(MVE(E =) Amm ™

by (6.3). There then exists 1 > 0 such that

Fon(rm+1(s)) > Ce(l—s—o(l))(\/4+O(m*1)—\/§)(%—s))\mm73
Y1 Fmr1(rmy1(s

> C6(1+0(1))7W>\mm—3

> Ceprmm?

for sufficiently large m € N. Moreover, when s € [%, 1], there exist constants C' > 0
1

and 6 satisfying 2 + O(m™!) <0 <2+ s+ O(m™') such that

Fn(rm(1+s+0(m™"))) < Ce—(1HHo()VEVA(s—H)Amm ™
Fm(”ﬂ(% + O(m_l)» -

< Ce—(1+o(1) 5+O(m*1)(s,%))\mm,3.

Furthermore, there exists 6 satisfying % < 0 <1+ s such that

Fm+1(rm+1(2_1)) < Ce(l-&-o(l))\/i\/@(s—%)/\mﬂ(m+1)73
Fri1(rms1(s))

< Ce(1+o(1))2(s—%),\mm*3

by (6.3)). There then exists 1 > 0 such that
Fin(rm+1(8)) 4 ~(140(1) (v/540(m 1) ~2)(s— $)Amm

Ym+1Fmt1(rm+1(8)
\/5+O(ZL*1)72 >\mm_3

< Ce—(1+o()
< CemtAmm™®

for sufficiently large m € N.
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