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Abstract

Virtualization technology introduces a new abstraction layer between an OS and the hardware,

allowing new functionalities to be added to the OS transparently. A general-purpose hypervisor

can provide richer functions, but it also requires more overhead. We can reduce virtualization

overhead by specializing in a specific function.

In this thesis, we studied optimizing virtualization for functional requirements through sev-

eral use cases. First, we optimized nested virtualization for hypervisor device drivers testing.

Focusing on the fact that the security features required by normal virtualization are unnec-

essary for testing purposes, we improved virtualization performance by eliminating them.

Second, we presented the efficient IOMMU virtualization method for device protection. We

achieved higher performance than a regular IOMMU virtualization by only shadowing the

necessary area for protection. Third, we presented a detailed performance evaluation of the

NUMA-visible virtual machines on Linux. The evaluations revealed several problems with

vNUMA scheduling and we fixed the incorrect paravirtualization feature that caused severe

performance degradation. Finally, we proposed a method to improve the flexibility of hyper-

visors without compromising performance by using a secure and lightweight language virtual

machine. An example of the use of the language virtual machine, we presented a source-side

DDoS prevention scheme using virtualization. Through these use cases, we showed several

effective ways of optimizing virtualization for functional requirements.
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1 Introduction

1.1 Motivation

1.1.1 Virtualization Technology

Today, virtualization technology1 is utilized in a variety of systems. One of the typical ap-

plications that utilize the technology is cloud services. They provide virtual machines (VMs)

without being aware of physical hardware limitations. By using cloud services, users can

utilize computational resources without being aware of actual machines. On the other hand,

virtualization technology is sometimes perceived to run multiple virtual machines on a single

physical machine like cloud services, but this is a limited view.

The history of virtualization dates back to around the 1970s. The classic definition of

virtualization is that “a virtual machine is an efficient, isolated duplicate of a real machine.” [1]

A hypervisor (also called a virtual machine monitor; VMM for short) runs a virtual machine.

The hypervisor provides the virtual devices necessary for the operation of the virtual machine

and emulates specific instructions to be executed by the virtual machine if necessary. When

it comes to running multiple virtual machines on a single physical machine, virtualization

technology in the cloud follows this classical definition.

However, today’s virtualization technology is not confined to this classical definition of

virtualization. What is important about virtualization is that it introduces a new abstraction

layer between the operating system and the hardware. The hypervisor can use this abstraction

layer to add new functionality to the OS. One of the primary advantages of using hypervisors

to add functionality is their transparency. A hypervisor can transparently trap and modify OS

activities such as memory accesses and device manipulations In addition, since the hypervisor

runs in a more privileged state than OS, virtualization is suitable for security enhancement

because the hypervisor can continue processing even if the OS is attacked.

1The term “virtualization” and “virtual machine” have been used in several contexts. A language’s virtual
machine is dedicated to processing the language like Java Virtual Machine (JVM) [207]. Recently, “virtual-
ization” may also refer a container technology (lightweight virtualization), which utilize Operating System
functionalities for process isolation, such as Docker [174]. In this thesis, the term virtualization refers to
Operating System virtualization [117] unless explicitly noted.
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1.1.2 Example Use Cases of Virtualization

The functions realized by hypervisors range from verifying the integrity of the kernel to system

maintenance functions. Here, we briefly introduce several use cases.

Operating System Monitoring: A hypervisor has a higher privilege level than a virtual

machine and can observe the virtual machine’s behavior. [10] proposed virtual machine intro-

spection (VMI), which analyzes the behavior of applications, such as malware from outside the

OS, by referring to the memory in the VM from the hypervisor. Some malware may change

its behavior when it detects that it is being monitored. VMI reduces the possibility of being

detected by the monitored target by monitoring from outside the OS. As related works, there

are also hypervisor-based forensics [42, 121, 125], intrusion detection [46], and kernel integrity

verification [25].

I/O Enhancement: The hypervisor is capable of intercepting the I/O of the VM. I/O

functions can be added transparently by modifying the whole or part of the I/O processing

using this property. Some of the exmaples include applying VPN transparently [35], back-

ground storage encryption [57, 58], malware detection [59] and rootkit detection [40] through

disk IO monitoring, and non-volatile memory write protection [119]. The parapass-through

architecture [35] reduces overall virtualization overhead by only virtualizing certain I/Os and

letting pass through others.

Maintenance: Virtualization is also used for machine maintenance. To reduce downtime

during machine maintenance, Microvisor [13] uses virtualization to launch the maintenance

OS while keeping running a OS. BMCast [94] proposes a method of transparently caching the

results of network boot to local disks to speed up the provisioning of bare-metal clouds. [89]

uses a dedeicated thin hypervisor to achieve migration in bare-metal clouds.

1.1.3 Overhead of Virtualization

As stated above, there are many use cases achieved by virtualization. However, the intro-

duction of a hypervisor inevitably imposes an operational overhead on the hypervisor. The

operational overhead of virtualization depends on how much the system is virtualized. In this

thesis, we call this concept the degree of virtualization. Figure 1.1 shows the overview of the

degree of virtualization. First, a bare-metal machine without virtualization has the lowest

degree of virtualization. On the other hand, a conventional general-purpose hypervisor, which

is designed to run multiple virtual machines, has a high degree of virtualization. The higher

the degree of virtualization, the more functions can be added by virtualization, but this also

increases the overhead. When adding function with virtualization, it does not necessarily re-

quire the rich functionality of a general-purpose hypervisor. Several studies have attempted

to achieve bare-metal like performance by limiting the virtualization functions. For example,

some studies have used the parapass-through architecture [35], which virtualizes only a portion

12
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Figure 1.1: The Degree of the Virtualization

of the devices, to reduce the virtualization overhead.

Figure 1.2 shows the performance overhead comparison between a general-purpose hypervi-

sor (KVM [21]) and a parapass-through hypervisor (BitVisor [35]) in SPEC2017 benchmark2.

That experiment was performed using an Intel Core i7-4790K processor with hyper-threading

disabled and 16 GB memory. We created a single VM and allocated the same number of

CPU cores and amount of memory as the host machine to the VM. In this experiment, we

are not running any programs other than the virtual machine, so ideally, the performance on

the VM will be equivalent to that of bare metal. Here, with KVM, seven out of 19 workloads

showed greater than 10% execution time overhead compared to the baremetal, and the maxi-

mum overhead was 21%. On the other hand, as for BitVisor, only two workloads demonstrate

greater than 10% overhead, and most workloads have less than 5% overhead.

There are several reasons that a KVM has a higher overhead. One of the main reasons

is the overhead of memory virtualization. The hypervisor manages the memory used by the

VM, and the VM manages the memory used by itself. Therefore, memory management is

performed by both the hypervisor and the VM.

The same dual management also exists for CPUs. This dual management causes several

problems known as double scheduling problems. One of the typical double scheduling problems

is the lock holder preemption problem. If a vCPU running a thread that holds a lock is

preempted, other vCPUs that are waiting for the lock will wait until the vCPU with the

lock is scheduled again. In addition, cache utilization efficiency decreases when vCPUs are

scheduled on various CPUs.

Another factor that contributed to overhead was interrupts including periodic timer. When

an interrupt occurs while executing a VM, a context switch happens, and the hypervisor’s

interrupt handler is executed. Then, the hypervisor will return a VM. When returning a VM,

2The experiment result is excerpt from [138] (© 2018 IEEE). The author conducted the experiment.
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it may insert interrupts into the VM as needed. The context switch between the VM and the

hypervisor will degrade the performance. This becomes especially a problem when using a

high-performance device such as NIC whose bandwidth is more than 10Gbps, and recent fast

storage devices like NVMe.

A parapss-through hypervisor (BitVisor) solves these problems by adopting the strategy

of supporting only one VM and making most operations pass through. This removes most

memory operations and CPU scheduling on the hypervisor side. Most interrupts are also

directly delivered into a VM without context switches. As a result, the overhead of BitVisor

is smaller than that of KVM.

1.2 Research Objectives and Overview

It is important to reduce the overhead for applying virtualization to real systems. Figure 1.2

shows that a virtual machine performance can be greatly improved by removing unnecessary

functions and optimizing virtualization for functional requirements. In this thesis, we study

optimizing virtualization for functional requirements from the following perspectives.

1. Optimizing Virtualization for Adding Functionality to a Hypervisor: Adding

functionality using virtualization can also be applied to a hypervisor itself. By running a

hypervisor on top of a hypervisor, the lower hypervisor can modify some of the processing of

the upper hypervisor. However, current CPUs do not natively support running a hypervisor

on top of a hypervisor. Nested virtualization [37] solves this problem by having the hypervisor

emulate some parts of the CPU virtualization instructions. However, normal nested virtual-

ization includes the functions of supporting multiple hypervisors and therefore is known for

its overhead. On the other hand, for some applications, only one hypervisor needs to be sup-

ported. What kind of optimization can be done when we consider nested virtualization, where

only one hypervisor support is required?

2. Virtualization for IOMMU Protection: IOMMU is a device that manages to DMA

(Direct Memory Access) address transformation. IOMMU can limit the area that devices can

DMA. Originally, IOMMU was used to pass through devices safely to virtual machines. It has

also been used to protect OS from malicious devices in recent years. On the other hand, with

the evolution of devices in recent years, methods for verifying OS consistency and forensics

using external devices have emerged. However, if the IOMMU is enabled in the environment,

an attacker may use IOMMU to disable the device’s functionality. This attack can be defended

against by virtualizing the IOMMU in the hypervisor (vIOMMU), but regular vIOMMU is

slow because it virtualizes the entire IOMMU functionality. What optimizations could be

made by specializing in IOMMU protection?

3. Efficient Virtualization on NUMA machine: NUMA (Non-Uniform Memory Ac-
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cess) is a memory topology where the CPU and memory are divided into pairs called nodes,

and the speed of memory access from the CPU on one node differs from that on other nodes.

The host’s NUMA configuration is hidden to the guest virtual machine in a normal virtu-

alization environment. As a result, it is difficult to extract NUMA performance from the

guest. The solution to this problem is to show NUMA to the guest. This is known as a

virtual NUMA (vNUMA) or a NUMA-visible virtual machine. Although several studies have

reported the usefulness of vNUMA performance, few reports have evaluated vNUMA on a

variety of workloads. Is an existing hypervisor able to extract NUMA-like performance with

vNUMA?

4. Improving Hypervisor Flexibility while Keeping Safety and Performance:

Updating hypervisor functions usually require pausing virtual machines running on it. Suppose

some of the hypervisor’s functions were performed using a dynamic language virtual machine.

In that case, the processing of the hypervisor can be changed by modifying the script executed

by that language virtual machine. However, what kind of configuration is necessary to safely

and efficiently execute the processing by the language processor in the hypervisor?

To answer these questions, we conducted the following research.

1.2.1 Chapter 3. Nested Virtualization for Hypervisor Device Driver

Testing

We apply a device driver testing method using fault injection by a hypervisor to the hyper-

visor’s own device drivers inspection. Focusing on the fact that the security features required

by normal virtualization are unnecessary for testing purposes, we improve the performance by

removing them.

1.2.2 Chapter 4. IOMMU Virtualization for Device Protection

We presents efficient IOMMU virtualization method dedicated for device protection. It achieves

higher performance than conventional IOMMU virtualization by only virtualizing necessary

parts of IOMMU for device protection and passing through others.

1.2.3 Chapter 5. Investigating and Improving Scheduling Performance

of NUMA-visible Virtual Machines

We evaluated the scheduling performance of a NUMA-visible virtual machine on Linux using

various benchmarks. We found several problems that cause severe performance degradation

due to a paravirtualization function which is desirable for non-NUMA-visible VMs. We pro-

pose the fix and show the effectiveness of the proposed method.

16



1.2.4 Chapter 6. Improving Hypervisor’s Flexibility with Safe and

Lightweight Language VM

We propose a method to improve the flexibility of hypervisors without compromising perfor-

mance by using a secure and lightweight language virtual machine. An an example of the use

of the language virtual machine, we present DDOS prevention scheme using virtualization.

1.3 Contributions

The main contributions of this thesis are as follows.

1. We propose several methods to optimize virtualization for three use cases: (1) Nested

virtualization for hypervisor device drivers testing, (2) IOMMU virtualization for device

protection, and (3) NUMA-visibale virtualization.

2. We propose using a safe and lightweight language virtual machine in a hypervisor to

improve flexibility while keeping the performance. An an example of the use of the

language virtual machine, we present DDOS prevention scheme using virtualization.

3. We implement the proposed methods and perform detailed experiments and show the

usefulness of the proposed methods.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. First, chapter 2 summarizes the related

works to this thesis. Chapter 3 shows how we optimize nested virtualization for hypervisor

device drivers testing. Chapter 4 presents efficient IOMMU virtualization method dedicated

for device protection. In chapter 5, we evaluate the scheduling performance of NUMA-visible

virtual machines on Linux and presents the several fixes for performance improvements. Chap-

ter 6 propose a method to improve the flexibility of hypervisors without compromising per-

formance by using secure and lightweight language processing systems. Finally, Chapter 7

concludes the thesis.
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2 Related Works

This chapter presents the prior works related to this thesis. First we present optimization

methods used in virtualization to improve performance. We also present the double scheduling

problems, which is one of the main performance problems in virtualized environments, and its

mitigation methods.

2.1 Optimizing Virtualization Performance

2.1.1 Paravirtualization

Paravirtualization optimizes virtualization processing by having a hypervisor and virtual ma-

chines work together. Originally, paravirtualization was used to realize virtualization where

CPUs provide no hardware-assisted virtualization technology [9]. In such an environment,

paravirtualization was essential to trap sensitive instructions executed by virtual machines.

Today, most CPUs support hardware-assisted virtualization technology (e.g., Intel VT-x and

AMD-v). Therefore, it is possible to run a virtual machine without paravirtualization. How-

ever, paravirtualization is still important for performance optimization. For example, vir-

tio [30] is a one of the most known paravirtualized method, which provides a simplified device

interface for a virtual device. KVM also has several paravirtualization features [208] and these

features can used with hardware-assisted virtualization. We discuss the details of KVM’s

paravirtualization features in subsection 5.2.4.

The disadvantage of paravirtualization is that it requires modification of the guest.

2.1.2 Device Pass-through

Device pass-through [12] is a method of assigning a physical devices to a virtual machine

without virtualizing it. Compared to virtual devices, device pass-through let a single virtual

machine to occupy a specific device, but on the other hand, the virtual machine can directly

manipulate the device in the same way as bare-metal. Device pass-through is useful for

maximizing device performance within a virtual machine. However, the hypervisor cannot

modify the I/O if the guest passes through a device.

18



2.1.2.1 Partition-based Hypervisor

Some hypervisors statically partition hardware resources and allocate them to a virtual ma-

chine. Such hypervisors include the jailhouse [217] and ACRN [145]. In this case, it can be

seen that the entire hardware used by the virtual machine is pass-through. In such a hypervi-

sor, the virtual machine runs directly on the non-virtualized hardware and achieve the same

performance as bare metal. Such a hypervisor is suitable for high-performance computing and

for running applications that require real-time performance.

2.1.3 Parapass-through

Device pass-through can bring out the performance, but if all the functions are passed through,

it is impossible to manipulate the virtual machine’s device operations in a hypervisor. To cope

with the problem, BitVisor [35] proposes parapass-through architecture. In parapass-through

architecture, most of the operations are pass-through, but some crucial parts are virtualized.

One of the main examples of parapass-through is descriptor shadowing. Descriptor shad-

owing only shadows descriptors used by devices. This allows the hypervisor to manipulate

device data while the device’s control plane is pass-through to the guest.

The parapass-through architecture has been used in several studies, including the applica-

tion of transparent VPN [35], background storage encryption [57, 58], malware detection [59]

and rootkit detectiojn [40] through disk IO monitoring, and non-volatile memory write pro-

tection [119]. Also, [140] proposed “device masquerade” that reduces the effort of creating

device drivers on the OS side by showing a physical device as a virtio device [30] to the OS

by appropriately converting OS I/O access.

2.1.4 On-demand Virtualization

In some cases, if the functionality provided by virtualization is only needed temporarily, then

on-demand virtualization can reduce the virtualization overhead during normal operations.

For example, Microvisor [13] uses on-demand virtualization to launch the maintenance OS

while keeping running a OS to reduce downtime during machine maintenance. After the

maintenance is completed, Microviser devirtualize the machine, thus reducing the overhead

during normal operation. BMCast [94] proposes a method of transparently caching the results

of network boot to local disks to speed up the provisioning of bare-metal clouds. In BMCast,

disk I/O is captured by the hypervisor at boot time and the untransferred data is retrieved

remotely, while data that is already local is accessed directly. After the OS is started, the

overhead of the operation is removed by devirtualization. [122] extends [89], which achieve

migration in bare-metal clouds, and uses on-demand virtualization during migration to com-

pletely eliminate overhead during normal operation.
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On-demand virtualization cannot be used for security applications that require constant

monitoring and protection by the hypervisor.

2.2 Double Scheduling Problem

In the virtualization environment, there are two intrinsic schedules; the hypervisor performs

vCPU scheduling, and the guest performs its thread scheduling. This double scheduling causes

several performance problems.

One of the most famous is the lock holder preemption (LHP) problem, which occurs when

a vCPU holding a spinlock is preempted [16, 27]. Other vCPUs that want to acquire the lock

need to wait until the preempted vCPU is rescheduled and releases the lock. The lock waiter

preemption (LWP) problem occurs when the very next waiter for the lock is preempted [16].

The blocked-waiter wakeup (BWW) problem happens when the cost of the waking blocking

primitives is high, which is common in the virtualization environment, since sending IPIs

introduces several VMEXITs [80]. Preemption during the interrupt or RCU context also

causes performance delay or increases in the memory footprint, since the other threads need

to wait to complete these contexts [124, 134]. Even if vCPU is not preempted when the guest

is in the critical section, vCPU scheduling essentially cause I/O delays since vCPUs may not

be scheduled when interrupts occur [76]. These problems lead to performance degradation,

especially when the CPUs are heavily oversubscribed.

2.2.1 Mitigating Double Scheduling Problems

Co-scheduling tries to avoid synchronization delays between vCPUs by scheduling vCPUs

of the same VM simultaneously [36, 51, 74]. However, co-scheduling may introduce other

problems, including CPU fragmentation or priority inversion. Several studies try to increase

the I/O performance in a virtualization environment by prioritizing I/O event [53, 68, 69],

using shortend time slices [76, 113, 130], performing active vCPU-aware scheduling [133],

reserving CPU time for I/O task [126], or offloading the I/O processing to the hypervisor [80,

81, 129].

Paravirtualization (PV) is a well-known approach to reduce the semantic gap. PV spinlock

avoids unnecessary spin by cooperating with the hypervisor [71, 104, 127, 213]. PV TLB shoot-

down reduces the latency of the TLB shootdown by delaying injection of IPIs to non-active

vCPUs [61] or utilize special HW instructions to flush the guest TLB [109, 135]. eCS [134] uses

the shared memory region to share the scheduler information of the guest and the hypervisor

and avoid preemption if the guest is in the critical section. eCS needs to manually annotate

the critical section in the guest kernel.
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2.2.2 Dedicated CPU Resource Assignment

The double scheduling problem can essentially be solved by allocating a dedicated CPU to a

virtual machine, replicating hardware configuration of the host, and avoiding overcommitment.

Song et al. [72] first proposed the idea of the vCPU ballooning (VCPU-BAL), which

dynamically adjusts the number of vCPU according to the available pCPU. By exclusively

assigning the CPU to one vCPU, we can eliminate the vCPU scheduling in the hypervisor,

thus double scheduling problem can be avoided. Understandably, light-weight vCPU tuning

mechanism is important to achieve maximum performance. VCPU-BAL is later implemented

on QEMU/KVM and Linux using Linux’s CPU hotplug/unplug mechanism [92].

Even in the virtualization environment, Linux’s CPU hotplug/unplug takes around sev-

eral tens of milliseconds [102], which is longer than both the normal scheduling time slice

(1000 HZ = 1 ms or 250 HZ = 4 ms) and the boot time of the light-weight VMs (several

milliseconds) [123]. One reason is CPU hotplug/unplug require several global oprations which

need to acuire spinlocks.

There are several studies to shorten the CPU hotplug/unplug time. Chameleon [60] use

proxy processor, which perform tasks instead of the offline CPU to enable rapid reconfigu-

ration. Bolt [96] refactor the CPU hotplug/unplug design and reduce the latency by only

performing a critical task preferentially and deferring other tasks.

vScale [102] proposed a lightweight vCPU freezing mechanism for the vCPU ballooning.

vScale carefully investigates the characteristics of user and kernel threads and shows that

by migrating the migratable threads and suppressing IPIs and interrupts by utilizing the

paravirtualized interface, effectively a vCPU become offline within several microseconds.

2.2.3 Virtual NUMA (vNUMA)

On a NUMA machine, a virtual machine whose host NUMA configuration is reproduced is

calld vNUMA (Virtual NUMA). It also called NUMA-visible virtual machine. In most cases,

when creating vNUMA, resources are exclusively assigned to a VM and therefore the VM

can avoid double scheduling A number of studies have shown the performance benefits of

vNUMA [48, 55, 79, 110, 143, 155].

One of the weaknesses of vNUMA is that it cannot handle dynamic changes in NUMA

configuration. Such changes can occur owing to overcommitment, VM consolidation, and

migration, among other issues. XPV [143] proposed a mechanism that supports dynamic

changes in NUMA configuration, and virtflex [155] put forward an OpenMP infrastructure

that supports such alterations.
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2.3 Summary

We presented several studies that improves virtualization performance. Basically, performance

can be improved by omitting the some parts of virtualization processes. However, which

processes can be omitted depends on security and functional requirements. In the following

chapters, we present specific optimization methods for virtualization through several use cases.

We also presented the double scheduling problem and its mitigation methods. We present the

detailed perform evaluation of vNUMA in chapter 5.
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3 Nested Virtualization for Hypervisor

Device Drivers Testing

In this chapter†, we study how nested virtualization can be optimized for hypervisor device

driver inspection. We apply a device driver testing method using fault injection by a hypervisor

to the hypervisor’s own device driver inspection. Focusing on the fact that the security

features required by normal virtualization are unnecessary for testing purposes, we improve

the performance by removing them.

3.1 Introduction

In cloud environments, typically, tens of thousands of servers are operated in a cloud and they

run hypervisors on them. Since the number of servers is very large, the probability of hardware

failures at one of the servers is not so low, even if individual servers are reliable. As an example,

Baidu reported that they encountered more than 300,000 hardware failures in their data center

in the past four years [128]. BackBlaze, a cloud storage service company, operated 116,833

hard disk drives (HDD) from 2013 to 2017 and reported that a failure occurred in 6,795 HDDs,

which was only a little less than 5% of them [193]. Therefore, it is crucial for hypervisors to

tolerate hardware failures to improve the reliability of the cloud. If hypervisors do not handle

hardware failures properly, the hypervisors could unexpectedly crash and all virtual machines

(VMs) running on it would also crash immediately. In that sense, the reliability of hypervisors

is more important than normal operating systems (OS).

Hardware failures are caused by various factors [29]. In addition to permanent failures due

to wear, aging, and deterioration, temporal failures due to electromagnetic interference or

overheating could also occur. Unfortunately, device drivers of OSs and hypervisors often do

not assume such failures and make a wrong assumption that hardware devices always work

as defined in the specifications [32, 112]. For example, Listing 3.1 shows a code fragment of

device drivers that makes such a wrong assumption. This code fragment performs a busy-wait

loop until the most significant bit of the status register becomes 0. If this bit does not become

†This chapter is based on [137] (© 2018 IEEE. Reprinted, with permission) and [159, 161] (the authors hold
the copyright).
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1 while(ioread(STATUS_REGISTER) & 0x8000);

Listing 3.1: Example code that does not assume hardware failures.

0 due to a hardware failure, the device driver will hang up. Such code actually exists in Linux

device drivers [32, 112]. Since a hardware failure is a rare event, it is not easy to test device

drivers against such failures.

We aim at providing a testing platform for cloud vendors to test device drivers of the closed-

source hypervisors, which they are going to use for their cloud, against hardware failures that

could occur in the real hardware the vendors have before they are in operation. To this end,

the testing platform must not require source code, must be able to test against real hardware,

and must be able to be applied to hypervisors.

In order to efficiently test device drivers, several methods have been proposed. One repre-

sentative is static code analysis that examines the source code to detect inappropriate error

handling without actually executing it [19, 23, 26, 32, 33, 44]. However, it requires driver’s

source code and cannot be applied to closed-source systems. Another is symbolic execution

that detects the condition in which the device driver becomes an illegal state [41, 54, 62, 67].

However, since symbolic execution performs verification in a fully-virtualized environment, it

cannot test device drivers against real hardware. Software fault injection (SFI) inserts pseudo

faults to the target code to inspect whether device drivers handle the faults appropriately [20,

22, 49, 63, 75, 88, 101, 112, 196, 200]. Although SFI can test the driver code in a real

environment, most SFI still need to modify source code.

FaultVisor [112] takes a unique approach to perform SFI without requiring source code. It

virtualizes a part of device registers of real hardware and injects pseudo faults at the hypervisor

layer when device drivers access the registers. By doing this, FaultVisor can test real closed-

source device drivers against hardware failures. FaultVisor virtualizes only the target device

registers and access to all other hardware is pass-through, allowing device drivers to be tested

in a real environment. Additionally, FaultVisor is OS independent. Unfortunately, FaultVisor

cannot be used for testing hypervisor device drivers as it is because it cannot run a hypervisor

on it. Since hypervisors (Type I virtual machine monitors) have their own device drivers and

do not have a host OS, testing device drivers separately with their host OS is not possible.

This section proposes FaultVisor2, a small hypervisor for testing hypervisor device drivers

against hardware failures that exploits SFI and nested virtualization. To test closed-source

hypervisors and device drivers, we inject faults to the value returned from real hardware de-

vices by intercepting access to the hardware from the target hypervisor with the FaultVisor2

hypervisor. To test in a real hardware environment, we allow the target hypervisor to ac-
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cess hardware in the pass-through manner and only intercept access to the target part of the

devices. To run the target hypervisor on FaultVisor2, we exploit the concept of nested virtual-

ization [37]. To reduce nested virtualization overhead and make our test environment close to

real, we omit some of nested virtualization functions, including nested paging virtualization,

and incorporate minimal functions that are necessary to inject faults.

We evaluated FaultVisor2 by testing two closed-source production hypervisors: the VMWare

ESXi hypervisor [228] and the vThrii hypervisor [180]. As a result of evaluation, we detected

three kinds of errors caused by improper error handling concerning the storage device driver

in the VMWare ESXi hypervisor. Moreover, based on the evaluation result of the overhead,

we confirmed that FaultVisor2 can test device drivers in close to a real environment.

The contribution of this research is as follows.

• We proposed a framework to test error handling of hypervisor device drivers against real

hardware failures by performing fault injection to hypervisor device drivers with nested

virtualization.

• We show the design and implementation of the framework.

• We evaluated our framework by testing existing production hypervisors and found several

errors which led to critical system failures.

3.2 Device Driver Testing Methods

Device drivers are written primarily by third-party developers and known to be less reliable

than the other part of the kernel. In addition, error checking of device drivers is difficult

due to their characteristics that they communicate with both the kernel and devices with

complicated interfaces. Therefore, various studies have been conducted for efficient inspection

of device drivers. The target of inspection ranges from the error handling against hardware

failures to the use of appropriate interfaces and confirmation of resource release. The purpose

of inspection differs depending on methods.

3.2.1 Static Code Analysis

Static code analysis analyzes the source code of device drivers. Several works proposed to use

theorem proving or model checking to ensure that device drivers follow the specifications [19,

23, 26, 33, 44]. Carburizer [32] analyzes the source code of Linux device drivers and finds

errors that implicitly assume that the devices never fail. In addition, it can automatically

correct a part of the errors. However, static code analysis cannot be applied to closed-source

device drivers and does not execute the driver code in real environments.
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3.2.2 Symbolic Execution

Symbolic execution is a method of comprehensively searching paths that a program can exe-

cute. Several works proposed to use symbolic execution for inspecting device drivers without

using corresponding hardware devices [41, 54, 62, 67]. DDT [41] uses selective symbolic execu-

tion to detect resource leaks, race condition, null pointer reference, and so on. SymDrive [62]

combines static code analysis and symbolic execution to make symbolic execution more effi-

cient. Symbolic execution has high code coverage. However, since it takes time to search for

executable paths, programmer effort is necessary for an efficient path search. Also, since the

examination is performed in a virtual environment, various behaviors including side effects in

the real environment cannot be accurately reproduced. For example, it is difficult to detect

errors that are caused by subtle timing problems such as that related to interrupts and DMA.

3.2.3 Software Fault Injection

SFI verifies the operation of software by inserting pseudo faults. Several works used SFI for

device driver testing [20, 22, 49, 63, 75, 88, 101, 112, 196, 200]. In these methods, a fault is

inserted mainly to the return values of a function, and the behavior of the device driver is

observed. EH-Test [101] automatically generates test cases primarily for detecting resource

leaks in the error handling code of device drivers. However, EH-Test does not test against

hardware failures. In addition, the code tested is slightly different from the original one,

leaving the possibility that errors that occur in a real environment do not reproduce.

FaultVisor [112] uses SFI to test device drivers against hardware failures. FaultVisor uses

a small hypervisor to intercept access to a part of device registers from the device driver and

inject a pseudo fault into the value returned from the target device. Therefore, it can be

used for closed-source device drivers and OSs. FaultVisor allows pass-through access to other

part of hardware, allowing the device driver and OS to run in a real hardware environment.

Unfortunately, since FaultVisor relies on hardware-assisted virtualization functions (such as

Intel VT-x and AMD SVM) and does not virtualize them, it cannot be applied to hypervisors

that also require hardware-assisted virtualization functions and embed their own device drivers

in them without using host OSs. In this thesis, we extend FaultVisor so that it can be applied

to such hypervisors.

3.3 Design

We extend FaultVisor so that it can be used for verifying the fault tolerance of Type I hyper-

visors against hardware failures. In this section, we first describe the overview of FaultVisor

and then describe the extensions in FaultVisor2.
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Figure 3.1: Overview of FaultVisor

3.3.1 Overview of FaultVisor

Figure 3.1 shows the overview of FaultVisor. The OS with the device driver to be inspected

is run on FaultVisor as a guest. When the device driver tries to read values from device

registers, FaultVisor intercepts it and performs fault injection by returning values different

from the original ones. FaultVisor can intercept programmable I/O and memory-mapped I/O

(MMIO) accesses. Faultvisor does not support intercepting fault to a DMA area.

To control the overall testing, a controller program that runs at the userland of the OS is

used. First, the controller determines the target device and the fault injection mode (described

below). The controller directs the fault injection configuration to the FaultVisor hypervisor

by an API call. FaultVisor then starts fault injection in accordance with the configuration.

After that, the controller executes the pre-defined applications that use the device, and load

/ unload the device driver. If the kernel crashes (due to, e.g., an unintentional kernel panic)

or hangs up (e.g., there is no response for a fixed time) at this time, it is judged that there is

a problem in the device driver error handling code.

FaultVisor has two modes to perform fault injection. One is “fixed,” which always returns

a predefined value, and the other is “xormask,” which applies the xor mask operation to the

value read from the device with a predefined mask value. During the inspection, the controller

determines the register number to be fault-injected and whether to use “fixed” or “xormask”

for modification. The test pattern (the mask value) to be used in injection is programmable
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by the controller, thus the inspection becomes flexible.

To assist deciding the registers to be fault-injected, FaultVisor has a mode called “monitor

mode.” When FaultVisor is operated in this mode, fault injection is not performed but

the registers read by the device driver is recorded. By using this mode, it is possible to

investigate the device registers that is used in the workload without analyzing the source

code or device specification. To reduce virtualization overhead, FaultVisor uses the parapass-

through hypervisor [35]; it intercepts only a part of register access and allow pass-through

access to other hardware. Using the parapass-through hypervisor allows the inspection in the

situation close to the real environment.

3.3.2 Proposed Method

We propose FaultVisor2, an extended version of FaultVisor that can be used to test hypervisor

device drivers. Figure 3.2 shows the overview of the proposed framework. In this research,

we denote the FaultVisor2 hypervisor as L0, the hypervisor to be tested as L1, and the OS

operating on L1 as L2.

In this framework, we run the L1 hypervisor on the L0 hypervisor using nested virtualiza-

tion [37]. By using nested virtualization, L1 access to hardware can be intercepted by L0. As

shown in Figure 3.2, the L2 application accesses the virtual device provided by L1. The L1

hypervisor then uses its device driver to control the corresponding real hardware device. The

L0 hypervisor intercepts the access to the real device from L1 and performs fault injection.

The controller of FaultVisor2 operates on the L2 OS. The controller selects and executes

an appropriate L2 application so that fault injection is performed on the actual device to be

inspected. The reason why we do not run the controller on the L1 directly is because many

hypervisors do not support running an application on L1 itself. In addition, running workloads

on L2 allows reproducing device usages close to the real environment. Some hypervisors

support dynamic device driver loading and unloading via L1 management tools. In this case,

it is possible to verify the device driver in that part by using the tools, although this process

needs a hypervisor-dependent implementation to access the management tools.

3.3.3 Advantages of Proposed Method

Since this method does not depend on the hypervisor to be tested, it is easy to apply our

method to various hypervisors. By operating the controller on L2, inspection can be performed

on closed-source hypervisors. Furthermore, using the monitor mode allows the inspection

without source code or device register information.
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Figure 3.2: Proposed Method

3.4 Implementation

We implemented FaultVisor2 by adding nested virtualization support to FaultVisor and con-

structed an inspection system for nested environments. FaultVisor is based on BitVisor [35],

which supports Intel and AMD CPUs. In our current implementation, FaultVisor2 supports

only Intel CPUs.

3.4.1 Fault Injection by Nested Virtualization

Intel VT-x does not fully support native nested virtualization. To realize nested virtualiza-

tion, L0 needs to trap the VMX instructions (virtualization instructions) executed by L1 and

perform appropriate emulation [37].

Intel VT-x has two modes to operate virtualization. One is the VMX root mode and the

other is the VMX non-root mode. The former is used for the host and the latter is used for

guests. Intel VT-x manages host and guest states with a data structure called VMCS. The
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Figure 3.3: Fault Injection Process

information used during the execution of the guest OS, such as CPU registers, is stored in the

guest state field of the VMCS, and information of the host hypervisor is stored in the VMCS

host state field.

To switch to the VMX non-root mode, the hypervisor first sets the VMCS appropriately

and then issues the VMLAUNCH or VMRESUME instruction. When the guest OS executes

a pre-determined instruction in the VMX non-root mode, an VMEXIT event occurs and the

mode is switched to the VMX root mode. The instructions that cause VMEXIT is defined in

the VMCS. Extended page table (EPT) is used to convert the guest physical address to the

host physical address. In the nested virtualization, L0 runs in the VMX root mode, and L1

and L2 run in the VMX non-root mode. We need to set the VMCS appropriately to switch

between L1 to L2.

Figure 3.3 shows a typical fault injection process. At the first state, L2 is running and the

VMCS guest state is for L2.

1. When an L2 application accesses a virtual device via a device driver, a VMEXIT event

occurs since the VMCS is appropriately configured to cause VMEXIT. At this time, the

control is transferred to L0, not to L1. To pass the control to L1, L0 switches the VMCS

for L2 to the VMCS for L1, and issues the VMENTRY instruction to enter L1.

2. L1 processes the virtual device and eventually accesses the target real device. This

causes an VMEXIT event due to the EPT violation, since EPT access permissions are

configured to cause EPT violation when registers to be inspected are accessed. Then,

the control is passed to L0.

3. L0 accesses the device register instead of L1. If the access operation is read and the

register is a target of fault injection, L0 modifies the read value in accordance with the

predefined settings and returns it to L1.
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4. L1 processes the value of the register and finally tries to enter to L2. Since it is impossible

for L1 to directly switch to L2, the control is first passed to L0 and then L0 changes the

VMCS to enter L2.

This is a very simplified form of nested virtualization. Since FaultVisor2 runs only a single

hypervisor on it, it can omit virtual CPU scheduling. Therefore, FaultVisor2 needs to manage

only two VMCSs (one is for L1 and the other is for L2), and switch them in response to the

VMEXIT events.

3.4.2 Controller

The controller is implemented as an application running on L2. Communication from the

controller to the FaultVisor2 hypervisor is performed by using the VMCALL instruction,

which explicitly transfers control from the VMX non-root mode to the root mode. When

VMCALL is executed at L2, VMEXIT occurs and the control is passed to L0. Arguments can

be passed via registers. In short, VMCALL is used by the guest OS to send some messages

to the hypervisor.

A typical implementation of nested virtualization always transfers the control to L1 if the L2

issues VMCALL. To get a control message from L2, L0 intercepts the VMCALL and handle it,

then return to L2 without transitioning to L1. However, intercepting all VMCALL messages

from L2 will cause a problem since most L1 hypervisors also need to receive messages from L2

via VMCALL. It is not easy for L0 to determine whether the VMCALL is for L1 or L0, since

we need to examine the state of the L2 when VMCALL occurs. In our current implementation,

L0 only intercepts VMCALLs whose arguments contain a predefined magic value.

3.4.3 EPT Pass-through

In our implementation, L0 directly uses the EPT that L1 configured; we do not perform

EPT shadowing (nested paging virtualization). This is possible because we run only a single

guest hypervisor on FaultVisor2, and do not virtualize most of hardware and allow the OS

pass-through access to hardware. Therefore, the physical address of L1 is identical to the

physical address of L0, and there is no need for address translation. This approach reduces

the overhead of nested virtualization.

EPT pass-through has the following restrictions.

1. L1 can create an EPT mapping with which L2 can access the L0 memory region.

2. L1 can create a device pass-through setting to allow L2 direct access to a physical device.

3. L0 cannot run multiple hypervisors.
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However, these restrictions are not a problem for testing hypervisor device drivers for the

following reasons. Regarding 1), L0 manipulates the memory map returned by BIOS so that

the memory area used by L0 becomes a reserved area. As a result, L1 will not try to use the

memory area. Furthermore, L0 configures EPT so that L1 cannot access memory regions that

L0 uses. In theory, it is possible for L1 to create an EPT that allows L2 to access the L0’s

region if L1 intentionally tries to do that. However, we assume that L1 is not malicious and

will not intentionally destroy L0.

Regarding 2), if L1 creates an EPT in which no EPT violation occurs when accessing device

registers, VMEXIT events never occur and L0 cannot capture the access from L2 to the device.

However, in device pass-through settings, no hypervisor device driver is used, and therefore,

there is nothing to check for L0. If we need to check the device driver of L2, we can use

FaultVisor (not FaultVisor2).

Regarding 3), since our purpose is to check the device drivers of a hypervisor, we do not

need to do it.

3.5 Evaluation

In this section, we first present the results of the hypervisor device driver testing. We then

present the results of the performance evaluation. We tested device drivers of the VMWare

ESXi [228] and the vThrii Seamless Provisioning (vThrii) [180], both of which are closed-source

production hypervisors.

3.5.1 VMWare ESXi

VMWare ESXi is a Type I hypervisor and widely used in cloud environments.

3.5.1.1 Setup

Table 3.1 shows hardware and software setup in this experiment. Table 3.2 shows the physical

devices we tested. We created a single VM on the target hypervisor and allocated all of the

available host memory and CPU cores to the VM. To test drivers, we assign a virtual device

to the VM which internally uses a target physical device.

3.5.1.2 Experiment Procedure

Experiments were performed through the following procedure. Details of the workload exe-

cuted are described in the next section.

1. Run workloads under the monitor mode and record register access. The recorded regis-

ters become the test targets.
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Table 3.1: Setup of VMWare ESXi

Name Information

Motherboard ASRock Z170 Extreme4
CPU Intel Core i7-6700 (hyper-threading disabled)
RAM DDR4 2133MHz 8GB × 2
Guest OS Ubuntu 18.04 (Linux 4.15.0-23)
Hypervisor VMWare ESXi 6.5.0 (VMKernel Build 5310538)

Table 3.2: Target Device of VMWARE ESXi

Device Driver Version

Intel 82574L ne1000 0.8.0-11
Intel X540-T2 ixgbe 4.4.1
Fusion IO IoDrive2 iomemory-vsl 3.2.15
LSI MegaRAID lsi mr3 6.910.18.00

2. Perform steps 3) to 6) three times for the fixed mode and the xormask mode for each

target register to be fault injected until bugs are found.

3. Choose one target register. Determine the injection parameter with random number and

call FaultVisor2 to start the fault injection.

4. Execute the workload.

5. After executing the workloads, stop the fault injection by calling FaultVisor2.

6. If an error is detected, reboot the machine and start inspection from the next target

register.

3.5.1.3 Workload

For the workload of network devices, we ran a ping command to a machine connected via a

hub. For the workload of storage devices, we ran fio [189]. fio measures the reads and writes

performance of the target storage device.

VMWare ESXi supports dynamic device driver loading. Therefore, we also executed the

driver load and unload workload. For this workload, we first logged into the ESXi host from

the guest OS, and then ran the vmkload mod command. We separately executed a ping or fio

workload and a driver load and unload workload.

3.5.1.4 Result

Table 3.3 shows the test result. “Used” indicates the number of registers read by the driver

during the monitor mode. Note that it does not include the number of registers written by the

33



Table 3.3: The Test Result of ESXi

Drivers Workload Used Tested Error Test Time

ne1000 ping 3 3 0 9m
ixgbe ping 231 231 0 1h08m
ixgbe driver 1077 564 0 5h17m
iomemory-vsl fio 5 5 1 14m
iomemory-vsl driver 77 77 8 2h57m
lsi mr3 fio 4 4 0 12m

Table 3.4: Detected Errors in iomemory-vsl

Error type
Number of registers

fio driver load / unload

TIMEOUT 0 4
No heartbeat 1 3
VMKernel Exception 0 1

driver. “Tested” is the number of registers to which we performed the fault injection. Mainly,

we performed fault injection to each of the detected registers. As of the ixgbe driver, we

found that the driver accessed large contiguous register regions (DMA registers and multicast

table arrays) when initializing the device. To shorten the inspection time, we excluded these

registers from the test. “Error” indicates the number of registers which caused a failure during

the test. “Test Time” indicates the total test time including machine reboots due to a failure.

We did not perform the driver load and unload workload for ne1000 and lsi mr3 since we

found that once we unloaded the drivers, VMWare ESXi failed to load the driver unless the

machine was rebooted.

We confirmed three types of errors in iomemory-vsl. Table 3.4 shows the error types and

the number of registers which caused that error. Note that the register that caused the no

heartbeat error was the same in the fio and the driver load / unload workload. The detailed

status of each error type is provided below.

TIMEOUT The device driver loading process did not finish after a certain period of time.

When the process is forcibly terminated, the device driver cannot recognize the target

device. The state of the device driver still remains in use, and it can not be unloaded.

This type of error can be caused by a coding error such as shown in Listing 3.1

No heartbeat A VMware ESXi kernel panic occurred because a virtual CPU did not respond

for a certain period of time.

VMKernel Exception An exception in the VMWare ESXi kernel occurred, which led to the

VMWare ESXi kernel panic. According to the error message, a DE exception (possibly

34



Table 3.5: Setup of vThrii

Name Information

PC Macbook Pro 13-inch Late 2017
Guest OS macOS High Sieera 10.13.4
Hypervisor vThrii-P 1.5.3

Divide-by-zero Exception) occurred. This type of error can be caused by using a device

register value without verification.

When no heartbeat or VMKernel Exception occurs, the stack trace can be acquired. Since

the iofusion-vsl driver is a closed source, we could not identify the detailed cause at this time.

However, such information can be useful for locating the problem for driver developers.

3.5.2 vThrii

vThrii is a special type of hypervisor for OS provisioning. When booting, vThrii at first only

fetches the minimum disk data from a provisioning server that is enough to start booting the

OS. After the OS booted, vThrii fetches the remaining data in the background. If the OS

accesses an unfetched region, vThrii traps the access and transparently fetches the data from

the server. This enables a fast OS startup compared to fetching all the disk data in advance

while eventually all OS data are fetched and can be accessed without network access. vThrii

allows pass-through access to hardware devices except for network devices. vThrii itself is

based on BitVisor [35] and is a product version of BMcast [95].

3.5.2.1 Setup

Table 3.5 shows the setup in this experiment. We tested two device drivers of vThrii: “bnx”

for Broadcom BCM57762 which is in a Thunderbolt-to-Gigabit Ethernet adapter and “nvme”

for Apple NVMe SSD which is the built-in SSD in MacBook Pro.

3.5.2.2 Workload

We used ping and fio in the same way as the ESXi testing. vThrii does not support dynamic

device driver loading. Hence, to test device initialization codes, we also performed fault

injection when booting the machine. We boot FaultVisor2 from the UEFI shell and pass the

injection parameters as UEFI shell arguments. FaultVisor2 performed the injection from its

startup. In this experiment, we performed fault injection per target register with the fixed

and xormask mode for one each. We restarted the machine for each test.
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Table 3.6: The Test Result of vThrii

Drivers Workload Used Tested Errors Test Time

bnx ping 0 - - -
bnx boot 36 36 11 1h55m
nvme fio 0 - - -
nvme boot 12 12 5 34m

3.5.2.3 Result

Table 3.6 shows the test result. We found that both bnx and nvme drivers only write to

device registers during the benchmark workload (ping and netperf). Therefore, no injection

is performed as of these workloads.

During the injection when booting, we observed that several fault injection patterns led to

vThrii panic. According to the log messages of vThrii, the panics can be classified into three

types. One is an initialization error (occurred during a very early stage of booting and any log

messages were not outputted), another is a connection lost error (occurred three times during

injection to bnx), and the other errors (occurred during booting with no panic message logs).

Since a hardware error can be temporal, retrying device accesses instead of causing a sudden

panic would improve the reliability of vThrii. In addition, checking the register values and

reporting error messages if it finds an fault would help diagnose problems.

3.5.3 Performance Evaluation

To measure the overhead of FaultVisor2, we performed three kinds of benchmarks on ESXi,

ESXi on KVM [21] and ESXi on FaultVisor2. We used the same hardware and software shown

in the Table 3.1. We used Ubuntu 16.04 (Linux 4.13.0-45) for the KVM host OS and used the

pass-through configuration using VFIO [197] when running ESXi on KVM. KVM allocated

all of the available host memory and CPU cores to the ESXi and the ESXi had a single VM

which had all available ESXi’s resources.

3.5.3.1 SPEC CPU2017

SPEC CPU2017 [220] is a benchmark package containing memory and CPU intensive work-

loads. Figure 3.4 shows the execution time overhead of the SPEC CPU2017 (intspeed, fp-

speed). The reported values are the median values among the three measurements. We

excluded the 627.cam4 s and 657.xz s workloads since we have a compilation problem not

related to virtualization.

As shown in Figure 3.4, 17 out of 19 workloads on the ESXi on KVM had greater execution

time overhead than ESXi on Faultvisor2, and 13 workloads had more than 10% overhead
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Figure 3.4: SPEC2017 benchmark result. The baseline is ESXi. The numbers on the bars are
baseline runtimes (sec). The lower is better.

compared to the baseline. The maximum overhead of ESXi on Faultvisor2 was only 1.035

(628.pop2 s).

3.5.3.2 Network

We connected two machines via a switch and measured network throughput and latency. The

device used was Intel 82574L. To measure throughput, we used netperf TCP STREAM test

with various MTUs. The machine running hypervisor ran the netperf server. Throughput was

measured five times and the mean values were reported. We measured the latency 30 times

using a ping command.

Figure 3.5 shows the results. In the figure, “ESXi on FaultVisor2” means that FaultVisor2

did not perform any fault injection. “ESXi on FaultVisor2*” performed xor injection to a

certain register with 0 value (therefore the register value was not altered). ESXi on KVM had

some throughput degradation whereas ESXi on FaultVisor2 (with or without injection) had

no decline. The latency of the ESXi on KVM was almost six times longer than ESXi. On
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Table 3.7: VMEXIT Counts

spec ping fio

ESXi on KVM 9,682,183 115,452 49,163,515
(EPT Violation) 872,930 7,070 7,913,130
(VMREAD) 1,486,707 11,295 10,149,187
(VMWRITE) 72 0 0

ESXi on FaultVisor2 10,939,984 82,654 43,617,261
(EPT Violation) 18,873 281 9,577
(VMREAD) 6,570,637 47,273 26,467,241
(VMWRITE) 2,928,982 20,653 12,386,678

the other hand, the latency of ESXi on FaultVisor2 was only about 30 µs longer than ESXi.

Comparing ESXi on Faultvisor2 with ESXi on FaultVisor2*, we can see that performing fault

injection did not affect the latency.

3.5.3.3 Storage

We measured the random read-write completion latency and IOPS (input/output per second)

of a virtual disk on an ioDrive using fio. We set the block size at 4KB, iodepth at 16, a number

of jobs at 4, read ratio at 40%, and file size at 1 GB. Figure 3.6 shows the result. As shown in

the figure, we observed some performance degradation when using nested virtualization. At

90 percentile of read latency, ESXi on FaultVisor2 had 514 µs longer latency than the baseline

and had almost half the IOPS. Performing fault injection slightly affected the performance.

However, FaultVisor2 had much lower overhead compared to ESXi on KVM.

3.5.3.4 VMEXIT counts

To investigate the factor of the performance degradation, we measured the number of VMEXIT

from both L1 and L2 during workloads. Workloads are (1) SPEC (600.perlbench s), (2) ping

to an connected machine and (3) fio with filesize 256MB. Table 3.7 shows the result. As shown

in the table, KVM had a large number of EPT violation compared to FaultVisor2. We also

found that FaultVisor2 had many VMREAD/VMWRITE exits. These exists can be reduced

using VMCS shadowing technology, which currently FaultVisor2 does not utilize.

3.6 Discussion

3.6.1 Detected errors

The main purpose of FaultVisor2 is to detect device driver coding errors such as that shown

in the Listing 3.1. However, we found that errors detected by FaultVisor2 do not necessarily
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indicate a coding error directly. For example, error handling code may have a bug that leads

to a system crash. In vThrii, the device driver seems to check device register values, but the

error handling is not enough in some cases. In this sense, our method can detect errors that

cannot be found by static code analysis that only checks if the error handling is performed.

3.6.2 DMA support

Currently, FaultVisor2 does not support injecting faults to a DMA area. However, inspection

in the DMA is crucial. For example, NICs (network interface cards) manage the location of

packets in the queue through descriptors that are read and written by DMA. In such devices,

the device driver uses the information of the DMAed values for processing. Therefore, failure

to check for errors in DMAed values can cause serious problems. In addition, DMA attacks

from malicious devices have become a problem in recent years [146, 156], which makes error

handling of device input values by device drivers increasingly important.

We can extend FaultVisor to support inspection of the DMA area in the following ways.

Figure 3.7 shows the overview of the proposed method.

Device

Device Driver

BAR MMIO

Memory

Hypervisor Fault Injection

DMA
Base Address

①

②
③

Figure 3.7: Fault Injection to the DMA Region

First, the DMA region that will be used by the device to be inspected is first identified

using device-specific driver code ( 1○). Then, the hypervisor applies memory access protection

to the DMA area using the nested paging and detects memory reads from the device driver

( 2○). When the hypervisor detects a memory read from the device driver, it performs fault

injection by returning a random value other than the actual value to check if the device driver

correctly handles errors in the DMA area ( 3○). The details of each step are described below.
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3.6.2.1 Identifying the DMA region

The address of the DMA area used by a device does not exist in the PCI configuration space and

is device-dependent. The proposed method solves this problem by creating a device-specific

driver code that specifies the DMA area used by the device based on the device specifications.

The address of the DMA area used by the device is stored in a specific MMIO register. The

driver code obtains the address of the DMA area by referring to this register.

Specifically, if the device has already been initialized at the start of the fault injection, the

hypervisor reads the register. If the device has not yet been initialized at the start of the fault

injection (e.g., when the device driver is loaded during the fault injection), the hypervisor uses

nested paging to capture the register access and obtains the value when the OS stores it. In

addition, the driver code decides which parts of the DMA area to fault-inject (i.e., data that

the device driver does not use is excluded from the injection), which leads to more efficient

device driver testing.

3.6.2.2 Detecting accesses to the DMA area of a device driver

The hypervisor uses nested paging to detect access to the DMA area of a device driver. It

applies access protection to the area identified by the driver code. If the device driver accesses

the area, control is transferred to the hypervisor. Note that nested paging does not respond

to memory access by DMA from the device.

3.6.2.3 Inspection through fault injection

When the hypervisor traps a device driver access using the method described above, it performs

fault injection by returning a different value to the device driver if it tries to read the value.

The value returned as a fault injection can be a random value or a boundary value (0 or the

maximum value of the field). The actual flow of the test is as follows. First, we booted the

OS on the hypervisor of the proposed method. Then, we executed a specific workload and

performed fault injection to observe the behavior of the device driver. If a kernel panic or

hangup is observed, it is judged that the error handling of the device driver is inappropriate.

We also monitor kernel messages (“demsg” for Linux) and check if any error occur. We repeat

this process several times. If the OS clash, we reboot a machine and continue the inspection.

We implemented our prototype and found one bugs in Linux NVMe driver [161]. Applying

these DMA inspection method proposed to FaultVisor2 is one of the future works.
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3.7 Summary

In this chapter, we proposed a hypervisor device driver testing framework that combines fault

injection and nested virtualization. Focusing on the fact that the security features required by

normal virtualization are unnecessary for testing purposes, we optimized nested virtualization

performance by removing them. In our experiment, we found three kinds of errors concerning

the storage device driver in the VMWare ESXi. We also found several errors in the vThrii

hypervisor’s device drivers. The performance experiments showed that the proposed method

had a much lower overhead than the traditional nested virtualization scheme and could test

the hypervisor device drivers in close to the real environment.

43



4 IOMMU Virtualization for Device

Protection

In this chapter, we presents how IOMMU virtualization can be optimized for device protection

purpose.

4.1 Introduction

While computers have become an indispensable part of our daily lives, the threat of cyber-

attacks has only increased. It is thus important to take countermeasures to protect against,

detect, and analyze the content of such attacks. Memory acquisition is one of the most valuable

techniques for detection and analysis in this regard. It is the process of storing the contents

of the main memory in another storage medium or transferring them to an analysis system.

By analyzing the contents, it is possible to verify the system’s integrity, detect malware, and

perform memory forensics.

Memory acquisition can be broadly divided into two types: software-based [42, 43, 52, 64,

86, 93, 99, 121, 125, 141, 144, 154, 160] and hardware-based [15, 56, 66, 70, 78, 105, 111,

132, 147]. In the past, it was mainly software-based. An example of software-based memory

acquisition is running memory acquisition software as a process or a kernel module on the

OS [64]. While such software-based methods have the advantage of being easy to use, they

also have a problem in that the memory acquisition function may be disabled by stopping the

process when an attacker is in control of the system.

As a way to increase the attack resistance of software-based methods, acquiring memory at

a higher privilege level than the OS has been proposed. A typical method is to use a VMM

(Virtual Machine Monitor) [42, 93, 121, 125, 144, 154, 160]. Some methods use x86 System

Management Mode (SMM) [181] or Trusted Execution Environments (TEEs) [115, 149] such

as ARM TrustZone [170] to run the memory acquisition mechanism in an environment that

operates at a higher privilege level than a VMM [43, 52, 86, 99, 141]. However, these methods

incur a significant overhead due to virtualization and/or sharing CPU time and, in the case

of the VMM method, the TCB is too large for an ordinary general-purpose VMM. Moreover,

the method using SMM requires rewriting BIOS/UEFI firmware, which is challenging to use
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in general.

In addition to memory acquisition via software, there is also a memory acquisition method

that uses hardware [15, 56, 66, 70, 78, 105, 111, 132, 147, 150]. Among them, one promising

approach is using a coprocessor [15, 66, 105, 111, 147, 150]. The coprocessor operates inde-

pendently of the CPU and reads the memory contents using DMA (Direct Memory Access),

thus enabling high-speed memory acquisition. Furthermore, the coprocessor can be connected

to the PCIe bus and can be used transparently in existing systems. A typical disadvantage

of coprocessor-based memory acquisition is that it is more expensive and difficult to obtain

than other methods. However, recent FPGAs have made it easier to obtain coprocessors [98]

for memory acquisition. For example, the SCREAMER M.2 USB-C (R04) [216], which uses

the XC7A35T Xilinx 7 Series FPGA and can perform memory acquisition, is commercially

available for 249 Euros (at the time of writing.)

On the other hand, coprocessor-based memory acquisition methods still have several chal-

lenges. One is the possibility of an attacker disabling the DMA function of the coprocessor.

One example of such an attack involves the rewriting of the IOMMU (Input Output Memory

Management Unit) configuration. IOMMU is a mechanism that translates addresses used by

PCIe devices for DMA. IOMMU makes it possible to DMA non-contiguous regions and to

limit the range of DMA. The latter is used to minimize bugs in device drivers and protect

memory from malicious devices [146, 156, 171, 214]. IOMMU is also used to pass through a

device to to a virtual machine. Figure 4.1 shows example usage of IOMMU. IOMMUs thus im-

prove device flexibility and security; from the perspective of a memory acquisition coprocessor,

however, attackers can exploit this feature. In other words, if an attacker takes control of a

machine with an IOMMU, they can disable the DMA functionality of the memory acquisition

coprocessor by rewriting the IOMMU configuration.

One solution is to disable the IOMMU at the BIOS level, making it impossible for any

user to use it. However, from a security point of view, it is desirable to enable IOMMU as

described above. Previous studies using coprocessor-based memory acquisition [15, 66, 105,

111, 147, 150] either do not assume the existence of the IOMMU in the first place [15, 66] or

assume that the IOMMU is properly configured to work with the coprocessor [105, 147, 150]

or disabled [111].

In addition, coprocessor-based memory acquisition methods cannot do some of the things

that a VMM and SMM methods can do. One of the things that cannot be done with the

coprocessor-based method is acquiring register values that are useful for memory analysis.

Furthermore, since DMA operates asynchronously with the CPU, there is a possibility that

the guest may rewrite the memory contents during memory acquisition, therefore consistent

memory acquisition cannot be guaranteed. On top of that, event-based memory acquisi-

tion [56, 70] is not possible for a coprocessor alone. An attacker may take advantage of these

characteristics to hide their existence [24, 82, 100].
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Figure 4.1: Examples of IOMMU Usage. A device can DMA only in a mapped region. (a)
Intra-OS Protection. Protect from DMA attacks or buggy device drivers by lim-
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In this study, we propose a software-based method to solve these problems of coprocessor-

based memory acquisition by cooperating with a VMM. The VMM performs shadowing of the

minimum necessary IOMMU configurations in the proposed method while letting the guest use

the IOMMU. The VMM also protects the memory space of the PCI configuration space so that

the coprocessor-based memory acquisition can work reliably even if the attacker gains control

of the OS. In addition, the VMM makes it possible to retrieve register values and enables

consistent memory acquisition by pausing the vCPUs. By cooperating with the VMM, it is

also possible to perform memory acquisition only when a specific event occurs such as memory

writing to a specific region. Using a VMM specializing in the above processing, the overall

TCB (Trusted Computing Base) and overhead is kept small, and the possibility of attacks on

the VMM is minimized.

The contributions of this research are as follows:

1. We organize and present the problems of coprocessor-based memory acquisition methods,

2. We propose a method for coprocessor-based memory acquisition to work reliably in the

IOMMU environment by cooperating with a VMM. The proposed method gives not only

enough protection from an attacker but also enables register acquisition, consistent and

event-based memory acquisition, and

3. We implement a prototype of the proposed method and conduct a detailed performance

evaluation.

4.2 Background

4.2.1 Memory Acquisition

Memory acquisition is an important technique used in, for example, software integrity veri-

fication [15, 43, 56, 70, 93, 105, 147], memory forensics [42, 52, 86, 125, 154], and malware

detection [99, 111, 141]. If the memory acquisition mechanism runs on the OS, the function

may be disabled by an attacker who has taken control of the OS. Therefore, to increase the

certainty of memory acquisition, research has been conducted on memory acquisition methods

from outside the OS[15, 42, 43, 52, 56, 66, 70, 78, 86, 93, 99, 105, 111, 121, 125, 132, 141, 144,

147, 154, 160].

Table 4.1 depicts a rough classification of such memory acquisition methods. The meaning

of the terms of each property in the table is as follows:

Tamper Resistance The memory acquisition method must continue to operate even if an

attacker gains control of OS. The vulnerability of the memory acquisition method itself

is not considered here.
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Table 4.1: Memory Acquisition Methods from Outside the OS

Method↓ \ Property→ Tamper Resistance Consistency Performance Isolation Small TCB Availability Research

VMM 33333333333333333 33333333333333333 77777777777777777 77777777777777777† 33333333333333333 [42, 93, 121, 125, 144, 154, 160]
SMM 33333333333333333 33333333333333333 77777777777777777 33333333333333333 77777777777777777 [43, 52, 99, 141]
TEE (TrustZone) 33333333333333333 33333333333333333 77777777777777777 33333333333333333 33333333333333333 [86]
Coprocessor 77777777777777777 77777777777777777 33333333333333333 33333333333333333 33333333333333333 [15, 66, 105, 111, 147, 150]
Special HW 33333333333333333 33333333333333333 33333333333333333 33333333333333333 77777777777777777 [56, 70, 78, 132]
Coprocessor + VMM 33333333333333333 33333333333333333 33333333333333333 33333333333333333 33333333333333333 Shielded Copilot (Our Work)
† When using a general-purpose VMM.

Table 4.2: Related Works Using Coprocessor-based Memory Acquisition

Research↓ \ Property→ Tamper Register Value
Consistency

Event-based Accessible Region
Main Goal

Resistance Acquisition Acquisition OS VMM SMM

Copilot (2004) [15] 77777777777777777 77777777777777777 77777777777777777 77777777777777777 33333333333333333 33333333333333333 77777777777777777 Integrity Check
Balogh, et al. (2013) [66] 77777777777777777 77777777777777777 77777777777777777 77777777777777777 33333333333333333 77777777777777777 77777777777777777 Memory Acquisition
GRIM (2016) [105] 77777777777777777 77777777777777777 77777777777777777 77777777777777777 33333333333333333 33333333333333333 77777777777777777 Integrity Check
LO-PHI (2016) [111] 77777777777777777 77777777777777777 77777777777777777 77777777777777777 33333333333333333 33333333333333333 77777777777777777 Malware Analysis
Nighthawk† (2019) [147] 77777777777777777‡ 33333333333333333‡‡ 77777777777777777 77777777777777777 33333333333333333 33333333333333333 33333333333333333 Introspection
BMCLeech (2020) [150] 77777777777777777 77777777777777777 77777777777777777 77777777777777777 33333333333333333 33333333333333333 77777777777777777 Memory Acquisition
Shielded Copilot (Our Work) 33333333333333333 33333333333333333 33333333333333333 33333333333333333 33333333333333333 33333333333333333 77777777777777777 Memory Acquisition
† This uses Intel ME, not an external device. ‡ It is possible to check IOMMU integrity. ‡‡ By cooperating with SMM.



Consistency A property that prevents the CPU from rewriting a part of the memory during

memory acquisition.

Performance Isolation Memory acquisition is executed separately from the CPU.

Small TCB TCB is small.

Availability The availability of the method to the public.

One of the most common methods of acquiring memory from outside the OS involves using

a VMM [42, 93, 121, 125, 144, 154, 160]. Using a VMM makes it possible to keep the

memory acquisition function running even if an attacker has taken control of the OS. However,

traditional VMMs have significant overhead and TCB, making them a potential target of

attack.

The x86 CPU has a unique mode of operation called the System Management Mode

(SMM) [181]. SMM operates with higher privileges than a VMM, and all physical mem-

ory ranges can be accessed from it. Several studies use SMM for memory acquisition and

memory analytics [43, 52, 99, 141]. The advantage of the SMM over the VMM is that it is

more difficult to attack and the SMM can verify the code of the VMM. However, as with a

VMM, overhead is a problem because all CPUs stop running when switching on the SMM

mode. In addition, since the SMM code is contained in the BIOS/UEFI firmware, it must be

modified before it can be used, making it more difficult to work with for ordinary users.

Arm CPUs have a function to provide a TEE called a TrustZone [170]. The TrustZone also

operates with higher privileges than OS, so it can continue to operate even if control of the

OS is lost. TrustDump [86] utilizes TrustZone for memory acquisition. However, this method

has the same problem as the one using VMMs.

Some studies use special hardware for memory acquisition [56, 70, 78, 132]. Vigilare [56]

and KI-MON [70] achieves efficient memory acquisition using SoC to snoop bus traffics to

detect memory write events and perform memory acquisition at the time. Ziyi et al., [78]

uses programmable DRAM to perform kernel and VMM integrity checking transparently.

SnipSnap [132] proposes memory snapshot system based on on-package DRAM technologies.

These methods enable to acquire memory consistently and quickly, but these require special

hardware and are not generally available at present.

Another approach to memory acquisition involves using a coprocessor [15, 66, 105, 111, 147,

150]. Typically, coprocessors are connected as external hardware via PCIe. These methods

use DMA to acquire memory without involving the CPU. Therefore, they have the advantage

of being fast and system-transparent because their operation does not depend on the CPU.

Copilot [15] is a pioneer in memory acquisition by coprocessors, and it verifies the integrity

of the kernel at runtime. Balogh et al., [66] proposed a method of memory acquisition in

cooperation with NIC device drivers in the OS. LO-PHI [111] uses memory acquisition from
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Figure 4.2: Example of PCI Express Structure. IOMMU is in a Root Complex. Actual PCIe
structure can be more complex; e.g., Root Complex has several endpoints in it,
etc. Also it is possible to have multiple IOMMU and PCIe hierarchies. (a) DMA.
IOMMU converts address when accessing memory if necessary. (b) P2P DMA
without routing to Root Complex. In this case, address translation by IOMMU is
not performed.

a coprocessor to realize a malware analysis environment that is as close as possible to the

natural environment. GRIM [105] uses the GPU, and NightHawk [147] uses Intel ME for

memory acquisition. BMCLeech [150] proposes a method of memory acquisition from the

Baseboard Management Controller (BMC) used for server management.

However, a major problem with the coprocessor-based method is that the IOMMU may

disable the DMA function. In addition, since the coprocessor operates asynchronously with

the CPU, it is impossible to retrieve register values or acquire memory consistently, which is

possible with a VMM and SMM. This issue will be discussed in detail in section 4.5.

4.2.2 PCI Express (PCIe)

PCI Express (PCIe) is the most common interconnect for connecting peripherals in today’s

computers. A schematic diagram of PCIe is shown in Figure 4.2. PCIe has a Root Complex

(RC), which is connected to the CPU and memory. Devices (PCIe Endpoints) are connected

via PCIe switches.

In PCIe, data and messages are exchanged in units of packets called Transaction Layer

Packets (TLPs). The device sends a TLP of DMA requests for DMA, as shown in Figure 4.2

(a). The PCIe switch routes the packet to the RC. The RC retrieves the memory data by

DMA and sends back a response to the device. Also, as shown in Figure 4.2 (b), DMA can

be performed directly between devices without an RC if the devices support it. This is called

P2P DMA.
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Each PCIe Switch or PCIe Endpoint has an area for a configuration called the PCI con-

figuration space. The PCI configuration space can be accessed via I/O instructions and also

from the MMIO area. For a device to perform DMA, the “Bus Master Enable” bit of the

command register in the PCI configuration space of the device and the PCIe switches through

which the TLP passes must be set to 1. Otherwise DMA will be aborted.

4.2.3 IOMMU

The IOMMU is a memory management unit in the PCIe RC that handles address translation

for DMA performed by devices. Using IOMMU, it is possible to translate the IO virtual

address used by the device to a specific physical address. This functionality is also known as

DMA remapping. There are several implementations of IOMMU, such as Intel VT-d [185],

AMD IOMMU [165] and ARM SMMU [169].

The IOMMU can be used to DMA to non-contiguous regions or prevent DMA to unexpected

ranges due to bugs in the device driver. IOMMU can also be used to limit the DMA range of

a device to that of the guest memory when passing through a device to a virtual machine.

The mapping settings of IOMMU are located in the memory. In addition, IOMMU can

set mapping for each PCI device. IOMMU also has several functionalities such as Interrupt

Remapping, which converts interrupt vector, and Posted Interrupts, which enables to post

interrupt to a VM without VMEXIT [165, 185]. These functionalities also important for secu-

rity. For example, interrupt remapping can block interrupts whose sender is not a legitimate

device [65, 85]. Although this research focuses on DMA remapping, disabling IOMMU means

that users cannot use not only DMA remapping but also these functionalities.

4.2.3.1 Address Translation Service (ATS)

ATS [34] provides a mechanism for devices to cache the results of IOMMU address translation.

A device that supports ATS notifies the OS of its support using the capability area of the PCI

configuration space. If the OS enables the ATS, the device can DMA using addresses without

IOMMU conversion. Specifically, the device can receive the result of address translation from

the IOMMU by sending a TLP with the Address Translation (AT) field set to 01 (Translation

Request TLP). If the device performs DMA using a TLP with 10 in the AT field (Translated

TLP) , the address is not translated by the IOMMU and is used as is. Note that a device

can send a Translated TLP without using a Translation Request. Therefore, the use of ATS

should be limited to trusted devices only. TLP with 00 in the AT field is a normal TLP and

11 is reserved.
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4.2.3.2 Access Control Service (ACS)

ACS [18] is a mechanism to check TLPs sent by devices in RC and PCIe switches. ACS can

force P2P DMA to always go through an RC and block Translated TLPs using ATS. ACS is

essential for enforcing address translation by IOMMU.

4.3 Memory Acquisition in the Presence of IOMMU

Several works tried to acquire memory in the presence of IOMMU. IO-Trust [142] and Thun-

derClap [146] showed that because Linux unconditionally enables the PCIe ATS feature before

5.x, the device can bypass the IOMMU setting and access the memory by sending a Translated

TLP. However, this method is not reliable for memory acquisition because an attacker who

has taken control of the OS can block a Translated TLP by using ACS or disable ATS itself.

In addition, since Linux 5.x, the ATS of externally connected devices (“untrusted” devices) is

uniformly disabled [188], so memory acquisition using this method is no longer possible. This

method also cannot be used on Windows, macOS, and FreeBSD, as they do not support ATS

in the first place [146].

IOCHECK [87] proposes to use SMM to verify the integrity of the IOMMU configuration.

This can be used to detect if an attacker rewrites the IOMMU configuration; after the rewrite,

however, memory acquisition may not be possible. Also, there is a possibility of transient

attacks. In addition, it is difficult to use in general because it needs to modify SMM.

Morgan et al., [139] proposes an attack method that bypasses the IOMMU settings set by

the OS by rewriting the IOMMU settings by DMA during the short time between the creation

of the IOMMU page table in the memory and setting the base address of the page table in the

MMIO register. In principle, this method can be used to overwrite the IOMMU page table

if an attacker tries to do so. However, this method assumes that the OS always places the

IOMMU configuration at the same physical address, which is challenging to use in practice.

4.4 Assumption and Threat Model

The assumptions and threat models used in this study are described below.

4.4.1 Assumption

This study assumes that memory acquisition is performed on a machine (the monitored ma-

chine) using a coprocessor. The memory analysis is performed on the coprocessor or a different

machine (the analytics machine) than the monitored machine. The target machine uses PCIe,
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the most standard interconnects, and the coprocessor is connected via PCIe. The target ma-

chine has several peripherals such as NICs and SSDs. The coprocessor has a function to read

memory via DMA. The coprocessor also has an out-of-band communication channel for com-

munication with the analytics machine and can send the acquired memory to the analytics

machine, receive messages from the analytics machine, and perform processing accordingly.

The target machine has an IOMMU with ACS, and the OS can freely configure IOMMU.

Each device including IOMMU is assumed to work correctly according to the specification,

and hardware bugs or misconfigurations (such as [24, 100]) are not assumed to exist. At sys-

tem boot time, we assume that the proposed method is correctly executed by using Trusted

Boot.

4.4.2 Threat Model

An attacker may gain control of the monitored OS via the network and carry out arbitrary

memory rewriting or code execution on the OS. An attacker also may gain a control of a device

other than the memory acquisition coprocessor and execute DMA to arbitrary memory region.

We do not assume attacks on a VMM or SMM, which have a higher privilege level than the OS.

As discussed in section 4.6, the VMM we use in this research is a lightweight VMM specializing

in extending the functionality of memory acquisition devices, thus its attack surface is small

and may possibly be formally verified [157, 158, 162]. As for the SMM, the attack surface

can be sufficiently reduced via existing methods, as discussed in subsection 4.9.1. We trust

boot process, and attacks during the system boot time before the proposed system runs are

out of the scope of this research. Physical attacks by attackers, DoS attacks, and side-channel

attacks are out of the scope of this research as well.

4.5 Problems with Coprocessor-based Memory Acquisition

Methods

In this chapter, we summarize the main problems with memory acquisition methods using

coprocessors:

1. An attacker could disable the DMA function of the memory acquisition coprocessor,

2. CPU register values cannot be acquired,

3. Consistent memory acquisition is not guaranteed, and

4. Event-based memory acquisition is not possible.

The details of each are described below.
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4.5.1 Problem: Disabling the DMA Function of a Coprocessor

The DMA function of a coprocessor may be disabled within the scope of OS authority by

modifying the IOMMU or PCI settings. The IOMMU page table exists in the memory and

the IOMMU itself has MMIO registers. To prohibit DMA to the memory acquisition copro-

cessor, an attacker can simply disable IOMMU or delete the entry for the memory acquisition

coprocessor in the IOMMU page table. Even worse, by rewriting the IOMMU page table of

the memory acquisition coprocessor, the memory acquired by the coprocessor can be set to

desired values to hide an existence of an attacker.

In order to use DMA, the Bus Master feature of the device and the PCIe switch through

which the device’s TLP passes must be enabled. An attacker can also stop the DMA of a mem-

ory acquisition coprocessor by disabling the Bus Master function from the PCI configuration

space.

The problem described here can be avoided by disabling the IOMMU at the BIOS level at

system startup. However, in that case, IOMMU will not be available to legitimate system

users. IOMMU is essential for device pass-through when using virtualization and is also used

to protect against buggy device drivers. In addition, DMA attacks on devices have become a

widespread problem in recent years [146, 156, 171, 214], and it is desirable to enable IOMMU

for security reasons. An existing countermeasure is to disguise the device information reported

by the memory acquisition device via the PCI configuration space to hide its existence. This

is not a perfect solution, however. Also, it is possible to check IOMMU page tables integrity

from a coprocessor by reading page table entries via DMA. However, such page table entry

is not reliable due to the reason described above, and there is also a possibility of a transient

attack.

4.5.2 Problem: Register Values Cannot Be Acquired

The memory acquisition device alone can acquire data in the memory, but it cannot acquire

the register values of the CPU. Some register values are helpful for analysis. For example, it

is possible to know which physical address is being used by referring to the page table, but

the base address of the page table is stored in the CR3 register.

Existing studies use information from the OS or static analysis of memory to estimate the

location of page tables. However, the former method is unreliable because the attacker may

have take control of the system. The latter method is also unreliable since an attacker can

change page table structures to hide their presence [82].
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4.5.3 Problem: Consistent Memory Acquisition Cannot Be Performed

Memory acquisition devices are fast because they acquire memory contents via DMA without

using the CPU; on the other hand, memory contents may be rewritten by the CPU or DMA

of other devices during memory acquisition. It is known that DMA can be estimated by mea-

suring the bus bandwidth using performance counters [73]. An attacker may take advantage

of this, and it is possible that they attempt to conceal their presence when they detect DMA.

4.5.4 Problem: Event-Based Memory Acquisition Cannot Be Performed

The memory acquisition method using a coprocessor is classified as a method that periodically

acquires and processes the memory contents (the snapshot-based method). Vigilare [56] and

KI-MON [70] proposed an event-based monitoring method that monitors signals flowing in

the memory bus and invokes processing in a callback when a non-specified value is written to

a memory area registered in advance. The advantage of this event-based method is that the

memory can be acquired at the time when the data is modified by the attacker, significantly

reducing the possibility of the intrusion being hidden using transient attacks. In addition, the

number of DMAs can be kept to a minimum, resulting in minimum memory bandwidth.

GRIM [105] showed that even a snapshot-based method using a coprocessor could achieve

the same detection performance as an event-based method if the memory is acquired at short

intervals. Therefore, the snapshot-based method may not be inferior to the event-based

method in terms of security, though the event-based method still has an advantage in terms

of memory bandwidth. Since [56, 70] uses special hardware to monitor the bus contents, the

coprocessor alone cannot perform this function.

4.5.5 Summary

Table 4.2 provides a summary of the research on coprocessor-based memory methods. Except

for Nighthawk [147], existing methods that use coprocessor-based memory acquisition have all

the same problems as described here. Nighthawk uses Intel ME [229], a special coprocessor

embedded in the Intel chipset with higher privileges than the SMM, to verify the integrity of

the IOMMU configuration and fetch register values in cooperation with the SMM. However,

using Intel ME requires rewriting the firmware like SMM-based methods, which is difficult in

general. In addition, even Nighthawk does not provide complete IOMMU protection, which

can lead to problems such as DMA being stopped by the OS during DMA execution.
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Table 4.3: Comparison of CPU States which are higher than OS

Capability↓ \ CPU State→ VMM SMM Intel ME†

Higher Priviledge than OS 33333333333333333 33333333333333333 33333333333333333

Get OS’s Register Values 33333333333333333 33333333333333333 77777777777777777

Stop OS Temporary 33333333333333333 33333333333333333 77777777777777777

Trap-and-Emulate 33333333333333333 77777777777777777 77777777777777777

Availability 33333333333333333 77777777777777777‡ 77777777777777777‡

† Technically Intel ME is an coprocessor. ‡ Require firmware modifications.

4.6 Proposed Method

This research aims to solve the problems of existing coprocessor-based memory acquisition

methods in a software manner. The four problems of coprocessor-based memory acquisition

described in section 4.5, i.e., 1) the coprocessor cannot protect its IOMMU settings; 2) DMA

cannot access CPU registers; 3) The coprocessor cannot stop CPU activity; and (4) The

coprocessor cannot detect CPU events, are due to hardware limitations.

In order to deal with these problems, cooperation with the CPU side is essential. Therefore,

in this research we solve these problems by cooperatively using a VMM with the coprocessor.

The reason for using a VMM is that a VMM is the most flexible and easy to use among the

CPU states that operate with higher privileges than the OS, as shown in Table 4.3. Namely, a

VMM can get OS’s register values, stop OS temporarily, and detects OS’s event by trap-and-

emulate. Also, a VMM does not require firmware modification and can be used transparently

to OS. Traditional VMM is known for its large TCB and overhead. To use the method in

practice, the TCB and overhead of the method needs to be as small as possible. We solve this

problem by focusing the VMM on a specific purpose and narrowing down its functions.

4.6.1 Overview

Figure 4.3 shows the overview of the proposed method, which we call Shielded Copilot. In the

proposed method, a memory acquisition coprocessor and a VMM work together. The VMM

is responsible for protecting the IOMMU configuration and the PCI configuration space. In

addition, the VMM pauses the OS vCPU and detects OS memory write events in response to

requests from the coprocessor (or the analytics machine). The details of each of these functions

are described below.

4.6.2 Guaranteed Operation of Memory Acquisition Coprocessor

We use IOMMU shadowings to guarantee operation of memory acquisition coprocessor. IOMMU

shadowings ensure that a memory acquisition coprocessor always works irrespective of the
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Figure 4.3: Proposed Method: Shielded Copilot. Gray parts are Software TCBs. The VMM
does several tasks that a coprocessor cannot do alone. 1○ VMM protects several
memory regions to prevent attacks against the VMM and a coprocessor. 2○ VMM
can detect several OS’s events and notify them to a coprocessor and the analytics
machine. 3○ VMM communicates with a coprocessor and the analytics machine
using ouf-of-band communication channel. The analytics machine send a request
to the coprosessor or the VMM such as memory acquisition, register value acqui-
sition, temporal vCPUs suspension, and OS’s event detection. The VMM or the
coprocessor response the request.

IOMMU settings that OS creates. Figure 4.4 shows an overview of the IOMMU shadowings.

First, when the OS does not use IOMMU, the IOMMU setting created on the VMM side is

used to ensure that the memory acquisition coprocessor always operates. Also, DMA to the

VMM area of devices other than the memory acquisition coprocessor is prohibited.

When the OS sets up the IOMMU, the VMM will shadow the IOMMU configuration as in

Figure 4.4. In this case, we must create a configuration where the memory acquisition copro-

cessor can access all memory no matter how OS configures IOMMU. The IOMMU settings

for devices other than the memory acquisition coprocessor are the same as those set by the

guest. However, if there are any mappings in the IOMMU page table created by the guest

that allow access to the VMM area, we must delete those mappings so that devices other than

the memory acquisition coprocessor cannot access the VMM. IOMMU shadowing is performed

every time when the OS invalidates IOTLB entries.

Some IOMMU has a pass-through mode [165, 185]. If a pass-through mode is enabled for a

device, IOMMU does not perform any address translation for the device. If OS tries to set a

device pass-through in IOMMU, VMM creates an identity mapping in shadow IOMMU page

tables except for the VMM memory region. This prevents IOMMU pass-through devices from
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Figure 4.4: IOMMU Shadowing. This ensures that 1) memory acquisition coprocessor always
can DMA, and 2) other devices cannot DMA to VMM regions. Not like traditional
vIOMMU, the VMM only shadows necessary IOMMU settings and lets other part
pass-through to the OS. Users can use other IOMMU functionalities freely.

attacking the VMM.

4.6.3 Protecting the PCI Configuration Space

The PCI configuration space can be accessed by PIO or MMIO. For PIO, configure a VM so

that issuing I/O instructions cause VMEXIT. For MMIO, use nested paging to cause VMEXIT

when accessing the PCI configuration space. The VMM prohibits the modification of the set-

tings of the memory acquisition coprocessor and PCIe bus so that DMA from the coprocessor

always work. The VMM also protects from PIO and MMIO overlapping attacks [65, 85].

When OS enumerates PCI devices, the VMM hides the coprocessor from the OS by con-

cealing PCI information. This reduces the probability of an attacker detecting that a memory

acquisition coprocessor is running when the OS is hijacked.

4.6.4 Register Value Acquisition

The VMM holds the register values of the OS. When acquiring registers, the analytics machine

first sends a message to the VMM through the coprocessor. The message is written to a

queue in the VMM by DMA, and an interrupt notifies of the arrival of the message. The

VMM receives the interrupt and reads the message from the queue. If the message content

is a register value request, the register value is returned to the coprocessor as a message

response. The coprocessor returns the received message to the analytics machine and, finally,

the analytics machine obtains the register value.
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4.6.5 Consistent Memory Acquisition

When performing an consistent memory acquisition, the VMM suspends the vCPU of the OS.

In this case, as in register value acquisition, the analytics machine first sends a message to the

VMM, ordering it to stop the vCPU. When the VMM receives the message, it sends an IPI to

all vCPUs to force VMEXIT and temporarily stop the vCPU. Then the VMM returns a reply

to the coprocessor. By performing memory acquisition while the vCPU is stopped, memory

can be acquired consistently. When the analytics machine finishes acquiring memory, it sends

a message to the VMM to restart the vCPU. The VMM receives the message and restarts the

OS vCPU.

Limitation The VMM can stop the vCPUs, but there is a possibility that DMA by devices

other than the memory acquisition coprocessor will rewrite the memory contents. Note that

this problem is not only for the proposed method, but also exist other VMM or SMM -based

approach. DMA can be stopped by using IOMMU or ACS, but it is difficult to restart the

DMA properly in such cases. If DMA should not write the data for the area to be monitored,

one possible way is deleting IOMMU table entries that point to the region when shadow

IOMMU tables. Also it may be possible to use the DMA Protected Region (the detail is

described in section 4.7), which is available for VT-d and prohibit any DMA to that region,

to protect the area from DMA.

4.6.6 Event-Based Memory Acquisition

Since the proposed method uses a VMM, it can detect any event that can be trapped by the

VMM and perform memory acquisition on it. For example, the VMM can use nested paging

to see if a value other than the pre-specified value is written to a specific memory area and

if so stop vCPUs and start memory acquisition. This significantly reduces the possibility of

transient attacks.

4.6.7 Challenges

In this section, we describe the challenges in implementing the proposed method and how to

overcome them.

4.6.7.1 Dealing with the Increased TCB and Operational Overhead Associated with

the Use of VMM

The disadvantage of using a VMM for memory acquisition is the increase in TCB and overhead

due to virtualization. When using a general-purpose VMM such as KVM or Xen, the TCB can

reach millions of lines, which increases the possibility of attacks on the VMM itself. Therefore,

in our method, we use a parapass-through VMM [35] instead of a general-purpose VMM. The
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parapass-through VMM supports only one guest OS and passes through most of the devices

but traps some devices and memory accesses to perform necessary operations. In this way, the

parapass-through VMM can achieve a TCB several hundred times smaller than a conventional

general-purpose VMM by limiting its functions. The pass-through nature of the VMM also

reduces the overhead of the operation. From the standpoint of the VMM, the proposed method

can be regarded as offloading the primary function of memory acquisition from the VMM to

the hardware side.

4.6.7.2 Reducing IOMMU shadowing overhead

IOMMU is known for its overhead [90, 91, 97, 108, 136], let alone vIOMMU [45, 114, 116, 152,

153]. To reduce its overhead, we do not virtualize all IOMMU functionalities. Instead, we

shadow only some parts of IOMMU where necessary with parapass-through VMM. Parapass

through VMM lets OS use most of the hardware as is, thus significantly reducing the overhead

and TCB. We present the details of the implementation in the next section.

4.6.7.3 Using interrupts without interfering with the OS

The VMM or the coprocessor must use an interrupt vector that does not affect the OS when

sending interrupts. Since we assume arbitrary operation of OS, it is not easy to know which

interrupt vector will be used by the OS. Thus, we use NMI (Non-Maskable Interrupt) to cope

with this problem. In the x86, NMI has a higher priority than the normal interrupts, and we

can configure VM so that it VMEXIT when receives NMI. Furthermore, if a subsequent NMI

occurs during the NMI handler processing, the NMI is inserted after the iret instruction.

The concrete way of using NMI is as follows. First, the VMM or the coprocessor who wants

to send an interrupt writes a value to a specific memory area in the VMM before sending the

NMI and then sends the NMI. Next, a NMI handler of the VMM checks the VMM memory

area to determine if the NMI is from the VMM or the coprocessor. If so, the VMM performs

proper processing. Otherwise, the VMM inserts the NMI into the guest. In this way, the

VMM and the coprocessor can send an interrupt without affecting other devices.

4.6.7.4 Dealing with P2P DMA and Translated TLP

As shown in Figure 4.2 (b), if a device is connected to the same switch as the memory

acquisition coprocessor, an attacker may take control of the device and attack the memory

acquisition coprocessor via P2P DMA. An attacker also may take a control of a device which

has ATS capability and try to DMA using Translated TLPs to attack the VMM or the memory

acquisition coprocessor. To prevent such an attack, we use the ACS feature so that 1) TLPs

always pass through the IOMMU, and 2) PCIe switches block Translated TLPs. This setting

is protected by nested paging.
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4.7 Implementation

We implemented the prototype of the proposed method on Intel’s IOMMU (VT-d) using

BitVisor [35], a lightweight parapass-through VMM. BitVisor only supports one guest OS,

and its main usage is enhancing security by protecting some memory regions and I/O with

nested paging. BitVisor can boot an existing OS image without any modification. Our pro-

totype supports IOMMU shadowing and basic operations including register value acquisition,

temporal vCPUs suspension, and monitor specific memory region. The core parts of BitVisor

is about 36KLOC. We added about 3KLOC for our implementation.

We use PCIe Screamer R02 [209] for a memory acquisition coprocessor. PCIe Screamer

is built on top of XC7A35T Xilinx 7 Series FPGA and has a USB3 interface that can be

used to communicate and send acquired memory data to an analytics machine. The analytics

machine use PCILeech [226] to control PCIe Screamer. We also create a controller that manage

communication between the analytics machine and the VMM in Python.

4.7.1 IOMMU Shadowing

Figure 4.5 shows an overview of the shadowing of the IOMMU configuration on Intel VT-d.

VT-d has two operation modes [185]. One is legacy mode and the other is scalable mode. The

scalable mode is not commercially available at the time of writing, so we use the legacy mode.

The basics of the shadowing would be the same for the scalable mode.

In VT-d, the base address of the IOMMU page table in memory is set in the Root Table

Address Register. ACPI DMAR tables contain information on the VT-d, including MMIO

location of the Root Table Address Register. The IOMMU page table consists of a Root

table, Context table, and Second-Level Page Table Structures. The bus, device, and function

numbers of a PCIe device uniquely determine the Root table and Context table entries, and

the Second-Level Page Table Structures define the DMA address translation for that device.

The Second-Level Page Table Structures resemble 4-level page tables for CPU but no the

same.

In VT-d, if the “Present bit (P)” of the entry in the Root Table and Context Table is 1 and

the “Translation Type (TT)” of the entry in the Context table is 10, VT-d is in pass-through

mode. In this mode, the address in a TLP which the device send is used as-is for DMA.

There are two possible IOMMU shadowing implementations, depending on whether shad-

owing the Second-Level Page Table Structures or not. Both implementations shadow the root

and context entry and create the entry for the memory acquisition coprocessor, which is set

to pass-through mode. If we shadow Second-Level Page Table Structures (Figure. 4.5a), at

the time of shadowing, we checked table entries and delete entries that point to the VMM

region, if any, to protect VMM. PCI specification disallow DMA access to PCI configuration
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Figure 4.5: IOMMU Shadowing Implementation for Intel VT-d (legacy mode). The upper
part is a guest managed IOMMU page table and the other a VMM managed
shadow IOMMU page table. There are two possible implementations. (a) Shadow
all IOMMU tables. When shadowing, 1) add a pass-through entry (tt=10) for a
memory-acquisition coprocessor in a context table, and 2) delete entries that point
to the VMM region in second-level page tables if any. (b) Only shadow root and
context tables. In this case the VMM memory including shadowed IOMMU tables
is protected using DMA Protected Region mechanism.
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space. However, apparently, there are chipsets that allows such DMA operation [50]. In this

case, we also delete entries that point to a PCI configuration space of a memory acquisition

coprocessor. This approach is the most straightforward and generic way and could implement

on any other architectures. If an architecture does not have pass-through mode, then we can

create an identity map for a memory acquisition coprocessor. Note that removing such mali-

cious page table entries in a guest memory (without shadowing) is insufficient because there

is a possibility of TOCTTOU (Time-Of-Check-To-Time-Of-Use) attacks, in which an attacker

rewrites configurations after the VMM rewriting the guest OS’s IOMMU page table. So, we

need to shadow Second-Level Page Table Structures.

We can eliminate shadowing of the Second-Level Page Table Structures by utilizing VT-d’s

DMA Protected Region (Figure. 4.5b). DMA Protected Region specifies region which device

cannot DMA. VT-d can have two DMA Protected Regions: one in less than 4GB memory

region and the other in above 4GB memory region. By using DMA Protected Region, we

ensure that the VMM cannot be DMA-ed by a malicious device without checking Second-

Level Page Tables.

However, there are two downsides of using DMA Protected Region. Obvious one is the

guest cannot use DMA protected region. DMA Protected Region is mainly used for protecting

IOMMU page tables before enabling IOMMU. Without DMA Protected Region, the IOMMU

page table can be modified by DMA from malicious hardware, as demonstrated in [139].

However, we assume that there is no malicious device at the boot time, and in that case,

there is no problem not having DMA Protected Region. Besides, Linux does not use DMA

Protected Region at all.

A more serious issue introduced by using DMA Protected Region is that the DMA Protected

Region prevents the VMM from communicating with the coprocessor or analytics machine via

DMA within the VMM memory. To cope with this problem, the VMM place the memory

used for communication between the VMM and the coprocessor or analytics machine outside

the DMA Protected Region. Then, the communication messages are encrypted and signed to

ensure that messages are not compromised by an attacker.

Shadowing is performed when OS invalidates IOMMU table entries. VT-d specification

does not require IOTLB invalidation if an entry is not on the IOTLB. However, without

IOTLB invalidation we need to monitor every IOMMU page tables using EPT to detect entry

changes, which is costly operation. Thus, we use VT-d’s Caching Mode (CM) to request a

OS to invalidate IOMMU tables whenever it changes an IOMMU entry even if the entry is

not on the IOTLB. CM is reported via VT-d’s capability register. The hardware IOMMU

implementation reports CM as zero. This field is for aiding vIOMMU implementation. An

attacker may ignore CM, but it is not the problem. Because IOMMU page tables are shadowed,

and an IOMMU entry for a memory acquisition coprocessor is protected, ignoring CM merely

results in incorrect IOMMU page tables for the OS.
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Invalidations are performed via register-based interface or queue-based interface. Register-

based interface is legacy interface, so we use queue-based interface. Invalidation granularity

ranges from device-level to a global level for root and context tables. When we rewrite the root

and context table so that a memory coprocessor can DMA, we must invalidate the entry to

ensure the changes are in effect. Therefore, the VMM also shadows the invalidation queue, and

issues an invalidation when creating an IOMMU entry for a memory acquisition coprocessor.

Other than IOMMU shadowing, we let the guests use the IOMMU freely. This reduces the

overhead of IOMMU shadowing.

4.7.2 VMM and PCI Configuration Space Protection

EPT (nested paging) protects the VMM memory region including the shadowed IOMMU

configuration. This means that the IOMMU configuration of the memory acquisition device

is always in pass-through mode, regardless of the IOMMU configuration of the guest, and

the memory acquisition device can retrieve the memory contents. MMIO regions of PCI

Configuration Space is also protected by the same way so that bus mastering is always enabled.

The VMM also intercept PIO access by enabling Unconditional I/O Exiting of VMCS, and

protect the PCI Configuration Space from malicious rewritings.

4.7.3 Register Value Acquisition

Intel VT-x’s VMCS holds a guest state including register values and the VMM can read values

using the vmread instruction. The VMM reads register values and send it to the analytics

machine using the communication channel described below.

4.7.4 Communication between VMM and Analytics Machine

PCIe Screamer does not have interfaces for communication between the VMM and the analyt-

ics machine. So, we used a dedicated NIC (Intel 82574L) and a serial cable for communication

between them. The serial cable is used for asynchronous output from the VMM. In our im-

plementation, we do not use NMI for NIC interrupts. Instead, we poll NIC descriptors every

time when a vCPU VMExits. We confirmed that this approach worked practically in the

experiments. The NIC is protected in the same way as the coprocessor protection.

BitVisor has an ability to build an server using lwIP. We built a simple JSON-RPC [190]

server using it. The analytics machine uses this server to achieve several things such as

obtaining register values, requesting temporal vCPUs suspension and monitoring memory

region for event-based acquisition. The server is easy to extensible and we can add new

operations if necessary. Table 4.4 shows the supported operations.
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Table 4.4: Supported Operations

Command Operation

stop vcpu Stop vCPUs
start vcpu Start vCPUs
get cr3 Get CR3 value of a vCPU
monitor (addr) Monitor memory address and notify if accessed

4.8 Evaluation

We use a machine with Intel Core i7 8700 (6 cores, hyper-threading disabled), 16GB memory,

and ACS supported PCIe bus as a target machine. The machine runs Linux 5.13.0 and has

PCIe-connected NVMe (OCZ RD400/400A) and 40GbE NIC (Intel XL710). PCIe Screamer

(R02) is connected to the target machine via a PCIe slot. PCIe Screamer is also connected

to an analytics machine using USB3. The analytics machine and the target machine are

connected using a 1GbE NIC for the communication with the VMM. These machines are also

connected with 40GbE NIC directly. The analytics machine has Intel Core i7 6700 (4 cores 8

threads), 16GB memory.

In Linux, we can use iommu and intel iommu kernel parameters [224] to control how OS

uses IOMMU. We uses the following three settings in the experiments.

iommu=off

Linux does not use IOMMU (Linux’s default)

iommu=nopt intel iommu=on

Linux uses IOMMU (create IOMMU page table per device)

iommu=nopt intel iommu=on,strict

Same as “on” except that every unmap single operation will result in a IOTLB flush

iommu=nopt means that Linux uses iommu for intra-memory protection. Note that to

improve performance, Linux batches IOTLB flushes by default. However, this causes several

security problems [136, 156]. “strict” option forces to flush IOTLB every time unmap region.

When using Caching Mode, “strict” option is enforced no matter if the option is specified.

4.8.1 Memory Acquisition in the presence of an IOMMU

iommu=off In this case, Linux does not use IOMMU. So we can extract memory using PCIe

Screamer as is.

iommu=nopt and intel iommu=on(,strict) In this case, Linux creates IOMMU page
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Table 4.5: Memory Acquisition Time (1GB)

Name Time (s)

bare-metal (iommu=off) 17.018
shadow (iommu=nopt, intel iommu=on,strict) 16.728

Table 4.6: Experiment Settings

Name Dscription

noiommu bare-metal machine
on bare-metal with intel iommu=on
strict bare-metal with intel iommu=on,strict
hook run OS on a VMM w/o shadowing (iommu is strict)
shallow only shadow root and context tables
shadow shadow all IOMMU tables
qemu run OS on a KVM/QEMU with its vIOMMU [175]

tables per IOMMU group 1. The PCIe Screamer looks a ethernet controller made by Xilinx

in a Linux’s point of view2. Linux does not create IOMMU page tables for the PCIe Screamer

because there is no driver for it. As a result, all DMA request from PCIe Screamer is blocked

by IOMMU.

Next, we employed our proposed method and running OS on the VMM. We confirmed that

in this case, the PCIe screamer successfully DMA and acquire memory. As the same as the

iommu=off, Linux does not create page tables for it. We confirmed it by checking IOMMU

page tables that Linux created. However, our VMM successfully shadowed IOMMU page

tables, thus the PCIe Screamer could DMA.

Table 4.5 shows times taken to acquire 1GB of memory by our method. Since our method

uses DMA, we did not see any noticeable differences between bare-metal and our proposed

method. In our environment, PCIe Screamer fetched memory around 60MB/s.

4.8.2 Overhead Evaluation

Table 4.6 shows the experiment settings used in this evaluation. When experimenting us-

ing VMM, iommu is used with strict mode. When experimenting on QEMU/KVM, NVMe

and 40GbE NIC devices are pass-through-ed using VFIO [197]. We use “iommu=on in-

tel iommu=on,strict” for “hook”, “shallow”, “shadow”, “qemu”.

1Devices belonging to the same IOMMU group can communicate with each other without IOMMU interven-
tion. For example, a multiple-function device belongs to an IOMMU group containing each function as an
endpoint. We can configure ACS to enforce every DMA transaction going through IOMMU, and in that
case, each endpoint belongs to each IOMMU group.

2Linux see the device’s class id and vendor id in a PCI configuration space.
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Table 4.7: IOMMU Map and Unmap Time Comparison (32MB region)

Name Map (ns) Unmap (ns)

noiommu N/A N/A
on 2,921,377 4,116,167
strict 2,926,536 4,621,587
hook 2,900,304 14,976,643
shallow 14,309,282 11,715,443
shadow 17,406,628 21,976,681
qemu† N/A N/A
† qemu’s results are omitted because we encountered VFIO errors.

4.8.2.1 Microbenchmark

To measure the shadowing overhead, we create a program that maps and unmaps IOMMU

tables using VFIO for 32MB memory region for 500 times. Table 4.5 shows the median times

of the experiments. When using IOMMU on bare-metal machine, map and unmap operation

takes about 2 to 4 milliseconds. Our proposed method takes about 10 to 20 milliseconds.

4.8.2.2 NVMe and 40GbE NIC throughput and latency

We use NVMe and 40GbE NIC to measure IOMMU shadowing overhead during normal op-

erations. When experimenting on QEMU/KVM, these devices are pass-throgh-ed, and we

assigned 6 vCPUs and 14GB memory. Figure 4.6 and Figure 4.7 shows NVM’s through-

put and latency measured by fio [189]. The fio performs random read and write with block

size 4KB, numjobs 4, and iodepth 16. 4.8a shows 40GbE NIC throughput measured by

netperf [178] with one thread and 4.8b shows latency measured by ping.

4.8.2.3 NAS Parallel Benchmark

Table 4.8 shows the normalized execution time of NAS Parallel Benchmark (NPB) [201] to

demonstrate the CPU overhead of the proposed method. “spincount” is a value of

“GOMP SPINCOUNT”, which determines how long to try to spin to get a lock.

4.8.2.4 Benchmark Summary

As shown in the graph, our implementation generally better than the QEMU/KVM’s vIOMMU.

This is because our IOMMU shadowing is parapass-through approach. Although our proposal

has a non-negligible overhead, we think our method works practically enough compared to a

traditional vIOMMU mechanism (qemu’s vIOMMU). VT-d has added new features to increase

IOMMU performance. For example, a recent VT-d has a cache-coherency for an IOMMU page

table (our VT-d does not have it.) Therefore, when creating IOMMU page tables, we do not
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Figure 4.6: NVMe fio IOPS with error bars of standard deviation (higher is better)

Table 4.8: NPB Normalized Result (baseline: bare-metal (iommu=strict))

shadow qemu
spincount→ 0 300k 30b 0 300k 30b

bt 1.00 1.01 1.07 1.08 1.00 1.08
cg 1.02 1.02 1.00 1.02 1.01 1.00
ep 0.94 1.00 1.07 1.11 1.00 1.13
ft 0.99 0.99 1.06 1.46 1.42 1.47
is 1.00 1.00 1.00 1.00 1.00 1.00
lu 1.24 1.02 1.05 1.05 1.02 1.24
mg 1.02 1.02 1.00 1.01 1.02 1.01
sp 1.00 1.02 1.00 1.01 1.02 1.01
ua 1.03 1.03 1.00 1.05 1.01 1.01
gmean 1.02 1.01 1.03 1.08 1.05 1.10

have to flush CPU caches. We expect hardware improvement will decrease performance over-

head more and more.

4.9 Discussion

4.9.1 SMM Monitoring

Since the proposed method uses a VMM, the monitoring of SMM – i.e., states with higher

privilege levels than a VMM – is out of the scope of the proposed method. Chevalier et al.,

[118] proposes a method to monitor the integrity of the SMM from the coprocessor by using

the coprocessor and the compile-time instrumentation of the SMM program. Nighthawk [147]

propose a method to monitor the integrity of the SMM from the coprocessor by using a special

coprocessor called Intel ME [229], which has a higher privilege than the SMM. Our proposed
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Figure 4.7: NVMe fio Latency (up to 99.9%-tile) (lower is better)

method is orthogonal to these methods; by combining them, we can monitor the SMM.

In recent years, the Platform Runtime Mechanism (PRM) [211] has been proposed to make

most of SMM functions implemented outside the SMM. Intel also introduced the SMI Transfer

Monitor (STM) [218], used for increasing the security of the SMM by virtualizing the SMM

and running the main processing of the SMM in VMX non-root mode. By using these methods

together, it is possible to significantly reduce the attack surface of the SMM.

4.9.2 Guest Hypervisor Support

Coprocessors can acquire VMM’s memory region. However, since the proposed method uses

virtualization, the guest cannot use the virtualization function as is. If the VMM used by the

guest is a Type-1 VMM, the proposed method can be implemented in the VMM, but the TCB

will increase. If the VMM used by the guest is a Type-2 VMM, the proposed method cannot

be implemented in the VMM because the OS itself runs outside the VMM.
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Figure 4.8: 40GbE NIC Experiments

In order to solve this problem, we can utilize nested virtualization [38]. With nested vir-

tualization, the OS can use the virtualization function even with the proposed method while

keeping the TCB small.

4.9.3 Hardware-Based Memory Encryption

In recent years, some CPUs have been equipped with, or are scheduled to be equipped with, a

function that constantly encrypts part or all of the memory [166, 168, 182, 183, 184]. In this

case, memory can be divided into two types: DMA-able (and decryptable), and non-DMA-

able. When verifying the integrity of the memory, the data acquired from DMA can be left

encrypted, but when analyzing the contents, the acquired data must be decrypted.

Intel TME [182] and AMD SME [166] are DMA-able and have decryptable memory contents.

One of the primary applications is the encryption of non-volatile memory. This provides page-

by-page encryption functions. Specifically, the upper bits of the physical address that are

not used in the page table are used to specify whether to decrypt or encrypt data when

reading or writing to the memory. By setting the upper bits of the physical address correctly,

encrypted data can be decrypted and read from the DMA. It is possible to find out which

page is encrypted by tracing the page table from CR3 and looking at the physical address

settings in the page table. However, in the event of a timing attack, there is a possibility that

the information in the page table could be rewritten by the attacker and thus could not be

decrypted correctly. One possible countermeasure is to shorten the interval between memory

fetches or DMA by trying all possible combinations of the upper bits of the encryption setting

until the correct data can be read.

The memory encryption technologies that cannot be DMA-ed are Intel SGX [183], Intel

TDX [184], Arm CCA [168], and AMD SEV [166]. These are features that provide a TEE
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(Trusted Execution Environment). If we want to obtain the data or code executed in these

systems, one approach is to run an agent inside the monitored system and have the agent

periodically copying the memory of the part we want to obtain to the shared memory that

can be DMA-ed, after encrypting and signing it with keys shared with the coprocessor in

advance. Then, the coprocessor can perform the desired processing by retrieving data from

the shared memory. However, in this case, if the internal agent itself is attacked, the data

copying may not be performed correctly, so it is essential to take thorough preventive measures

to protect the agent itself from attacks.

4.9.4 Possible Hardware Improvement

In this section, we discuss how to extend the hardware functions to realize the above goals.

4.9.4.1 Device-Selective DMA Protected Region

We presented how to use VT-d’s DMA Protected Region to implement our proposed method.

The DMA Protected Region is applied to all devices, so we need to place communication

massage outside of a VMM, and encrypt and sign messages when communicating between a

VMM and a coprosessor or an analytics machine. If the DMA Protected Region can be selected

for a device, the memory acquisition coprocessor can be set as DMA-able and all other devices

as DMA-disabled, allowing communication between the memory acquisition coprocessor and

the VMM while preventing DMA attacks on the VMM from other devices. Although Intel

plans to deprecate DMA Protected Region3 [185], we believe the functionality is useful for a

coprocessor cooperating with a VMM.

4.9.4.2 Hypervisor-Managed IOMMU Translation

If hardware-based nested IOMMU can be available in the same way as nested paging in CPUs,

VMMs do not need to perform software-based shadowing of IOMMU page tables as we did.

AMD has been providing a hardware-based two-stage IOMMU page table feature since Zen2,

called hardware-based vIOMMU [165]. Intel is also planning to include such a feature in its

next-generation VT-d Scalable I/O Virtualization [185]. However, these features are based

on PCIe’s PASID specification, and the structure of a first IOMMU page tables is the same

structure as the CPU’s page tables. Therefore we cannot directly use it to override IOMMU

settings that a guest creates. From the security point of view, it is handy if the first IOMMU

page table is the same as the second IOMMU page table.

3Intel plans to introduce alternative way to prevent DMA attack to IOMMU page tables when setting Root
Table Address Register by temporary disable all DMA transactions.
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4.9.4.3 Configuration Lockdown

There are several methods available to prevent some settings from being changed in the soft-

ware in the BIOS. For example, when the Serial Peripheral Interface (SPI) Configuration

Lockdown function is enabled, the SPI settings written up to at the point cannot be changed

until the PC is rebooted [219]. In this study, we used nested paging for the memory area

that protects the configuration, such as the PCI configuration space, but if such a lockdown

mechanism exists, memory protection by a VMM can be omitted in that area.

4.9.4.4 Summary of Possible Hardware Improvements

In summary, we believe that our proposed method can be implemented most efficiently if the

following hardware features are available:

1. DMA Protected Region configurable per device and

2. Lockdown of DMA Protected Region and PCIe settings.

These features eliminate the need for shadowing the IOMMU page table and implement-

ing PCI configuration space protection. However, they do not eliminate the need for the

VMM. Communicating with the memory acquisition coprocessor, hooking specific events, and

stopping the vCPU temporary are processes that the VMM performs. Of course, it may be

possible to implement these processes in hardware, but considering their complexity, it would

be better to use a VMM.

4.10 Summary

Due to the progress of hardware technology, memory acquisition by coprocessors has become

a practical method. On the other hand, there has been little discussion of its challenges,

especially about IOMMU. In this study, we organized and presented the four problems of

coprocessor-based memory acquisition. Then we proposed Shielded Copilot, which enables

trustworthy coprosessor-based memory acquisition in the presence of an IOMMU. Our method

cooperate a coprocessor with a thin VMM, which is in charge for operating what a coprocessor

cannot achieve. We implemented the prototype of proposed method for Intel’s VT-d. Our

evaluation showed that optimizing IOMMU for device protection achieves higher performance

than traditional vIOMMU and the proposed method worked practically.
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5 Investigating and Improving Scheduling

Performance of NUMA-visible Virtual

Machines

In this chapter, we evaluated the scheduling performance of a NUMA-visible virtual machine

on Linux using various benchmarks. To our surprise, we found several problems that cause

severe performance degradation due to a paravirtualization function which is desirable for non-

NUMA-visible VMs. We propose the fix and show the effectiveness of the proposed method.

5.1 Introduction

In modern computers, the CPU and memory are structured hierarchically, as shown in the

Figure 5.1. A CPU consists of LLC and multiple cores that each contain L1 and L2 caches1.

Machines with multiple CPUs generally use an architectural configuration called NUMA (non-

uniform memory access). In a NUMA machine, the CPU and memory are divided into pairs

called nodes, and the speed of memory access from the CPU on one node differs from that on

other nodes.

To derive the best performance on NUMA machines, the operating systems, and the sched-

uler should consider the hardware’s characteristics. For example, improving the speed of

memory access necessitates that the data used by an application be placed in memory on a

node located as close as possible to the CPU where the application runs. Scheduling threads

in the same node can also improve the efficiency of cache utilization. This hardware hierarchy

is considered in task scheduling performed by Linux’s completely fair scheduler (CFS) [172].

On the other hand, a host’s hardware configuration is typically hidden from a guest in a

virtualized environment, such as clouds. In such an environment, the guest cannot operate in

consideration of the host’s hardware configuration. This problem can be solved by revealing

the host’s hardware configuration to the guest. These virtual machines are particularly used for

requiring high-performance tasks, such as machine learning and high-performance computing.

For example, AWS EC2 [163], a leading cloud provider, rents out virtual NUMA (vNUMA)

1In some CPUs, the L2 cache is shared among cores.
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instances with 96 vCPUs, 192 GiB of memory.

Several studies have reported that VM performance improves when a guest replicates a

host’s hardware configuration [48, 55, 79, 110, 143, 155]. However, all such research evaluated

only a small number of workloads, and few studies have conducted detailed experiments.

The hardware configuration of a host can be reproduced in several ways, depending on the

extent of the intended configuration. For example, when creating a virtual machine with 24

vCPUs, it is possible to create a machine with 24 sockets, or not, a machine with 24 cores per

socket. These virtual machines may look the same, but in reality, they have different hardware

configurations, which result in different scheduling behavior. In addition, recent years have

seen the common use of paravirtualization functions in virtualized environments, but most of

these functions are designed to improve performance in an overcommitted environment. How

effective they are for virtual machines that reproduce a host configuration is not evaluated in

the previous studies.

In this study, we created several virtual machines which reproduced (parts of) the hardware

configuration of a host using Linux’s QEMU/KVM and conducted the following detailed

performance evaluations:

1. Evaluating the effectiveness of paravirtualization for vNUMA machines

2. Comparing the vNUMA performance with various virtual hardware configurations

3. Evaluating the performance of VMs that partially replicate host hardware configuration

in an overcommitted environment

Contrary to expectations, we found that some workloads cause significant performance

degradation relative to that occurring in bare-metal and virtual machines that do not replicate

a host’s hardware configuration. We analyzed these problems and found several causes.

The contributions of this research are as follows.

1. We performed the detailed performance evaluation on virtual machines with several

virtual hardware configurations on Linux, and found several performance degradation

problems.
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2. We analyzes several problems we found and proposed solutions.

5.2 Background

5.2.1 NUMA

NUMA architecture is a type of hardware design in which the CPU and memory are divided

into multiple units called nodes. It is distinct from UMA (uniform memory access) architec-

ture, and in NUMA architecture, the distance (access speed) from the CPU to memory differs,

depending on the location of both nodes. Memory located on the same node as the CPU is

called local memory, and another type of memory is called remote memory. Access to these

is called local and remote access, respectively. Partitioning by node leads to less contention

for memory access, thereby enabling memory scaling. Today, NUMA architectures are com-

monly used on machines with sizable CPUs and memory. To ensure the best performance on

a NUMA machine, it is crucial for the CPU on which an application runs and the memory

that contains the application data to be located on the same or closely positioned nodes.

5.2.1.1 Memory Access Policies for NUMA

Two typical policies are implemented to access memory on NUMA machines: First Touch

and Interleave. The First Touch policy allocates memory from the node where the CPU that

accesses memory is located. This policy is effective for applications in which a separate thread

runs on each CPU, but it can be ineffective for applications wherein a specific thread initializes

all memory or wherein threads are often migrated across nodes because of overcommitment.

In contrast, the Interleave policy allocates memory alternately from each node when it issues

memory. It is, therefore, suitable for applications in which data are accessed from multiple

nodes.

In Linux, the First Touch policy is used by default, but it is possible to run applications

with the Interleave policy by using the numactl command [203]. Linux also has automatic

NUMA balancing (ANB), which dynamically improves NUMA memory access by periodically

and intentionally causing page faults and migrating data to local memory when necessary.

5.2.2 Reproducing NUMA in a Virtualized Environment

5.2.2.1 Motivation

In a normal virtualized environment, the hardware configuration of the host is hidden. This

makes it easy to change the virtual machine’s hardware configuration and migrate between
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machines with different hardware configurations. However, from the performance point of

view, there are several problems.

First of all, since the guest cannot see the host hardware configuration, it is hard to exploit

NUMA architecture from the guest. In addition, in an overcommitted environment, “double

scheduling problems”, which is caused by the dual scheduling in the guest and the host,

can occur. Most common double scheduling problems is the lock holder preemption (LHP)

problem [16, 27, 127], which occurs when a vCPU that holds a spinlock is preempted. At this

stage, other vCPUs that want to acquire the spinlock must wait until the preempted vCPU

is rescheduled and the lock is released; scheduling the vCPU that is waiting for the lock first

wastes CPU time. This problem is especially significant when parallel programs with many

exclusive controls are executed.

Other issues include the lock waiter preemption (LWP) problem [16, 127], which arises from

the preemption of a vCPU that is waiting for the highest priority in an ordered lock; the

blocked-waiter wakeup (BWW) problem [80], which occurs when a vCPU waiting for a block

to be released given a slow IPI in a virtualized environment is woken up; and problems caused

by the preemption of a vCPU in an interrupt or RCU context [124, 134]. In this context, the

BWW problem can also occur. Even if a vCPU is not preempted in a critical section, failing

to schedule its I/O completion via a virtual machine causes I/O delays.

These problem can essentially be solved by allocating a dedicated pCPU to a virtual ma-

chine, replicating hardware configuration of the host, and avoiding overcommitment. Such

virtual machines are used in where performance is important.

5.2.2.2 Reproducing a host’s CPU configuration

CPU configuration information is included in the Processor Properties Topology Table of the

ACPI (Advanced Configuration and Power Interface). Therefore, a specific CPU hierarchy can

be reproduced on a guest by appropriately configuring the ACPI at the time of guest startup.

In this research, the CPU created on a guest is called a “vCPU,” whereas that located on a

host is called a “pCPU.” We explicitly refer to the CPU core as “vCore” or “pCore.”

CPU pinning is the process of narrowing down the number of host pCPUs that schedule

a guest’s vCPU to one and ensuring a host pCPU and vCPU correspondence of 1:1. CPU

pinning reproduces an environment closer to that of a host for a guest.

5.2.2.3 Reproducing a host’s NUMA configuration

NUMA configuration information is included in the ACPI Static Resource Affinity Table

(SRAT). When a virtual machine initiates, NUMA can be configured on this machine by

appropriately constructing this SRAT. A virtual machine with NUMA configured on a guest
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is called virtual NUMA (vNUMA), or a NUMA-visible virtual machine. Major hypervisors,

such as Hyper-V, QEMU/KVM, Xen, and VMware, support vNUMA.

When vNUMA is used, the NUMA structure is normally reproduced on a guest in accordance

with a host’s NUMA configuration. In other words, vCPU pinning and memory allocation

are performed so that the NUMA reproduced on the guest corresponds to the NUMA of the

host. In this study, vNUMA refers to the correspondence between the NUMA configurations

of a guest and a host. With vNUMA, the guest can take advantage of the physical NUMA

configuration for scheduling and memory management. This process is desirable in terms of

application performance, given that the semantic gap [6] is smaller than that generated when

the NUMA configuration is hidden from a guest and when vCPU scheduling and memory

allocation are devised on a host.

5.2.3 Scheduling in Linux

In Linux, there are several scheduler classes and each thread belongs to a specific scheduler

class. Each scheduler class has a given priority, and Linux schedules threads starting from

the scheduler class with the highest priority. The scheduler searches for the next task to be

executed for each scheduler class and switches tasks when the next task is available.

5.2.3.1 Complete Fair Scheduler (CFS)

Normal threads belong to the SCHED NORMAL (also called SCHED OTHER) scheduling class. This

section describes the CFS used in this class.

The CFS [172], which is the main scheduler for Linux, was introduced in Linux 2.6.23 and

remains in use today. It uses a weighted fair queueing algorithm and does not have the concept

of a fixed time slice. Instead, it allocates execution time in accordance with the weight of each

thread so that each thread is scheduled at least once during a period called the latency target.

Note that a minimum time slice is set, thus preventing an excessively short execution time.

The weight used here is called the nice value, and the weighted execution time assigned to a

thread is called vruntime. Threads with the same weight are assigned the same amount of

execution time. Each executable thread is stored in the run queue of a CPU. The CFS selects

the thread with the smallest vruntime in the run queue as the next thread to be executed.

If a thread goes to sleep, the minimum vruntime is subtracted from the thread’s vruntime.

Then, if the thread wakes up from sleep, the minimum vruntime of the run queue is added

to the vruntime. This adjustment prevents excessive CPU allocation to sleeping threads and

enables the rapid scheduling of threads that frequently sleep (interactive threads) at wake up.

In the case of multi-threaded (or multi-process) programs, simply allocating CPU time to

each thread results in excessive CPU time for a program. Using the cgroup function introduced

in Linux 2.6.38 [173] enables the combination of multiple threads (or threads) into one and
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their treatment as a single scheduling entity, thereby preventing excessive CPU time from

being allocated to a specific program.

5.2.3.2 Load balancing

The CFS runs on each CPU. To eliminate unbalanced run queues on each CPU, the scheduler

performs load balancing as needed. The basic idea of load balancing is to balance the load

calculated from CPU utilization and thread weights on each CPU. Another essential task is

to avoid CPU resource contention to improve performance. For example, in the case of a

multi-threaded program that shares memory, load balancing on the same LLC core is more

efficient in cache utilization.

In the CFS, load balancing is performed from the lower domain of a hierarchical domain

called the scheduler domain [215] to evenly distribute loads across domains. For the architec-

ture shown in the Figure 5.1, the scheduler domain consists of three domains from the top:

Core, CPU, and NUMA.

There are four types of CFS load balancing:

Fork/exec Balancing This load balancing occurs when thread forks or execs. The scheduler

selects which CPU’s run queue to insert a thread into.

Wakeup Balancing This process involves the selection of which CPU’s run queue a thread

will be inserted into when the thread wakes up. No balancing across NUMA is performed

to improve cache efficiency.

Idle Balancing Idle balancing is performed when the run queue of a CPU becomes empty. If

there is an executable thread in the run queue of another CPU, the thread is migrated

to its own run queue. If no thread is available, the CPU becomes idle. The CPU is

eventually woken up by an iterrupt or periodic load balancing.

Periodic Balancing Periodic balancing is performed in the SOFTIRQ context in response to

periodic timer interrupts. In the case of NOHZ kernels that do not generate periodic

timer interrupts, which are the current mainstream occurrence, the kernel checks whether

there is an idle CPU when an active CPU receives a scheduler tick. If so, the kernel

sends an IPI to that CPU to request load balancing. After that, the load balancing

process is basically the same as that occurring during the idle balancing.

The fork/exec and wakeup balancing processes entail selecting a run queue to store threads.

Idle and periodic balancing are processes of fetching threads from the run queues of other CPUs

to one’s run queue. The triggers and targets of each load balancing round are summarized

in Table 5.1. To avoid unnecessary repetition, load balance() is performed by the first idle
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Table 5.1: Summary of Linux Load Balancing

Type of Load Balance Maximum Scheduler Domain Main function

fork/exec CPU find idlest cpu()

wakeup CPU select idle sibling()

idle NUMA load balance()

periodic NUMA load balance()

CPU found when the target CPU is iterated in the domain or only by the first CPU if there

is no idle CPU.

5.2.4 KVM

KVM is the default virtualization mechanism for Linux. KVM has the following paravirtual-

ization features.

Asynchronous Page Fault Allowing the guest to run while the guest page swapping in.

PV EOI Omit accessing EOI (End of Interrupt) register (thus omitting VMEXIT) when han-

dling a virtual interrupt.

PV IPI Insert IPI when performing VMENTRY if the vCPU is not running at the time.

PV TLB Flush Flush TLB when performing VMENTRY if the vCPU is not running at the

time.

PV UNHALT Use paravitualized spinlock. Instead of doing busy loop, a vCPU waiting a

lock sleeps. When the lock holder release the lock, it wakes up the vCPU.

Stealtime The mechanism to notify the guest information on how much CPU time is spend

in a hypervisor. Combining with PV UNHALT, this feature used for dectection of vCPU

preemption, which is described in the next section.

5.2.4.1 Detection of vCPU preemption

KVM also has a paravirtualization feature to detect whether a vCPU is preempted or not. The

function available idle cpu() (Listing 5.1) is used to determine whether a CPU is idle when

load balancing is performed. This function is enabled when KVM’s paravirtualization feature

“steal time” and “PV UNHALT” are activated. For a guest to tell a host whether a vCPU

is preempted, the former sets a memory address in a dedicated MSR (MSR KVM STEAL TIME)

at boot time, after which the host writes information about whether the CPU is preempted

to this memory area. With this feature, the CFS on a virtual machine does not execute load
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balancing for the vCPU preempted by the host, even if the vCPU is idle. This feature was

introduced in Linux 4.18.

1 int available_idle_cpu(int cpu)

2 {

3 if (!idle_cpu(cpu))

4 return 0;

5

6 if (vcpu_is_preempted(cpu))

7 return 0;

8

9 return 1;

10 }

Listing 5.1: available idle cpu() function (defined in kernel/core/sched.c)

5.2.5 Research Questions

Although intuitively it is believed that constructing a NUMA-visible virtual machine is the

best way to elicit performance on a NUMA machine in a virtual environment, few studies have

evaluated the details performance. In this study, we created several virtual machines which

reproduced (parts of) the hardware configuration of a host using Linux’s QEMU/KVM and

conducted the detailed performance experiments to evaluate the followings:

1. The effectiveness of paravirtualization for vNUMA machines

2. The vNUMA performance on various virtual hardware configurations

3. The performance of VMs that partially replicate host hardware configuration in an

overcommitted environment

5.3 Experimental Setup

In this section, we briefly summarize the experiment environment and benchmarks we used.

5.3.1 Experimental Environment

The evaluation machine has two NUMA nodes, with one node having 32 GB of memory.

The machine has two Intel Xeon Platinum 8160 CPUs. Each CPU has 24 cores, and hyper-

threading is disabled. Functions that dynamically change the CPU frequency, such as C State

80



and Turbo Boost, are also disabled. We use Linux 5.13 for both the host and the guest OSs.

We use QEMU [212] 6.1.0 and libvirt [195] 7.7.0 for creating virtual machines.

5.3.2 Virtual Machines

We use virtual machines depicted in Figure 5.2 for the main evaluation. The description of

each VM is as follows:

UMA A traditional virtual machine.

CPU Pinning (pinning) Only CPU pinning is performed.

vNUMA (non-LLC-shared) vNUMA is created. However, there is no CPU core which shares

LLC.

vNUMA (LLC-shared) vNUMA with LLC-shared among CPU cores.

5.3.3 Benchmarks

We used the following benchmarks in the experiments:

5.3.3.1 Performance Evaluation

To evaluate performance throughput, we used the OpenMP version of NAS Parallel Bench-

marks (NPB) [201] 3.4.1 and the pthread version of parsec [225] 3.0. The NPB and parsec

contains more than a dozen parallel computing programs. We executed all the programs in

NPB, except “dc,” which requires substantial disk I/O. We use data size C and GNU “li-

bomp” for the OpenMP library. We excluded some Parsec programs that failed to compile in

the experimental environment.

In OpenMP, the OMP WAIT POLICY environment variable [204] can be used to specify how

long a thread waits in a user space (i.e., whether a spin loop is performed) for a lock release.

Valid values for OMP WAIT POLICY are “active” or “passive,” and its behavior is implementation

dependent. In our experimental environment, the number of spin loops (SPINCOUNT) is 0

when OMP WAIT POLICY is passive, 300,000 when it is not set (300k), and 30,000,000,000 (30b)

when it is active. We ran the experiment for each spinlock setting. The larger the number of

spin loops, the higher the probability that a lock will be released during a spin loop; acquiring

a lock during this loop advances the fastest lock acquisition, which generally enhances software

performance. When the spin loop count reaches the upper limit, a thread sleeps until the lock

becomes available through the use of the futex [177] system call.
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Figure 5.2: Virtual Machines used in the vNUMA Experiments
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5.3.3.2 Scheduler Evaluation

We used the perf bench sched messaging [210] to evaluate performance of scheduler and IPC.

In perf bench sched messaging, the parameter “groups” controls the total number of threads

used in the experiment. We also used schbench [191] to evaluate the latency distribution for

the scheduler wakeups. In schbench, the parameter “threads” controls the total number of

threads used in the experiment.

5.3.3.3 Measurement Methodology

Except schbench, which reports distribution, we run experiments three times and reports the

median value. We use tsc clock source in a virtual machine to measure time. We disable

automatic NUMA balancing during the experiments.

5.4 Evaluation of Paravirtual Features on a NUMA-visible

Virtual Machine

In this section, we evaluate KVM paravirtual features on a vNUMA (LLC-shared) machines to

investigate the effectiveness of paravirtualization for vNUMA machines. We use First Touch

NUMA policy for this experiment. We ran experiments on VMs each of which enables the

following each KVM paravirtual feature.

nopv No paravirtual festures.

asyncpf Enable Asynchronous Page Fault.

pv eoi Enable PV EOI.

pv ipi Enable PV IPI.

pv tlbflush Enable PV TLB Flush.

steltime Enable stealtime.

unhalt Enable PV UNHALT.

unhalt stealtime Enable both PV UNHALT and stealtime.

unhalt stealtime* Enable both PV UNHALT and stealtime with the fix presented in subsec-

tion 5.4.2.

vnuma* Enable all paravirtualization features with the fix presented in subsection 5.4.2.

We report relative values against “nopv” for NPB, parsec, and perf sched benchmarks.

Lower is better for all graphs.

83



5.4.1 Result

Figure 5.3 shows the result of NPB benchmark and Figure 5.4 shows the result of parsec.

Figure 5.5 and Figure 5.6 shows the result of perf bench sched and schbench, respectively.

From the figtures, we can observed that the “unhalt stealtime” virtual machine showed the

severe performance degradation especially for NPB SPINCOUNT 0.
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Figure 5.3: NPB Benchmark

5.4.2 False Preempted Problem

We investigated the problem of the “unhalt stealtime” and found the cause.

5.4.2.1 The Cause

This problem occurs under the following conditions:

• PV SPINLOCK (KVM FEATURE PV UNHALT) is enabled.

• “steal time” (KVM FEATURE STEAL TIME) function is enabled.

• The CPU in a VM is multi-core. (This problem does not happen on a non-LLC-shared

vNUMA machine.)
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Figure 5.4: Parsec

As described in subsubsection 5.2.4.1, under these condition, a preempted vCPU is excluded

from candidates of wake up load balancing. This seems reasonable because a thread migrated

to a preempted vCPU needs to wait until it is scheduled on the host side. However, when a

vCPU becoming idle and doing HLT VMEXIT, the problem occur. This vCPU is marked as

preempted and will wait for a rescheduling IPI from another vCPU or an external interrupt.

However, the vCPU is flagged as preempted and is exempted from wakeup load balancing

in the CPU scheduler domain. As a result, even if nothing else is running on the host side,

the guest assumes that the vCPU is preempted and that the vCPU is not utilized, thereby

significantly degrading performance. This problem especially occurs frequently when running

parallel programs with a small OpenMP SPINCOUNT because a vCPU tend to become idle

in such an environment due to the lock contentions.

5.4.2.2 The Fix

To fix the problem, we created a per-cpu kthread. The SCHED IDLE scheduling class is assigned

to the kthread. This means that the kthread only runs when the CPU becomes idle. When

the kthread is scheduled, the kthread deactivated the preempted flags from vCPUs that sleeps

on the CPU. This way, HLT VMEXIT vCPU becomes candidates of wakeup load balancing

when the host CPU is idle.
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Figure 5.5: Perf Bench Sched Messaging

Figure 5.7 shows the visualization of each CPU’s run queue length when running NPB

lu program with SPINCOUNT 0. The graph is created using tracing results obtained by

ftrace [176]. The y axis is the CPU number and the x axis is time. The color depth indicates

the number of threads (nr running) in the run queue. There are 48 threads in total. As

shown in the figure, before the fix, there are several run queue contention. After the fix, these

contentions are solved. Figure 5.8 shows which CPU the threads are scheduled. From this

figure, it can be confirmed that unnecessary migration occurred due to the limited number of

available CPUs before the modification.

In Figure 5.3, Figure 5.4, Figure 5.5 and Figure 5.6, “unhalt stealtime” and “vnuma*” are

experimental results with this fix applied. As shown in the graph, the performance degrada-

tions of NPB and parsec are solved.

5.5 Evaluation of NUMA-Visible Virtual Machines

In this section, we evaluate performance of virtual machines shown in Figure 5.2 to investigate

perormance of vNUMA machines. We used First Touch policy in the experiment. We enabled

all KVM paravirtualizartion features with the fix presented in subsection 5.4.2. We report

relative values against bare-metal for NPB, parsec, and perf sched benchmarks.
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Figure 5.6: Schbench
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(a) Before the fix

(b) After the fix

Figure 5.7: Visualization of each Run queue Length. The vertical axis is vCPU number, and
the horizontal axis is time. The color intensity indicates the length of the run
queue.
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Figure 5.8: Visualization of on vCPU Scheduling. The vertical axis is vCPU number, and
the horizontal axis is time. This graph shows which vCPU is scheduled to which
pCPU.
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5.5.1 Result

Figure 5.9 shows the result of NPB benchmark and Figure 5.10 shows the result of parsec.

Figure 5.11 and Figure 5.12 shows the result of perf bench sched and schbench, respectively.

From the figtures, we can observed the following things:

• As of NPB, when SPINCOUNT is higher (30b), vNUMA (shared LLC) is the closest to

the bare-metal performance in most programs.

• However, when SPINCOUNT is lower, vNUMA (LLC-shared) (and sometimes also bare-

metal) are slower than others. This is especially noticeable in “sp”, and “lu” with

SPINCOUNT 0.

• As of parsec, vNUMA (LLC-shared) is slower than UMA and vNUMA (non-LLC-shared)

on “dedup” and “streamcluster”.

• As of perf bench, the vNUMA’s execution time become larger when the number of

threads increases.

• As of schbench, the scheduler latencies of bare-metal and vNUMA (LLC-shared) become

worse than UMA when threads=128.
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Figure 5.9: NPB Benchmark
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Figure 5.10: Parsec

5.5.2 Overload Wake-on-Bug (OWB)

We investigated the performance degradation problems of NPB “lu” and “sp”. From the fact

that vNUMA (non-LLC-shared) does not have the performance problem, we presume that this

problem is caused by the wakeup load balancing. Specifically, we presume that this problem

is caused by the following procedure:

• A thread sleeps as it waits for a lock.

• Idle load balancing causes the migration of executable threads from a vCPU in another

NUMA domain.

• The first thread on this vCPU wakes up, clogging the vCPU run queue.

This problem is related not to virtualization but to the load balancing of the NUMA domain

of the CFS. [107] reports similar problems and they called it “Overload Wake-on-Bug”. [107]

improved the performance by performing wakeup load balancing among the NUMA scheduling

domains if there is no idle cores in the CPU scheduling domains. We also implemented the

same fix and re-evaluated benchmarks. Figure 5.13, Figure 5.14, Figure 5.15 and Figure 5.16

shows the results.
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Figure 5.11: Perf Bench Sched Messaging

As shown in the Figure 5.13, the performance degradations of “lu” and “sp” are fixed.

However, the fix is not a panacea; some performance degradation is still observed (e.g., parsec’s

“dedup” and “fluidanimate”). Further performance improvement is one of the future works.

5.6 Related Work of Linux Scheduling

5.6.1 Analyzing Linux Scheduling

[107] reports four bugs in the Linux CFS. All four are related to NUMA, and three are

associated with NUMA load balancing. The overload wake-on-bug reported in the report was

also confirmed in this study. As shown in the evaluation, the fix proposed in [107] increases

some program throughput but does not solve all scheduler problems found in this paper. [131]

compared the performance of Linux CFS with that of FreeBSD Scheduler ULE. Both studies

did not evaluate the scheduler in a virtualized environment.

5.6.2 Improving (NUMA) Scheduling

There are several studies on improving scheduling such as [84, 110, 148, 151]. Recently, to

improve scheduler performance, [148] proposed a load balancing method that uses machine
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Figure 5.12: Schbench
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Figure 5.13: NPB Benchmark (with OWB fix)

learning trying to consider hardware characteristics. [151] propose a scheduler that always

preserves specific properties using formal verification. These studies did not evaluate the

performance of the scheduler in vNUMA environment. As shown in this research, there is still

room for improvement for the (v)NUMA scheduler.

5.7 Summary

In this chapter, we conducted detailed performance experiments on virtual machines in which

guests replicated the hardware configuration of the host. Contrary to our expectations, the

performance of virtual machines that replicate a host’s hardware configuration is sometimes

lower than that of VMs that do not carry out such replication. The comparison of our

experimental results with those realized using bare-metal indicated that part of the reason

for these findings is essentially the slow scheduling of NUMA. We expect our findings to help

improve the performance of the scheduler.
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Figure 5.14: Parsec (with OWB fix)

1 2 4 8 16 32 64 128 256
groups

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Re
la

tiv
e 

Ra
tio

Perf Bench Sched Messaging

baremetal vnuma (LLC-shared) vnuma (non-LLC-shared) pinning uma

Figure 5.15: Perf Bench Sched Messaging (with OWB fix)
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Figure 5.16: Schbench (with OWB fix)

96



6 Improving Hypervisor’s Elasticity with

Safe and Lightweight Language VM

In this chapter†, we propose a method to improve the flexibility of hypervisors without com-

promising performance by using a secure and lightweight language virtual machine. An an

example of the use of the language virtual machine, we present source side DDoS prevention

scheme using virtualization.

6.1 Introduction

As computers and the Internet play a critical role in modern society, cyberattacks become

a significant security issue. For example, denial of service (DoS) attacks make services to

legitimate users unavailable by occupying server resources (e.g., CPU and memory resources)

or exhausting network resources (e.g., bandwidth) that provide routes to the target service [77].

Most DoS attacks come in the form of distributed DoS (DDoS) attacks. In DDoS attacks,

attackers use viruses or similar techniques to hijack a large number of personal computers

to distribute the attack [5]. According to a survey by the Kaspersky Lab, the number of

DDoS attacks per day ranged from 296 to 1508 in Q3 2017 [192]. It is important for system

administrators to protect machines they manage from being hijacked and used as attacking

machines. If an administrator detects that a managed machine is carrying out a DDoS attack,

the administrator must attempt to stop the attack immediately.

In this study, we focus on situations wherein a system administrator manages a large num-

ber of computers and individual users, e.g., in schools and companies. Our goal is to develop

a reliable, lightweight, transparent, and flexible DDoS attack prevention scheme to easily sup-

press packet transmissions from the machines involved in DDoS attacks. DDoS attacks have

been studied extensively [14]. For example, as DDoS attack detection schemes at the source

side, [47, 106, 120] proposed DDoS attack detection systems in the cloud using machine learn-

ing techniques. However, few studies have focused on DDoS attack prevention mechanisms at

source machines that are suitable for personal computers having less computing power than

servers.

†This chapter is based on [138] (© 2018 IEEE. Reprinted, with permission).
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A firewall is a primary countermeasure against DDoS attacks. By installing a firewall on

the boundary of a managed network and configuring it properly, a system administrator can

prevent the transmission of attack packets. However, this method requires significant com-

putational power at the firewall because many packets must be handled at the network edge.

Furthermore, attack packets consume significant network resources when they traverse the

network path to the firewall. Therefore, the best solution is to suppress packet transmissions

at the attacking machines. Most operating systems (OS) have firewall functionalities. If a

system administrator can configure a firewall remotely, they can stop the transmission of at-

tack packets. However, as the machines carrying out a DDoS attack are often controlled by

the attacker, the attacker can disable the OS firewall. Therefore, we require a packet filtering

scheme that cannot be disabled by the attackers.

Several previous studies have proposed using hypervisors to ensure firewall functionality re-

liably [28, 31, 83, 103]. However, traditional hypervisors demonstrate two main disadvantages.

First, as discussed in subsection 1.1.3, virtualization incurs significant overhead. Second, users

cannot use devices that are not supported by the hypervisor. For example, there is less chance

of full functionality support of a laptop’s touchpad by hypervisors because touchpads have

diverse functionalities compared to mice and keyboards. It may be possible to use a device

pass-through technique. However, this requires additional configuration operations, which is

troublesome for non-expert users and is unsuitable for personal computers. Furthermore, addi-

tional procedures, such as booting the hypervisor and initializing virtual devices, are required

prior to booting the guest OS. In particular, if a Type II hypervisor is employed, it is difficult

to force the users to use only the guest OS because they can access the host OS as well. Using

two OSs is troublesome for ordinary users in daily use. Therefore, it is important to provide

a protection scheme that can enforce packet filtering while it is transparent from users.

We propose a reliable, lightweight, transparent, and flexible DDoS attack prevention scheme

that is suitable for managed personal computers. In this scheme, the administrator installs

a lightweight hypervisor on each managed machine to achieve reliable packet filtering. This

hypervisor does not virtualize hardware, except for network interface cards (NIC), thereby,

significantly reducing virtualization overhead and making the hypervisor transparent from

users. To make our scheme flexible, we integrate a configurable packet filtering mechanism

into the hypervisor that can be controlled by the administrator. Figure 6.1 shows an overview

of the proposed scheme. Here, the dotted line shows the network area managed by the ad-

ministrator. When one or several machines in the managed network perform a DDoS attack

on a target server (indicated by the red arrows), the administrator sends a filtering policy to

these machines. By sending the filtering policy to only the attacking machines, a legitimate

user can still send packets to the server.

To facilitate flexibility of the packet filtering mechanism, we allow the system administrator

to send a filtering policy as executable code. Therefore, the administrator has considerable flex-
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Figure 6.1: Overview of the Proposed Scheme

ibility to implement an arbitrary policy on the managed machines. To prevent programming

mistakes from affecting the security of the managed machines, the verifier in the hypervisor

checks the filtering behavior to guarantee security prior to execution. This mechanism gives

the administrator greater flexiblity in enforcing filtering policies without compromising the

security of the managed machines.

We implemented the proposed scheme using BitVisor [35] and the Berkeley Packet Filter

(BPF) [222]. We made BitVisor to monitor only the NIC I/Os and integrated the BPF

execution environment into BitVisor such that network packets could be filtered based on

the execution results of the BPF program. The experimental results show that the proposed

scheme can suppress the transmission of packets upon request with negligible latency and

throughput overhead compared to a bare metal machine.

We assume that DDoS attack detection is achieved using existing methods. Automatically

creating filtering code based on the detected attacks will be the focus of future work.

The contributions of this research are as follows.

• We propose a reliable, lightweight, transparent, and flexible DDoS attack prevention

scheme that can enforce a configurable packet filtering policy even if the OS is compro-

mised while the prevention scheme is lightweight and transparent from users.

• We show a specific implementation of our scheme that exploits BitVisor and BPF to
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achieve negligible virtualization overhead and configurable packet filtering policies as

safe executable code.

• We demonstrate the feasibility and performance of our scheme using the implementation.

6.2 Design

In this section, we outline the threat model and our assumptions. We then describe the system

objectives and the proposed scheme, including its limitations and advantages.

6.2.1 Threat Model and Assumptions

We assume that malicious remote attackers can gain complete control of the target machines’

OSs via software-based attacks, e.g., through viruses and exploiting application vulnerabilities.

Since the attackers can obtain OS administrator privilege, the OS firewall functionalities can

be disabled. However, we do not assume that attackers can gain control of the underlying

hypervisor; since our hypervisor is sufficiently small, we can eliminate security vulnerabilities in

the hypervisor. We also do not assume attacks against hardware, such as exploiting the system

management mode of processors or the management engines embedded in processors. We do

assume that attackers cannot gain physical access to the managed machines and network.

In addition, we assume that the administrator is a trusted entity that can detect that

managed machines are performing a DDoS attack. Note that DDoS detection methods are

beyond the scope of this study. We also assume that the administrator’s management machine

is isolated from the managed network and is not compromised by the attackers. Therefore,

the administrator can securely send filtering code to the managed machines.

6.2.2 System Objectives

Our goal is to create a reliable, lightweight, transparent, and flexible DDoS attack prevention

scheme that allows a system administrator to easily and reliably prevent packet transmissions

from managed machines. This scheme should satisfy the following practical properties.

1. Packet filtering must be enforced regardless of the state of the OS.

2. The system administrator can control the filtering policy of managed machines remotely.

3. The scheme should not pose any other security concerns.

4. The user can use a machine in a transparent manner.
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Figure 6.2: Proposed Scheme

5. The protection scheme should not impair performance, i.e., the scheme should be lightweight.

6. The filtering rule should be sufficiently expressive to stop DDoS attacks and reconfig-

urable without requiring a machine reboot, i.e., the scheme should be flexible.

6.2.3 Proposed Scheme

We propose a DDoS attack prevention scheme that satisfies all of the abovementioned objec-

tives. Figure 6.2 shows the details of the proposed scheme. This scheme involves managed

machines controlled by an administrator. A managed machine runs a hypervisor under the

guest OS. The hypervisor has two built-in components: a filtering mechanism and a filter

policy server that receives filtering policies.

In the proposed scheme, we use a hypervisor to enforce packet filtering even if the guest OS

is compromised (Objective 1). As indicated by the black arrows in Figure 6.2 (1), network

packets sent to or received from the NIC are filtered by the hypervisor. We exploit a parapass-

through hypervisor [35] for the following reasons. First, a parapass-through hypervisor allows

a guest OS to access most hardware directly and intercepts only some I/O accesses. Using this

mechanism, we only intercept NIC accesses to filter packets, while other I/Os are performed
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as if no hypervisor is present, which reduces overhead (Objective 5). This mechanism also

reduces boot time, and the user can use the machine in a transparent manner (Objective 4).

Second, the parapass-through hypervisor code size is much smaller than that of traditional

hypervisors, such as Xen and KVM [35], which means that the trusted computing base of the

parapass-through hypervisor is small and there is less chance that the hypervisor will contain

security vulnerabilities (Objective 3).

The filtering mechanism in the hypervisor filters network packets based on a filtering policy.

To allow the filtering policy to be altered remotely, the hypervisor has a filter policy server

that listens for new policies from the administrator. The server updates the filtering policy

accordingly when receiving a new policy. As indicated by the blue dotted lines in Figure 6.2

(2), the system administrator can change the filtering policy by sending a new policy to the

hypervisor (Objective 2).

To meet our objectives, the filtering mechanism must be safe, fast, and flexible. The fastest

and most flexible way to achieve this is to directly run a program written in machine code.

However, since such a program can comprise arbitrary code, it is difficult to guarantee the

safety of the program, such as eliminating access to external memory regions other than those

storing the given packet data and avoiding infinite loops. Another option is to define filtering

rules in the hypervisor in advance and selecting which rule to use based on the given policy.

This option is safe in the sense that the filtering will only perform predefined processing.

However, this lacks flexibility and the hypervisor would need to be restarted to update the

filtering rules.

We use a specialized language-based virtual machine aimed at fast packet filtering. The

administrator writes a filtering policy as code in the language used by the virtual machine.

The hypervisor performs packet filtering by running the code using an interpreter. Note that

security is guaranteed by the verifier prior to execution. This mechanism has the following

advantages. First, by changing the program, we can change the filtering policy, which facili-

tates greater flexibility than a static setting (Objective 6). Second, by designing simple and

restricted ISA, verifying program safety becomes easier than verifying native code (Objective

3). Optionally, by employing JIT compilation, we could generate native code and increase the

speed of filtering.

Figure 6.3 shows the flow of setting a new policy and filtering. Here, the black dotted

line represents the filtering setting flow. When setting a new filtering policy, the verifier first

checks the program’s safety. If safety is verified, the hypervisor sets the policy as the filtering

rule with optional JIT compiling. Then, the hypervisor runs filtering code (blue lines) when

it receives new packets. To increase program flexibility and performance, optionally we can

create an interface that allows the program to call predefined hypervisor functions, e.g., a

function that looks up the IP address blacklist table.
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6.2.4 DDoS Attack Prevention Workflow

The typical workflow of preventing DDoS attacks using the proposed scheme is as follows.

1. The system administrator introduces the proposed scheme (the hypervisor with the

filtering mechanism) to their managed machines. The default policy is no filtering.

2. The attacker takes control of some of these machines to perform DDoS attacks.

3. When the system administrator identifies that a managed machine is performing a DDoS

attack, they create a new policy to stop DDoS attack packets (e.g., to stop packets whose

destination is a specific host) and send the policy to the attacking machine(s).

4. The transmission of DDoS attack packets is suppressed by the hypervisor according to

the new policy.

5. If the DDoS attack is stopped, the system administrator can create a new policy with

no filtering and send it to the target machine. Thus, the system administrator can reset

the filtering settings without rebooting the given system.
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6.2.5 Discussion of the Proposed Scheme

Recent CPUs have a mechanism to create a security subsystem, such as Intel SGX [183] or

ARM TrustZone [167]. By utilizing this mechanism, one can create a secure region which

cannot be accessed from untrusted regions. We may create a packet filtering mechanism

which runs in such a secure region so that attackers cannot read or modify the filtering policy.

However, we cannot enforce packet filtering with this mechanism alone. Therefore, we use a

hypervisor in the proposed scheme.

Our scheme will work with any arbitrary OS since it does not depend on any particular

OS functionalities. It is easy to install the proposed scheme because the hypervisor can be

inserted into existing machines without reinstalling the OS.

Typical DDoS attacks involve many machines spanning several networks. Hence, many

administrators would need to enforce filtering policies for each machine. To efficiently and

effectively create a policy, it is nice to have a platform where administrators can share DDoS

attack information and cooperate to create policies, which will be the future work.

It is possible for clients to regularly pull the filter policy from a policy server. However, in

this case, clients need to remember the server address and unnecessary traffic is generated. In

our scheme, the management machine pushes the policy to each client. This scheme may not

scale enough if there is a large number of clients. We can adopt P2P communication protocols

such as gossip protocols [2] to distribute filtering policies, which will also the future work.

Note that the proposed scheme does not utilize virtual machine introspection (VMI) [10]

to obtain information about the packet sending process. Therefore, the hypervisor cannot

perform packet filtering based on such process information. However, we consider that such

process information is not necessarily required, i.e., packet information is sufficient to stop

DDoS attacks. In addition, we can obtain a performance advantage by not employing VMI

architecture. Furthermore, since we do not need to implement a process analysis mechanism,

the implementation is independent of the guest OS.

6.3 Implementation

This section describes the implementation of the proposed scheme. First, the packet intercep-

tion method and filtering mechanism are described. Then, we describe how we create BPF

programs and how the policy server receives them.

6.3.1 Packet Interception

We implemented the proposed scheme using BitVisor [35] as the hypervisor. BitVisor employs

a parapass-through architecture wherein, in exchange for supporting only one guest OS, the
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guest OS can essentially access hardware directly and the hypervisor can intercept some of

the I/O accesses. In our configuration, only access to a NIC is intercepted by the hypervisor,

and access to other devices is pass-through. Each interrupt is delivered directly to the guest

OS without exiting the VM, thereby improving network performance.

BitVisor intercepts network packets with shadow descriptors. Figure 6.4 illustrates how

shadow descriptors work. BitVisor shadows the NIC’s descriptor by intercepting MMIO ac-

cesses from the guest OS device driver. NIC’s descriptor base register points to a memory

region inside BitVisor. When transmitting a network packet, the guest OS first sets up its

descriptor table and buffers. Then, the guest OS attempts to write the NIC’s MMIO register

to request the NIC start transmitting packets. BitVisor intercepts this MMIO access and

copies data to its descriptor table and buffers, and then makes a transmission request to the

NIC. When receiving a packet, an interrupt is first delivered to the guest OS directly. Then,

the guest OS device driver attempts to access the NIC’s MMIO register to check the interrupt

status. BitVisor intercepts this MMIO access and copies data from the shadow buffer to the

guest OS buffer. Note that this interception method does not depend on any OS functionality

and works for any arbitrary OS. BitVisor has this mechanism for common NICs, including

the Intel Pro1000, Realtek 8169, and Broadcom 43xx NICs. We modified BitVisor such that,

when copying packet data from the guest OS buffer to the shadow buffer, BitVisor runs packet

filtering code per packet and discards a packet if the code does not allow it to be transmitted.

6.3.2 Filtering Mechanism

In the proposed scheme, we use the BPF [3] as the filtering mechanism. The BPF is a virtual

register machine that performs filtering by running a BPF program. By changing the BPF

program, we can change the filtering policy. The BPF instruction set is designed such that it

can be configured for various filtering conditions. For example, we can make a BPF program

that suppresses transmission of packets to a specific destination host and port. The filtering

method is designed to reduce packet reference times as much as possible.

In our implementation, we used the extended BPF (eBPF) [198], which is used in the Linux

kernel. Compared to the traditional BPF, the eBPF has more registers with 64-bit width,

ISA similar to the x86-64 and ARM-64 architectures, which allows easy JIT compilation, and

a mechanism to call predefined external functions.

We used a userspace implementation of the eBPF VM called ubpf [187], which has an eBPF

interpreter, a JIT compiler, and a simple verifier. The ubpf verifier can detect invalid in-

structions and infinite loops; however, its functionality is not perfect compared to the Linux

verifier [221]. For example, the current ubpf checks memory bounds dynamically when ac-

cessing memory. In the future, we will implement a verifier that is comparable to the Linux

verifier.
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We modified some Linux-related parts of the ubpf and embedded them into BitVisor. The

BPF interpreter takes two arguments, i.e., a BPF program, which specifies the filtering policy,

and a packet data buffer that can be manipulated by the BPF program. When the hypervisor

intercepts an I/O packet, we run the BPF program with the intercepted packet data. Here,

the packet is discarded when the BPF program returns 0; otherwise, the packet is accepted

and transmitted. BPF programs can be set independently for both transmission and reception

directions.

6.3.3 Creating BPF Programs

LLVM has an eBPF backend as of version 3.8, and we can write an eBPF program in C

and compile it using clang. Listing 6.1 shows an example filtering program that uses the

BPF Compiler Collection (bcc) [186], which provides a helper function to compile an eBPF

program in a Python script. This program creates a BPF program that filters packets whose

destination IP is 192.168.20.1, and then send it to the policy server (192.168.20.51).
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1 prog = compile_program("""// eBPF program

2 int entry(u8* pkt){

3 struct eth_t *ether_hdr = (struct eth_t*) pkt;

4 int type = bpf_ntohs(ether_hdr->type);

5 if (type == 0x0800){ // IP

6 struct ip_t *ip_hdr = (struct ip_t*)

7 ((u8*)ether_hdr + sizeof(struct eth_t));

8 if (ip_hdr->src == 0x0114A8C0) // 192.168.20.1

9 return 0; // drop

10 }

11 return 1; // accept

12 }""")

13 send_program(prog, "192.168.20.51", 11111)

Listing 6.1: Example filtering code

6.3.4 Policy Server

BitVisor has TCP/IP server functionality based on lwIP [199], and we created a policy server

using this mechanism. There are two ways to use the lwIP functionality in BitVisor. One way

is to assign a NIC to the hypervisor exclusively. The NIC used by the hypervisor is concealed

and cannot be accessed from the guest OS. The other way is to duplicate network packets

and process them using both the guest OS and lwIP in the hypervisor. Although this method

adds additional packet processing computations, it requires only a single NIC. Either method

can be employed depending on the given situation.

In the hypervisor, the policy server listens to a specific port and waits for the policy setting

packet, which comprises the filter type and the BPF program. When receiving a policy setting

packet, the filter server first verifies the BPF program using the verifier. When verification is

complete, the filter server sets the new BPF policy for transmission (if the filter type is 0) or

reception (if the filter type is 1). Otherwise, the policy setting packet is discarded. Here, JIT

compiling can be enabled depending on the configuration.

Note that the current implementation does not employ any authentication mechanism. In

addition, we require a secure connection between the policy server and the administrator’s

management machine. We can use a transport layer security connection to support both.

6.4 Evaluation

In this section, we first present the results of a proof-of-concept experiment, then the results

of a performance evaluation.
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Table 6.1: Machine Specifications

CPU Mem NIC OS
Server i7-7700 16GB Intel 82574L Linux 4.13
Machine A i7-4690K 16GB Intel I218-V Linux 3.19
Machine B i7-2600K 16GB Intel 82589V Windows 10
Management

i5-4278U 8GB BCM57766 Linux 4.13
Machine

6.4.1 Proof-of-concept Experiment

We conducted a proof-of-concept experiment to demonstrate the effectiveness of the proposed

scheme. Figure 6.5 shows the experimental settings. Here, machine A, machine B, the server

machine, and the management machine are connected via the same switch. Table 6.1 shows

the specifications of each machine. We installed the proposed scheme on machines A and B

with JIT compiling enabled. Since each machine has only a single NIC, BitVisor shares the

NIC with the guest OS and uses it as a lwIP server. The IP addresses of machine A and its

policy server are 192.168.20.10 and 192.168.20.11, respectively. The IP addresses of the

machine B and its policy server are 192.168.20.20 and 192.168.20.21, respectively. The

policy server listens to port 11111 on each machine. The server runs the Apache HTTP server,

and its IP address is 192.168.20.1.

Approximately 10 seconds after the experiment began, machines A and B generated enor-
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mous HTTP requests using Apache Bench [223]. Approximately 30 seconds after the start

of the measurement, the management machine sent a filtering policy to machines A and B

that was designed to stop all packets whose destination IP address was 192.168.20.1 (server

machine; port 80) . Approximately 40 seconds after the start of the measurement, the man-

agement machine reset the filtering policy of machines A and B by sending a BPF program

that accepted all packets.

Figure 6.6 shows the number of HTTP requests and CPU utilization (average of all cores)

of the server. The server received approximately 10,000 requests per second when machines

A and B began generating requests. The number of HTTP requests and CPU utilization de-

creased sharply at 30 seconds, which indicates that filtering had stopped packet transmissions.

From 40 seconds to the end of the measurement period, the number of HTTP requests was ap-

proximately 10,000, which is similar to the number of request sent from 10 to 20 seconds. This

indicates that packet transmissions were enabled again by resetting the filter policy. These

results confirm that packet transmission can be suppressed by setting a new policy, which can

be reset by the proposed scheme.

6.4.2 Performance Evaluation

We measured the throughput and latency between machine A and the server to evaluate the

overhead of the proposed scheme. To compare the results, we also measured the throughput

and latency of a bare metal system and KVM. When measuring KVM, we created a single

VM and allocated the same number of cores and memory capacity to the VM.

6.4.2.1 Throughput

We used the following netperf [178] command to measure throughput.

$ netperf -l 3 -H <ipaddr> -t TCP_STREAM -- -m <MTU>

Note that machine A ran the netperf server during the measurement procedure. When mea-

suring the proposed scheme, we set the filter to stop all packets whose destination IP address

was 192.168.20.50 (port 80). This filtering setting allowed machine A to send packets to the

server.

Figure 6.7 shows the measurement results. Note that all measurements were performed

three times, and the average score is plotted in the figure. As can be seen, all throughput

measurement results were approximately 930 Mbps and the proposed scheme did not degrade

throughput.
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Figure 6.6: Results of Proof-of-concept Experiment

6.4.2.2 Latency

We measured latency using ping command. To evaluated the impact of the filter size (number

of IP addresses to check), we measured the proposed scheme with different filtering settings.

Figure 6.8 shows a boxplot of the latency. We measured the latency 30 times in each exper-

iment. The numbers in the parentheses indicate the number of IP addresses to check. For

example, proposed (100) means that the filter checked the destination IP address of the

packets did not match any 100 addresses in the filter program.

The median latency values were 203, 241 (proposed (1)), and 312 µs for the bare metal

system, the proposed scheme, and KVM, respectively. The proposed scheme has lower latency

than KVM. As can be seen, there is little difference between the proposed schemes with

different filter settings. This implies that the overhead of the proposed scheme mainly come

from the introducing parapass-through architecture to intercept I/Os. The filtering itself

performs efficiently.

Note that we also measured the throughput of the proposed method under the same filtering
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Figure 6.7: Throughput

settings. The throughput did not change regarding to the number of IP addresses to check.

6.5 Related Work of Source Side DDoS Protection

AVDOS [28], VMWall [31], xFilter [83], and AL-SAFE [103] all employ a hypervisor to enforce

packet filtering in the attacking machine. These methods also propose a DDoS attack detection

mechanism. While AVDOS uses only packet information, the other three methods utilize VMI

for fine-grained filtering. In addition, these methods use the Xen [9] or KVM [21] hypervisors.

The main difference of our study from these works is that our research goal is to create

a lightweight and flexible scheme with which a system administrator can suppress packet

transmission from managed machines. In addition, AVDOS, VMWall, and xFilter do not

have a functionality to change policies externally. Note that the target of xFilter and AL-

SAFE is the IaaS cloud. While we do not perform VMI, packet-based filtering is sufficient to

stop DDoS attack packets and has a performance advantage.
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KVM has a filtering mechanism called nwfilter [194] provided by libvirt, and nwfilter uses

the Linux iptables [202] mechanism to filter packets. However, as the experimental results

show, KVM incurs high virtualization overhead and is not suitable for personal computers.

Major cloud vendors provide packet filtering services for their cloud instances. For example,

the Amazon Elastic Compute Cloud uses a hypervisor with a firewall to enhance security [164].

Here, the communication of the guest OS passes through the hypervisor and firewall before

reaching the external network. However, this method can only be used within Amazon AWS,

and its design and implementation are not open to the public. In addition, it is not available

for personal use.

Software Defined Networking (SDN) is a technology that can flexibly change network config-

urations and settings through software. Examples of such techniques include OpenFlow [205]

and VMWare NSX [227]. Many studies have explored detection and defense methods against

DDoS attacks using SDN. For example, [39] performed some pioneering research on DDoS at-

tack detection and prevention using an OpenFlow switch. By implementing OpenFlow switch

112



functionality in the hypervisor, such methods can be used as source-side DDoS attack pre-

vention systems. In fact, Open vSwitch [206] provides OpenFlow switch implementations for

KVM and Xen. However, they are too complicated and heavyweight for personal computers.

Some studies have worked on detection and dynamic filtering of DDoS attacks on the at-

tacker side. For example, to prevent spoofed packets from being transmitted, Network Ingress

Filtering [4] confirms that the IP address of the packet sender is valid in the network at the

edge router. D-WARD [11, 17] records bidirectional network traffic and compares the flow

rate to a predetermined normal flow rate model. If the flow rates differ, an attack is assumed

and filtering is performed. MULTOPS [7] and TOPS [8] use the ratio of the network flow

rate in both the transmitting and receiving directions in routers as a DDoS attack detection

method. Here, packet filtering is performed when one of flow rates is extremely large. [47] uses

confidense-based filtering method and [106, 120] uses machine learning techniques to detect

DDoS attacks in the cloud. Note that these detection mechanisms are orthogonal to and can

be used in conjunction with the proposed scheme.

6.6 Summary

In this chapter, we have proposed a reliable, lightweight, transparent, and flexible DDoS at-

tack prevention scheme that can be used by a system administrator to easily suppress packet

transmissions from managed machines. We employ a thin hypervisor that can enforce packet

filtering based on a filtering policy. The filtering policy is described as a executable code with

restricted ISA. Safe execution is achieved by statically verifying the code in advance. The

filtering policy can be dynamically changed by sending new policy to the policy server in the

hypervisor. To make the proposed scheme lightweight and transparent, it uses a parapass-

through hypervisor that intercepts only network I/Os. We implemented the proposed scheme

using BitVisor and the eBPF. The experimental results show that the proposed scheme demon-

strates negligible overhead relative to both latency and throughput.
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7 Conclusion

In this thesis, we discussed optimizing virtualization for functional requirements through sev-

eral use cases.

First, we optimized nested virtualization for hypervisor device driver testing. Focusing on

the fact that the security features required by normal virtualization are unnecessary for test-

ing purposes, we eliminated nested page shadowing. The performance experiments showed

that the proposed method had a much lower overhead than the traditional nested virtual-

ization scheme and could test the hypervisor device drivers in close to the real environment.

Second, we presented the efficient IOMMU virtualization method for device protection. We

achieved higher performance than a regular vIOMMU by only shadowing the necessary area

for protection. These studies showed that we could gain significant performance improvements

by limiting the functions to be virtualized. On the contrary, this means that current nested

virtualization and IOMMU virtualization still have a large overhead. Improving these perfor-

mances while keeping the functionality is one of the important future works. There is a limit

to performance improvement in software alone. Research at the hardware architecture design

level will be necessary in this regard.

We also presented a detailed performance evaluation of the NUMA-visible virtual machine

on Linux. The evaluations revealed several problems with NUMA scheduling. We fixed the

incorrect paravirtualization feature that causes severe performance degradation. Experimental

results suggested that there is still room for improvement in NUMA scheduling performance.

Finally, we proposed a method to improve the flexibility of hypervisors without compromis-

ing performance by using a secure and lightweight language virtual machine. An an example

of the use of the language virtual machine, we present source side DDoS prevention scheme

using virtualization. The experimental results showed that the proposed scheme demonstrates

negligible overhead relative to both latency and throughput. Using a secure and lightweight

language virtual machine is a promising approach to increase hypervisor’s flexibility, and find-

ing other applications also would become an important work.

114



Bibliography

[1] Gerald J. Popek and Robert P. Goldberg. “Formal Requirements for Virtualizable Third
Generation Architectures”. In: Communications of the ACM 17.7 (1974), pp. 412–421.
doi: 10.1145/361011.361073.

[2] Alan Demers, Dan Greene, Carl Hauser, Wes Irish, John Larson, Scott Shenker,
Howard Sturgis, Dan Swinehart, and Doug Terry. “Epidemic Algorithms for Replicated
Database Maintenance”. In: Proceedings of the 6th Annual ACM Symposium on Princi-
ples of Distributed Computing (PODC’87). 1987, pp. 1–12. doi: 10.1145/41840.41841.

[3] Steven McCanne and Van Jacobson. “The BSD Packet Filter: A New Architecture
for User-level Packet Capture”. In: Proceedings of the USENIX Winter 1993. Vol. 46.
USENIX Association, 1993. url: https://dl.acm.org/doi/10.5555/1267303.
1267305.

[4] Paul Ferguson and Daniel Senie. “Network Ingress Filtering: Defeating Denial of Service
Attacks which Employ IP Source Address Spoofing”. In: RFC 2827 (2000). url: https:
//tools.ietf.org/html/rfc2827.

[5] Yin Zhang and Vern Paxson. “Detecting Stepping Stones”. In: Proceedings of the 9th
USENIX Security Symposium (SEC’00). USENIX Association, 2000. url: https://
www . usenix . org / conference / 9th - usenix - security - symposium / detecting -

stepping-stones.

[6] Peter. M. Chen and Brian. D. Noble. “When Virtual is Better Than Real”. In: Proceed-
ings of the 8th Workshop on Hot Topics in Operating Systems (HotOS’01). Institute of
Electrical and Electronics Engineers, 2001, pp. 133–138. doi: 10.1109/HOTOS.2001.
990073.

[7] Thomer M Gil and Massimiliano Poletto. “MULTOPS: A Data-structure for Band-
width Attack Detection”. In: Proceedings of the 10th USENIX Security Symposium
(SEC’01). USENIX Association, 2001, pp. 23–38. url: https://www.usenix.org/
conference / 10th - usenix - security - symposium / multops - data - structure -

bandwidth-attack-detection.

[8] Samuel Abdelsayed, David Glimsholt, Christopher Leckie, Simon Ryan, and Samer
Shami. “An Efficient Filter for Denial-of-service Bandwidth Attacks”. In: Proceedings
of the 2003 IEEE Global Telecommunications Conference (GLOBECOM’03). Vol. 3.
Institute of Electrical and Electronics Engineers, 2003, pp. 1353–1357. doi: 10.1109/
GLOCOM.2003.1258459.

[9] Paul Barham, Boris Dragovic, Keir Fraser, Steven Hand, Tim Harris, Alex Ho, Rolf
Neugebauer, Ian Pratt, and Andrew Warfield. “Xen and the Art of Virtualization”. In:
Proceedings of the 10th ACM Symposium on Operating Systems Principles (SOSP’03).
2003, pp. 164–177. doi: 10.1145/945445.945462.

115

https://doi.org/10.1145/361011.361073
https://doi.org/10.1145/41840.41841
https://dl.acm.org/doi/10.5555/1267303.1267305
https://dl.acm.org/doi/10.5555/1267303.1267305
https://tools.ietf.org/html/rfc2827
https://tools.ietf.org/html/rfc2827
https://www.usenix.org/conference/9th-usenix-security-symposium/detecting-stepping-stones
https://www.usenix.org/conference/9th-usenix-security-symposium/detecting-stepping-stones
https://www.usenix.org/conference/9th-usenix-security-symposium/detecting-stepping-stones
https://doi.org/10.1109/HOTOS.2001.990073
https://doi.org/10.1109/HOTOS.2001.990073
https://www.usenix.org/conference/10th-usenix-security-symposium/multops-data-structure-bandwidth-attack-detection
https://www.usenix.org/conference/10th-usenix-security-symposium/multops-data-structure-bandwidth-attack-detection
https://www.usenix.org/conference/10th-usenix-security-symposium/multops-data-structure-bandwidth-attack-detection
https://doi.org/10.1109/GLOCOM.2003.1258459
https://doi.org/10.1109/GLOCOM.2003.1258459
https://doi.org/10.1145/945445.945462


Bibliography

[10] Tal Garfinkel and Mendel Rosenblum. “A Virtual Machine Introspection Based Ar-
chitecture for Intrusion Detection”. In: Proceedings of the 2003 Network and Dis-
tributed Systems Security Symposium (NDSS’03). 2003, pp. 191–206. url: https :
//www.ndss-symposium.org/ndss2003/virtual-machine-introspection-based-

architecture-intrusion-detection/.

[11] Jelena Mirkovic, Gregory. Prier, and Peter Reiher. “Source-end DDoS Defense”. In:
Proceedings of the 2nd IEEE International Symposium on Network Computing and
Applications (NCA’03). Institute of Electrical and Electronics Engineers, 2003, pp. 171–
178. doi: 10.1109/NCA.2003.1201153.

[12] Joshua LeVasseur, Volkmar Uhlig, Jan Stoess, and Stefan Götz. “Unmodified Device
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