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Abstract

With the spread of smartphones and the appearance of microblogs such as Twitter,
it has become possible for all kinds of people to send posts anytime, anywhere,
and all kinds of information, from real-world things to users’ personal affairs,
can now be sent out in the form of text. The knowledge posted in these natural
languages has various values. It is helpful to society in multiple ways, such as
for people to track things they are interested in and for mass media and local
governments to understand incidents or disasters. For this reason, gathering such
information through microblogs, called social listening, has become an essential
factor of microblog applications such as social trend analysis, marketing research,

and entity recommendation.

Social listening requires knowledge of entities that ceaselessly emerge and
disappear in the world. Monitoring the emerging entities, which are newly born
in the world, such as new products, works, companies, and events, leads to
understanding the real-time trends in the real world. In contrast, the disappearing
entities that are ceasing to exist in the world, such as famous people who have passed
away, stores that are closing or going bankrupt, products and events that are being
discontinued, also play an important role in decision making about entities.

Although large knowledge bases such as Freebase and Wikipedia can serve as
a reference for understanding these entities, they are not comprehensive because
they rely on manual labor to register entities and describe specific knowledge about
them. In addition, since only notable entities are registered in those knowledge
bases, knowledge about long-tail but useful entities such as rising stars, local events,
and stores is often overlooked. Therefore, without relying on specific resources like
knowledge bases, it is necessary to discover emerging entities and disappearing
entities in microblogs as soon as they (are scheduled to) appear and disappear,
regardless of their notability or frequency. At this point, for subsequent social
listening applications, since it is not enough to perform entity discovery only, we
have to estimate and attach attribute information such as an entity type from
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microblog posts. This is especially essential when targeting emerging entities since
we cannot extract that knowledge using existing knowledge bases.
Based on this background, we address the following three issues:

Discovery of emerging entities

New events, works, and products that constantly appear in the real world are essential
for various applications such as marketing research and entity recommendation
due to the novelty of their information. However, such entities cannot be treated
as knowledge since they do not exist in existing corpora or knowledge bases. As a
first step to overcome this situation, we discover emerging entities from microblogs
as soon as they appear. In this case, the challenge is how to detect only emerging
entities from the massive amount of various entities appearing in microblogs. To
tackle the task, we introduce a new definition of emerging entities by focusing on
how they appear in contexts that suggest their novelty. To collect such entities and
contexts, we propose a novel method of distant supervision called time-sensitive
distant supervision, which utilizes entities of knowledge bases and their timestamps
of appearance in microblogs and develop an entity recognizer using those data.

Discovery of disappearing entities

Entities have the birth and the end, and recognizing the end is also helpful for
various applications. For example, it is important to know about the death of a
famous person, the bankruptcy of a company, or the discontinuation of a facility as
soon as possible to help users make future decisions and maintenance of knowledge
bases. However, even famous knowledge bases like Wikipedia are slow to update,
and we cannot catch up with those disappearances by relying on those language
resources. We thus aim to detect such disappearing entities from microblogs as
soon as possible. Unlike emerging entities, it is challenging to apply time-sensitive
distant supervision to disappearing entities because the timing of their occurrence is
not clear. In addition, the number of disappearing entities is smaller than that of
emerging entities, and the amount of training data does not scale, making it difficult
to train the entity recognizer robustly. We thus improve the method of time-sensitive
distant supervision for disappearing entities by explicitly considering the year of
disappearance and collect high-quality training data. To train an entity recognizer
robustly, we refine pretrained word embeddings using multiple microblog posts
other than the input post and feed them as the additional input.
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Typing of emerging entities

Even if we successfully detected emerging entities, it is difficult to extract associated
knowledge and utilize it for subsequent applications due to the lack of occurrences
in existing corpora or corresponding entries in knowledge bases. Therefore, we try
to assign a type of entity such as baseball player, movie, and video game to emerging
entities discovered in microblogs. The challenge is to perform typing of entities
from short, noisy posts of microblogs without relying on linguistic resources such
as knowledge bases, and how to deal with homographic entities, which share the
same namings with existing entities (e.g., ‘Go’ for a board game, a programming
language, and a verb). To deal with noisy microblog posts, we develop a modular
typing model that encodes not only contexts and entities but also microblog-specific
meta-information from multiple posts. Furthermore, by introducing a context
selector that selects only posts related to the target emerging entity from multiple
noisy posts, we achieve robust prediction not only for non-homographic but also for
homographic emerging entities.
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Chapter 1

Introduction

1.1 Monitoring Microblogs through Entities

In recent years, with the development of smartphones and the internet, all kinds
of people have come to communicate in cyberspace. In particular, a microblog,
one of the social networking services such as Twitter, allows people to send out
information in short posts whenever and wherever they are, and a vast amount
of information from events in the real world to the private affairs of people is
sent out in real-time [8]. Nowadays, users are not limited to individuals, but
companies, local and national governments, are also actively utilizing the service
for sending out official information [82, 37].

The information posted to the microblog has a variety of values and is
useful to society in various ways, such as for people to track information on
their interests, for companies to understand the trends of potential customers
and their competitors, and for mass media and governments to understand
local information in the event of incidents or disasters. This understanding of
information through microblogs is generally referred to as social listening [17].
However, the amount and speed of information spread through microblogs are
increasing [8], and it takes much effort to find and organize useful ones from a
massive amount of posts.

Here, by focusing on entities such as works, locations, and events that appear
in the text and recognizing them appropriately, we can organize their information
in entity units even from a huge volume of posts and utilize them for social
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listening applications such as social trend analysis, which requires candidates of
what will capture the users” attention next. One of the most useful entities is the
emerging entity, which is truly new and keeps appearing in the world, such as
new products, works, companies, and events [30]. Monitoring these emerging
entities and understanding their status in real-time can lead to understanding the
trends in the real world. For example, people explore new works and events of
interest, and social listening companies that analyze customer reputation, such as
Oracle and Salesforce, monitor trends of new products, including those of their
competitors.!

The counterpart to the emerging entities, disappearing entities, which are
ceasing to exist from the world, such as people who have died, stores that
are closing or going out of business, and products or events that are being
discontinued, also play an important role in decision making about entities. For
example, early recognition of the end of a work or event that people are interested
in, or the discontinuation or end of support for a product, can help prevent loss
of opportunity. Also, recognizing the bankruptcy of a company or the closing of
a facility or store can help companies understand the situation in their industry.

In addition, to organize the information of discovered entities, it is necessary
not only to find entities but also to estimate and give category/class information
of the entity, such as baseball player, company, movie, and building at the same
time [73]. This will allow us to group entities by types for focusing on entities
with the specific type. This is especially important when targeting emerging
entities that cannot refer to corresponding entries in the knowledge base for
extracting knowledge.

1.2 Research Challenges

One way to monitor entities is to prepare an entity list and check the appearance of
each entity on microblogs. Large-scale knowledge bases such as Freebase [13] and
DBpedia [9], which have accumulated a large amount of information on entities,
can serve as a reference for those entities. However, since these knowledge
bases rely entirely on human labor to register entities and to describe specific

thttps://www.salesforce.com/jp/products/marketing-cloud/
social-media-marketing/


https://www.salesforce.com/jp/products/marketing-cloud/social-media-marketing/
https://www.salesforce.com/jp/products/marketing-cloud/social-media-marketing/

1.2 Research Challenges

information about them, it is difficult to handle newly appeared emerging
entities and also lack comprehensiveness of knowledge about the existence of
disappearing entities. In addition, since the knowledge base is based on the
standard that only notable entities with a certain degree of fame are registered?,
there are no entries for infrequent but valuable long-tail entities such as rising
stars, local events, and stores. Therefore, it is necessary to recognize emerging and
disappearing entities appearing in microblogs as soon as possible without relying
on specific resources such as knowledge bases and regardless of the notability
and frequency of the entities, and to utilize them for social listening applications.

To date, information extraction (IE), a technique for extracting structured data
from unstructured or semi-structured documents, has been actively studied [18].
One of the major IE methods called named entity recognition (NER) [53] recognizes
entities in text and attaches the type. However, NER models with usual training
data are specialized in recognizing entity tokens in text [10] and cannot grasp
the state of emerging or disappearing entities that have newly appeared or
disappeared from the world. In addition, since those NER models tend to assign
a label to each token based on the surface of the tokens in the input text, it
overlearns token sequences that frequently appear in the training data [22]. As
a result, it can recognize known token sequences with high accuracy while not
generalizing to other infrequent or unknown token sequences. This also leads to
talse predictions regardless of the context when the target text has homogprahic
entities (e.g., ‘Go’ for a board game, a programming language, and a verb), which
surfaces appeared in the training data. Therefore, it is difficult to apply NER as-is
to the recognition and typing of emerging and disappearing entities, including
many unknown or long-tail entities and homographic ones.

Although microblogs are ideal for IE because of the wide range of topics
they cover and their real-time nature, they have the following two issues [21].
1) The enormous volume of posts makes it difficult to collect useful posts for
training and testing the model for any given task. 2) The character limit per post
is short (e.g., 280 characters in Twitter), and many of the posts are colloquial and
noisy, containing emoji, hashtags, and URLs so that it is difficult to analyze with
conventional IE techniques. To fully benefit from microblogs, it is necessary to

2For example, Wikipedia, one of the most famous knowledge bases, has registration criteria

https://en.wikipedia.org/wiki/Wikipedia:Notability.
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collect useful posts properly and to perform robust entity recognition and typing

even under such circumstances.

1.3 Approaches and Contributions

Considering the above issues, we focus on a context in which the entity appears.
When emerging and disappearing entities newly appear or disappear from the
world, they are accompanied by the specific context. For example, contexts of
emerging entities such as “The Matrix Resurrections” and “Torch Tower” contain
expressions like ‘ready for,” ‘premiere,” ‘trailer’ and ‘announce,” and disappearing
entities such as “Daft Punk” and “Isamu Akasaki” contain expressions like
‘death,” ‘break up,” ‘sad” and ‘RIP.” These contexts often contain the necessary
knowledge to convey information to potential readers, and we can utilize them
for entity recognition and typing. Therefore, if we properly capture these contexts,
i.e., emerging and disappearing contexts, we can accurately and immediately
recognize corresponding emerging and disappearing entities that appear at the
same time. To collect these contexts efficiently on a large scale, we propose time-
sensitive distant supervision, which utilizes Wikipedia entities and microblog
timestamps.

In this case, if we simply train the NER model only with the emerging or
disappearing contexts, the model will specialize on the entities that appear in
the training data since it overfits to the sequence of the input sentence [22].
Therefore, we collect the same number of non-emerging and non-disappearing
contexts using microblog timestamps for each of the collected emerging and
disappearing contexts. By feeding these non-emerging and non-disappearing
contexts separately from the corresponding emerging and disappearing contexts
into the NER or typing model, they learn to recognize emerging and disappearing
entities by distinguishing their contexts.

In the following, we summarize the tasks and contributions we have made
based on the above approaches:

1. Discovery of emerging entity: We proposed a task for the early discovery
of emerging entities from microblogs. To collect candidates of emerging
entities and their emerging and non-emerging contexts efficiently on a large



1.3 Approaches and Contributions

scale, we targeted Twitter and proposed time-sensitive distant supervision
that exploits Wikipedia entities and their microblog posts with timestamps.
We developed a NER model with the collected data and applied it to Japanese
and English Twitter archives. As a result, our method discovered emerging
entities with higher precision than the baseline, which find unseen entities
as emerging entities with burst detection. Furthermore, those discovered
entities include not only notable emerging entities but also long-tail and
homographic emerging entities. To evaluate relative recall, we tried to find
emerging entities registered in Wikipedia from the Twitter archive. Our
method successfully found more than half of the target emerging entities,
and some of them were discovered on average one year earlier than the
registration in Wikipedia.

2. Discovery of disappearing entity: We proposed a task for the early dis-
covery of disappearing entities from microblogs. To collect disappearing
contexts, whose timing of occurrence is not clear unlike emerging contexts,
we provided time-sensitive distant supervision with temporal information
of the disappearance from Wikipedia and constructed high-quality training
data. In addition, to deal with the problem of unstable learning of the NER
model due to the small number of disappearing entities in the training data,
we refine pretrained word embeddings using the Twitter stream of the day of
the input post and feed them to the model for robust entity recognition. Our
method accurately recognized disappearing entities in Twitter posts than
the baseline, which learn the data constructed with time-sensitive distant
supervision without temporal knowledge. Same as the emerging entity,
our method successfully found more than half of the target disappearing
entities in Wikipedia, and some of them were discovered on average one
month earlier than the update of the disappearance in Wikipedia.

3. Typing of emerging entity: We proposed a task to assign types such
as baseball player, movie, or video game to emerging entities detected
in microblogs. To perform entity typing from short and noisy posts in
microblogs without relying on language resources such as knowledge bases,
we focused on the phenomenon that emerging entities tend to appear in
a burst of posts. We proposed a modular typing model that predicts the
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type of entity from those multiple posts by encoding not only contexts
and an entity surface but also meta-information specific to microblogs. In
addition, to deal with homographic entities, which share the same namings
with existing entities (e.g., ‘Go’ for a board game, a programming language,
and a verb) and thus are contaminating contexts, we introduced a context
selector that selects the related emerging contexts of the target entity from
the burst of posts. We input these posts into the typing model to achieve
robust prediction for the type of entity containing homographic entities. We
created a dataset for typing emerging entities by collecting emerging entities
with the entity type and contexts from Twitter archives using time-sensitive
distant supervision. Our proposed model achieved higher accuracy than the
baseline model that randomly selects contexts during training and testing
and does not use meta-information. For homographic emerging entities,
our model outperformed the baseline by properly selecting contexts related
to the target emerging entity.

1.4 Thesis Structure

This thesis is structured as follows. In Chapter 2, we first explain preliminary
knowledge of core technologies that our approaches are based on. The following
three chapters present the details of our approaches to the challenges mentioned
above. In Chapter 3, we focus on emerging entities appearing in microblogs and
propose time-sensitive distant supervision for collecting characteristic contexts of
emerging entities. In Chapter 4, to discover disappearing entities, which are fewer
innumber than emerging entities, we improve the method of time-sensitive distant
supervision and propose a method of refining pretrained word embeddings to
incorporate features of multiple posts in an entity recognizer. In Chapter 5, to
correctly predict the type of emerging entities, including homographic entities, we
develop a modular entity typing model that encodes not only the entity surface
and contexts but also meta-information of the posts, and a context selector that
selects useful posts for typing of the target emerging entity. Finally, we present a
conclusion of this thesis in Chapter 6.



Chapter 2
Preliminary Knowledge

The mainstream of natural language processing (NLP) tasks has been models
based on highly representational neural networks. In this chapter, we describe
the neural network-based machine learning methods in the field of NLP that we
used in our study. First, we describe a basic network, the feed-forward neural
network (FFNN), and then explain several methods for acquiring distributed
representations of words i.e., word embeddings [51]. We then describe the
recurrent neural network (RNN) [24], and its variants for modeling text sequences
and the conditional random field (CRF) [40] for sequence labeling of a sentence.

2.1 Feed-Forward Neural Network

We first introduce the most basic neural network, the feed-forward neural network
(FENN). FENN basically consists of three layers: input layer, hidden layer, and
output layer. In the input layer, the input sequence x = {xg,x1,---,x1} is given to
the network, the hidden layer transforms x with the matrix W consisting of the
weights of each element,! and the output layer transforms the last hidden layer
with the weight matrix W to obtain the output value y. L denotes the number of
the input sequence.

IThe model that iteratively performs this matrix transformation of the hidden layer is also
called multi-layered perceptron (MLP).
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This process can be formulated as follows:

h =f,(Wyx+by) (2.1)
y =fy(Wyh+by) (2.2)

Here, W, and b. are the weight matrix and bias vector, respectively, and are tuned
by backpropagation. f.(-)is an activation function for a vector z of dimensionality
d that performs the nonlinear transformation of each element. The activation
function often used in the hidden layer includes sigmoid function:

1
f(@)i=0(2) = Trexp(2) (2.3)
hyperbolic tangent:
- exp(z) —exp(-2)
f(2z); = tanh(z); = exp(z;) + exp(—z;) (2.4)
and rectified linear unit (ReLU):
f (z); = ReLU(z); = max(0,z;) (2.5)

For the activation function in the output layer, the following softmax function
is often used:
exp(z;)

————1<j<d (2.6)
Z?:l exp(z)

f(z); = softmax(z); =
This transforms the output value into a probability distribution. f(z); denotes the
value of the i-th dimension of the vector z input to the activation function.

2.2 Word Embeddings

In the basic model of the NLP task, text data is input as a list of one-hot vectors,
where each element corresponds to a word ID. However, one-hot vectors are
costly to handle by computer because the number of dimensions becomes larger
as the vocabulary size increases. In addition, it is difficult to calculate the inner
product, which is necessary for calculating word similarities. Therefore, in many
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cases, matrices that transform one-hot vectors into continuous vectors i.e., word
embeddings, which are easy to handle on the computer, are acquired by learning
them in advance or on the fly in the process of solving NLP tasks with neural
network models. In this section, we describe methods for constructing word
embeddings used in our study.

2.2.1 Skip-gram

Based on the idea of the distributional hypothesis [26], which states that the
meaning of a word is based on the distribution of its surrounding words, Mikolov
et al.[51] developed a neural network called Skip-gram for obtaining word
embeddings from a large text corpus. Let {wy,wy, -+, wc} be the series of words
of each sentence in the text corpus and for each sentence, the context C; =
{we1, w2, ,wy c} is the surrounding words of the target word w;. Skip-gram
maximizes the following probability by solving the task of estimating each word
of the context from w;:

P(wy, w2, Wy clwy) (2.7)

The assumption is made that a word vector that maximizes this probability is
a good representation of the word. Here, to calculate the degree of co-occurrence
of wy and w; ;, they adopt inner product as score function. Then, the probability
function is redefined as follows:

Gt exp(vIvt,C)

£ Lew exp (V;I—VC’)

P(wt,llwf,Zl Tt /wt,Ct|wt) = (28)

W is the vocabulary. v; and v; . are the word embeddings assigned to the words
wy and wy ;, respectively. Note that this can be seen as a 3-layered FFNN that
predicts the words of the context from the input word where W), in (2.1) and W,
in (2.2) are embedding matrices.

However, since this function requires computing the softmax function for all
words in W, the calculation becomes more difficult as the corpus size increases.
Therefore, Mikolov et al. approximated the softmax function using a method
called negative sampling. Specifically, they considered the task of estimating the
context word as a task of identifying whether the context word was generated
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from the training data or not, and treated words that actually appear around
the target word in the training data as positive examples and words that do not
appear around the target word as negative examples. Using sigmoid function
to represent the probability distribution of generating positive and negative
examples, respectively, they finally get the following objective function:

] = Z log(1 +exp(—v] vi.)) + Z log(1 +exp(—v] Vi) (2.9)

ceCy neN;

N is a set of words randomly sampled from the training data. Since a small
number of samples is sufficient for obtaining better word embeddings, training is
efficiently fast.

2.2.2 GloVe

Skip-gram learns word co-occurrences in each sentence and cannot capture global
occurrence outside of the sentence. Considering the situation, Pennington etal.[61]
created a word co-occurrence matrix for the given corpus and obtained word
embeddings via matrix factorization. They changed the objective function to the
following least-squares method for co-occurrences to reconstruct low-frequency
and unknown word pairs:

W
2
J= Zf(Xl’]) (u;er+bi+b]'—10gXi’]') (2.10)
Lj
Here, f(-) is the function indicating the weight of the degree of word co-occurrence,

X, is the element of the co-occurrence matrix. u; and v; are the word embedding
of the context and target word, respectively, and b; and b; are the bias terms.

2.2.3 fastText

Previous models have been trained on a token unit, ignoring the morphological
information of the word. For example, ‘go,” and ‘goes’ are treated as different
words in Skip-gram and GloVe despite having the same meaning. In addition,
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those models cannot obtain word embeddings for unknown words that do not
appear in the trained corpus.

To deal with those problems, Bojanowski et al.[12] learn word embeddings
in the framework of Skip-grams taking into account information of subwords.
They consider each word as a set of character n-grams. For example, for the word
‘going” when n = 3, the set of n-grams is <go, goi, oin, ing, ng>. They add
the word itself <going> to this set and then assign an embedding to each element.
Finally, the embedding of each word is expressed as the sum of the embedding
of each element. For this reason, they modify the function of Skip-gram, which
measures the degree of co-occurrence between the target word and the context

Z ViVic (2.11)

g€ th

word as follows:

In this way, words can be represented compositionally by subwords, and thus
we can consider morphemes for those embeddings. We can obtain the word
embedding for unknown words not by the word itself but by the sum of its
subwords.

2.3 Recurrent Neural Network

Since FFENN described in § 2.1 has a fixed input and output length, it is difficult
to handle language data whose sequence length is variable, unlike image data.
In addition, FFNN cannot maintain the order information of the input, which is
important for modeling sequential data. In the field of NLP, the recurrent neural
network (RNN), which is the neural network with internal states, is often used
to handle language data. In recent years, modern architectures of RNNSs, such
as Long-short Term Memory (LSTM) [33] and Gated Recurrent Unit (GRU) [16],
are especially used for better modeling of longer sequences. In this section, we
tirst explain the most basic RNN called Elman Network [24], followed by LSTM,
GRU, and bidirectional RNN [68], all of which are used in our study.
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2.3.1 Elman Network

Elman Network [24] is the simplest form of RNN, which has a directed acyclic
graph inside and can handle variable-length input sequences. Given a sequence
X = (xp,x1,---,xL), it takes as input x; at every time step t. L denotes the number
of the input sequence. Internally, it keeps the hidden layer of the previous time
h;_; and uses it with the input to calculate the next hidden layer h;. The output
layer takes the hidden layer to obtain the output value y. The formula of RNN is
as follows:

ht th (Wh X+ Uh ht—l + bh) (2.12)
Vi ny (Wy h; + by) (2.13)

W., U., and b, are trainable weight matrices and bias vectors of the model,
respectively. f.(-) are nonlinear functions.

RNN performs backpropagation during training, and it propagates gradient
back to the first input xg. As a result, the gradient at time ¢ is continuously
multiplied during the calculation and eventually disappears. This gradient
vanishing problem [32] becomes especially serious when the input sequence gets
longer.

2.3.2 Long Short-term Memory

Long Short-Term Memory (LSTM) [33] is the network of RNN equipped with
a memory unit and three gates, which stores and releases a certain amount of
gradient in the memory unit through the gating mechanisms. This mechanism
allows LSTM to handle longer input sequences than regular RNNs. The input
gate i; controls the flow of information from the input x; and the hidden layer
one step before h;_; to be kept in the memory unit ¢;. Conversely, the forget gate
f; releases the information held in the memory unit ¢;. Finally, from the memory
unit ¢; and the output gate oy, the current hidden layer h; is calculated as follows:
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iy = 0(Wix; + by + Uh 1)+ by;) (2.14)
fr = 0 (Wpxe +byg+ Ushg_1) + byy) (2.15)
g¢ = tanh (W, +byg + Ugh(_1) + byg) (2.16)
0r = 6 (WoX; + bao + Uphye_1) + by, ) (2.17)
¢t =fOcy_1)+itOg; (2.18)
h; = o;Otanh (c;) (2.19)

W., U., and b. are trainable weight matrices and bias vectors for each layer of the
model, respectively.

2.3.3 Gated Recurrent Unit

Gated Recurrent Unit (GRU) [16] is a network of RNN that is faster than LSTM
and has similar performance while removing some of the gates in the LSTM to
reduce the parameters and simplify the structure. GRU keeps the gradient in
the hidden layer h; instead of the memory unit and integrates the input gate
and output gate in LSTM into the update gate z;. The reset gate r; is used as
the auxiliary to the update gate and it behaves like the forget gate in LSTM. The
current hidden layer h; is calculated using those two gates as follows:

2t =0 (Wax; + by + Uzh_y) + by ) (2.20)
r¢ = 0 (Wyx¢ + by + Urhg_1) + by, (2.21)
by = tanh (Wjx; + by +7© Uyhg_1) + by (2.22)
h;=z0hi_; +(1-2z,)0h (2.23)

(2.24)

W., U., and b, are trainable weight matrices and bias vectors for each layer of the
model, respectively. It is reported that GRU has worse memory performance for
longer sequences than LSTM due to the smaller number of parameters.
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2.3.4 Bidirectional RNN

Although the normal RNN inputs the series x in order from the first element xo,
RNN that also considers inputs in the reverse direction from the last element x; is
called bidirectional RNN [68]. This model can compensate for the information at
the beginning of the series that the forward model tends to lose due to gradient
calculation, and as a result, it improves the performance of the model than the
normal RNN. Bidirectional RNN combines both the hidden layer of the forward
RNN T{t and the hidden layer of the backward RNN <1Tt as follows.

—_ —

h; =[h¢, h¢] (2.25)

Of course, this technique can be applied to RNN variants such as LSTM and
GRU.

2.4 Conditional Random Field

Consider a situation where we assign a label, such as a part-of-speech (POS) tag,
to each element of an input sequence. Although the labels can be determined by
titting a softmax function to the output layer, if there are dependencies between
the labels, it is problematic to perform estimation for each element individually
(e.g., in POS-tagging in English, the subject is almost always followed by a verb).
Therefore, there is a method called conditional random field (CRF) [40] that takes
into account the dependency between labels and determines the final output.
Given an input series x = (xg,x1, -+ ,x1) and a predictive label y = (yo, y1,"*-, Y1),
CREF defines a score S(-) as follows:

L L
S(X, Y) = ZAy,-,ym + Z Pi,yi (226)
i=0 i=1

A, is the score for transitions between labels, and P, is the prediction score for
each label output by the model. For unlikely transitions, the score of A. will be
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lower. Using this score and the softmax function, the label series y given the
input series x, can be expressed as follows:

p(ylx) = softmax(S(x,y)) (2.27)

Finally, the objective function is expressed as follows:

J =logp(y|x) = S(x,y)~log }  exp(S(x,y")) (2.28)
y'ey

This is optimized by Viterbi algorithm [28], a kind of dynamic programming.
CRF can be applied to RNN and its variants as a CRF layer.






Chapter 3

Discovery of Emerging Entity

3.1 Introduction

Understanding the latest world events is an important objective for many ap-
plications such as social-trend analysis, marketing research, and reputation
management. Such applications often require knowledge of emerging entities,
such as new products, works, devices, and individuals, which ceaselessly emerge
one after another for real-time monitoring of their activities. For example, social
listening companies such as Salesforce and Oracle that monitor customer rep-
utations need to track new product trends, including customers’ competitors.
People are also constantly trying to keep up with emerging entities in their genre
of interest, such as new songs, devices, and events. Although knowledge bases
(KBs) such as Wikipedia could be used as a reference list of entities, there is an
inevitable delay until the emerging entities are registered in those KBs, and only
notable entities are selected for registration. Therefore, instead of relying on KBs,
we need to discover as many emerging entities as possible, including long-tail
(less frequent but wide variety of) emerging entities that are mostly overlooked in KBs
before they become prevalent or their information appears frequently.

One possible solution for handling emerging entities is to monitor news
or microblogs and collect all named entities (NEs) detected through named
entity recognition (NER). However, NER just recognizes mentions of NEs in a
text [10, 22], it cannot notice homographic emerging entities that share the naming
with existing entities (e.g., “Go” refers to an emerging programming language
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and a board game). Although entity linking [15] disambiguates the entities for
their mentions in the text, it can handle only entities registered in KBs.

Some of the previous studies [54, 34, 75, 25] focus on detecting out-of-KB
entities which are not registered in a particular KB and consequently find massive
non-emerging entities since the absence of the entities in KBs does not guarantee
their emergence. Extracting emerging entities from the obtained out-of-KB
entities is difficult since out-of-KB entities are mostly mere long-tail entities, and
we cannot expect many contexts to judge their emergence. The contexts can
even be noisy when they are homographic emerging entities. Even worse, it is
problematic to prepare training (and evaluation) datasets for out-of-KB entities
since we need to manually annotate them that are not registered (but notable!
enough to register) based on the specific state of the given KB.

Considering these difficulties, we introduce a novel task of discovering
emerging entities in a microblog when they have just been introduced to the
public through the microblog. This task is more solid than the existing out-
of-KB entity classification task since the task definition is independent of a
particular KB. In our task, we use the fact that people write about emerging
entities with expressions suggesting their emergence and types when those entities
are not well known to the public (Table 3.1), considering that potential readers
would be unfamiliar with them. By taking advantage of these contexts, we can
effectively discriminate emerging entities from others, even if they are long-tail
or homographic emerging entities, and can find them in the early stage of their
appearance.

To obtain contexts of emerging entities, we propose a time-sensitive distant
supervision method based on distant supervision [52]. Our method collects
early-stage posts in a massive amount of time-series text where non-homographic
entities registered in a KB first emerge. At this time, to discover emerging
entities, we collect adequately-later posts after the first appearance as negative
examples to robustly discriminate them from emerging contexts. We then train
sequence-labeling models from those contexts to discover emerging entities.

We applied our method to our large-scale Twitter archive to discover English
and Japanese emerging entities and compared the discovered entities with those
obtained with Baselines, which regard entities that are unseen in a KB [54] or

https://en.wikipedia.org/wiki/Wikipedia:Notability
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Nintendo announces Super Smash Bros. Ultimate - the game features every
single character from past games. Oh, and it has GameCube controller
support. Release data: December 7, 2018 URL

JohnnyDepp is set to play celebrated war photographer W. Eugene Smith in
upcoming drama “Minamata” which HanWay Films will launch at the upcoming
AFM. Film director is Andrew Levitas, Based on the book by the same name,
Filming starts in Japan then Serbia in January 2019 URL

UP-FRONT Group have announced the formation of College Cosmos, a 25
person idol group of university students, formed with Space Craft Group who
run college beauty pageants, “combining beauty and intelligence”. Country
Girls member Risa Yamaki also joins the Group.

A behind the scenes look at EvermorePark which looks like it’s going to be a
truly magical place! Check it out! URL

New "Keytar Bear’ beer from Trillium will raise money for injured performer
URL HASH HASH

Can’t wait for this one. Big Dom’s Bagel Shop will open Aug. 25 in Cary. Here
are all the details on Pizzeria Faulisi getting into the bagel business URL

Talented music group La Meme Gang is set to treat students of the University
of Professional Studies, Accra to an exciting Performances come 3rd November
2018 from 1pm to 8pm. The group will perform Club Shandy Block Out Party.

Table 3.1: Example tweets on emerging entities (bold) with expressions suggesting
their emergence (italic).

our Twitter archive as emerging. Experimental results showed that the proposed
method effectively detected emerging entities in terms of precision of the acquired
entities, including homographic and long-tail emerging entities. As the evaluation
of relative recall and detection immediacy, using the entities newly registered
in Wikipedia as a reference, our method detected most entities in the reference,
and in most cases, these entities were discovered earlier than their registration in
Wikipedia.

Our contributions are as follows:

e We introduce a novel task of discovering emerging entities in microblogs as
early as possible.
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e We propose a time-sensitive distant supervision method for efficiently and
automatically constructing a large-scale training dataset from microblogs.

¢ Our method found emerging entities accurately (high precision), abundantly
(high recall), and quickly (substantially earlier than their registration in
Wikipedia).

e We will release all the datasets (tweet IDs)? used in experiments to promote
the reproducibility.

3.2 Definition of Emerging Entity

In this section, we define what is meant by the term emerging entity in this study.
Our definition of an emerging entity is motivated by the report of Graus et al.
[30] and meets requirements for social listening applications.

Grausetal. analyzed how newly registered entities in Wikipedia have appeared
in the news and social media before they are registered as individual articles.
They found that most of those entities shift from the state of “sporadically
mentioned in the news and social media” to that of “established as one article
due to enhancement of references.”

Fortunately, when users submit posts about entities that appeared newly but
are not famous yet to social media, they usually indicate the emergence and the
characteristic of the entities, as in Table 3.1, despite their popularity. We thereby
define emerging entities in terms of how they are described in contexts, in other
words, how their state is perceived by people as follows:

Emerging contexts. Contexts in which the writers assumed the readers do not know
the existence of the entities.

Emerging entities. Entities in the state of being still observed in emerging contexts.
We also define other terms on entities as follows:

Prevalent contexts. Contexts in which the writers assumed the readers know the
existence of the entities.

http://www.tkl.iis.u-tokyo.ac.jp/~akasaki/ijcai-19/
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Prevalent entities. Entities in the state of being mainly observed in prevalent contexts.
Long-tail entities. Entities that are less frequent individually but have wide varieties.
Homographic entities. Entities that share the namings with other entities.

Here, long-tail entities are usually difficult to detect because they are low-
frequency, and thus clues cannot be obtained on a large scale. Also, homographic
entities are required to be handled separately by a method like word sense
disambiguation [55] because their contexts are mixed with that of other entities
with the same surface. Note that even for these entities, we still observe specific
state transitions described above when they first emerge. We can, therefore,
immediately recognize them by capturing the emerging context of the entity,
regardless of its frequency or polysemy, and without any special treatment. To
validate the solidness of these definitions, we evaluate the inter-rater agreement
of emerging entities acquired from the text and also confirm that we can find
many long-tail and homographic entities by exploiting the emerging contexts
(§3.54).

3.3 Related Work

To the best of our knowledge, there has been no study attempting to find emerging
entities in microblogs. We review the current tasks related to our task and clarify
the term “emerging entities,” which has various meanings.

3.3.1 Emerging and Rare Entity Recognition

This is a task organized at the 2017 Workshop of Noisy User-generated Text
(WNUT 2017) [22] and focused on recognizing both “emerging and rare” entities
from text. With this task, named entities (NEs) that appeared zero times in specific
(past) portions of datasets are regarded as emerging entities, and manually
annotated NE tags to these entities as the target of detection regardless of the
contexts in which they have appeared. The dataset used in this task includes the
following examples (the target entities are in bold):
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... found photo storage tank that is 5x size of my iPhone with less
capacity than iPhone 4 ...

. Woke up in Sacramento. The CA weather feels great. Good
workout. Good Subway sandwich ...

Consequently, this task is designed to detect (past) data-dependent emerging
entities even after they become known to the public (e.g., iPhone and Subway).
The definition of emerging entities based on specific data makes it difficult to
distinguish emerging entities from prevalent entities. In fact, the state-of-the-art
model achieved an F; of 49.59% [72], which is much lower than usual named-
entity recognition (NER) on a dataset such as CoNLL-2003 [67] (F; of 94.6%) [71].
Our task discovers emerging entities when they are introduced in microblogs.
This enables us to take advantage of the fact that emerging entities tend to show
their emergence at the early stage of their appearance.

3.3.2 Out-of-KB Entity Identification on News Articles

This task has been studied to identify NEs that are not registered in a KB (referred
to as “emerging” entities in the following studies but as out-of-KB entities here for
clarity). Since this task is intended to detect entities absent in the KB, it does not
distinguish emerging entities from mere long-tail entities. Nakashole et al. [54]
proposed a method for extracting NEs using NER and regards all extracted NEs
as out-of-KB if they are not registered in a KB. Since this method ignores contexts
in which NEs appear, if the target NE has homographic entities in the KB, it is
wrongly classified as an in-KB entity regardless of its emergence (false negatives).
Similarly, if the target NE appears with the unseen surface (mention), it is wrongly
classified as an out-of-KB entity (false positives).

Hoffart et al. [34], Wu et al. [75], and Farber et al. [25] proposed methods
of classifying whether a given NE in a news article is out-of-KB. Their task is
part of the task solved by Nakashole et al. [54] since the target NEs are given
(assumed to be recognized). Note that NEs are, however, not easily recognizable
for languages in which NEs are not capitalized (e.g., German, Chinese, and
Japanese). In addition, their methods do not scale to ever-increasing emerging
entities because the manual annotations of out-of-KB entities depend on the
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specific state of the KB, and the approaches (and features of the classifier) are
tailored for news text. In contrast to these studies, we focus on “truly” emerging
entities defined independently of KBs and develop an early-detection method
using a dataset constructed by time-sensitive distant supervision. We targeted
microblogs, i.e., timely social media, as sources for emerging entities since Graus
et al. [30] reported that emerging entities appear on social media more and earlier
than in news articles.

3.3.3 Notable Account Prediction on Twitter

This task is to discover long-tail “rising” entities (e.g., rising brands) that are
expected to be notable in the future within Twitter [14]. Although this task uses
Twitter as the source of entities, the same as ours, it requires experts to provide
examples of notable entities. Also, since the target entities are limited to only
those with Twitter accounts, it cannot acquire various types of entities that are
not linked to Twitter accounts. We also focus on Twitter but discover emerging
entities (§ 3.2) without relying on domain experts and without restricting the
types of entities to be discovered.

Overall, these related studies defined labels (emergence or rare, out-of-KB, or
notability) based on specific past data, KBs, or domain experts and annotated
them manually. We compare our method with two Baselines that detect unseen
NEs in a KB [54] or in the past Twitter (the same setting as WNUT17) as emerging.
We chose these methods because they are the only methods applicable to our
task, which do not rely on manually annotated data.

3.4 Proposed method

The proposed method discovers emerging entities in microblogs. We target a
microblog (Twitter) since Graus et al. [30] reported that compared to news articles,
a more diverse range of emerging entities appear earlier on social media, and
generally speaking, microblogs include the most timely posts among various
types of social media. Note that we do not exploit Twitter-specific functions with
our method; thus, it is also applicable to other microblogs such as Weibo.
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To build a supervised model for discovering emerging entities, we exploit
the fact that emerging entities are likely to appear in specific contexts (§ 3.2).
By properly identifying such contexts, we can discover and type corresponding
emerging entities effectively and instantaneously, even if they are long-tail or
homographic ones. The major challenge lies in how to collect such emerging
contexts as the training data. To cover various emerging contexts for a diverse
range of entity types, we develop a method that automatically collects such
contexts and corresponding emerging entities.

3.4.1 Time-sensitive Distant-supervision

To meet the expected requirements on the training data for this task, we developed
the proposed method (Figure 3.1) based on time-series text and the distant
supervision [52], which automatically collects training data using an existing KB
for a specific knowledge-acquisition task. Since our method does not incur any
annotation cost, it is easy to prepare and construct the training data. The major
difference from the original distant supervision is that labels are not defined only
with the KB. We utilize the nature of time-series text to obtain labels for training
an emerging entity recognizer.

The idea is to first extract non-homographic entities with unique namings
from a KB that emerge when microblog posts are available and to collect their
emerging contexts from the time-series microblog posts. The procedure is as
follows:

Step 1 (Collecting candidates of emerging entities)

We start by collecting titles of articles in Wikipedia as existing entities and then
associate them with the time-stamps of registration to collect emerging entities
that newly appeared within the available period of the microblog (Twitter). We
exclude entities that appeared on Twitter more than i times in the first one-year
period where microblog posts are available. This is to exclude homographic
entities that share the naming with prevalent entities since it is difficult to collect
their emerging contexts only by searching the entities.
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Distant supervision with Frequency
time-series microblog text = aErEtS

Prevalent contexts
Today we played

Super Mario Odyssey
with my daughter!!

D

2017 2018 Time.

Nintendo announces

Super Mario Odyssey
for the winter release...

* Super Mario Odyssey
registered: Feb. 4th, 2017
* Wonder Woman

registered: Aug. 22nd, 2/017 .

Sequential Iabeling for Nintendo announces h

finding emerging entities Super Mario Odyssey
for the winter release.. ‘
‘I

Sequence-Labeling

Today we played h Model
Super Mario Odyssey 1
with my daughter !!

Figure 3.1: Time-sensitive distant supervision: for the entities retrieved from a
KB, emerging and prevalent contexts are collected from microblogs, and sequence
labeling models are trained from the obtained emerging and prevalent contexts.

Step 2 (Collecting contexts of emerging entities)

For each entity obtained in Step 1, we then retrieve the first k early-stage mi-
croblog posts posted before the time-stamps of registration as emerging contexts.
Although contexts of long-tail emerging entities are not covered in the obtained
training data, similar emerging contexts can be shared by other entities in the KB.
This is because if the coarse type of entities is the same, their emerging contexts
tend to be common regardless of their popularity (e.g., product types tend to be
introduced with the term released).

There are two issues to be addressed: 1) how to filter noisy examples of
emerging contexts and 2) how to prevent overfitting that detects only the entities
used for collecting training data. We explain how we address these issues.

Filtering Noisy Emerging Contexts

Although distant supervision can generate abundant training data, incorrectly
labeled data can also be included. We, therefore, collect only reposts (retweets)
from the day when the included entities first appeared more than i’ times in
retweets. This is inspired from the report of [30] that emerging contexts are likely
to be shared by many users since they include information novel to the public.
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Collecting Prevalent Contexts as Negative Examples

When a model is trained only with the collected emerging contexts, it will be
overfitted to detect only mentions of the emerging entities used to collect the
training data. To avoid this, in Step 2, we collect prevalent contexts for the same
entities collected in Step 1 as negative examples (Figure 3.1). Specifically, as the
prevalent contexts for each entity, we collect the same number of microblog posts
one year after the time of collecting emerging contexts. This enables the model to
discriminate between emerging and prevalent contexts and reduces the effect of
noisy (prevalent) contexts incorrectly included in the positive examples.

We finally label only the acquired entities in the emerging contexts as emerging
entities and combine them with their prevalent contexts to form the training
data for sequence labeling described below. We tried several values for the three
hyperparameters of our method, i, k, and 7/, and confirmed that the accuracy of
the models trained from the resulting training data did not markedly change. We
therefore empirically set the parameters toi =5, k =100 and " = 10.

3.4.2 Sequence Labeling for Finding Emerging Entities

We next train a sequence-labeling model for finding emerging entities from the
collected training data. We adopted modern long short-term memory (LSTM)
with CRF output layer (LSTM-CRF) [41] as the sequence-labeling models. LSTM-
CRF inputs a word embedding and character embeddings encoded by character
LSTM of each token into bi-directional LSTM, which are followed by the CRF
layer.

We adopted BIOES as the tagging scheme, which was reported to be better
than other schemes [63]. We tagged emerging entities in positive examples with
BIES and the others with O.

3.5 Experiments

We applied the proposed method to the actual Twitter archive and performed
our task of discovering emerging entities.
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TYPE # entities # posts examples of emerging context (truncated)
DBpedia types
PERSON 9348 69427
Person 2352 14415 [KR NEWS] 141129 Ko Sung-hee, confirm to appear in 'SPY’.. acting with Kim Jaejoong URL
SoccerPlayer 1194 7346 NEW VIDEO! Legia’s 16 year old Krystian Bielik, MEGA talent! URL Enjoy! Share!
AmericanFootballPlayer 948 8747 UGA junior DL Kwame Geathers to declare for NFL Draft URL via URL
Politician 941 7316 ... confirms earlier scoop by _USER_: Abdi Farah Shirdon Saaid is the new Somali Prime Minister
BaseballPlayer 535 4948 Congrats to Brett Marshall, who seems almost certain to make his big-league debut tonight.
BasketballPlayer 345 3062 The fourth pick of the 2015 PBA Rookie Draft Meralco Bolts select Chris Newsome! HASH
IceHockeyPlayer 323 3313 Carolina cuts deficit to 4-1 in second period on Jaccob Slavin goal. It is his first NHL goal.
Cricketer 273 1991 Jake Libby is the first Nottinghamshire player to score a century on his Championship debut for ...
RugbyPlayer 253 1761 Sydney’s newest Rooster Kane Evans caught up with HASH after a stellar debut. Check it out ...
Others (63 types) 2184 16528 Massive congratulations to Marjorie Celona for being picked for the HASH for her debut Y’ ...
CRrEeATIVE WORK 6599 47930
Film 1622 9078 The official title for Episode VII is ‘Star Wars: The Force Awakens.’
Album 1308 9086 _USER_ return with new album The Scene Between. Hear the title track URL
TelevisionShow 979 5879 See your favorite stars of HASH and HASH in "Bachelor in Paradise’, coming this summer ...
VideoGame 898 10371 The Last of Us Remastered PS4 pretty much confirmed URL
Single 700 6544 Gwen Stefani’s comeback single (yes, gawd!) "Baby Don’t Lie” is out on 6 October URL
Book 339 1586 The cover of my book is out! Crazy Town: The Rob Ford Story. It’s being released a month ...
Song 139 1735 Watch Beyoncé share her NEW song "Die with You" for her & JAY Z’s 7th anniversary:
Manga 135 652 HASH Kodansha Comics Adds Hiro Mashima'’s Fairy Tail Zero Prequel HASH
Software 134 1067 We've got big announcements: _USER_ support. Introducing Kubernetes.
Others (16 types) 345 1932 ..write notes? Capture ideas? Work with other people? Then sign up for the Dropbox Paper.
Locarion 1326 5729
Bank 515 2616 Tencent ready to launch China’s 1st private internet bank, WeBank
City 311 953 Some fantastic photos from the opening of the new Kerry Town HASH treatment centre ...
Hotel 68 280 Privileged to attend Dr Chau Chak Wing Building Launch Dinner tonight at UTS- a ...
Building 55 186 89th and Western, Oak Crest Church of Christ is opening its doors for folks whose homes were ...
Stadium 52 404 ... The Hartford Yard Goats just named their new ballpark in HASH "Dunkin’ Donuts Park."
School 44 214 Exciting day with HRH Duchess of Cambridge opening HASH Aldridge Academy this ...
Others (30 types) 320 1304 South Africa will have two new universities, they will be the Sol Plaatje University in the ...
Grour 644 4027
Organisation 193 1315 Very well done to _USER_, who is appointed first director of Creative Industries Federation. ...
Band 109 441 180514 Jackson weibo update TFBoys HASH HASH URL
PoliticalParty 61 463 Ozawa’s new party’s English name is People’s Life First (LF), party sources told The Japan Times.
SoccerClub 54 429 ... haven't realized is that the Sounders are moving to Oklahoma and plan to rebrand as Rayo OKC.
Company 42 243 HitBliss Launches Hulu Competitor That Turns Ads Into Currency URL
Others (18 types) 185 1136 Sudan’s Janjaweed militia operating under a new name, Rapid Support Forces HASH URL
EVENT 393 2508
Award 104 746 New literary award The Folio Prize launches as ‘Booker without the bow ties” URL
MixedMartial ArtsEvent 45 384 Dana White announces UFC 171 in Dallas at the AAC. _USER_ needs to be on that card!
SpaceMission 42 238 [Video] _USER_ John Grunsfeld announcing our new Mars 2020 mission early today at HASH
Convention 39 228 In other news, SXSW has spawned "SXSW V2V," a four-day event in Vegas in August (ugh). ...
MilitaryConflict 22 92 Syria’s Assad plans Aleppo offensive as U.S. plans to arm rebellion seen as too little, too late URL
Others (16 types) 141 820 Every chance of another flying dismount after next race - Dubai Gold Cup. Dettori on board well ...
DEvice 312 3767
Device 145 1952  iPhone 5¢ will cost $99 for 16GB and $199 for 32GB. IPhone 5C is the newest addition to apple ...
Automobile 65 592 Is Mazda CX-3 easily the best-looking entry in the new batch of compact SUVs? URL URL
InformationAppliance 62 997 YipRT _USER_: Oculus Rift: Step Into the Game by Oculus - Kickstarter URL via _USER_
Ship 26 132 Australia’s new (& only) marine science ship RV Investigator arrives in Hobart home port. URL
Others (4 types) 14 94 IDF plans laser interceptor Iron Beam for short-range rockets - URL
OTHER 498 3857
Owl:Thing 276 2177 Mars One will start recruiting volunteers in July for one-way trip to red planet URL
Horse 77 1030 Everyone aware one Kentucky Derby horse this year is called Palace Malice? URL
Holiday 34 229 Transgender Awareness Week starts today. Here’s a poster to help you explain the event: URL
GivenName 26 59 STORM OF VOID is my new band. Me on 8 string guitar, Dairoku from "envy" on drums, ...
Others (18 types) 85 362 A compact version of our inner solar system has been found orbiting Kepler-444... but ...
UNMAPPED 11825 62108 PAGASA again explaining forecast for Typhoon Ruby (int'l name Hagupit) as NDRRMC ...
As of 20 April Guinea has reported a cumulative total of 208 clinical cases of Ebola virus disease ...
Total 30945 199353

Table 3.2: Statistics of the English emerging entities and their contexts obtained
from our Twitter archive by our time-sensitive distant supervision.
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TYPE # entities # posts examples of emerging context (truncated)
DBpedia types
PErsoON 4932 23939
Actor 885 2863 MUAMADIHA., IHEPAHN THATI A 2o MHLEIN) THHVZLELE, IABRAESOD..
Musical Artist 731 4616 o TWi>THINDT A KL DD EY b 5-2Fa—(F1 Y —AK—=Y)-YI=a2—AURL
SoccerPlayer 531 2327 Z O, ZHBEEFH, HKRKIZSVAANIATE I EHWRELE LEZDOTEMSE WL ET, URL
VoiceActor 484 1596 WIMEOH AEE TREXR] LB TYI OB U HEE T Z W\ 2 F5EIC - - - URL
BaseballPlayer 419 4390 [HHEAN] DeNA, T ADARYH— - )Xy b > &HHA URL URL
AdultActor 299 1731 S HSODHSFE a—ULAAKBEFHFLRADTEa—E2BTVAITE, AF Y Z7Frhbul.
Model 281 1343 HHELTIVa /)Y - A=N—=FK—o - AV FAMEGOMEFHEHE T, BEBHTRED ..
Politician 260 1164 [JIIETH R REACE KANYME] AR 7S )R O R X7 IS T hbh, WiTEO#H A T...
Person 177 729 KREFRZEMEFERI(NSA)DERE B#E L -NHEHE, TRY—F - R/ —=F VKO v & a—Hl, URL
Writer 152 542 [ARHF7E] HW1IAS, i AERERINE Uz, BEAE. fHod, #E. I BRI
Wrestler 136 576 S BHUAFADT L 2 —HOMHFEAWNCL T EHUNMAETHvs) v - N1 a vl
ComicsCreator 93 361 BARIA 7=V THAHOBEEZ S ETW A WE L SICZEUREESEX A
Others (18 types) 577 2062 FIZE-obRWVET, BEHIDIzA YV VIALWVWIBEVWEAIAVNEGTIATTA..
CREATIVE WORK 6460 47267
MusicSingle 1321 11685 12H23HA%5E [HRIETFVR] YavrZLVoMi#asERInE LI FHZMAHTT!
TelevisionShow 1153 8478 [ RABERT] RH»STBSHEM [B—IFAIEA] A X — 124:50~25:20 MCIZ K ASMENRT- &
MusicAlbum 970 6092 FAXA TINLKXA ML [Kis-My-Journey(¥ A1 ¥V ¥ —=—)(R)] ! EVWEY ¥ —=—> D Iwwwwww...
Film 917 6307 OB, /2, Vo—OFHANS X< VMED [RANRA B=<Vih—L A I VT ITIERRE...
VideoGame 652 6355  [Hi#] TDARK SOULS IIIJ ¥3K! 20164E#J8HICF56 & [E32015] URL
Manga 623 2561 ..¥NTEUAD, KEODEY ¥ TRE L W EBEEOHE (EOL—m—THTFTIT] PHEH T
Anime 323 2983 WY =HMETVY =R ThEZ £—F ok 2013FE1HBGEK AXA =TV AZy 7 - F¥ A b
RadioProgram 266 1010  [Hr&#l] STV S A T10/124 S 45 H 24 TR ARADB X I 5 A b AKX —h ..
Book 146 983  [Re:¥ b 5k 5 RIFAERFE) EFLEHTE 5 T WE 9! URL HASH
Song 32 174 [HABDS 7] 10A~NAOHHIZMEESAO [MEME Ty b)) AT T7EhEd, URL
Others (4 types) 57 639 KADOKAWAXIZ T2 Hi/NSifehit 1 b4l Th 2 3 L) PERARICW X0 KA E)!
LocarioNn 371 1554
Building 121 756 LEFICHZVAEN [EBOHRILK ST IR #E-5 Vv FH T+ F—bBEhE! URL
Museum 42 184 FEASF— O bRt ARMAAE D Uk, NEHREOBRE URL
Station 34 115 JREGESHRIZEKE S NSHENOLAFIE, BHEOME, NESRRI CRE..
Settlement 28 47 DAL, BALENELOZEULNEATRWTL &, >BOHAT TF v F %52 HASH URL
School 24 34 FSEBRESERMEERCHFELE LR, VFA) U EY ZA L) 2 MO TVHEEERFEHALTT,
City 17 46 FKENTNKX b o O, WEIORE RO, DR FEAD, FEHERIETE, 2y MIMERWTT ..
University 14 47 FWOAATRZXITIRD E U, HEH11/4, RREANEMARZRLICE T2 VR MCEET 5 TE..
Mountain 14 4 BIVNFZUER, HAF ¥ I HEE-FYaFVIAS T 74 v2 =a—A URLHASH
Park 11 30 AH, ZHEEGATIZ HEB7y bR—V T4 Ly I BA—T v, HEOY v A—5O1HI ...
Others (16 types) 66 251 ..2015%E6H BT EDNE M E O DA TS, EHIET [BAEREM URL
Grour 366 2173
Company 259 1441 [RETYY V] &2 57 FH -2 &MY 5103 Cocoro SBE KL, R & BN 2R E LT...
SoccerClub 55 304 HUEABANY =T HAOFMEERDIZT 4 T T4 VEAW, F-L%E (T4 T T4 V8] AR
Organization 28 179 dTiE, ARWEOABIRIF28HICH20ANTHES S, RBOANE kAR LikE o7, URLURL
PoliticalParty 24 249 W N v b3 2EMEIHEMRH =R THARREDSR] (122FE#] URL
OTHER 130 561
Species 77 337 HEEOATNVFEREZa2—RT, Y FHFTN] #2oT, EEEEERH S - T >URL
CelestialBody 17 75 IxHHBRIZEIZRE? T7) —¥832¢) MHIFEH I NIz .
MilitaryConflict 7 9 BHOT VY ROWNOETLHIK, 0ENILLWINPE52LTEHILLWINPoT5I LIIHIET,
ChemicalCompound 7 16 MM TIE R X > v EBRE T H I AHUEWE - 514V Y VEEJER. MRSADH L Wigf#ie L T..
Disease 1 8 I FrREY A )L 213 BRI IR BRAE MR WHOA i 44: USER URL URL
Aircraft 1 5 T4 KRT 1 B EiR% 02598 (LH34H, EY25H, QR505%, EK1504) D F: &M 2 8 TR —41 > F777X0 — > F
Others (4 types) 20 111 H i, HEEEESGER S 2528007 ) — X AR, FBELEKMEETTED L E—X DS
UNMAPPED 7345 35552 SRARIT. 9HDEM%E 2749 HBIR - RALEM I L4 URL
SERIED 41, 25 8! AQUOS Phone ZETA SH-09DHIFERK!: ¥ ¥ — 75 U S QS iz 71 VibOT I L ..
Total 19604 111046

Table 3.3: Statistics of the Japanese emerging entities and their contexts obtained
from our Twitter archive by our time-sensitive distant supervision.
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3.5.1 Data

We adopt Twitter as a microblog and target English and Japanese, which are the
top two languages on Twitter [8]. We use our archive of Twitter posts that are
retrieved? by using the official Twitter APIs* and consists of more than 50B posts
(32% are English and 20% are Japanese; This does not deviate much from the
actual data [8]).

In Step 1 of § 3.4.1, we collected titles of articles that were registered in
Wikipedia from March 11th, 2012 to December 31st, 2015, using the Wikipedia
dump on June 20th, 2018. We then excluded redirects and disambiguation pages
from the titles and then ran Step 2. We obtained a total of 398,706 English and
222,092 Japanese tweets, including the same number of emerging and prevalent
contexts for 30,945 English entities and 19,604 Japanese entities as the training
data, respectively. For model selection, we used 10% of the training data as the
development data. We removed URLs, usernames, and hashtags from those
texts.

We then analyzed the obtained emerging contexts by mapping the included
emerging entities to their corresponding fine-grained types assigned in the
DBpedia ontology; for example, the entity “Spider-Man: Homecoming” is
mapped to the type “Film.” We further designed a coarse type for each language
based on [22] and classified mapped types accordingly. We show the resulting
training dataset in Table 3.2 and 3.3. The difference in the number of coarse types
comes from the level of DBpedia maintenance for each language. Out of the
30,948 English and 19,604 Japanese emerging entities in our dataset, we have
19,120 (206 types) and 12,259 (51 types) type-mappings, respectively. For both
English and Japanese, the entity types that are manually categorized into PErson
and CreaTive Work account for a large proportion. This is because these entities
tend to generate a great deal of attention at the time of their appearance than other
entities. It is interesting to note that the frequency of fine-grained types varies
by language; for example, PErson type of English includes many athlete type

3Starting from 26 popular Japanese users in Mar. 2011, their timelines (recent tweets) have
been continuously collected using user_timeline API, while the user set has iteratively expanded
to those who were mentioned or whose tweets were reposted by already targeted users.

4https://developer.twitter.com/en/docs/twitter—api

SFor Japanese, we tokenized each example by using MeCab (ver. 0.996)° with ipadic dictionary
(ver. 2.7.0).
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entities at the top, but the Japanese ones do not. This indicates that the tendency
for emerging entities to be added to Wikipedia varies from language to language.
The UnmaPPED entities included disease, typhoon, and other terminology because
there are no mappings for them in the DBpedia ontology. We also see that
emerging contexts could be diverse according to the type of entity they include.
We thus have to capture those contexts properly to discover various types of
emerging entities.

As a further analysis, we apply the pattern mining algorithm PrefixSpan [31]
to the positive and negative examples of each type of the training data to extract
patterns that occur frequently in emerging contexts, and calculate the following
score function using the frequency of each obtained pattern:

PrefixSpan(p) ositive
Prefixspan(p)negative +1

score(p) = (3.1)
PrefixSpan(p). is the frequency of the pattern p in the given examples. The score
is higher when the pattern occurs more in the positive examples and less in the
negative examples, i.e., when it seems to be specific to the emerging contexts.
Here, the minimum support value was set to 50, and patterns that contained

symbols or only numbers were removed.

For both languages, we list the top-50 scored patterns for each coarse-type
in Table 3.4 and 3.5. In both Japanese and English, we see that the obtained
emerging contexts contain words that suggest the novelty of the emerging entity.
Some of the words (e.g., ‘announce” and ‘new’ in English) appear in common
across types. Therefore, it is important to capture the type-specific words and
expressions when performing tasks like entity typing. In addition, in some of
the types, words of a specific topic (e.g., Baseball players” draft in PErsoN type)
appear concentratedly. This indicates that there is a bias in the fine-grained type
of entity registered in Wikipedia.

3.5.2 Models

The following models were implemented for comparison:
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TYPE

| extracted patterns

PERSON

newest, acquire, first player, Rule, choice, model, Well done,
undrafted, selects, enter, defeats, Atlanta, overall select, first
ever, first pick, select overall, appointment, pick 2015, pick 2014,
rushing, KO, becomes first, highest, threw, charge, AA, Bowl, new
Miss, New Zealand, coach coach, congratulations, passed away,
torn, Pakistani, 11th, press conference, chosen, TKO, executive,
Proud, scouting, Pansare, unofficial, Congrats, loses, completed,
Defensive, Conservative, Congratulations new, signed contract

CREATIVE WORK

Announced, Listen new, titled, announce new, new track, con-
firmed, new new, release new, new game, announces new, an-
nounce album, brand, Announce, brand new, announced new,
premieres, first look, sequel, Announces New, drops, album called,
tirst new, Watch trailer, proud, release album, Watch new, new
coming, Watch video, announce new album, Announces Album,
announces album, RPG, announcement, first album, First Look,
reveal, Super 3D, New album, PS Vita, new series, album new,
return, produced, Spring, new released, Hear new, Revealed, first
trailer, Ubisoft, new film

Locartion

name, Police, live, Zikim, us, attack, love, students, President,
called, police, village, today., launch, reports, make, Army, sta-
dium, home, Live, new, Hall, place, opening, Russian

Grour

name, called, live, think, announce, campaign, free, Congrats, big,
buy, raises, launches, data, PM, say, announced, news, startup, set,
join, US, day, much, way, Thanks, play, named, Entrepreneurship,
look, become, launched, group, Good, Dish, logo, Heinz, made,
proud, One, PlayStation

EveENT

nominated, Best, Awards, new, Silva, set, first, host, wins, an-
nounced, today, vs, Silva UFC

DEevicE

announced, Motorola, display, X Style, HD, Play, Windows, Sony
Z, official, Kindle, Kindle Fire, Nokia Nokia, Sony Xperia Z,
camera, looks, unveiled, launched, Wear, Snapdragon, Sony Xperia
73, Kindle Fire HDX, Android Wear, today, Lumia Lumia, look,
Redmi Note, screen, Hands, Display, Aston Martin DB10, revealed,
announces, Note Edge, Rs, specs, concept, coming, Samsung
Galaxy Note Edge, Lumia Windows, Bond

Table 3.4: Extracted patterns of the English emerging contexts obtained from the

training data.
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TYPE | extracted patterns

PERSON fL f54, K, 154 =T, 154 % F, F 77 b AL 54, @I, 1 R
E, PiEEH, & 4E HR éﬁ,%i@é n, R K, &F NE,
A—=Ta4vay, Ta—R{E, LTEa—, FI7 b 2@ A
e, EFEMA, K77 fH, FH Ilffﬁ, K77 b &FETF Y
BN L, AYN=LU, FI7 b #ETF E K57 bR, AL+
H,JR, ﬁﬁﬁ Fta— L, HH, 1\771\5)%‘43 FZ7 XK, K
77 b R, R K, %EIZF Bt 2K, IR B, K57 b

o Vit v EL B 6 B, 15 2 TR L
T, 1 B, TR I, R

J[ﬂ}

, L

H;ﬂl

CREATIVE WORK

U IRE, v TIV TG RE, TINVNL PRE, VY — A R
Eﬁﬂtm,/\ﬁﬂ/ﬁ’%ﬂi 56 f]n] % ——1“%1u,//7}1/ Y —
A, =a—PRE,FMAX—F, 7JI/J\L\ Fie JE, TN F
N, BH%WH%E Foe EE, #0] @ B T e, B EE, = a2 —
T e, BB RNBE, R A b )L ?J%E,::l-— VTV IRGE,
e B B O, T 24 ML, FER X, Fae IRE B, #
[ % WH, 7= R P, TIVNA DY) — 2, g TR, Foe JE”%“
ﬁ%, VD)% #E, =2 — Fie H&i Y56 #][A] J@ﬁ' ] [=] %
HOE E
H

1

E%@\

i, B e, FoC BAkG, Foe B W IRE, R o< mﬁ,
HHPE, 7oA T—<, /e 8 +— 7, dee P, Fie X
ML, A& — |k b,ﬁ%ﬁ/ﬁﬁﬁ,?}%ﬁﬂﬁ

LocaTioN F—=TV, =, ¥ A -T2 L, =a—X, AZ N, i, H
K, 3%, TE, F3K, R, A XN SH
Group RXAL, v, ALER, Frid 58, R, P, ik, F— 4, H3E, 24

WAL, Y a v, AT, AW 5, BRE BE, K5 3 BRKE, A u
v RME S, HAR HAR, JLH, 484, 7 — &, S, TPP, REER T &
F A N7 — g @, ZVv— 7, b, AR I 5, EER
64, ALK 7 — X%, BHISH, K U, TPP § 5, (£, KEEJRH 5 ¥
A ANT — 64, REEJR 64 JEH, JBALRL #4647 — X, HA TPP, J&
FTD N MER V4 AT — 64 B, v h1—, HAK TPP
JEFE, HAR SEBL, HAR JRF 4, T, Bl HAR 58, RREEJR 5 2 4
AN T — 64 S B, &4 $8, FC FC, J8ifi HA TPP, &4 L

Table 3.5: Extracted patterns of the Japanese emerging contexts obtained from the

training data.
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Proposed (LSTM-CREF): We used the implementation of LSTM-CRF using Theano
(ver. 0.9.0) provided by [41].” We set hyperparameters (Table 3.6) as suggested
in [80], who explored the practical settings of neural sequence labeling. We
optimized the model using stochastic gradient descent and chose the model at the
epoch with the highest F; on the development data. To initialize the embedding
layers, for English, we used pretrained 200-dimensional word embeddings
using GloVe [61] 8 from 2 billion English tweets. For Japanese, we trained 200-
dimensional word embeddings using GloVe from 800 million Japanese tweets
posted from March 11th, 2011 to March 11th, 2012.

Baselines: Since our methods use automatically constructed training data, we
prepared two baselines that do not utilize such data. Baselinel regards NEs
obtained by NER as emerging if they are not detected as NE on Twitter from one
year to one week before the posting time of the input tweets. We set the period
up to one week before to find NEs that emerge near the target day. Baseline2
regards NEs obtained by NER as emerging if they do not exist in a KB [54]. We
regard the obtained NEs as emerging when they are not registered in Wikipedia
as of the month before the posting time of the input tweets because there is a time
lag to use the latest Wikipedia dump in actual settings. To make NER robust, we
use LSTM-CREF trained with a dataset of WNUT17[22]° for English, combined
dataset of KWDLC!? and KNBC!! for Japanese, respectively using the parameters
in Table 3.6. All of which are corpora in which NE tags are attached to noisy Web
text.

3.5.3 Evaluation Procedures

To evaluate the proposed method, we designed two evaluation procedures for
emerging entities discovered from Twitter.

Precision: To evaluate the precision of the obtained emerging entities, we applied

each model to daily tweets, ranked the discovered entities using their confidence
scores, and finally computed the accumulative precision for the top 500 entities.

“https://github.com/glample/tagger/

8glove.twitter.27B.zip from https://nlp.stanford.edu/projects/glove/
*https://noisy-text.github.i0/2017/
Ohttp://nlp.ist.i.kyoto-u.ac.jp/index.php? KWDLC
http://nlp.ist.i.kyoto-u.ac.jp/kuntt/#ga739fe2
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https://nlp.stanford.edu/projects/glove/
https://noisy-text.github.io/2017/
http://nlp.ist.i.kyoto-u.ac.jp/index.php?KWDLC
http://nlp.ist.i.kyoto-u.ac.jp/kuntt/#ga739fe2
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Parameter Value
Character embedding size 30
Word embedding size 200
Dimension of Character Bi-LSTM | 50
Dimension of Word Bi-LSTM 200
Batch size 32
Dropout 0.5
SGD learning rate 0.015

Table 3.6: Hyperparameters of LSTM-CRFE.

As the test sets, for both English and Japanese, we randomly picked three sets
of daily retweets, on March 21st, 2017 (2,699,377 English and 1,695,423 Japanese
tweets), June 14th, 2017 (2,748,257 English and 2,041,833 Japanese tweets), and
September 1st, 2017 (2,725,111 English and 1,901,305 Japanese tweets) so that the
seasons do not overlap. As the confidence score of Proposed (LSTM-CRF), we
used the marginal probability obtained using the constrained forward-backward
algorithm [19]. We adopted the maximum scores for the extractions when several
mentions of the same entity were recognized. Since Baselines do not provide any
scores regarding the emergence of entities, we used the number of extractions of
each entity normalized with the extraction number of the previous day as the
confidence score. This captures the bursty feature that considers the appearance
ratio of the previous day.

We asked three annotators, including the first author and two student volun-
teers, to decide whether the outputs were accompanied by emerging contexts
defined in § 3.2 by referring to the input tweets and then adopt the majority
labels to mediate the conflicts. We obtained an inter-rater agreement of 0.714
for English results and 0.798 for Japanese results, by Fleiss’s Kappa [27], which
indicates substantial agreement. These high agreements justify the solidness of
our definition of the emerging entity and the task setting.

Relative Recall and Detection Immediacy: To evaluate the recall and detection
immediacy of the obtained emerging entities, we ideally want to refer to the
complete list of entities that have emerged in certain periods. However, it is
unrealistic to have such a list for a diverse range of entities, including long-tail
emerging entities. We instead evaluated the relative recall and immediacy against
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a KB, by determining how many entities registered in Wikipedia could be found
from the tweets and how early they were detected against their registration date
in Wikipedia.

Since entities newly registered in Wikipedia include both emerging and
prevalent entities, we obtained the reference list of emerging entities as follows.
For both English and Japanese, we collected entities that appeared more than 100
times on our Twitter archive from January 1st, 2017 to June 20th, 2018, and then
extracted retweets containing each entity since the first appearance. To exclude
prevalent entities as much as possible, we ignored entities that appeared more
than five times on our Twitter archive from March 11th, 2011 to March 11th, 2012.
We obtained 15,811 English entities with 8,736,847 tweets (552 tweets per entity
on average) and 13,406 Japanese entities with 9,108,612 tweets (679 tweets per
entity on average) since March 12th, 2012, and then applied our method to these
tweets and calculated the recall and detection immediacy of the obtained entities.

3.5.4 Results and Analysis

Precision and classification of detected emerging entities Figure 3.2 depict the
cumulative precision (precision@k) for the top 500 entities discovered with each
model for English and Japanese, respectively. Proposed (LSTM-CRF) is superior
to the others and mostly maintained a precision above 70% on English and 80%
on Japanese results (on average 73.4% and 83.2% for top-500 entities for the three
sets of daily retweets, respectively), while two Baselines remained mostly under
30% on English and 20% on Japanese. The reason for the low precision of the
Baselines is that these methods completely ignore emerging contexts and detect
many prevalent entities and noises as a result. Although these prevalent entities
can be removed to some extent by checking against KBs and past frequencies,
it is difficult to deal with their spelling discrepancies. The poor precision of the
proposed method in English compared to that in Japanese may be due to the noise
in distant supervision. For example, unlike the Japanese data, the English one
has the largest number of PErsoN-type entities (Table 3.2). However, the novelty
of this type of entity is ambiguous (it is unclear whether a person is emerging
when he makes debut or when he becomes famous), and thus it introduces noisy
examples into the collected contexts.
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Figure 3.2: Precision@k for the top-500 emerging entities obtained from English
and Japanese Twitter streams by each model.
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daily tweets HEAD LONG-TAIL HOMOGRAPH total
(n>100) (n<100)

Mar. 21st, 2017 105 120 137 362

Jun. 14th, 2017 93 129 153 375

Sep. 1st, 2017 92 108 150 350

Table 3.7: Details of the English emerging entities discovered from the daily
tweets with Proposed (LSTM-CRF).

daily tweets HEAD LONG-TAIL HOMOGRAPH total
(n>100) (n<100)

Mar. 21st, 2017 227 110 84 422

Jun. 14th, 2017 214 106 77 397

Sep. 1st, 2017 261 110 66 437

Table 3.8: Details of the Japanese emerging entities discovered from the daily
tweets with Proposed (LSTM-CRF).

Table 3.7 and 3.8 list the detected emerging entities falling under three
categories for both languages to confirm whether our method could discover
various types of emerging entities defined in § 3.2. HEAD represents entities
whose surfaces appeared over 100 times in our Twitter archive from the detection
date to one year later, and LoNG-TAIL is less than that. HoMOGRAPH represents
homographic entities whose namings are already registered in Wikipedia before
the detection date. As a result, Proposed (LSTM-CRF) could discover not only
entities that would be added to Wikipedia but also find many long-tail emerging
entities (e.g., good and evil (play), Photo X Art Field (exhibition)) for both English
and Japanese data. They are useful for companies performing social listening
and local users trying to find something interesting even if their frequency is low.
It also found homographic entities (e.g., NEVER LAND (music album), Summer
of Love (musical movie)), which were not found with the Baselines. Although
[34, 25] reported that these homographic emerging entities are difficult to find,
our method successfully discovered these entities by exploiting the emerging
contexts of the entities. It is interesting that among the discovered emerging
entities, HEAD is the most common in Japanese, while HOMOGRAPH is the most

common in English data. This may be because the number of PErson-type entities
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that are likely to be homographic than others is the most frequent in the English
training data (Table 3.2), and thus the model built using this data consequently
detected many of such entities.

Relative recall and detection immediacy As the evaluation of relative recall,
we focused on the best-performing method, i.e., Proposed (LSTM-CRF) and
computed its relative recall over the reference list of 15,811 English and 13,406
Japanese emerging entities. We detected 10,206 (64.5%) English and 10,852 (80.4%)
Japanese emerging entities. These values are reasonably high considering that
there was noise in the reference lists, such as a concept name that was defined
after it became prevalent (e.g., Virtual Youtuber) and periodic entities (e.g., Tokyo
prefectural election, 2017).

Table 3.9 and 3.10 show the distribution of the types of target entities for both
languages obtained by the DBpedia mappings, detection ratio, and lead-time
against the Wikipedia registration time for each type. As a result, our model found
10,206 (64.55%) entities from English and 10,852 (80.95%) entities from Japanese
data. The cause of low detection rates in English may be due to the noise in the
training data. For CrReaTive WoRK type, our model achieved higher recall (79%
for English and 89% for Japanese) compared to other types of entities for both
languages. This suggests that this type of entity has less noise in the training data
and is easier to detect due to its distinct emerging contexts. On the other hand,
for the remaining types, detection rates varied according to the language. This
may suggest that besides the effects of noise in the training data, the emerging
nature of these entities varies to some extent across languages. Note that we
found that some of those entities do not appear in emerging contexts at all within
our Twitter archive. Since our method utilizes such emergence signals as the clue,
it is difficult to discover entities appearing without emerging contexts. This is
especially noticeable in English since English Wikipedia has many translations of
articles (entities) in other languages. Many of those entities are not mentioned
enough on English Twitter, and thus we cannot gather their emerging contexts.
This is the current limitation of our method. Note that the referenced entities used
in this evaluation included some noisy prevalent entities (e.g., local company or
minor person that are mere out-of-KB at the time of collecting the reference list)
that might also affect the performances.
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TYPE # entities  # found (%) lead-days TYPE #entities  # found (%) lead-days
DBpedia types mean (median) DBpedia types mean (median)
PERsON 4968 3333 (67.09%) 896 (971) PERSON 3851 3238 (84.08%) 660  (550)
Person 1221 719 (58.89%) 781 (797) Actor 651 514 (78.96%) 742 (727)
AmericanFootballPlayer 638 432 (67.71%) 1046 (1155) MusicalArtist 624 463 (74.20%) 740  (649)
Politician 605 376 (62.15%) 671 (601) SoccerPlayer 477 429 (89.94%) 769  (759)
SoccerPlayer 574 410 (71.42%) 984 (1093) VoiceActor 345 323 (93.62%) 498  (363)
BasketballPlayer 343 250 (72.89%) 1186 (1272) AdultActor 306 300 (98.04%) 376 (297)
BaseballPlayer 219 148 (67.58%) 864 (895) BaseballPlayer 238 213 (89.50%) 591  (405)
Cricketer 175 145 (82.86%) 1019 (1062) Model 225 210 (93.33%) 764 (654)
IceHockeyPlayer 132 89 (67.42%) 973 (1000) Person 173 138 (79.77%) 777 (792)
Others (63 types) 1056 764 (7235%) 893  (962) Politician 136 112 (82.35%) 665 (538)
o
CREATIVE WORK 2573 2045 (79.47%) 442 (187) g:f;zr 15152 ?; Ezz gg;; igg E;gz;
Film 542 415 (7657%) 479 (243) - ’

. Writer 83 65 (7831%) 504 (376)
TelevisionShow 452 363 (80.31%) 476  (153) Others (14 t ) 391 204 (75.19%) 768 (715)
Album 423 372 (87.94%) 475 (182) ers LR ypes °
VideoGame 410 312 (76.10%) 338 (103) CrEATIVE WORK 4122 3703 (89.84%) 377 (176)
Book 176 153 (86.93%) 512 (346) TelevisionShow 699 644 (92.13%) 225 (54)
Single 168 147 (87.50%) 408  (90) MusicSingle 653 594 (90.96%) 304  (85)
Song 121 99 (81.82%) 323 (12) Film 641 555 (86.58%) 388  (214)
Software 48 28 (58.33%) 346 (262) MusicAlbum 550 499 (90.73%) 356 (161)
Others (15 types) 233 156 (66.95%) 451 (247) Manga 523 486 (92.93%) 672 (594)

Vid 444 92 9 4 251

LocatioN 645 347 (53.80%) 699  (687) ideoGame 0 592 (89.09%) 06 (251)
City 207 15 (21.74%) 580 (425) RadioProgram 228 203 (89.04%) 261 (38)
: Ani 216 188 (87.04% 254 (85

Building 102 80 (7843%) 695 (725) nime ( o") S
School 45 43 (9556%) 946 (1096) Book 10195 (94.06%) 621 (462)

; : Website 24 16 (66.67%) 869  (624)
Stadium 33 24 (7273%) 716 (708) Song B 2 GLa% 549 (01)
g:;er zi i; gig?; :?; gi(l); Software 2 9 4091%) 817 (723)
Others (33 types) 203 113 (55.67%) 703  (725) Artwork 2 1 (50.00%) 160 (160)

L 223 179 (80.27% 597 (385
Grour 556 360 (64.75%) 558 (430) ';’CQZEN o ((82 02(,"; o7 :291;
Company 208 109 (53.44%) 535 (384) utidng °

Museum 33 32 (96.97%) 685  (447)
Band 90 52 (57.78%) 737 (638) .

- Station 25 21 (84.00%) 264 (154)
Organisation 82 55 (67.07%) 426 (313)

At . School 18 9 (50.00%) 553  (62)
MilitaryUnit 42 34 (80.95%) 572 (492) ; .
" . Library 13 13(100.00%) 995 (1328)
PoliticalParty 34 33 (97.06%) 621  (448) o
Others (14 types) 100 77 (77.00%) 459 (339) Park 9 (8182%) 639 (199)
P : University 7 6 (85.71%) 904  (996)
EVENT 178 142 (79.78%) 272 (19) Temple 7 4 (57.14%) 1457 (1446)
Award 49 42 (85.71%) 219 (29) Shrine 6 3 (50.00%) 528 (304)
WrestlingEvent 24 19 (79.17%) 566  (393) ArchitecturalStructure 4 1 (25.00%) 912 (912)
SpaceMission 22 9 (4091%)  -117 (-121) Dam 3 1 (33.33%) 546  (546)
MilitaryConflict 21 13 (61.90%) 856 (883) RailwayLine 2 2 (100.00%) 7
MixedMartial ArtsEvent 19 19 (100.00%) 410 (1) Others (5 types) 5 5(100.00%) 1046  (999)
hers (11 4 4 02% 21 (4
Others (11 types) 3 40 (302%) 49 Grour 240 152 (63.33%) 545 (396)
DEvICE 157 90 (57.32%) 354 (131 Company 188 116 (61.70%) 500 (359)
Device 61 45 (73.77%) 294 (126) SoccerClub 26 13 (50.00%) 780  (741)
Ship 44 16 (36.36%) 704 (590) Organisation 16 14 (87.50%) 706  (416)
Automobile 25 12 (48.00%) 360 (184) PoliticalParty 10 9 (90.00%) 552 (471)
InformationAppli 1 13 (86.67% 11 1
Oﬂf:;? 4“3“ 6}3’ lance 12 ) gg 23“/0; 412 (29(8; OrEer 50 18 (30.51%) 758 (977)
P e Species 53 14 (2642%) 825 (1008)
OTHER 202 130 (64.36%) 474 (244) owl:Thing 8 5 (62.50%) 847 (736)
Owl:Thing 114 87 (76.32%) 506 (337) CelestialBody 3 1 (33.33%) 2 2)
Horse 39 25 (64.10%) 384 (240) Train 2 2 (100.00%) 241 (241)
Others (16 types) 49 18 (36.73%) 447 (175) Aircraft 1 1(100.00%) 1613 (1613)
UNMAPPED 6532 3759 (57.55%) 591  (456) UNMAPPED 4883 3557 (72.84%) 691  (615)
Total 15811 10206 (64.55%) 656  (570) Total 13406 10852 (80.95%) 571  (406)

Table 3.10: Relative recall and
time advantage over entity types of

Japanese emerging entities detected
with Proposed (LSTM-CRF).

Table 3.9: Relative recall and time ad-
vantage over entity types of English

emerging entities detected with Pro-
posed (LSTM-CRE).
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We next evaluated detection immediacy. We found that 93.2% of the discovered
English entities (9,511 out of 10,206) and 92.4% of the discovered Japanese entities
(10,030 out of 10,852) were detected earlier than their registration in Wikipedia.
We then investigated the remaining entities and found that there were periodic
events such as Olympics and election or incorrectly included prevalent entities.
The mean (and median) lead days of the first day when Proposed (LSTM-CREF)
detected each entity against their registration date were 656 (and 570) for English
and 571 (and 406) days for Japanese, which supports the detection immediacy
of our method. One of the possible reasons English entities are detected earlier
than Japanese ones is the effect of translated entities that are not easily mentioned
in English Twitter. For both languages, compared to CreaTive Work types of
entities, our method detected PErson and Locartion types of entities earlier than
their registration in Wikipedia, which means those entity types take longer to be
notable enough to be registered in Wikipedia [30].

Overall, these results reconfirm that microblogs are useful sources for finding
emerging entities and that our method can detect such entities at the early stage
of their appearance. It also implies that relying on Wikipedia for the source of

entities misses valuable information on emerging entities.

Examples Finally, we show the examples of predictions in the evaluation of
precision with Proposed (LSTM-CRF) in Table 3.11. Even when the length of the
post is short, and there are few clues as in the first example, or the target has
homograph as in the second example, Proposed (LSTM-CRF) recognized entities
correctly by utilizing emerging contexts.

We also found that some false positive predictions were caused by words
often found in emerging contexts, such as ‘new’” and ‘launch’ in the third and
fourth examples. It is preferable to use the global features of multiple posts for
such examples rather than referring to only a single post to make predictions.

3.6 Chapter Summary

We introduced a novel task of discovering emerging entities in microblogs (§ 3.1,
3.2). We pointed out the problems of related tasks (§ 3.3), which simply detect
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Entity: Xiaomi Mi 6 True type: Device

Xiaomi Mi 6 could be the first Chinese flagship to be powered by Snapdragon
835 SoC » PhoneRadar.

Entity: It's You True type: Single

Im Seulong’s new single album ‘It’s You’ will be released on Jun 20.

Entity: Cameraman Joe True type: NuLL

Cameraman Joe is shown the new interactive app from. It’s hoped it’ll attract
more younger and interesting...

Entity: Don’t Start a Business True type: NuLL

Don’t Start a Business, Launch a Kickstarter

Table 3.11: Examples that Proposed (LSTM-CRF) predicted correctly (above two)
and incorrectly (below two) (English)

entities that are not registered in the KB by treating them as emerging entities.

To target only truly emerging entities, we proposed an effective method for
discovering emerging entities in microblogs by exploiting the specific contexts
of those entities using time-sensitive distant supervision (§ 3.4), which utilizes
the Wikipedia entities and timestamps of microblogs. Experimental results
demonstrated that our discovering method performed accurately and showed that
emerging entities, including homographic and long-tail ones, can be effectively
and instantly discovered by obtaining emerging contexts (§ 3.5).






Chapter 4

Discovery of Disappearing Entity

41 Introduction

We always catch up with information about entities such as people, works,
products, and events that appear in the real world and utilize them to make
decisions in our daily lives. One of the most important pieces of knowledge for
these entities is about their disappearance. For example, keeping track of people
who have died or companies that have gone bankrupt is necessary to expand
a knowledge base (KB) that accumulates knowledge about entities. People can
prevent loss of opportunities by catching up information about events that will
be discontinued, facilities and stores that will be closed, and products that will
no longer be in service as soon as possible.

These disappearing entities can be captured by preparing a list of entities, such
as KBs, and monitoring their appearances in a text. However, disappearing
entities tend to keep getting mentioned even after they actually disappeared from
the world, and conversely, they are no longer mentioned does not necessarily
mean that they have disappeared. Therefore, it is difficult to determine what
makes an entity disappear.

Another solution is to use entity linking [69], a technique for linking entities
in the given text to the corresponding entries of KBs, to extract information from
the linked entry whether the entity is disappeared or not. However, the update
of the KBs is basically slow, and we cannot extract the necessary knowledge
of disappearance when we need it. This becomes especially problematic when
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detecting entities scheduled to disappear, such as events or services. Moreover,
we cannot handle out-of-KB and long-tail entities because their entries do not
exist in the KBs and consequently overlook these entities completely. Although
other information extraction techniques such as named entity recognition (NER)
and event extraction could be used, it is difficult to apply them as-is because there
are no datasets specific to disappearing entities.

Given those situations, we take on the new task of discovering disappearing
entities that appear in microblogs, where news and personal experiences are
massively shared. We focus on the fact that when people mention disappearing
entities in microblogs, they use specific expressions that suggest their disap-
pearance. By properly capturing these contexts, we can discover and classify a
variety of disappearing entities at the early stage of their disappearance. We use
time-sensitive distant supervision (§ 3)[4], which collects entities” specific timing
of contexts by utilizing Wikipedia entities and timestamps of microblogs to collect
disappearing contexts and build a dataset. At this time, to collect the contexts of
disappearing entities more accurately, we extract the year of disappearance for
each entity described in Wikipedia and incorporate it into the distant supervision.

We train a NER model on the collected entities and contexts to discover
disappearing entities. Here, we focus on the fact that when the entity disappears
in the microblog, multiple posts mentioning that entity often appear and propose
utilizing those posts to refine pretrained word embeddings and incorporate
them into the NER model. This allows the model to attend to the tokens
and expressions that frequently appear among multiple posts and to recognize
disappearing entities robustly.

We applied the proposed method to both the English and Japanese datasets
constructed from Twitter to evaluate the detection of disappearing entities.
Experimental results confirmed that the proposed method overwhelmed the
performance of a baseline, which collected the latest burst of posts about the
disappearing entities as the disappearing contexts using time-sensitive distant
supervision and used them for training a NER model. Moreover, as the evaluation
of relative recall, our method successfully found more than half of the target
disappearing entities in Wikipedia, and some of them were discovered on average
one month earlier than the update of the disappearance in Wikipedia.

Our contributions are as follows:
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e We introduce a novel task of discovering disappearing entities in microblogs.

e We modify the time-sensitive distant supervision method for collecting
disappearing entities and contexts more accurately.

e We propose novel embedding features of NER, which capture multiple
contexts of entities in the microblog

e Our method found disappearing entities accurately than a baseline and
quickly than the updates of disappearance in Wikipedia.

e We will release the code of our model and all the datasets (tweet IDs) used
in the experiments to promote reproducibility.

4.2 Definition of Disappearing Entity

In this section, we define what is meant by the term disappearing entity in this study.
In § 3[4], we reported that emerging entities newly appearing in the real world
have a process from their first appearance to the time when they become known
to the public, and in this process they are referred to with specific expressions, i.e.,
emerging contexts. Similar to this, we define disappearing entities and contexts
by focusing on the fact that specific expressions indicating plans and signs of the
disappearance appear in the contexts not only at the time of disappearance but
also in the process up to that time as follows:

Disappearing contexts. Contexts in which the writers assumed the readers do not
know the disappearance of the entities.

Disappearing entities. Entities in the state of being still observed in disappearing
contexts.

By properly identifying these disappearing contexts, we can detect corre-
sponding disappearing entities in their early stages. As shown in the examples in
Table 4.1, some of the disappearing contexts contain preliminary notices of the
disappearance. Therefore, we can even find disappearing entities before they
actually disappear, such as events that are ending or products that are no longer
supported, before they actually disappear. We later confirm the solidness of
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I'm so sad to hear that Dave Laing has died. Dave was a very accomplished
music industry journalist. But also made a mass . ..

Legendary Emmy Award - winning and former NBC4 anchor, Doug Adair,
passed away peacefully alongside family on Monday in Pleasanton

ESPN is shuttering ESPN Deportes Radio this fall in what appears to be yet
another cost cutting move.

RIP Ed Corne What a Physique for under 200lbs! This guy knew how to
pose If schwarzenegger was impressed, you. . .

Nike shuts down Oregan Project ! Less than two weeks after the USADA
handed a four - year ban to Nike Oregon Project coach

Family Circle, a pillar of women’s magazines, will shut down after 87 years.

Can’t believe Google+ is being shut down. It’s like when they just pulled
Google Friends Connect all over again . ..

Green Mountain College Announces Plan To Close This Spring, Court Rules
State Has To Refund Fee For Swanton Wind Pr . ..

Bernie Sanders on the planned closure of Hahnemann University Hospital in
Philadelphia: "In the midst of a healthcare crisis . ..

RT : Here’s your Demolition Day Planner for Martin Tower. A brief, stray
shower can’t be ruled out before the big BOOM! The . ..

The Newseum will close at the end of 2019 following the sale of its building
to. Organization says ...

Red Bull Air Race World Championship will not continue after 2019. URL

We had a blast BronyCon and we're sad that it’s the last one for them. We
hope all their staff have a great future ...

Pristin to disband after 2 years promoting as a group + K - Netz express how
raged they are towards Pledis Ent.

Table 4.1: Example tweets on disappearing entities (bold) with expressions
suggesting their disappearance (italic).

these definitions by evaluating the inter-rater agreement of disappearing entities
acquired from microblogs (§ 4.5.4).
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4.3 Related Work

To the best of our knowledge, there has been no study attempting to find
disappearing entities in the meaning of our study. We briefly review the current
studies related to our task.

4.3.1 Entity Linking and Named Entity Recognition

Entity linking [69, 39, 49] performs the linking of entity mentions to corresponding
KB entries. Although this allows us to obtain information about the disappearance
of the entity from the linked entry, in many cases, the knowledge is often not
updated at the time of the disappearance of the entity is confirmed, and the entry
itself does not exist for long-tail or out-of-KB entities.

Named entity recognition (NER) [53, 41, 6, 5] performs the recognition and
typing of entity mentions in a given text. Since the usual datasets for training
NER models are specialized for just recognizing mentions [10], it is necessary to
build dedicated training data for tasks that require context understanding along
with entity recognition, such as discovering disappearing entities.

In this study, although we use NER to recognize entities, we devise a way to
make the training data so that the model can properly understand the contexts.

4.3.2 Event Extraction and Temporal Slot Filling

As part of information extraction, some studies [66, 56, 46, 45] have tackled the
task of extracting an event (e.g., birth of a person) and its predefined attributes and
arguments from the text. Although it is possible to use this technique to detect
disappearing entities, many entity disappearances are not defined in well-known
datasets such as ACE [23] and ERE [1], and is not suitable for detecting various
disappearing entities.

KBP2011 [36, 50] introduced the task of identifying the duration of an event
given text, entities (e.g., Steve Jobs) and their events (e.g., become CEO) called
temporal slot filling. The events are attributes defined in Freebase, and they
include some disappearance of entities such as a person’s lifespan. However,
the types of disappearance handled in this task are limited. Moreover, since the



Discovery of Disappearing Entity

entity mentions are given in advance for this task, it is difficult to handle entities
that do not exist in the dictionary of entities such as KBs.

4.3.3 Emerging Entity Discovery

The counterpart to disappearing entities, we tried to find emerging entities that
are newly born in the world (§ 3)[4]. To discover only truly emerging entities,
we focused on the fact that people use expressions that suggest novelty when
mentioning emerging entities and defined them based on these expressions
(contexts). We also proposed a distant supervision method called time-sensitive
distant supervision to collect those emerging contexts efficiently using KB entities
and microblog timestamps and developed a NER model to detect emerging
entities using the collected contexts.

We modity time-sensitive distant supervision for disappearing entities and
utilize collected contexts to develop a NER model.

4.4 Proposed method

The proposed method discovers disappearing entities in microblogs. Here, we
target Twitter, where various sources, including news articles and personal
posts, are shared. We use time-sensitive distant supervision (§ 3)[4] that exploits
Wikipedia entities and timestamped Twitter posts to construct the dataset. Here, to
accurately collect disappearing contexts of disappearing entities (§ 4.2), we modify
time-sensitive distant supervision to capture the timing of entity disappearance.
To ensure that the model can make robust predictions with the constructed
dataset, we refine pretrained word embeddings to acquire features about multiple
occurrences of disappearing entities and feed them into the model.

4.4.1 Modified Time-sensitive Distant-supervision

To construct the dataset of disappearing entities, we first extract entities with
unique namings that have already disappeared from Wikipedia and collect
their disappearing contexts from the time-series Twitter posts using the method
called time-sensitive distant supervision. However, unlike the emerging entities,
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Distant supervision with Frequency Disappearing contexts
time-series microblog text T NTa Ny

Can’t believe Google+
is being shut down.

| started using Google+ OF
yesterday. It seems [ It’s like when they...
surprisingly useful. \.

Sequential labeling for Can't believe Google+ [T
finding disappearing entities | is being shut down. It’s

like when they... ‘
T Sequence-Labeling

| started using H Model
Google+ yesterday. It ’

seems surprisingly ...
II

- Google+

disappeared: 2019
* Rush

disappeared: 2019 f:,

2019 2020  Time

Figure 4.1: Time-sensitive distant supervision: for the entities retrieved from a
KB, disappearing and other contexts are collected from microblogs by utilizing
the year of entity disappearance, and a sequence labeling model is trained from
the obtained contexts.

the number of disappearing entities is substantially small, and the timing of
their disappearance is difficult to capture. Therefore, we explicitly feed the
timing of entity disappearance extracted from Wikipedia to time-sensitive distant
supervision and collect disappearing entities and their contexts more accurately
(Figure 4.1). The specific procedure is as follows:

Step 1 (Collecting candidates of disappearing entities)

We start by collecting titles of articles in Wikipedia as entities. To ensure that
we collect only entities that have actually disappeared, we refer to the list of
disestablished entities in Wikipedia® and collect the titles of articles and their year
of disappearance. We next excluded entities whose year of the first appearance
on Twitter was the same as the year of their disappearance since they could be
emerging entities and could contaminate the contexts. We also remove entities
that have the ambiguity page so that the contexts are not contaminated by

IWe collect the entities under the categories contained in the following pages. https:
/[en.wikipedia.org/wiki/Category:Deaths_by_year and https://en.wikipedia.org/w/
index.php?title=Category:Disestablishments_by_year


https://en.wikipedia.org/wiki/Category:Deaths_by_year
https://en.wikipedia.org/wiki/Category:Deaths_by_year
https://en.wikipedia.org/w/index.php?title=Category:Disestablishments_by_year
https://en.wikipedia.org/w/index.php?title=Category:Disestablishments_by_year
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homographic entities, which share the same namings with other entities (e.g.,
“Go” refers to a programming language, a board game, and a verb).

Step 2 (Collecting contexts of disappearing entities)

Compared to emerging entities, where the first appearance of the entity is often the
emerging context, capturing the timing of entity disappearance is difficult since
they keep getting mentioned in microblogs even after they actually disappeared.
Therefore, for each collected entity, we utilize the year of disappearance described
in Wikipedia and frequency of appearance in Twitter to gather their disappearing
contexts. Specifically, we collect the last k posts of the day with the highest
number of occurrences in the given year, assuming that the timing that received
the most attention in the year of the disappearance includes the disappearing
contexts.

In § 3[4], for each collected entity, we collected contexts that differed from the
positive examples as negative examples to avoid that the NER model overfits to
detect the mention of positive examples. We thus similarly collected random k
non-disappearing contexts as negative examples from posts prior to the year in
which we collected positive examples for each entity. This enables the model to
discriminate between disappearing contexts and other contexts and reduces the
effect of noisy contexts wrongly included in the positive examples.

We finally label only the acquired entities in the positive examples and combine
them with their negative examples to form the training data for a NER model
with sequence labeling. We set n to 100 as in § 3[4].

4.4.2 Finding Disappearing Entities

We train a NER model for finding disappearing entities from the collected training
data. Unlike the emerging entities, it is difficult to robustly train the model
since the number of disappearing entities is small. Moreover, short and noisy
microblog posts deteriorate the performance of the NER model. We thus focus on
the fact that when entities disappear in microblogs, multiple posts mentioning the
disappearance of entities often appear. By obtaining features from these multiple
posts, we can make the training and prediction of the model more robust, even
from noisy microblog posts. To do this, we propose the unsupervised method of
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4.4 Proposed method
Sequence labeling for Refining word embeddings
finding disappearing entities using Twitter posts Tweets of November 20, 2019
0 0O PBE_R ';'ERO % Embedding space RIP Fred Cox, football kicker,
+ oy A passipa RI? inventor of the NERF football...
CRF-Iayer N, Kicker Legendary kicker Fred Cox is
o [ 1 0+ passing. We are very sad...
Fred e @« football
o—0 ’.‘"N’EﬁF' Today we are pleased to
; ‘ Cox announce about the incoming...
O & o Ry . legend @
o I RIP Fred Cox... creator of NERF
! ! 1 ...jg ! . football. All time legend.
e 9o &9 1 FastText |
i i i i i i -+-+t-+-$-%-1%- > (fine-tune.) 1969, Fred Cox kicks for the
_ = against the snow in Detroit.

legend kicker Fred Cox at the legend kicker Fred Cox at the

Input post ‘ ' Tweets of
November 20, 2019 March 11, 2011
We hear about the passing of legend kicker
Fred Cox at the age of 80. December 31, 2011

Figure 4.2: Sequence labeling with refined word embeddings: we fine-tune
pretrained word embeddings using the Twitter stream on the day of the input
post, and feed them into the LSTM-CRF model for robust training and prediction.

refining pretrained word embeddings as features from multiple posts of a Twitter
stream and the sequence labeling model for finding disappearing entities using
the refined word embeddings as additional input (Figure 4.2).

Refining Pretrained Word Embeddings

We want to extract features from multiple posts on the Twitter stream. However,

since the target entity is unknown at the test time of NER, it is difficult to collect
only relevant posts from the massive Twitter stream. Here, we note that many
neural models input pretrained word embeddings and propose to fine-tune them
using the posts on the day of detecting disappearing entities. This allows the
refined word embeddings to reflect the tokens and their co-occurrences in the
Twitter stream of the target day without the need for post selection as shown in
Figure 4.2. The specific procedure is as follows:

First, we train the base word embeddings v;,;, using the posts prior to the
period in which we collected the data in § 4.4.1. As the method of constructing
word embeddings, we use fastText [12] to deal with unknown words.
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Next, we use the Twitter stream at each date d of the posts collected in § 4.4.1
to fine-tune the word vector vy, for obtaining v;.resultingv, can be interpreted
as capturing the temporary semantic change of the word embedding v, at date
d, and it can be treated as an auxiliary input of models for various tasks.

Sequence Labeling with Refined Word Embeddings

We follow the method of § 3[4] and use sequence labeling to discover entities. We
adopted long short-term memory with conditional random field (LSTM-CRF) [35]
and flair embeddings [6] as the sequence labeling model. This model inputs
pretrained word embeddings and character embeddings, which are encoded
by the pretrained character-based bidirectional-LSTM language model, into the
word-based bidirectional-LSTM and makes predictions through the CRF layer.

Based on this model, we prepare another word-based bidirectional-LSTM and
input the refined word embeddings v; corresponding to the date of the input
post as shown in Figure 4.2. We then concatenate the hidden layers of each LSTM
at each time and feed them into the CRF layer. This enables the model to consider
the global information of the given Twitter stream other than the input post.

We adopted BIOES as the tagging scheme, which was reported to be better
than other schemes [63]. We tagged disappearing entities in the positive examples
with BIES and their type and the others with O.

4.5 Experiments

We applied the proposed method to the actual Twitter archive and performed
our task of discovering disappearing entities.

4.5.1 Data

We constructed training, development, and test data for our task by using time-
sensitive distant supervision detailed in § 4.4.1. We adopt Twitter as a microblog
and target English and Japanese, which are the top two languages on Twitter [8].
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TYPE # entities # posts examples of disappearing context (truncated)
Wikipedia categories

Person 780 24689
Deaths 780 24689 Roger Ailes died of complications of a subdural hematoma after he fell at home, hit his head.
... to ski one day with Olympic Legend Stein Eriksen at Deer Valley. He passed yesterday at. ..
Billy Brewer has passed away. A wonderful guy who loved Coaching & was a personable guy. ..
RIP Dave Rosenfield: @USER executive, International League schedule maker, one-time. .. URL
The passing of Dr. Irving Moskowitz is a tremendous loss for the world, the Jewish people. ..

CREATIVE WORK 975 24222
American_television_series 381 12413 RT @USER: See what’s coming up in the Diggnation Finale airing next week. . .
British_television_series 139 3650 Wait...is this episode supposed to be the Metalocalypse finale or the start. . .
Korean_television_series 75 2039 Late Friday news dump: Comedy Central has canceled “Not Safe with Nikki Glase”. ..
Web_series 57 1679 Final Series of McLevy this week on @USER The Scotland office are missing cast & crew ...
Philippine_television_series 56 875 ...didnt see it coming but still frustrated as all out that Tekzilla is now cancelled. ..
Canadian_television_series 44 570 Last Episode of Star Trek Continues was released today "To Boldly Go: Part II". ..
Others (33 types) 223 2996 Crying while watching the last episode of Packed to the Rafters :( such a great tv show
Locarion 240 3545
Buildings_and_structures 54 949 @USER: After 67 years Clemson House is gone in seconds. (This version is sped up) URL
Educational_institutions 36 647 Coleman University closing its doors after loss of accreditation URL
Sports_venues 34 598 Baylor’s Floyd Casey Stadium is no more. May you and your tarp rest in peace. .. URL
Restaurants 24 286 ...food news of HASH Everyone loves Lynn’s. Lynn’s Paradise Cafe abruptly serves its final meal. ..
Populated_places 23 232 BREAKING: Macy’s will close its Landmark Mall store as part of its swath of 2017 closures:
Others (18 types) 69 833 Sad news, crime sleuths. The National Museum of Crime and Punishment in D.C. will close at the. ..
Grour 1187 30384
Musical_groups 453 11559 ...in Flyleaf anymore. Adam’s not in Three Days Grace anymore. My Chemical Romance broke up. ..
Retail_companies 79 3187 The convenience store chain, My Local, is to be placed in administration,9 months after it was sold. ..
Airlines 60 1535 The second hand car giant Carcraft has gone bust, with the loss of around 500 jobs across the UK. ..
Political_parties 56 654 The Australian Democrats officially deregistered by AEC bc less than 500 members. - ABC news. . .
Mass_media_companies 44 1351 Mad Catz files for bankruptcy and is ceasing operations URL URL
Others (66 types) 495 12098 The Foreign Policy Initiative, a right-leaning foreign-policy think tank, will cease operations. ..
Event 186 4940
Sporting_events 111 2492 The Adidas Grand Prix in NY, replaced by Rabat meet in Diamond League series, is set to become. . .
Events 33 1462 Live music blow. MT @TomTilley: C3 confirms Big Day Out will NOT go ahead in 2015.
Awards 20 646 World Series Formula V8 3.5 to end after 2017 season URL URL
Sports_leagues 16 137  The cancellation of Women’s Professional Soccer League in US is bad news for England & Team. . .
Music_festivals 6 203 Camden Crawl organisers issue full statement following liquidation, blaming poor ticket sales:. ..
ServICE&PRODUCT 709 17574
Magazines 187 2998 was what inspired me to write for mags. RT @USER: Future closes Nintendo Gamer magazine
Internet_properties 131 5916 Google is going to shut down Orkut on September 30. .. .Haven't seen that site since 2007 1. ..
Products_and_services 119 3450 The PlayStation 3 has ended production according to the official PlayStation Japan website.
Television_stations 105 1727 If you get past the exciting times and digital strategy, the closure of STV2 is four paragraphs. . .
Publications 53 1043 Joe weighs in on the demise of The Tampa Tribune and the changing Bucs beat. (full story) URL
Others (8 types) 114 2440 Just heard that Yorkshire Radio is no more. Great shame as @USER was pretty much the voice of ...
TotaL 3213 81850

Table 4.2: Statistics of the English disappearing entities and their contexts in the
training data obtained from our Twitter archive by using time-sensitive distant
supervision.
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TYPE # entities # posts
Wikipedia categories

examples of disappearing context (truncated)

Person 416 28049
B 416 28049

TR YDORBE P UIADBTELR0IZRDFEF U7, METLEZ, AU IADELHBLE. ..
WHT, TEEEBHOWELET, O THil ZZhh» s bMEFEERTY,

VU EDLELOME, HEEBUTEIBRUAL o7z, BEEZNDS X1 TTlERW TERROMY] THho7-...
TYRL - TV Ta v, @LL<H MK Y1 - 77 - LT+ »HBMEMIZR S, RMEEY2Y) —. .
AL A ARG %E T4 RIE—FAWHHE LK (Y > 7 4 AR —"Y) - Yahoo! = 2 — A URL

INABSBAR A o720 AT ANEE LRI THEICE/To72 L, ATA4T - T—hDRALA=T ...
LI NFEUEIAE BB ENT, A%, 5Y =)L TI VI DEADE, ZAXY - VKIS E. ..

Locarion 341 9434

JiiEd 138 4637 TOHOY 3 ¥ A XEEEHIHIfE 584F O i s 12 %52 42280 HASH HASH URL

[7SELRN 81 1614 RT @USER: —HOFAH X Z w772 — N mifkae 3 L WA PRIz 72 2 B ki AR URL

ey 60 1616 FEMTHEELOEBMAEDOT 4V TEHEME LSS vRY —F— )b, HAICRBIIEVAL S IFE 57,

TERE 34 893 HZEHEBARA M VEMBK T ESHTHBL WS ZETTIVABEDOTRHE IS, HENLSIDSSH...

AR = ik 27 673 BENIETT, BEABRLALVWAR—YNR—Z11HOHA2bLF U CHEEAKRTTHI LRV ELE...

TE K e % 1 1 ...52022:00% % o THEAFE 7 (FELL) & 2o 72, EHlEmEd IS HHA LY PERMBARGERESHT] REHOKT. ..
Grour 723 22404

[E 4 291 6064 ARXIAIATZEY MR, BYIOSFEIZEUNEHL Thh ozl ehd| FAL I ICOARMRETTH S 572 ..

BTN =T 271 13177 [AquaTimez) . 20184 D{EW % L o TR~ URL

BUBERE 45 1039 2 OTHERLTOWARERHEERL 2925, ROEEIIRL, 272 SBROEBITEDSEYIirbhTwd Z e %, ..

BERH 33 118 RHE - HIEEMZEREISHKZOT, BROEVEE S 1RV MIfF-o TERLIHEREFTOAT — V%, .

Bt - BuARA 30 987 RESEMEHORIE, REROWAEZEHLZ ECTHFORIMEL, RERICARTIIE TRHARLELA. ..

AR=YF—L 29 793 .. W - BB DPESRER ETHERAN 12IEICHAERENS: 2 ANFROBE - RBR—AR—=ILVI T TN,

ek 24 226 J\KRT VT FRUCEHER AERIRE R HMRE=ALER URL 24 KFEiR 72 o 72 RN & 2 058 22 sz i o . .
EvenT 90 3585

ERa A 56 2469  [EEOFHINIFEK B EWR] SHF CaEdGTHIEE RoTWwD TFBIIBAKRE] 20T,

AR=Y AR} 34 1116

RFNRET T AX MY <, IEHPSRPETBMUTHE Uz, BBEICRDDIIESLETE, 2HD. ..
M (] BBOKRILEZREICER T WSA T2 X526, AL YY) 0L EARHAH7EA...

SRIE1000kmIFIULB VA H D £3, BRVWHLE WS, SR THREL 2 5HFE1000kmL — A ...

M —RERENSED KRR ERBITK T TEH I eH, ERFRINEZTE D TYE, WIS OHEEEDT. ..

ServicE&PRODUCT 336 11630
HERE 157 6986
P N2/ VN 120 2843
v 7Y¥A b 59 1801

B ooiE Y . AFIIKKUZIHSHHEFRIIAE %2 > THRFIWAZLE T, XA T EE o8k RLizh e 5.

BEAC - H IV > THRRERAEIZUTIDRA IV THAN=T 4+ — I a SREIBEFOIEED. .. %
[EH] A=K7 — TREZ 7 ¥ b AL Y —E AT i0SKY V=AM Sz ot2r O RS - - -
TH1Z1J »5®% U7z Y 3N 8L — L TJust Survive] H10AY —E 2T A, Bfi7 7€ 2%, ..
VEDDHRORD Y —7 7 A VHAEY — ADES. RapidShare’sk H TH$H URL URL

L R, AL BER HBN SBBARREES L5 WWAE~>TE-TH2Z2Z0T7F X! 22RO ..

ToraL 1906 75102

Table 4.3: Statistics of the Japanese disappearing entities and their contexts in the
training data obtained from our Twitter archive by using time-sensitive distant

supervision.
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TYPE #ent. #posts
Wikipedia categories
PEerson 147 422
Deaths 147 422
CREATIVE WORK 10 23
Amserican_television_series 6 16 TYPE #ent. #posts
Radio_programme 2 3 Wikipedia categories
Web_series 1 2
Philippine_television_series 1 2 PEersoN 73 220
Location 46 113 ® 73 220
Sports_venues 7 19 Location 42 114
Shopping_malls 5 15 i 23 64
Restaurants 5 10 SRiEER 10 26
Railway_lines 2 5 Jzieny) 7 18
Populated_places 2 2 1&g 1 3
Others (8 types) 25 62 AR = % 1 3
Grour 103 270 GRrOUP 64 173
Retail_companies 12 33 LA —F 29 84
Video_game_companies 4 12 e 3 26 68
Transport_companies 4 11 S 7 17
Telecommunications_companies 1 2 ZRE—YF— L 2 4
Religious_organizations 1 3
Others (25 types) 81 209 EvenT 9 25
ARV B 5 14
Event 8 B AR=Y A AR 4 1
Recurring_sporting_events 4 7
Sports_leagues 3 9 SERVICE&PRODU‘CT 47 131
Recurring_events 1 3 oA 0T —5h 31 89
ServicE&PrRODUCT 43 114 A . 1 2
Television_stations 5 12 vE7¥Ab > 13
Publications 4 10 ToraL 235 663
Radio_stations 2 4
YouTube_channels 1 3
Space_probes 1 3 (b) Japanese data
Others (6 types) 30 82
ToraL 357 961

(a) English data

Table 4.4: Statistics of the English and Japanese disappearing entities and disap-
pearing contexts in the test data obtained from our Twitter archive.
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We use our archive of Twitter posts that are retrieved? by using the official Twitter
APIs® and consists of more than 50B posts (32% are English and 20% are Japanese;
This does not deviate much from the actual data [8]).

In Step 1 of § 4.4.1, we collected article titles of disestablished entities in
Wikipedia from 2012 to 2019, using the Wikipedia dump on June 20th, 2021.
To acquire entity types, we manually map the category in the page of the
disestablished entity to the coarse-grained type;* for example, the entity ‘Aqua
Timez’ is mapped to the type ‘Grour.” Here, since the number of entities for
the type PErson and CrEATIVE WORK is much larger than the other types, we
undersampled to 1000 entities for those types. We then performed excluding
entities as described and then ran Step 2. From the collected data, we split the
data up to 2018 for training data and 2019 for test data. As the training data,
we obtained a total of 163,700 English and 150,204 Japanese tweets, including
the same number of disappearing and other contexts for 3,213 English entities
and 1,906 Japanese entities, respectively. For model selection, we used 10% of
the training data as the development data. We removed URLs, usernames, and
hashtags from those text®

As the test data from the collected disappearing entities of 2019, we randomly
selected three posts for each entity in Japanese and English and asked three
annotators, including the first author and two graduate students, to judge whether
each of the contexts is accompanied by the disappearing context. We adopt the
positive context with the answers agreed upon by two or more annotators.
Using the negative examples of the collected entities, we asked the annotators to
determine the non-disappearing contexts using the same procedure and collected
the same number of positive examples. We obtained an inter-rater agreement of
0.722 for English and 0.786 for Japanese by Fleiss’s Kappa; both show substantial

2Starting from 26 popular Japanese users in Mar. 2011, their timelines (recent tweets) have
been continuously collected using user_timeline API, while the user set has iteratively expanded
to those who were mentioned or whose tweets were reposted by already targeted users.

3https://developelr.twitter.com/en/docs/twitter—api

*Although we used DBpedia mappings to assign the fine-grained type of emerging enti-
ties (§ 3)[4], since many of the mappings for disappearing entities were not defined, we used this
method to obtain coarse-grained types.

5For Japanese, we tokenized each example by using MeCab (ver. 0.996).° with ipadic dictionary
(ver. 2.7.0).
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agreement. As a result, we obtained a total of 961 English and 663 Japanese tweets
for 357 English entities and 235 Japanese entities as the test data, respectively.

We then analyzed the obtained disappearing entities and their contexts. We
show the resulting training and test data in Table 4.2, 4.3 and 4.4. The difference
between the coarse and fine-grained types comes from the level of Wikipedia
compilation for each language. For both English and Japanese, the entity types that
are manually categorized into PErson and Group account for a large proportion.
These types of entities, occupied by persons, musical groups, and companies,
are more likely to disappear. We also see that disappearing contexts could be
diverse according to the type of entity they include. We thus have to capture
those contexts properly to discover various types of discovering entities.

As a further analysis, we applied the pattern mining algorithm PrefixSpan [31]
to the positive and negative examples of each type of the training data to extract
patterns that occur frequently in disappearing contexts, and calculate the following
score function using the frequency of each obtained pattern:

PrefixSpan(p)positive
Prefixspan(f?)negative +1

score(p) = (4.1)
PrefixSpan(p). is the frequency of the pattern p in the given examples. The score
is higher when the pattern occurs more in the positive examples and less in the
negative examples, i.e., when it seems to be specific to the disappearing contexts.
Here, the minimum support value was set to 50, and patterns that contained

symbols or only numbers were removed.

For both languages, we list the top-50 scored patterns for each coarse-type
in Table 4.5 and 4.6. In both Japanese and English, we see that the obtained
disappearing contexts contain words suggesting the disappearance of the dis-
appearing entity. Some of the words (e.g., ‘RIP’, ‘sad’” in English) appear in
common across types. Therefore, it is important to capture the type-specific
words and expressions when performing tasks like entity typing. In addition, for
the CreaTIVE work and EveNT types in English, there are few words that indicate
the disappearance of the disappearing entity. This may be because there are few
patterns of disappearance for these types.
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TYPE

extracted patterns

PErRsoN

condolences, passes away, Sad hear, hear death, sad news, sad passing, away
age, saddened hear, passed age, dies via, saddened passing, sorry, dies age,
passed away age, Rest Peace, Former dies, died aged, deeply, Saddened,
Remembering, Former died, sad hear passing, RIP one, sad passed, obituary,
hear passed, sorry hear, legacy, hear great, condolences family, singer, Away,
Dies via, battle, Passes, Sad passing, memory, mourns, RIP great, inspiration,
sad death, news passing, deeply saddened, demise, Rest peace, soul, kind,
news passed, Former away, Passes Away

CREATIVE
WORK

cancelled, canceled, Conference, Press Conference, cancels, ending, Cancels,
Canceled, Cancelled, Parody;, series finale, added video playlist, Finale, Heirs
Parody, sad, hour, Master Sun Parody, Master Sun Heirs, Queen, Saw, PIC, Hit,
seasons, press, earlier, last episode, Master Sun Heirs Parody, Arsenio, Chris
Bosh Judge Joe, Chris Brown, Sword, Hit Us, Dianna, Dianna Hit Us, NEWS,
Aqua Teen, Wet Hot American, new season, conference, Turn, Queen watched
Lizzie Bennet, Underground, CNN, Patti, Broke Girls, released, Patti Smith,
PIC Press, Like Follow, Like Retweet

Locarion

closing, end, demolition, Technical, Elementary, Sandy, Hart, Technical Institute,
closes, years, building, close end, closed, Demolition, demolished, old, Negros,
City, implosion, shut, doors, College close, roof, final, South, Candlestick Park,
good, school, College closing, Courson, campuses, iconic, day, home, Music,
closure, Law, bus, Kroger, Hopkins, live, Murder Kroger, Newseum building

Grour

RIP, shutting, bankruptcy, operations, split, Sad, shuts, officially, breaking,
broke, shut, break, closes, filed, buy billion, died, broken, administration,
closed, Pfizer, dies, Billion, franchise, merge, gone, Oracle, closing stores,
following, files bankruptcy, buy deal, crash, leaving, statement, suspends, End,
startup, developer, duo, billion deal, Bankruptcy, Final, cease, closure, chain,
cancer, close stores, dead, quits, confirms, calling

Event

Canadian Women, Canadian Hockey, Canadian Hockey League, Abu, BCS
Championship, operations, cancelled, wins Grand, Final, LIVE, Crawl, Vettel
Grand, winning, Hall Game Awards, Sebastian, Congratulations, Sebastian
Vettel, Squamish, Squamish Music, Hockey Champions, Squamish Valley,
second, Mark, set, Squamish Music Festival, Palestine, Awards, State, BCS
Championship Game, Congrats, Sebastian Grand, Johnson, due, added, Se-
bastian Vettel Grand, India, FedEx, start, WWE 2017, Vettel Grand Prix, Pizza
Bowl, got, good, victory, Football operations, Watch

SERVICE
&Probucr

shutting, closing, RIP, sad, print, shuts, Sad, hear, Shutting, Shuts, final,
officially, Shut, publication, website, Goodbye, End, March, Gothamist, digital,
announced, Live Messenger, ending, edition, cease, Rogers, closes, ends,
stop, dead, June, death, run, August, closure, EA, Mini, September, goodbye,
Microsoft Live, Concert, Service, longer, killing, Microsoft Windows Live, staff,
million, YouTube, plug, announces

Table 4.5: Extracted patterns of the English disappearing contexts in the training

data.
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TYPE

extracted patterns

PErsoN

ok, FAE, MR, B0, B BT, KR L —a— X, &%, KR L,

BHE L, BHO U, ZE B U, Yahoo, Yahoo =2 — X, =< 72 0, MR %8
%, #iE, B WU, R HEE, B Wiz L, BfE B?ﬁk) W7z U, B2

Yahoo, £ Yahoo =2 — &, =< 7> @, U &%k, SIHFE TV XL, L,

WETIVXIN, WEBMHEE TV, 0L %6, UEE =<6 h, fExR
Bk, HUEY,BMR U, W ERE, UL B0, UL EE B0, EEEE N B4
D, NER B, DA, BRIEE, CL< ko U, Zoh, K=a—X, B
ﬁEzE,,E:ffE BH D L RIP W\ EE

Location

PHfE, S0, W, dets, MRS, PAAE U, 0o, BASH, BROBEIE, B, AR, i BfE,

Yahoo, 1%, %?"Jihj BRfE, B o, BHIE U, 7 7 v, BBl Yahoo = 2 — A, FHfiE
35, M, BEIE BR, 7 A N, BRUEt%, BARE %, BE, RT 5ok, IR, Bk HIE, mfk

BR G = o — 2, PARH PARH, PHAE 5L, BARH 8, 5 H O, BURRM, R =2 — 2,

Btk U, BARH ES e, RS G = o — A, B PR, 5 H FSE, S ©, 2,
fiE W], BIEE, L O, S H &g, 5 H R

GRroup

FRHL, G OF, MRRR 83, MR L, 2 A b, IKIE, TRED (RIE, BREE, MRER %, IRX,

R fRER, 5 A S 4 7, B =2 — R, fRER 51 7, f#E @D, Yahoo = 2 —
A, FRELTEED, W S 0F, U BREL, BB, B A b, a0F U, BieE Billa, 158
M7 IR FER, MR A, EHE, BE, Y =2 — 2, IR, IR, V7 v o E
NAN, T4 T RE, U = o — 2, IR &S, U 24, V7 bov o G, iRk

U U, B BR ARk, BARR GBIk, E XA &0,V 7 "NV 2 T4 ENAL,

BRsG Peii, B1R, N R RER, 4ER, YV 7 XY 2 'L ABF, BN E
PAN R, 74 BTV Gl

EvenT

BT, w8, 714 F—V, 7—A, 7= A 2013, f%&, Frill K&, % FE 47 <
7Y v, —&, Mk '\77‘// »‘f$ I T, IRIE, Bk, /\~777‘// B
B R RRT, MK K2 Rk, A v oN—, g1 HE 6k R ik, A
2013, 245, B+, U HA, U HA RE, 7 /ﬁ 77, KigEEK, KRB fEK K
£ KEU, 7oA aAVTFyY TXAR013,PUZ KT, KH L, 7k K&,
HO7 =X, B HAR, Ul —F Bz &7, Jupl & T, [ BaE, U 20 &R, 2 K
B, #E, TOKAI SUMMIT, %iff K& U, U20 HA, U20 HK &K, BT 7T
LU, 7=A AT—Y, REURRK, Bl k& Rk

SERVICE
&Propuct

47‘ VA RT, 5 KT, MEEE KT, KT BRISHE, KT U, KT HMEEE, #,

Iy 7 AR T U, BREE, ES A, RT KT, Y- YA BRISE, ¥ — I:_Z
BT B HOE, KT O, (KT #Hll, KT =a—Z, B, A2 712 87T, 5%
&, Fee AR T, £ AN IRT, ART PR, BE =2 — A, R =—a— 2, ¥ 1

N PHEH, JHW, IR 6K, KT 2 3 v 7, ik 5, Bk, KT 95, Fae & (KT,

PHSH, AR, (KT 5, Yahoo =2 — A, #— VA L, H—E 2 KT L, B, #&
T @, %%, Yahoo & T, 1K1 5, (K s 5, (H1 A, 4kl =2 — 2, &7
Y—U R, ¥—t 2 -2, K5 Kl

Table 4.6: Extracted patterns of the Japanese disappearing contexts in the training

data.
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4.5.2 Models

The following models were implemented for comparison:

Proposed (TDS + RefEmb): We implemented LSTM-CRF with flair embed-
dings [6] and proposed refined embeddings (RefEmb) using the training data
constructed by proposed time-sensitive distant supervision (TDS). We refined
pretrained fastText embeddings for each input post using tweets on the day of
the input post (about 1 to 2M tweets for each day) and additionally fed them into
the LSTM-CRF.

Proposed (TDS): To verify the effectiveness of refined word embeddings, we
implemented LSTM-CRF with only flair embeddings [6] using the same training
data, optimization and parameters as Proposed (TDS + RefEmb). This method
does not consider the multiple posts of the target day when recognizing entities.

Baseline: To verify the effectiveness of the constructed training data, we collected
posts using the original version of time-sensitive distant supervision and trained
models with that data. Specifically, we changed only the timestamps considered
in the original method in Step 2 of § 4.4.1 for each entity and collected 100 reposts
(retweets) of the last day in which the entity appeared more than 10 times as
positive examples. As for negative examples, we obtained the same number of
posts from more than one year before the date when we collected the positive
examples. By using the collected 25,920 posts for 2,867 entities in English and 6,777
posts for 1,733 entities in Japanese, we trained LSTM-CRF with flair embeddings
using the same optimization and parameters as Proposed (TDS + RedEmb) and
applied it to the test data. Since this method does not consider the year of the
disappearance of entities, it may collect many noisy contexts.

4.5.3 Settings

We tokenized each input post using spaCy (ver. 2.0.12)” with en_core_web_sm
model for English and using MeCab (ver. 0.996)% with ipadic (ver. 2.7.0) for
Japanese.

’https://spacy.io
8https://taku910.github.io/mecab
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Parameter Value
Character embedding size (LM) 30
Dimension of Character Bi-LSTM (LM) 1024
SGD learning rate (LM) 20.0
Batch size (LM) 100
Word embedding size (LSTM-CRF) 300
Dimension of Word Bi-LSTM (LSTM-CRF) | 256
Batch size (LSTM-CRF) 32
Dropout (LSTM-CRF) 0.5
SGD learning rate (LSTM-CRF) 0.01

Table 4.7: Hyperparameters of character-based language model (LM) and LSTM-
CRE

We use Keras (ver. 2.3.1)? for implementing all the models. For flair embed-
dings, we set hyperparameters as suggested in [6] and trained the character-based
bidirectional LSTM language model from 2B English tweets for English and 800M
Japanese tweets, respectively, both posted from March 11th, 2011 to December
31st, 2011. We show the hyperparameters in Table 4.7. Using the same tweets, we
trained 300-dimensional word embeddings using fastText'? and used them for
initializing the embedding layers by concatenating with flair embeddings. We
optimized all the models using stochastic gradient descent and chose the model
at the epoch with the highest F1-score on the development data.

4.5.4 Results and Analysis

Overall performances of the models To evaluate the discovery of disappearing
entities, we apply the models to each post in the test data constructed in § 4.5.1
and evaluate the results using the CoONLL-2003 [67] schema, which measures the
performance of the models in terms of precision, recall, and F1-score. Table 4.8
shows the micro and macro precision, recall, and F1-score for all the models. We
see that our proposed methods both outperformed the baseline, which collected
training data without considering the year of disappearance for the entities. The
very low performance of the baseline is because it trained with the training

https://keras.io
Ohttps://fasttext.cc/
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Precision Recall F1
micro macro micro macro micro macro
Proposed (TDS + RefEmb) || 0.730 0.668 0.671 0.545 0.699 0.592

Proposed (TDS) 0.766 0.691 0587 0437 0.665 0.522
Baseline (TDS) 0514 0491 0.184 0219 0.271 0.284
(a) English

Precision Recall F1

micro macro micro macro micro macro
Proposed (TDS + RefEmb) || 0.850 0.671 0.599 0.479 0.708 0.567

Proposed (TDS) 0.828 0.650 0.532 0.425 0.648 0.513
Baseline (TDS) 0.743 0556 0.143 0.123 0.240 0.196
(b) Japanese

Table 4.8: Overall performances of each method for English and Japanese.

data that contains much noise. This shows that our improved time-sensitive
distant supervision properly collected the contexts of disappearing entities. Our
Proposed (TDS + RefEmb) achieved the best performance, which means that
the proposed refined word embeddings worked effectively. In particular, the
recall was improved in both Japanese and English, which indicates that entities
that could not be recognized by only using the features of a single post can be
successfully detected by utilizing multiple posts.

Detailed performances of the best performing model To analyze the behavior
of our proposed model, we show the precision, recall, and F1-score of Proposed
(TDS + RefEmb) for each coarse-type in Table 4.9. We see that the performance of
PERsON type entities is high in both Japanese and English. This is probably because
a large number of entities of this type in the training data and the person’s name
itself is easy to recognize from the entity’s surface. The performance of CREATIVE
WwoORK is the lowest in English. This is probably because the disappearance of this
type of the entities is uncertain for the nature of the type. For example, even if
the final episode of a television drama is aired on TV, it remains in various media.
This causes the training data to be contaminated with diverse contexts, resulting
in the poor performance of the model. We also see that the performance of EVENT
type entities is the lowest in Japanese. This may be because the number of data in
the training data is small, and thus the model could not be sufficiently trained.
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Precision Recall F1 #NE
Person 0.865 0.901 0.883 426
CREATIVE WORK 0.480 0500 0490 24
LocartioN 0.727 0.491 0586 114
GRrour 0.570 0.526 0.547 272
SeErvicE&PRrODUCT 0.566 0409 0475 115
EveENT 0.800 0444 0571 18
(a) English
Precision Recall F1 #NE
Person 0.948 0.858 0.901 233
LocaTioN 0.814 0.569 0.670 123
Grour 0.818 0.418 0.553 194
ServicE&PrRODUCT 0.777 0.552 0.645 145
EvENT 0.250 0.042 0.071 24
(b) Japanese

Table 4.9: Detailed perfomances of Proposed (TDS + RefEmb)

Relative recall and detection immediacy To evaluate the detection immediacy
of our method, we refer to the experiment of relative recall in § 3[4]. Specifically,
for Wikipedia entities that disappeared in 2019 (2,608 for English and 763 for
Japanese), we applied Proposed (TDS + RefEmb) to all the posts in 2019 in which
each entity appeared (437,816 for English and 202,666 for Japanese) and checked
how many entities we could discover from them. For the detection immediacy,
we check how early we can discover the disappearing entities from the timing
of the update when the disappearance is added to the category in each entry in
Wikipedia.

Table 4.10 and 4.11 show the distribution of the types of target entities for both
languages obtained by the Wikipedia categories, detection ratio, and lead-time
against the Wikipedia update time. Overall, Proposed (TDS + RefEmb) detected
2,017 (77.34%) English and 582 (76.28%) Japanese disappearing entities. More than
80% of entities of PERsoN are detected in both languages, while the other types are
found only about 30% to 60%. Note that some target entities are low frequency on
our Twitter archive and do not appear in disappearing contexts. Since Proposed
(TDS + RefEmb) utilizes such disappearance signals as the clue, it is difficult to
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TYPE # entities # found (%) lead-days

mean (median)
Person 1838 1668 (90.75%) 21 0)
CREATIVE WORK 351 123 (35.04%) 173 (64)
Location 73 38(52.05%) 150  (46)
Grour 163 99 (60.74%) 195 (131)
ServicE&PropucT 93 47 (50.54%) 172 (91)
EvENT 25 8 (32.00%) 85  (35)
UNMAPPED 65 34 (52.31%) 237  (171)
TotaL 2608 2017 (77.34%) 49 (0)

Table 4.10: Relative recall and time advantage over entity types of English
disappearing entities detected with Proposed (TDS + RefEmb).

TYPE # entities # found (%) lead-days

mean (median)
PeErsoN 515 446 (86.60%) 31 0)
LocaTiOoN 48 31 (64.58%) 149 (117)
Grour 121 56 (46.28%) 181 (147)
SErvicE&PropucT 63 43 (68.25%) 154  (98)
EVENT 16 6 (37.50%) 183 (171)
ToraL 763 582 (76.28%) 63 0)

Table 4.11: Relative recall and time advantage over entity types of Japanese
disappearing entities detected with Proposed (TDS + RefEmb).
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Entity: Barry Hughart True type: PERsoN

Oh well crap! RIP Barry Hughart. Bridge of Birds is still a favorite.

Entity: BetBright True type: Grour

I genuinely hope all the staff will find new jobs. In memory of BetBright.
Poem idea care of USER

Entity: WikiTribune True type: Service&PropucT

‘Jimmy Wales” WikiTribune, which launched as a crowdfunded news site in
2017, relaunches as WT : Social , a donor - fund

Entity: ArenaBowl True type: NuLL

SOUL WELCOME BACK WR LARRY BRACKINS: The Philadelphia Soul
announce the re-signing of ArenaBowl XXII Champion wi... URL

Table 4.12: Examples that our model predicted correctly (above two) and incor-
rectly (below two) (English)

discover entities appearing without disappearing contexts. Considering this, our
method can cover the disappearing entities at a reasonable rate.

About the detection immediacy, we found that 77.3% of the discovered English
entities (1,560 out of 2,017) and 85.4% of the discovered Japanese entities (497
out of 582) were detected earlier than their update in Wikipedia. The mean (and
median) lead days of the first day when Proposed (TDS + RefEmb) detected each
entity against their update date were 49 (and 0.13) for English and 63 (and 0.44)
days for Japanese, which supports the detection immediacy of our method. It is
interesting to note that the update of PErson type entities is surprisingly faster for
both languages. This indicates that only certain types of updates about entities
are made quickly in Wikipedia. For the remaining types, we detected them more
than a month or several months earlier, indicating the promptness of our method.
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Examples Finally, we show the examples of predictions with Proposed (TDS +
RefEmb) in Table 4.12. Even when the length of the post is short, and there are few
clues as in the first example, or when the disappearance is not directly mentioned
as in the second example, Proposed (TDS + RefEmb) recognized entities correctly
by using the features obtained from other multiple posts in the Twitter stream. On
the other hand, like the third example, Proposed (TDS + RefEmb) failed to detect
the disappearing context containing rare words such as ‘relaunch,” which do not
appear in the training data. We also found that some false positive predictions
were caused by words that are often found in disappearing contexts, such as
‘announce’ in the fourth example.

4.6 Chapter Summary

We introduced a novel task of discovering disappearing entities in microblogs
(§4.1,4.2 and 4.3). To deal with disappearing entities, where their disappearance
is difficult to recognize, we explicitly considered the year of disappearance in
Wikipedia and fed it into the time-sensitive distant supervision method (§ 4.4.1).
We proposed the method of refining pretrained word embeddings, which is
utilized to robustly recognize disappearing entities, using the Twitter stream
of the day of the input post (§ 4.4.2). Experimental results demonstrated that
our discovering method with the constructed dataset outperformed the baseline
method and successfully found more than half of the target disappearing entities
in Wikipedia earlier than the update of the disappearance (§ 4.5).



Chapter 5

Typing of Emerging Entity

5.1 Introduction

Microblogs enable us to instantly share a wider variety of topics than news
streams [30] and have become one of the primary sources for acquiring new
information. To analyze this massive volume of posts for applications such as
social-trend analysis and entity recommendation, it is necessary to extract entity
units from them and classify their types using techniques such as named entity
recognition (NER) and entity linking [73]. However, newly ‘emerging’ entities
(e.g., Avatar 2) are difficult to handle because they do not exist in the training data
of supervised models or the knowledge bases (KBs), and valuable information of
the entities is often thrown away.

Motivated by this background, we defined emerging entities as those which
appear in contexts that emphasize their novelty and attempted to discover
emerging entities from microblogs (§ 3)[4]. To extract emerging entities, we
exploited the fact that entities appear in characteristic contexts when they first

a

emerge (e.g., new games often appear with “trailer,” “release” and a console name
(Figure 5.1)), and developed a method of discovering them from microblogs.
Although our method detected emerging entities promptly, typing those emerging
entities is still necessary for downstream applications.

Existing studies on entity typing, however, focus on non-emerging (or preva-
lent) entities [44, 70, 76, 60, 7]. Most of them classify single mentions of entities

into their context-dependent types. To complement a scarce context, many studies
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Figure 5.1: Emerging entity typing: identify the type of a given emerging entity
with its first burst of posts.

rely on language resources such as KBs to narrow down the candidate types.
Unfortunately, those resources are not available for newly appearing entities. It is
thus unrealistic to perform accurate mention-level typing using these methods in
a short and noisy microblog post.

We thus design a task of identifying a fine-grained entity type from a burst
of posts about the target entity (Figure 5.1), assuming that the target mention
is detected in advance. This batch-level typing is a more realistic setting for
emerging entities than the conventional mention-level typing.

To build training data for this task, we collect emerging entities and their
contexts for English and Japanese using time-sensitive distant supervision (§ 3)[4].
To evaluate typing methods, we manually build test data for two types of emerging
entities: homographic and non-homographic; homographic entities share names
with other words (e.g., ‘Go’ for a board game, a programming language, and a
verb) and consequently their contexts are contaminated.

We then propose a modular entity typing model that performs multi-instance
(MI) learning [64, 78]. In addition to contexts for the entity and its entity
surface, this model leverages meta-information such as URLs and usernames by
exploiting the characteristics of the microblog domain. Because entities can have
homographs, it is risky to use all the posts obtained using simple string matching
as contexts for typing. We thus propose to find and use emerging contexts since
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two emerging entities with the same name are unlikely to emerge in a short
period of time, and such contexts are useful for typing.

We finally evaluate our typing model on the above English and Japanese
Twitter datasets. Experimental results confirm that our model outperforms
a baseline model that performs MI-learning with randomly selected posts in
training and testing. We demonstrate that when typing homographic emerging
entities, it is more important to selectively use emerging contexts and meta
information.

Our contributions are as follows:
e We set up a task of fine-grained typing of emerging entities in microblogs.

e We built two large-scale Twitter datasets for English and Japanese. We will
release them to facilitate future studies.

e We proposed an entity typing model and a context selection model that
outperformed a baseline with MI-learning.

5.2 Related Work

In this section, we first review existing studies on the definition and detection of
emerging entities. We then explain the existing task settings of entity typing and
discuss their limitations.

5.2.1 Emerging Entity Detection

Although there are studies that find “emerging” entities [54, 34, 75, 22], most
of them in fact consider out-of-KB entities, which include not only emerging
entities that are not prevalent (newly appeared and yet not widely known) in the
world but also prevalent entities that are absent from the incomplete KBs such as
Wikipedia. Although we do not handle prevalent out-of-KB entities in this study,
we intend to type those entities before they become prevalent in a microblog.
To target only truly emerging entities, we defined emerging entities as those
which appear in emerging contexts that emphasize their novelty (§ 3)[4]. With
this definition, they developed a time-sensitive distant supervision method,
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which uses time-stamps of microblogs to collect early posts (contexts) in which
non-homographic KB entries (entities) appear. Using the datasets collected
for Japanese, they trained an emerging entity recognizer, which successfully
discovered various emerging entities more than one year before their registrations
into Wikipedia.

In this study, we adopt the definition of emerging entities (§ 3)[4] and conduct
time-sensitive distant supervision to automatically construct large-scale English
and Japanese Twitter datasets for typing emerging entities.

5.2.2 Entity Typing

Traditionally, named entity recognition [67, 65, 74, 47, 5, 71, 72] jointly performs
recognition and typing of entity mentions in the text. However, most NER
models require costly training data that fully annotate all entities in the text.
Indeed, many studies adopt less than ten coarse types (e.g., person, location, and
organization) [48].

Focusing on fine-grained entity typing, recent studies adopted distant super-
vision [52] that automatically annotates entities with KB categories, and tackled
the task of classifying single mentions of entities with their types in a context [44].
This allows us to exploit resource-hungry neural models [70] and knowledge of
the target entity derived from KBs [60, 76] or a large corpus [20]. Although these
methods succeeded in mitigating context scarcity and typing entities accurately,
they are not effective when typing emerging entities that are absent from the KBs
and the corpus.

To enumerate all possible types for out-of-KB entities, Lin et al. [42] and Nakas-
hole et al. [54] performed entity-level entity typing (as multi-label classification).
They extracted local contexts (patterns) from multiple sentences (contexts) in
which entities appeared and propagated types from in-KB entities that exhibit
similar patterns. However, this approach needs massive contexts to obtain reliable
patterns. Yaghoobzadeh et al. [78] and Xu et al. [77] elaborate on these methods by
using embeddings of entities instead of patterns and by encoding actual contexts
with a neural network. However, this approach cannot be directly used to type
emerging entities since it is difficult to collect contexts for emerging entities; the
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entity linking they used to collect contexts requires KBs that are not available for
emerging entities.

In this study, to type emerging entities in a microblog as early as possible, we
set up a task of entity-level fine-grained typing of emerging entities from a burst
of posts (§ 5.3.1). We build Twitter datasets for this task (§ 5.3.2) and develop an
effective typing method (§ 5.4).

5.3 Task and Datasets

This section defines our task of typing emerging entities, and then we describe
our dataset for this task.

5.3.1 Task Settings

Inspired by the related studies on entity typing (§ 5.2.2) and the definition of
emerging entities, we design the task of emerging entity typing. We take the
following points into consideration: 1) For applications such as social trend
analysis, we want to type emerging entities as soon as they appear. 2) Since
microblog posts are short and noisy, we practically need more than one post
for accurate typing. In fact, the accuracy of Twitter NER is very low (29.7%)
for out-of-vocabulary entities [29]. 3) Emerging entities show an early burst of
posts around the time of their introduction into public discourse [30]. These
considerations lead us to the following task settings: Given an entity and a burst
of posts containing the entity, the goal of the task is to predict the single type of
entity as multi-class classification. We assume a single type for emerging entities
since two entities with the same name are unlikely to simultaneously emerge in a
short period of time. As for the burst, to simplify the task, we split posts by a day
defined by the UTC-0 time zone and considered a burst to have occurred if an
entity string appeared more than 10 times in any of the bins for the first time.
There are two challenges in this task: 1) How to perform accurate typing in
situations where we cannot assume the existence of emerging entities in language
resources such as KBs and massive contexts. 2) How to deal with homographic
emerging entities where a simple string match would cause contamination of

contexts for the target entity.
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5.3.2 Dataset Construction

We construct training, development, and test data for our task, following the
above definition and the task settings. We adopt Twitter as a microblog and target
English and Japanese, which are the top two languages on Twitter [8]. We use our
archive of Twitter posts that are retrieved! by using the official Twitter APIs? and
consists of more than 50B posts (32% are English and 20% are Japanese; This does
not deviate much from the actual data [8]). In the following, we explain how we
automatically create training and development data and how to manually build
the test data for non-homographic and homographic emerging entities.

Training Data

To create the training data, we used time-sensitive distant supervision (§ 3)[4]
to collect the contexts of entities in Wikipedia at the time they emerge. For both
English and Japanese, we gathered the titles of articles as candidates of emerging
entities registered in Wikipedia from Mar. 11th, 2012 to Dec. 31st, 2015. To remove
entities that may not be emerging, we discarded the titles that were not reposted
more than 10 times or more. Since the entity string (e.g., ‘Go’) may refer to
multiple entities (a programming language and a board game) and existing words
(verb), we discarded the titles that appeared 10 times in the period of Mar. 11th,
2011 to Mar. 10th, 2012 to avoid contamination with non-emerging contexts.’

Next, we retrieved all posts for the period from Mar. 11th, 2012 to Dec. 31th,
2019 where each of the collected entities appeared in our Twitter archive. Using
these data, we collected 50 posts up to the date of the first burst of each entity as
emerging contexts. We collected another 50 posts for each entity one year after
the time of the initial collection as prevalent contexts. We used these contexts as
negative examples of a context selection model and pretraining the typing model.

IStarting from 26 popular Japanese users in Mar. 2011, their timelines (recent tweets) have
been continuously collected using user_timeline API, while the user set has iteratively expanded
to those who were mentioned or whose tweets were reposted by already targeted users.

thtps://developer.twitter.com/en/docs/twitter—api

31f the entities (e.g., programming language, Swift) appear long before (here, from 2011 to
2012) their registrations into Wikipedia (here, June 2nd, 2014), their names may not be unique
and can have non-emerging homographic entities (e.g., person, Taylor Swift).
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We mapped the collected entities to their corresponding fine-grained types
assigned in the DBpedia [9] ontology; for example, the entity “Spider-Man:
Homecoming” is mapped to the type “Film.” For analysis purposes, we manually
classified the mapped types into coarse-grained types for each language derived
from § 3[4]. As a result, we obtained 597,569 emerging contexts and 859,034
prevalent contexts from 37,374,820 posts for 20,571 entities with 6 coarse-grained
and 185 fine-grained types for English. For Japanese, we obtained 259,484
emerging contexts and 435,499 prevalent contexts from 47,869,813 posts for
10,315 entities with 4 coarse-grained and 71 fine-grained types. The difference in
the number of types comes from the degree of DBpedia development for each
language.

Table 5.1 shows the statistics of obtained emerging entities and contexts. We
see that the frequency of fine-grained types varies by language; for example, the
English Person type includes many athletes entities, while the Japanese PErson
type does not. This reflects the fact that the coverage of entities in Wikipedia
varies across languages.

Test Data

For non-homographic emerging entities, we built the test data similarly to
the training data and then manually cleaned the data for reliable evaluation.
Specifically, we collected the titles of Wikipedia articles as entities that appeared
more than 100 times on our Twitter archive from Jan. 1st, 2017 to June 20th, 2018
for English and from Jan. 1st, 2016 to June 20th, 2018 for Japanese. We then
collected posts up to the date of the first burst for each entity. Since those entities
may not actually be emerging, we removed entities whose posts are judged to
include only prevalent contexts by two of three annotators (the first author and
two graduate students). We obtained an inter-rater agreement of 0.782 for English
and 0.771 for Japanese by Fleiss’ Kappa [27]; both show substantial agreement.
We finally obtained 31,244 posts for 1200 emerging entities in English and 16,869
posts for 800 emerging entities in Japanese, each containing 200 entities of each
coarse-grained type. Table 5.3 show the statistics of the data.

For homographic emerging entities, we manually constructed the test data
since it is difficult to collect their contexts using distant supervision. We collected
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TYPE #ent. #posts

. TYPE #ent. #posts
DBpedia types DBpedia types
PERSON 7878 316123 PERSON 3995 105207
Person 2514 73517
Actor 729 18506
SoccerPlayer 1337 41955 . .
. MusicalArtist 567 16149
AmericanFootballPlayer 1157 43737
e SoccerPlayer 419 10621
Politician 1017 27626 .
VoiceActor 383 7169
BaseballPlayer 560 22439 1IP1
Others (68 types) 3293 106849 BaseballPlayer 365 10978
AdultActor 242 8021
CREATIVEWORK 6979 192214 Politician 237 5840
Film 1777 46185 Model 230 7670
Album 1272 31947 Person 146 3679
TelevisionShow 1043 26526 Writer 118 2742
VideoGame 946 30895 Wrestler 118 2747
Single 698 21272 Others (17 types) 441 11085
Others (20 types) 1243 35389 CREATIVEWORK 5706 140191
Location 1588 31554 Single 1211 28985
City 912 14566 TelevisionShow 1058 26488
Building 146 3922 Album 842 18436
Stadium 66 2260 Film 799 20075
Settlement 51 1636 VideoGame 562 18587
Convention 43 1313 Manga 496 10357
Others (31 types) 370 7857 Anime 292 7224
Grour 1413 39260 Radio 250 4919
Book 122 3184
Company 719 20148 S
T ong 28 594
Organisation 223 6172 Others (4 types) 46 1342
Band 137 3745 yP
SoccerClub 81 2440 LocAarioN 304 6419
PoliticalParty 62 1711 Building 98 2421
Others (18 types) 191 5044 Museum 33 775
Device 335 9404 Station 32 694
. Settlement 23 376
Device 147 4053
. School 20 224
Automobile 69 2100 .
. . City 17 355
InformationAppliance 66 2058 .
. Mountain 13 221
Ship 31 657 . .
University 10 183
Weapon 14 306
Others (3 types) 8 230 Park 8 118
yp Hospital 7 150
EVENT 378 9014 Temple 6 113
Award 110 2593 Others (14 types) 37 789
SpaceMission 46 910
MixedMartialArtsEvent 46 1253 Grour 310 7667
s . Company 216 5373
MilitaryConflict 26 540
SoccerClub 48 1075
HorseRace 2 727 Organisation 24 642
Others (15 types) 127 2991 PoliticalParty 2 577
Torac 20571 597569 ToTaL 10315 259484
(a) English data (b) Japanese data

Table 5.1: Statistics of emerging entities and a burst of posts in the training data
obtained from Twitter.
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Entity: Star Wars: The Force Awakens Type: Film

1. Star Wars: The Force Awakens has completed
principal photography. HASH HASH URL

2. Wow! 3 words! Yes! RT USER: The official title for
Episode VIl is ‘Star Wars: The Force Awakens.” URL

3. Star Wars: The Force Awakens. My cynical side has
nothing for that, so I guess I'm happy with the title.

Entity: Ben Sheaf Type: SoccerPlayer

1. Arsenal have made England youth midfielder
Ben Sheaf their first signing of the summer.

2. Arsenal sign Ben Sheaf from West Ham URL

3. Who is Ben Sheaf?

Entity: Another Life Type: TelevisionShow

1. RT USER: Here are a few titles in the upcoming HASH:
In Another Life || Fall of the Planet of the Apes
|| Terms & Conditions || Are. ..

2. Another Life - Netflix Orders Space Drama Starring
Katee Sackhoff (Posted: 2018-04-26 13:40:48). ..

3. RT USER: Now playing Another Life by lightcraft!
Check it out: URL

Table 5.2: Examples of the emerging entities and a burst of posts. The third
example is a homographic entity.

the titles of Wikipedia articles, each of which has a disambiguation page, and
gathered the newest one with their posts from the same period. Since those
entities share contexts with other entities of the same name, we asked the three
annotators to identify the exact day when the target entity first appears with
emerging contexts for the given type. We adopt entities with the answers (days)
agreed upon by two or more annotators. We obtained an inter-rater agreement of
0.684 for English and 0.665 for Japanese by Fleiss’ Kappa; both show substantial
agreement. We collected the posts of that day and the previous day and finally
got a total of 5,931 posts for 200 emerging entities in English and 13,430 posts
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TYPE #ent. #posts
DBpedia types TYPE #ent. #posts
PERSON 200 6048 DBpedia types
SoccerPlayer 51 1447 PErRsON 200 4149
Politician 36 875 SoccerPlayer 40 765
Person 29 839 Politician 22 310
AmericanFootballPlayer 15 518 Presenter 21 455
IceHockeyPlayer 11 475 Actor 19 444
Others (22 types) 58 1894 AdultActor 17 335
CEATIVEWORK 200 5327 BaseballPlayer 13 210
Wrestler 12 195
Album 50 1280 . .
. MusicalArtist 11 387
Film 40 1097 ]
.. VoiceActor 10 198
TelevisionShow 37 750
) Model 8 266
VideoGame 28 948 .
Book 12 299 Writer 7 121
Others (11 types) 33 953 Others (6 types) 20 468
LOCATION 200 5687 CREATIVEWORK 200 4058
. Manga 36 391
Stadium 38 980 .
1 TelevisionShow 33 902
Building 35 1337 .
VideoGame 32 948
Museum 19 424 .
. Film 26 410
Station 15 554 .
Single 25 436
School 13 522
Others (24 types) 80 1870 Album 21 360
Anime 15 366
Grour 200 4907 Radio 8 213
Organisation 44 1077 Book 3 26
PoliticalParty 36 808 Song 1 6
Company 33 942 LocaTrioN 200 4203
SoccerClub 18 407 1
. . Building 79 1978
MilitaryUnit 14 184 .
Others (11 types) 55 1489 Station o1 934
ers il bypes Museum 26 437
DEevICE 200 5302 Library 9 159
Device 76 2070 School 8 169
Automobile 45 1343 Infrastructure 6 47
Ship 35 834 University 5 60
InformationAppliance 18 537 ArchitecturalStructure 5 149
Weapon 17 315 Park 4 104
Others (3 types) 9 203 RailwayLine 3 46
EVENT 200 3973 gf}fp:ta(lz ypes) % ‘;?
Award 61 1064 s 12 Iypes
GrandPrix 21 443 GRrour 200 4459
WrestlingEvent 14 340 Company 168 3859
MixedMartialArtsEvent 12 261 PoliticalParty 14 240
HorseRace 12 295 SoccerClub 12 275
Others (13 types) 80 1570 Organisation 6 85
TotaL 1200 31244 TortaL 800 16869
(b) Japanese data
(a) English data

Table 5.3: Statistics of non-homographic emerging entities and a burst of posts
in the test data obtained from Twitter.
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TYPE #ent. #posts
DBpedia types
PERSON 65 1750
AmericanFootballPlayer 13 448
SoccerPlayer 10 255
MartialArtist 9 212 TYPE #ent. #posts
BasketballPlayer 9 221 DBpedia types
Politician 8 195 PERSON 38 1610
Person 6 243 MusicalArtist 11 735
Wrestler 3 42 ComedyGroup 7 336
RugbyPlayer 3 95 AdultActor 4 53
Boxer 216 Actor 3 153
Model L2 VoiceActor 2 102
IceHockeyPlayer 1 11 SoccerPlayer 2 63
CREATIVEWORK 125 3892 Model 2 46
TelevisionShow 27 861 BaseballPlayer 2 37
Film 22 547 Wrestler 1 29
Single 19 800 Presenter 1 10
VideoGame 15 560 Politician 1 17
Album 14 453 Person L1
Book 12 256 AthleticsPlayer 1 18
Comic 5 183 CREATIVEWORK 156 11310
Song 4 A Single 39 3002
Anime 3 Al Album 33 2481
Website 1 15 Film 28 1959
Software 50 TelevisionShow 20 1655
Musical 1 9 Manga 15 817
Manga 13 VideoGame 7 463
LocATiON 2 100 Anime 5 339
Stadium 1 50 Radio 4 238
Building 1 50 Song 2 133
Book 2 123
Grour 6 89 Software 1 100
PoliticalParty 3 14
Company 3 75 Groupr 6 510
Company 6 510
DevIcE 1 50
InformationAppliance 1 50 ToraL 200 13430
EVENT 1 50
WrestlingEvent 1 50 (b) ]apanese data
ToraL 200 5931
(a) English data

Table 5.4: Statistics of homographic emerging entities and a burst of posts in the
test data obtained from Twitter.
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VideoGame

FFNN with softmax

Context
Network

| can’t wait for Just saw the Returnal PS5, URL,
Returnal to be Returnal trailer. Sony UserlD

released on PS5. Sony... URL

Figure 5.2: Overview of our entity typing model (N = 2): three networks process
contexts, entity, and meta-information, respectively using MI-learning.

for 200 entities in Japanese (see Table 5.4 for the statistics). Table 5.4 show the
statistics of the data. *

Table 5.8 shows some examples of collected entities and their posts (excerpts).
The first example is a non-homographic emerging entity in the training data. The
second example is a non-homographic emerging entity in the test data. From this
example, we see that there is a useless context for guessing the type (e.g., No. 3).
The third example is a homographic emerging entity in the test data, and as we
can see, it contains a noisy context (e.g., No. 3) that is not related to the target
entity. We thus have to properly select only the related contexts of the target
entity to predict its type.

4The data is unbalanced because homographic names tended to be concentrated in certain
types, such as names of people and creative works.
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5.4 Proposed Method

This section presents a method for typing emerging entities in microblogs.
Microblogs have the following characteristics: most posts are short and noisy,
several posts about the same topic appear in close time series, and it has meta-
information such as usernames and URLs that are useful for inferring the type.
We thus develop a neural typing model based on diverse features and MI-learning
(§5.4.1).

Considering the existence of homographic entities (e.g., Go), one may want to
select only the posts that are relevant to the target entity, rather than using all
posts when performing MI-learning. We thus develop a context selection model
that ranks emerging contexts of the target entity (§ 5.4.2). In the following, we
describe the details of each model and how to train and test the models.

5.4.1 Entity Typing Model

To capture the characteristics of emerging entities from diverse perspectives, we
develop a modular model that consists of three neural networks (Figure 5.2):
Context Network and Entity Network that encode contexts and entities, which
are based on Yaghoobzadeh et al. [78] while refining their classic CNN-based
structure with GRU [11] and self-attention mechanism [43], and Meta Network
that encodes meta-information specific to microblogs. We rely on MI-learning [64],
which assigns a single label to a bag of multiple instances to increase the number
of clues and to mitigate the effects of noise induced by distant supervision. The
final prediction is made by feeding the output of each network into the softmax
layer through a feed-forward network as:

P= SOftmaX(Wo[ocontext) Ocntitys Ometa] + b,) (5.1)

We describe the details of each network hereafter.

Context Network

This model captures contexts of given posts; it differs from the Context Model [78]
in that we change CNN to GRU and introduce a self-attention mechanism to
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capture longer relationships and dependencies between words [81]. Specifically,
we encode the given entity using Ml-learning by inputting N contexts where the
entity appears. We convert each word wy;, t € [1,S;] of the i-th input context to x;;
using the embedding matrix Wy, x;; = Wyw;;. We input this into a bidirectional
GRU as h;; = BIGRU(x;;), and apply self-attention to the entire hidden states to
capture the word relations:

= exp(o(Wyujji + b)) 52)
T Lrexp(oWaujje +by) |
Ui = tanh(Whhij + Wihj +by) (5.3)
hyj = Z aijichig (5.4)

k

We first obtain the similarity u; between h;; and h.. We use additive attention
that consists of a feed-forward network to calculate those alignment scores. We
then compute the importance weight a;j using the softmax function. After that,
we obtain h;; as a weighted sum of the hidden layers. These h;; are concatenated
to form the sentence representation s; = [hi1;...;hys].

Once we have N sentence representations, we apply self-attention to them
again to get the relations between sentences:

o exp(o(Wyu;j+by)) 5.5)
v Zjexp(o(wuuz’j +by)) .

éi = Zai]'S]' (5.7)

j

These §; are concatenated and used as output ocontext = [$;; ..., SN]-

Entity Network

This model captures a given entity surface; it differs from the Global Model [78],
in that we change CNN to GRU and remove the KB embeddings of the target
entity because they are not available for emerging entities. This model predicts
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the type of the target entity from its sequence of characters and words. We convert
each character ¢4, t € [1,C;] of the target entity to x; using the embedding matrix
W, x¢ = Wecr. Similarly to the Context Network, we input this into a bidirectional
GRU and obtain the character-based entity representation as h = BIGRU(x;).

Tokens inside the entity name are also useful clues. We obtain a token-based
entity representation y by simply taking the average of the pre-trained word

embeddings v; divided by the number of tokens V in the entity as y = @ These
representations are concatenated and used as output oty = [h;y].

Meta Network

In addition to the contexts and the entity name, meta-information such as
URLs and user (author) information are useful for typing emerging entities
in microblogs. For example, URLs (e.g., httpsy/blog.playstation.com/2020/12/10/
returnal-launches-on-ps5-march-19-2021/) often include clues of the entity type,
and users like official accounts often post about a specific type of an entity (e.g.,
@NintendoAmerica often announces about their new game products). Moreover,
we can extract, from KBs, useful knowledge on in-KB entities that co-occur with
the target entity.

We thus extract the above meta information from the input N posts and
convert them into a feature vector. For user information, we simply extract the
author’s user IDs. As for URLs, we extract all URLs from the input. For each
URL, we discard the URL parameters after the ‘?” or ‘&’, and then separate the
remaining strings with delimiters (*-,"/,_",’+"). The resulting data are converted
into a one-hot vector z and it is fed into a one-hidden layer feed-forward network

asf=W,z+b,.

Entities that co-occur with the target entity also provide clues that can help
to infer the type. For example, an entity of the Actor type is likely to co-occur
with existing entities of related types such as Film and Award. To obtain entity
information, we list entity embeddings e;,i € [1, E] of entities E from the input N
posts using the method of Yamada and Shindo [79]. To obtain the relationship


https://blog.playstation.com/2020/12/10/returnal-launches-on-ps5-march-19-2021/
https://blog.playstation.com/2020/12/10/returnal-launches-on-ps5-march-19-2021/
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between these entities, we employ self-attention as follows:

- exp(o(Wyu;j +by)) 5.8)
v Y. jexp(o(Wyuij+by)) .
u;; = tanh(Wee; + Wee; +b) (5.9)
é = Zai]-e]- (5.10)

j

These representations are concatenated with f and used as the output 0,; =
[é;;...;€E; f]

5.4.2 Context Selection Model

At test time, we input an entity with a burst of posts retrieved by a native string
matching. However, those posts can include contexts of homographic entities
(e.g., No. 3 for Another Life in Table 5.8) and noisy posts that have no clue on the
entity type (e.g., No. 3 for Ben Sheaf in Table 5.8).

To address these issues, we take advantage of emerging contexts of the target
entity; if we collect only emerging contexts, 1) we can utilize appropriate contexts
for the target entity since two emerging entities with the same name are unlikely
to emerge in a short period of time, and 2) emerging contexts by definition include
enough information for the readers to understand the target entity.

We thus develop a context selector that predicts whether a given context is
an emerging context or not. Specifically, we train a bidirectional GRU, which
performs binary classification with the emerging and prevalent contexts collected
in § 5.3.2. Using this model, we input each context from the test data and assign a
prediction score for the emerging context. For each entity, the top-N contexts of
these scores are used as input to the typing model (Figure 5.3).

5.4.3 Model Training

Issues in developing typing and context selection models are how to utilize the
constructed training data and how to select the input for the typing model during
training. In this study, we simply train each model independently using the
same data. Specifically, for the context selection model, we feed the model with
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FIFA 17 Official Trailer: |_, Video
See the new features ) Game
Typmg Video
. —>
EXCITED? FIFA17 is - Model Game
about to introduce one... |, Video
| pray FIFA 17 is better

b | Game

than bullshit FIFA 16

0.84
| can’t wait for Returnal Context Selection >
to be released on PS5. 0.12 Typing
i vid
OPN's Returnal is such [ (I(E)ngzrgmg) — X Model [ G'a:,:
a good album but | feel.. ’ 0.90

Just saw the Returnal 0.16
(Prevalent)

trailer. Sony... URL 0.23 .
: — X Testing

Figure 5.3: Overview of training and testing of the typing model for each entity
(N = 2). During training, each of the N posts is entered into the model. At test
time, top-N posts of the scores obtained by the context selection model are used
for prediction.

the emerging and prevalent contexts of the constructed training data. For the
typing model, since we use N emerging contexts (posts) during the test time,
we repeatedly pick N emerging contexts (posts) in chronological order from the
training data and input each N posts into the model to fully exploit a burst of
posts of an entity (Figure 5.3).

Here, we perform pretraining with the prevalent contexts and then fine-tune
the typing model to improve its robustness. In the experiments, we compare our
model with a model that randomly selects contexts for both training and test

time.

5.5 Experiments

We performed emerging entity typing using the English and Japanese Twitter
datasets built in § 5.3.2.
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5.5.1 Models

We describe the typing models compared in the experiments. Since all models
employ Ml-learning, we use the same parameter N for the models to control the
number of input posts.

Proposed (fine-tune) trains the proposed typing model with prevalent contexts,
and then performs fine-tuning with emerging contexts. At test time, we applied
the context selection model to all the contexts of each entity in the test data to
form input.

Proposed (random) randomly extracts 100 contexts per entity from all the col-
lected posts in § 5.3.2 and trains the proposed model. At test time, we randomly
selected the contexts for each entity in the test data. This is meant to confirm the
effect of discriminating types of contexts (domains).

Yaghoobzadeh uses the model of Yaghoobzadeh et al. [78] modified for our task
settings. This model predicts the type of the given entity from its name and
contexts using a CNN. Compared to ours, it randomly selects contexts and does
not use meta-information. We randomly extracted 100 contexts per entity from
the collected contexts in § 5.3.2 and trained the model. At test time, we randomly
selected the contexts for each entity in the test data. °

5.5.2 Settings

We tokenized each input post using spaCy (ver. 2.0.12)° with en_core_web_sm
model for English and using MeCab (ver. 0.996)” with ipadic (ver. 2.7.0) for
Japanese.

We implemented all the models using Keras (ver. 2.3.1).8 To initialize the word
embedding layers for English, we used the 200-dimensional word embeddings
pre-trained using GloVe [61] from 2B English posts.9 For Japanese, we trained
200-dimensional word embeddings using GloVe from 800M Japanese posts

5This model also uses a KB embedding of the target entity as a feature. However, since emerging
entities in this study are basically absent in KBs, and we cannot acquire those embeddings, we
decided not to use them in this comparison.

®https://spacy.io

https://taku910.github.io/mecab

8https://keras.io

https://nlp.stanford.edu/data/glove.twitter.27B.zip
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Parameter Value
Maximum number of words (Context and CS) 35
Word embedding size (Context, Entity and CS) | 200
Dimension of Bi-GRU (Context and CS) 256
Maximum length of entity (Entity) 30
Character embedding size (Entity) 16
Dimension of Bi-GRU (Entity) 64
Maximum number of features (Meta) 20000
Dimension of W, (Meta) 256
Maximum number of entities (Meta) 5*N
Entity embedding size (Meta) 100
Batch size 32
Dropout 0.5
Adam 0.9
Adam B; 0.999
Adam € le-6

Table 5.5: Hyperparameters of our typing and context selection model. ‘Context’
means Context Network. ‘Entity” means Entity Network. ‘Meta” means Meta
Network. ‘CS” means Context Selection.

posted from Mar. 11th, 2011 to Mar. 11th, 2012 in our Twitter archive. For
the Meta Network, from URLs and usernames, we extracted the top 20,000
most frequent tokens in the training data and used them as z (§ 5.4.1). We
used wikipedia2vec!? with the Wikipedia dump on Dec. 26th, 2015 to extract
100-dimensional embeddings of the entities that cooccur with the target entity.

We optimized all the models using Adam [38]. We finally chose the model
at the epoch with the highest accuracy on the development data. We show the
detailed hyperparameters of the proposed models in Table 5.5. For the model of
Yaghoobzadeh, we adopt the same configurations and hyperparameters of their
study.

For each entity in the test data, we perform entity typing once using the
selected contexts for each model. For each N, we trained and tested each model
10 times, calculated the micro-F1 [44], and averaged the results.

Ohttps://wikipedia2vec.github.io/wikipedia2vec


https://wikipedia2vec.github.io/wikipedia2vec
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ArL | PersoN C.work Loc. Grour Event DEVICE

Proposed (fine-tune) || 0.646 | 0.780 0.672 0.526 0.600 0.790 0.833
Proposed (random) || 0.602 | 0.746  0.629 0.482 0546 0.780 0.862

Yaghoobzadeh 0.582 | 0.718 0.658 0.348 0454 0.723 0.824
Majority N/A 0.145 0.200 0.046 0.156 0.305 0.380
(a) English non-homographic

ALL

Proposed (fine-tune) || 0.691
Proposed (random) || 0.579
Yaghoobzadeh 0.575
Majority N/A

(b) English homographic

ArL | PErsoN C.work Loc. Grour
Proposed (fine-tune) | 0.766 | 0.822  0.870 0.729 0.846
Proposed (random) | 0.676 | 0.768 0.790 0.663 0.801

Yaghoobzadeh 0.611 | 0.675 0.764 0.606 0.729
Majority N/A 0.095 0.125 0.395 0.840
(c) Japanese non-homographic

ALL

Proposed (fine-tune) || 0.665
Proposed (random) 0.509
Yaghoobzadeh 0.433
Majority N/A

(d) Japanese homographic

Table 5.6: Micro-F1 for typing emerging entities (N = 10). Majority predicts the
majority label for each type. For homographic entities, we only show the overall
results since the number of entities per type is unbalanced.

5.5.3 Results and Analysis

Overall results of the models (N = 10) Table 5.6 shows the results of all
types and for each coarse-grained type when N = 10. For most of the types,
Proposed (fine-tune) outperformed the other methods for both English and
Japanese. This indicates the validity of our typing model and the importance
of discriminating emerging contexts and others (vs. Proposed (random) and
Yaghoobzadeh). Especially for homographic entities, since those entities contain
many noisy contexts of other entities, our context selection method that identifies
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English (non homographic) English (homographic)

0.80 0.80
0.751 0.75+
0.70+ 0.701
0.65 1 0.65
— 0.60 — 0.60
(1IN [N
2 0.55 2 0.55
2 9
€ 0.501 € 0.501
0.45 1 0.45
0.401 —— Proposed (fine-tune) 0.401
0.351 Proposed (random) 0.35.
—=— Yaghoobzadeh
0.30———— w w — 0.30 " . . . .
2 4 6 8 10 2 4 6 8 10
N N

Figure 5.4: Micro-F; for each typing model when changing N (English).

Japanese (non homographic) Japanese (homographic)

0.80 0.80
0.751 0.754
0.701 0.701
0.651 0.651
— 0.60 — 0.601
(1IN [T
2 0.551 2 0.551
2 9
€ 0.501 € 0.501
0.45 1 0.45
0.401 —— Proposed (fine-tune) 0.401
0.35. Proposed (random) 0.35.
—=— Yaghoobzadeh
0.30————— \ \ — 0.30 " . . . .
2 4 6 8 10 2 4 6 8 10
N N

Figure 5.5: Micro-F; for each typing model when changing N (Japanese).

the emerging contexts worked effectively. Here, for English, the accuracy of the
homographic entities is higher than that of the non-homographic ones. This is
probably because the test data of the homographic entities contains more PErson
type entities, which are easier to classify.



Typing of Emerging Entity

Impact of the number of input posts, N Figure 5.4 and 5.5 plot micro F; as
a function of the number of input posts, N. Although the performances of all
the models improve as N is increased, its gain almost converges at N = 8. The
improvement from N = 1 shows the effectiveness of using multiple posts in this
task.

Cross-language analysis Interestingly, the performance of Japanese homo-
graphic entities is lower than English, even though the number of target types is
smaller than that of English (185 vs. 71). This is probably because in languages
such as Japanese and Chinese, where entities are not capitalized, their contexts
are more likely to be contaminated by common nouns; for example, ‘& 7K (kosui)’
refers to both the common noun ‘perfume” and the name of the Japanese song
released in 2020. In fact in Japanese, the performance of the models without
context selection significantly dropped.

Ablation study To verify the contribution of each network of the proposed
model, we performed an ablation test. Figure 5.6 and 5.7 show the performance
change of Proposed (fine-tune) for each language. We can see that there are
significant performance drops when the Context Network is removed. The
Entity Network is effective for homographic entities but not for non-homographic
entities. Since homographic entities may contain entities with the same name in
the training data, it is natural that the Entity Network trained on such data would
make biased predictions for such entities. For the Meta Network, it is effective
for non-homographic entities with limited contexts (N < 4) and homographic
entities. Such meta-information helps the model make robust predictions even
when the contexts are scarce or contaminated by homographic entities.

Examples Table 5.7 lists examples of non-homographic entities predicted with
Proposed (fine-tune). In the first example, although it is difficult to determine its
type using only the first context (N = 1), by adding another context (N = 2), the
proposed model utilized it (about a baseball draft) and determined the correct type.
The second example is an entity that the proposed model predicted incorrectly.
Although we can infer that “Sonos One” is an appliance since it appears with
entities like “Google Home” and “Amazon Echo,” the proposed method failed to
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English (non homographic) English (homographic)

0.80 0.80
0.751 0.751
0.701 0.701
0.65 1 0.65 1
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Figure 5.6: Ablation test: micro-F; for Proposed (fine-tune) when changing N
(English).

Japanese (non homographic) Japanese (homographic)

0.80 0.80
0.751 0.751
0.701 0.701
0.651 0.651
— 0.601 ~ 0.601
[N [N
2 0.551 2 0.551
=) =)
€ 0.501 €0.501
0.451 0.451
| —»— Proposed (fine-tune) |
0.40 Proposed (fine-tune) w/o Context 0.40
0.351 —=— Proposed (fine-tune) w/o Entity 0.351
—<— Proposed (fine-tune) w/o Meta

0.30——— — 0.30 . . . ; .

2 4 6 8 10 2 4 6 8 10
N N

Figure 5.7: Ablation test: micro-F; for Proposed (fine-tune) when changing N

(Japanese).
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Entity: Tristan Blackmon True type: BaseballPlayer

1. _USER_’s Tristan Blackmon are on the watch list!
2. With the 3rd pick in the 2018 MLS, select Tristan Blackmon from the
University of the Pacific.

Entity: Sonos One True type: InformationAppliance

1. Sonos One available on Oct. 24 for $200, preorders starting today.
Google assistant coming in 2018 _URL_

2. Sonos One is going to combine the best bits from the Amazon Echo and
the Google Home: via _URL_

Table 5.7: Examples of non-homographic entities that Proposed (fine-tune)
predicted correctly (above) and incorrectly (below) (English, N = 2).

Entity: Duck Duck Goose True type: Film

1. _USER_: Peach and Daisy dance to Duck Duck Goose - _'USER_ _URL_

2. I'm at play on Broadway and they are playing _USER_ "Duck Duck Goose"
and I fucking can’t. All these mi... _URL_

3. New Trailer: Netflix’s "Duck Duck Goose" URL__URL_

4. Get ready to play in the Duck Duck Goose trailer _URL_

Entity: Every Day True type: Book

1. How to Blog Every Day: Slides and Resources from WordCamp Portland

2. Solve mysterious questions & Win Mobile Recharge worth Rs.150 Every Day
Play "Fast & Furious Contest"

3. A weekend Writing Prompt on the Write Every Day blog: _URL_ _HASH_
(Thanks to _USER_ for the suggestion!)

4. David Levithan’s newest: Every Day _URL_ _USER_ _USER_

Table 5.8: Examples of homographic entities that Proposed (fine-tune) predicted
correctly (above) and incorrectly (below) (English, N = 4).
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predict the correct type due to the absence of those entities in the period before
2016, when the training data were collected. We thus need to periodically update
the training data to cover the latest entities (concepts) using a method like distant
supervision.

Table 5.8 lists examples of homographic entities predicted with Proposed
(fine-tune). In the first example, our model correctly predicted the type of the
target homographic entity by properly selecting the related emerging contexts
and utilizing the cooccurring entity “Netflix.” For the second example, although
our model properly selected the fourth context, it failed to predict due to the lack
of clues to identify the type. We might be able to type such entities by using
external documents of the URLs in the source posts because we can get more
specific contexts from them [62].

5.6 Chapter Summary

We introduced a task of typing emerging entities in microblogs (§ 5.1, 5.2
and 5.3). To perform this task, on the basis of the definition of emerging
entities (§ 3.2), we constructed large-scale Twitter datasets for English and Japanese
(§ 5.3.2). We developed a modular entity typing model (§ 5.4.1) that encodes
different aspects of an emerging entity with MI-learning. To deal with noisy
contexts of homographic entities, we adopt a context selection model (§ 5.4.2) that
differentiates emerging contexts from others. Experiments (§ 5.5) demonstrated
that our method performed more accurately than the baseline model for both non-
homographic and homographic emerging entities. We confirmed the importance
of selectively using emerging contexts for training and testing the typing model
and verified the effectiveness of each network of the proposed typing model.






Chapter 6
Conclusions and Future Work

As discussed in Chapter 1, to monitor microblogs, where useful information
is posted in real-time, on an entity basis, it is important to recognize not only
existing entities but also emerging and disappearing entities as early as possible.
Since it is necessary to properly capture the contexts that represent the emergence
or disappearance of these entities, it is difficult to perform recognition relying
on language resources such as Wikipedia and Freebase or existing information
extraction techniques such as NER, entity linking, and event extraction as they
are. In this thesis, we focused on the fact that these contexts are characterized by
the timing when they appear and proposed time-sensitive distant supervision
that considers the timestamps of microblogs to collect those emerging and
disappearing contexts accurately and efficiently. Using the collected contexts, we
trained supervised models for entity recognition and typing. With these models,
we can detect emerging and disappearing entities appearing in microblogs at an
early stage.

The detected entities can be used to maintain a list of monitoring targets in
microblog monitoring or to present them to editors as candidates for updating
entries in knowledge bases. By performing typing in addition to detection,
it is possible to implement applications such as quickly recommending newly
appeared or disappeared entities of types that users are interested in for facilitating
decision-making. At this time, false positives are an issue in any application, and
if not handled properly, they can lead to the spread of serious misinformation such
as non-existent events or the death of a living person. As a possible treatment,
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instead of presenting only the detected entities and types directly, it is better
to provide the source tweets together and let the user decide. Although we
used Wikipedia as the knowledge base for building the training and test data in
this thesis, a specialized dictionary can be used for the actual applications. For
example, instead of Wikipedia entries, we can use lists of restaurant names on
sites such as Tabelog! to build the training data so that we can concentrate on
newly opened or closed restaurants.

In the following sections, we summarize each of the tasks we have done and
future works.

6.1 Discovering Emerging Entities in Micloblogs

As a first step, we targeted emerging entities and tried to discover them from
microblogs. Those emerging entities are essentially unknown entities due to their
emerging nature, and existing studies detected them as out-of-KB entities. This
has resulted in the contamination of the training data, as they also target mere
out-of-KB entities that are not emerging. To target truly emerging entities, we
focused on the characteristic contexts in which they appear and defined these
contexts as emerging contexts. We developed time-sensitive distant supervision
that considers microblog timestamps to collect emerging contexts efficiently and
accurately. In the experiments, we trained a NER model using the collected
emerging contexts and applied it to our Twitter archive, and confirmed that
our method could detect various emerging entities, including homographic and
long-tail ones. Using the entities of Wikipedia, for both English and Japanese, our
method found more than 60% of the entities, and most of them can be detected
more than a year earlier than their registration in Wikipedia. We plan to improve
the method of time-sensitive distant supervision and collect emerging contexts

more accurately to remove noise in the training data.

https://tabelog.com/


https://tabelog.com/

6.2 Discovering Disappearing Entities in Micloblogs

6.2 Discovering Disappearing Entities in Micloblogs

We next discovered disappearing entities from microblogs. Unlike emerging
entities, where the first occurrences of the entity are simply the emerging contexts
in most cases, it is difficult to capture the timing of disappearance for disappearing
entities. Therefore, if we use time-sensitive distant supervision as-is, a large
amount of noise would be included in the resulting training data. Here, we
exploited the fact that Wikipedia, the source of entities, lists the year in which
entities disappear and collected the posts with the most notable timing in that
year as disappearing contexts. In addition, it is difficult to train a recognition
model for disappearing entities, which has a small number of entities compared
to emerging entities. We focused on the fact that disappearing entities appear
in a burst of posts, fine-tuned pretrained word embeddings with those posts,
and input them into a NER model to make robust predictions. Experimental
results showed that our improved time-sensitive distant supervision collected
disappearing contexts properly. The NER model with refined word embeddings
using the constructed dataset discovered disappearing entities more accurately
than the baseline method, which simply collects the latest burst of posts of the
Wikipedia entities as training data. Moreover, our method successfully found
more than half of the target disappearing entities in Wikipedia, and some of
them were discovered on average one month earlier than the update of the
disappearance in Wikipedia. We plan to analyze disappearing entities and their
contexts in more detail by type and possibly develop a type-specific method for
their recognition.

6.3 Typing Emerging Entities in Micloblogs

We focused on emerging entities, which have no type information registered in
the KB as soon as it appears, and performed fine-grained typing of those entities.
Compared to existing studies of entity typing that target the text of news articles
or knowledge bases, it is difficult to infer the type of emerging entity from a short,
noisy post in microblogs. We thus focused on the fact that emerging entities
appear as a burst of posts when they first appear and developed a modular neural
typing model that encodes these multiple posts using multi-instance learning and
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considers meta-information of microblogs in addition to contexts and a surface
of the entity. Considering homographic entities, which share the same namings
with other entities, the posts in which the entities appear may be contaminated.
We, therefore, introduced a context selector that prioritizes emerging contexts,
which are most likely to be the posts about the target emerging entity, as the
previous stage of the typing model. Experiments demonstrated that our method
performed more accurately than the baseline model, which randomly selected
input posts and did not include features of meta-information in microblogs for
both non-homographic and homographic emerging entities. By focusing on
homographic entities, we confirmed the importance of selectively using emerging
contexts for training and testing the typing model and verified the effectiveness of
each network of the proposed typing model. We plan to perform further profiling
of emerging entities such as relation extraction to organize emerging and existing
knowledge.

6.4 Other Research Activities in Doctoral Course

Besides the three primary pieces of research conducted in the thesis, I mention
the overview of representative studies in my activities.

Conversation Initiation by Diverse News Contents Introduction [3]: In our
everyday chit-chat, there is a conversation initiator, who proactively casts an
initial utterance to start chatting. Previous studies on conversation systems
assumed that the user always initiates conversation and have placed emphasis on
how to respond to the given user’s utterance. As a result, existing conversation
systems become passive; they continue waiting until being spoken to by the users.
To this end, we considered the system as a conversation initiator and proposed a
novel task of generating the initial utterance in open-domain non-task-oriented
conversation. Here, to not make users bored, it is necessary to generate diverse
utterances to initiate a conversation without relying on boilerplate utterances like
greetings. We thus proposed to generate an initial utterance by summarizing and
chatting about news articles, which provide fresh and various contents everyday.
To address the lack of training data for this task, we constructed a novel large-scale
dataset through crowd-sourcing. To make initial utterances, we presented several



6.4 Other Research Activities in Doctoral Course

approaches, including information retrieval-based and generation-based models.
Experimental results showed that the proposed models trained on our dataset
performed reasonably well and outperformed baselines that utilize automatically
collected training data in both automatic and manual evaluation.

Chat Detection in an Intelligent Assistant [2]: Recently emerged intelligent
assistants on smartphones and home electronics (e.g., Siri and Alexa) can be seen
as novel hybrids of domain-specific task-oriented spoken dialogue systems and
open-domain non-task-oriented ones. To realize such hybrid dialogue systems,
we addressed the task of determining whether or not a user is going to have a
chat with the system. To address the lack of benchmark datasets for this task,
we constructed a new dataset consisting of utterances collected from the real log
data of a commercial intelligent assistant. In addition, we investigated using
tweets and Web search queries for handling open-domain user utterances, which
characterize the task of chat detection. Experiments demonstrated that, while
simple supervised methods are effective, the use of the tweets and search queries
further improves the detection accuracy.

Modeling Personal Biases in Language Use by Inducing Personalized Word
Embeddings [57, 59, 58]: There exist biases in an individual’s language use; the
same word (e.g., cool) is used for expressing different meanings (e.g., temperature
range) or different words (e.g., cloudy, hazy) are used for describing the same
meaning. We proposed a method of modeling such personal biases in word
meanings (hereafter, semantic variations) with personalized word embeddings
obtained by solving a task on the subjective text while regarding words used
by different individuals as different words. To prevent personalized word
embeddings from being contaminated by other irrelevant biases, we solved the
task of identifying a review-target (objective output) from a given review. To
stabilize the training of this extreme multi-class classification, we performed
multi-task learning with metadata identification. Experimental results with
reviews retrieved from RateBeer confirmed that the obtained personalized word
embeddings improved the accuracy of sentiment analysis as well as the target
task. Analysis of the obtained personalized word embeddings revealed trends in
semantic variations related to frequent and adjective words.
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