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Chapter 1  
Introduction 

1.1 Preface 

Symmetry breaking is a fundamental concept in physics, referring to the phenomenon or property where 

a system transitions from a symmetrical state to an asymmetrical one. This concept has been extensively 

studied across various fields of physics. In condensed matter physics, an intriguing manifestation of 

symmetry breaking occurs in the form of ferroic orders. Representative examples of such ferroic orders 

include ferromagnetism and ferroelectricity, which emerge from the breaking of time-reversal and 

space-inversion symmetries, respectively. Notably, research on (ferro)magnetism has a rich history 

spanning millennia, and magnetic materials or products are found ubiquitously in modern society, such 

as commercial permanent magnets, motor rotors, and hard disk drives. It goes without saying that 

ferroelectricity, as well as another well-characterized ferroic order ferroelasticity, are also applied to 

various devices or products and contribute to the development of today’s IT society. 

 The collective study of the above mentioned ferroic properties is called ferroics, and materials 

which show ferroic properties are referred to as ferroic materials.  One of frontier research of ferroics 

is about multiferroic materials, in which two or more ferroic properties simultaneously appear [1]. 

Specifically, in materials that exhibit ferroelectricity and (ferro)magnetism in the same phase, 

polarization (magnetization) can be controlled by a magnetic (electric) field [2,3]. Such a crossover 

control is expected to be applied to power-saving memory devices [4]. Furthermore, multiferroic 

materials are great playgrounds at which various physical properties, such as crystal structures, spins, 

and electronic orbitals, are coupled and interacted to each other, giving rise to intriguing phenomena. 

 Studies on multiferroic materials have stimulated exploration of new types of ferroic properties. 

The representative example is ferrotoroidicity [5,6]. It is characterized by an ordered arrangement of 

magnetic vortices which is, for example, controlled by a simultaneous application of electric and 

magnetic fields [7,8]. Now, ferrotoroidicity is largely accepted as one of the ferroic orders and 

sometimes mentioned as the fourth ferroic order [9]. 

 In addition to the above mentioned four types of ferroic order, the recent studies based on the 

symmetry of order parameters have predicted other distinct ferroic orders [5,10–14]. One example is 

ferroaxial order, which is characterized by a spontaneous ordering of a rotational distortion 

corresponding to a vortex arrangement of electric dipoles [12,15]. Some of those proposed ferroic orders 

are still hidden in materials, and exploring their properties could lead to discovery of new physical 

phenomena and functionalities. The first crucial step toward establishing such new ferroic candidates 

and widely recognizing them is their observation. For this purpose, using optical effects associated with 
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each ferroic order proves effective. The symmetry breaking in materials is closely linked to optical 

phenomena that are permitted in each ferroic order. For example, the Faraday effect, that is, rotation of 

the polarization plane of transmitted light, is coupled with the ferromagnetic order, and providing a 

means to detect spontaneous magnetization and distinguish its direction in materials. One advantage of 

utilizing optical phenomena is the ease of obtaining two-dimensional distributions, which allows one to 

visualize spatial distributions of ferroic orders, i.e., domain structures. Such visualization of domains 

not only provides important information including the domain size or shape but also serves to emphasize 

the existence of the ferroic order. 

 In this thesis, we demonstrate optical detection of symmetry breakings in three novel types of 

ferroic orders: ferrochiral, ferroaxial, and ferromonopolar orders. In this chapter, we provide an overall 

introduction by reviewing the definition of ferroic orders and discussing their classification based on 

vectorlike properties. 

 

1.2 Definition of ferroic 

The concept of ferroic was introduced by Aizu in 1970 [16]. At the bigging of that paper, it is mentioned 

as: 

A crystal is provisionally referred to as being "ferroic" when it has two or more orientation states in the 

absence of magnetic field, electric field, and mechanical stress and can shift from one to another of these 

states by means of a magnetic field, an electric field, a mechanical stress, or a combination of these. [16]. 

This is the widely accepted definition of ferroic orders, and initially it was a general term of 

ferromagnetic, ferroelectric, and ferroelastic orders. Such a characteristic of ferroic orders is well 

depicted by a hysteresis relationship between an order parameter and an external field as shown in Fig. 

1.1. 

 

Fig. 1.1 Schematic illustration of a hysteresis 

loop. Ferroic materials show a spontaneous 

order (polarization, magnetization or stress) 

even in the absence of an external field 

(electric field, magnetic field or stress), and 

the sign of it can be switched by applying an 

external field. 
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 As mentioned above, the fundamental characteristic of ferroic orders is the controllability of 

their order parameters or the orientation states (domain states) through the application of an external 

field (or combination of two or more different external fields). To achieve such a control using a finite 

magnitude of field, a ferroic crystal should have a certain non-ferroic structure (called prototype) in its 

high symmetry phase. Aizu classified the relationships between prototype point groups and ferroic point 

groups by introducing the concept of species. In total, there are 773 species, 212 of which are 

nonmagnetic [16,17]. 

 Some of the 773 species have orientation states which are difficult to be shifted to one another 

by the application of external fields. In the ‘narrow’ definition of ferroic introduced above, materials 

which exhibit a phase transition corresponding to one of such species are not appropriate to be called 

ferroic materials. However, in ref. [16], Aizu mentioned to the ‘broad’ definition based on the existence 

of phase transition, irrespective of whether the state shift by applying external fields can be or has 

already been achieved. In this thesis, we adopt this broad definition for a comprehensive discussion. We 

note that some of the ordered states (the low symmetry states) are characterized by staggered 

(antiferroic) arrangements of order parameters, rather than uniform ordering. In Aizu's broad definition, 

such staggered orderings are also classified as ferroics. However, within the scope of this thesis, the 

term 'ferroic orders' will refer to uniform orders unless specifically stated otherwise. In the next section, 

we introduce the classification of such ferroic orders focusing on the symmetry of order parameters. 

1.3 Classification of ferroic orders 

Since the pioneering work by Aizu mentioned above, various approaches have been proposed for the 

classification of ferroic orders. For example, Newnham and Cross introduced the classification based 

on the orders of external fields that drive domain switching, termed as Primary, Secondary, and Tertiary 

ferroics [18–20]. Primary ferroics include ferroelectric and ferromagnetic order, where the external 

fields for reorienting domain states are the first order; electric field (E) and magnetic field (H), 

respectively. Secondary ferroics include ferro-magnetoelectric order, where the driving force of the 

reorientation of domain states is the second order; EiHj, where i and j refer to cartesian coordinates. 

Subsequently, Schmid extended this classification by introducing a toroidal moment (the concept of 

toroidal order was introduced by Dubovik and coworkers [21,22]) and ferrotoroidic order [5,7]. 

 Recently, novel approaches have been proposed to further extend these classifications, 

expanding our understanding of ferroic orders. One such approach is the classification based on 

(cluster-)multipoles [23–28]. In these studies, not only the conventional electric dipole, magnetic dipole, 

or magnetic toroidal dipole are considered, but also higher orders of multipoles and a new class of 

electric toroidal multipoles are defined. This classification based on multipoles is effective especially 

for classification of complicated magnetic ordering. We will discuss further details of cluster multipoles 

in Chapter 5. 

 In the followings, we discuss another approach focusing on vectorlike (one-dimensional) 

properties introduced by Hlinka [11] and Cheong and coworkers [13,14,29]. This classification is useful 
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for broadly classifying ferroic orders and gaining an intuitive understanding of their related phenomena. 

 

1.3.1 Eight types of vectorlike properties 
Mathematically, vectors are classified into two categories: polar and axial vectors. A polar vector 

characterizes a property which has magnitude and direction, and changes its sign under space inversion 

(1). In solid state physics, a representative polar vector symmetry property is an electric polarization. 

An axial vector is associated with a curl of polar vector or a cross-product of two polar vectors. It 

represents a rotation and does not change its sign under parity inversion. A representative axial vector 

symmetry property is magnetization, which has a time-odd symmetry. 

 In addition to the above-mentioned two common vectors, one can consider other two types of 

vectorlike (one-dimensional) properties by incorporating directional structures, which are characterized 

by a magnitude, an axis and a geometrical sign [11]. When taking into account the time-reversal 

symmetry, there are a total of eight types of vectorlike properties. Figure 1.2 depicts the eight types of 

vectorlike properties. The symmetry of these properties is characterized by the alteration in their signs 

when the following five operations are implemented. 

(1) Identity operation (E), which is equivalent to a two-fold rotation around the axis parallel to the 

primary axis (2∥) 

(2) Time-reversal operation (1′) 
(3) Inversion operation ( 1 ), which is equivalent to a mirror operation whose mirror plane 

perpendicular to the primary axis (��) 

(4) Two-fold rotation around the axis perpendicular to the primary axis (2�) 

(5) Mirror operation whose mirror plane containing the primary axis (�∥) 

While all rotational operations around the axis parallel to the primary axis are symmetry operations, 

rotational symmetries around the axis perpendicular to the primary axis, except for 2�, are broken. It 

should be noted that when these properties emerge in crystals, only two-, three-, four- and six-fold 

rotational symmetries are permitted around the primary (principal) axis. 

 The table in Fig. 1.2 summarizes the action of the five operations on each vectorlike property. 

While the conventional vectors change their signs under the 2� operation, the additional two properties 

(N and C) remain invariant, which are termed as bidirector [11]. In Fig. 1.3, the representative examples 

of objects, related ferroic orders and optical property are summarized. In the following, we briefly 

describe characteristics of each property. Here, we have adopted the symbol notations by Cheong and 

coworkers [14] with a few changes. 

 

N: Neutral bidirector. Fully symmetric property with no broken symmetry. It is related to the so-

called director defined in nematic phases of liquid crystals [30]. In addition, species which allow 

for N is equivalent to those which allow for ferroelasticity [31]. Thus, N is closely related to 

ferroelasticity, but we note that a good order parameter of ferroelasticity is a strain tensor. 

N′: Time-odd neutral bidirector. A neutral bidirector with time-reversal symmetry broken. N′ can be 
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an order parameter of directional antiferromagnetic order. 

C: Chiral bidirector. A bidirector with broken inversion and mirror symmetries. C is represented by a 

helix structure. The sign of C can reflect enantiomorphism of objects. 

C ′: Time-odd chiral bidirector (False-chiral bidirector). A bidirector with broken inversion, mirror 

and time-reversal symmetries. C ′characterizes the monopole type (all-in or all-out) arrangement of 

magnetic dipoles, which is found in, for example, Cr2O3 [32,33]. The term of ‘false’ chirality was 

introduced as a contrast to the ‘true’ chirality in which time-reversal symmetry is preserved [34]. 

P: Polar vector. Inversion symmetry is broken. The representative example is polarization. 

P′: Time-odd polar vector. A polar vector with broken time-reversal symmetry. Propagating wave 

vector (k) and magnetic toroidal moment (T) have the symmetry of P′. 

A: Axial vector. Mirror symmetry is broken. Rotational distortion and ferroaxial moment (A) [or 

called electric toroidal moment (G)] are characterized by A. 

A′: Time-odd axial vector. Mirror and time-reversal symmetries are broken. The representative 

example is magnetization (M). 

 

Fig. 1.2 Eight types of vectorlike properties. In the schematical illustration of each property, time-

even (time-odd) properties are depicted in red (blue) color. In the table, +1 (–1) stands for the 

invariance (sign reversal) under the operation of X (X = 1′, E, 2�, 1, and �∥). This table was made 

based on refs. [11,14]. 

 



Classification of ferroic orders 

6 
 

Fig. 1.3 Examples of objects, related ferroic orders and optical property of vectorlike properties. 

 

1.3.2 Ferrochiral, ferroaxial, and ferromonopolar orders 
If a phase transition is characterized by an order parameter with the symmetry of X (X = N, N′, C,…), 

such an order can be referred to as ferro-X like order. Then, in addition to the well-established 

ferroelectric (P), ferromagnetic (A′), and ferrotoroidic (P′) orders (and ferroelastic (N) order), one can 

consider ferrochiral (C), ferroaxial (A), and ferromonopolar (C ′) orders (see also Fig. 1.3). In principle, 

ferrochiral and ferroaxial orders are introduced in materials by structural phase transitions, while 

ferromonopolar order derive from magnetic ordering. Further details about each order will be given in 

Chapters 2, 3, and 5. In this thesis, we discuss these three distinct types of ferroic orders, particularly 

focusing on the observation of these orders and their related optical effects. 

 

1.3.3 Symmetry of materials and phenomena 
The abovementioned vectorlike properties are useful not only for classifying ferroic orders, but also for 

gaining intuitive insights into phenomena associated with each order, which is discussed as symmetry-

operational similarity (SOS) in refs. [13,14]. Every physical phenomenon manifested by a crystal must 

possesses an equivalent or higher symmetry as the crystal itself, which is known as Neumann’s principal. 

Consequently, if a given phenomenon is characterized by the same vectorlike property as an order in a 

crystal, it will be an excellent probe for the detection of the order. A good example is nonreciprocal 

directional dichroism (NDD), that is, asymmetry in absorption between two counterpropagating light 

beams. Both the toroidal moment T and the propagating light wave k have the symmetry of P′, and thus 

NDD is expected to be allowed in ferrotoroidic systems. So far, NDD has been observed in several 

ferrotoroidic materials [35,36], and applied to visualization of ferrotoroidic domains [37,38]. Figure 1.4 

shows the ferrotoroidic domains observed in Bi2CuO4 by spatial distribution measurements of NDD [38]. 
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Fig. 1.4 Ferrotoroidic domains observed in Bi2CuO4 by NDD [38]. The contrasts of dark and bright 
correspond to the ferrotoroidic domains with opposite sign of T. The images in panels a and b 

correspond to two dimensional maps of absorption coefficient obtained with light propagating in 
opposite directions to each other. The contrast reversal between the two images suggests the 
nonreciprocity of the observed phenomenon. Scale bar: 0.2 mm. 

  

1.3.4 Combination of different vectorlike properties 
Assuming a situation where an external field is applied to a certain ordered state or where two or more 

distinct orders emerge simultaneously, it is beneficial to consider the resulting symmetry of combining 

two different vectorlike properties. Here, two situations are considered: the properties being parallel (dot 

product) and perpendicular (cross product) to each other. It should be noted that while the dot product 

of vectors mathematically yields a (pseudo-)scalar property, the focus of this discussion lies in the 

symmetrical similarity between the combination of two vectorlike properties and a single vectorlike 

property. The symmetry of dot products and cross products is summarized in Table 1.1 and 1.2, 

respectively, based on refs. [11,14]. For example, the dot product of C and A′ exhibits the symmetry of 

P′ (C ∙ A′ 	 P′, see Fig.1.5a), which well explains the optical effect of magnetochiral dichroism, 

that is, nonreciprocal absorption of two counter propagating light beams in magnetized chiral 

compounds [39–42] (see also Chapter 4). The cross product of P and A′ also possesses the symmetry 

of P′ (P 
 A′ 	 P′, see Fig. 1.5b), which is consistent with that toroidal moment can be switched 

by the application of electric and magnetic fields orthogonal to each other [8,38]. 
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Table 1.1 Dot product of vectorlike properties. ∙ N N′ C C ′ P P′ A A′ 

N N N′ C C ′ P P′ A A′ 

N′ N′ N C ′ C P′ P A′ A 

C C C ′ N N′ A A′ P P′ 

C ′ C ′ C N′ N A′ A P′ P 

P P P′ A A′ N N′ C C ′ 

P′ P′ P A′ A N N C ′ C 

A A A′ P P′ C C ′ N N′ 

A′ A′ A P’ P C ′ C N′ N 

 

Table 1.2 Cross product of vectorlike properties. 
 N N′ C C ′ P P′ A A′ 

N A A′ P P′ C C ′ N N′ 

N′ A′ A P′ P C ′ C N′ N 

C P P′ A A′ N N′ C C ′ 

C ′ P′ P A′ A N′ N C ′ C 

P C C ′ N N′ A A′ P P′ 

P′ C ′ C N′ N A′ A P′ P 

A N N′ C C ′ P P′ A A′ 

A′ N′ N C ′ C P′ P A′ A 

 
 

 
Fig. 1.5 Schematical illustration of symmetrical similarity between the combination of two vectorlike 

properties and a single vector property. a, Dot product of C (helix) and A′ (magnetization) has the 

similar symmetry with P′ (propagating light). b, Cross product of P (electric field) and A′ (magnetic 

field) has the similar symmetry with P′ (toroidal moment). 
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1.4 Purpose of this thesis 

The main purpose of this thesis is the investigation of three types of ferroic orders: ferrochiral, ferroaxial, 

and ferromonopolar orders. Specifically, our focus is on optical phenomena that arise from the 

spontaneous and/or field-induced symmetry breakings in each order. 

 In Chapter 2, we examine ferrochiral order in Ba(TiO)Cu4(PO4)4. By performing spatial 

distribution measurements of optical rotation over a wide temperature range, we visualize the emergence 

of ferrochiral order in Ba(TiO)Cu4(PO4)4. Furthermore, we demonstrate switching of ferrochiral 

domains by laser irradiation. 

 Chapter 3 investigates ferroaxial order in two ferroaxial materials NiTiO3 and RbFe(MoO4)2. 

By obtaining two dimensional maps of the linear electrogyration effect, that is, electric-field-induced 

optical rotation, we achieve the first direct observation of ferroaxial domains. In addition, detailed 

crystal structure analysis is performed by using x-ray or neutron diffraction methods, and we identify 

the relationship between the crystal structure and the optical effect of electrogyration. 

 Chapter 4 delves into a novel optical phenomenon of electric-field-induced magnetochiral 

dichroism in ferroaxial NiTiO3. We expect that ferroaxial systems exhibit nonreciprocity under the 

simultaneous application of electric and magnetic fields, and demonstrate it by performing spectral 

measurements in the near-infrared regions. Through a discussion based on the electronic structure, we 

gain deep insights into the observed phenomenon. 

 In Chapter 5, we explore nonreciprocal optical effect related to ferromonopolar order in the 

archetypical magnetoelectric antiferromagnet Cr2O3. Our focus lies on the three different effects: the 

electric field-induced Faraday effect, the electric field-induced magnetic circular dichroism, and the 

spontaneous nonreciprocal rotation of reflected light. By measuring spectra of the former two effects, 

we observe relatively large enhancements of the effects in the visible light region. Furthermore, we 

demonstrate visualizing ferromonopolar domains in Cr2O3 by obtaining spatial distributions of all three 

nonreciprocal effects. 

 Finally, in Chapter 6, we summarize the results of this thesis and discuss prospects. 
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Chapter 2  
Ferrochiral Domain Observation and Control 

2.1 Introduction 

Chirality, a concept that designates the handedness of a system, has long been a subject of considerable 

interest across various scientific disciplines, such as chemistry, biology, and solid-state physics [1,2]. In 

solid-state physics, chirality is closely related to wide array of physical phenomena and properties such 

as optical rotation [3], magneto-chiral dichroism [4], and formations of magnetic skyrmion lattice [5]. 

Despite the widely recognized importance of chirality in solid-state physics, it has not been 

acknowledged as a ferroic property. In this section, we first summarize classification of ferrochiral 

crystals based on crystallographic point group. We then introduce how the ferrochiral order is related to 

the optical phenomenon of optical rotation, which is used to observe the ferrochiral order. Finally, we 

present an overview of our target ferrochiral crystal Ba(TiO)Cu4(PO4)4. 

 

2.1.1 Symmetry aspect of ferrochiral order 

In this thesis, we define ferrochiral order as a ferroic order characterized by the time-even chiral 

bidirector C, which is introduced in Chapter 1. It is worth noting that phase transitions which allow for 

such ferrochiral order are referred to as chiroaxial transitions in ref. [6]. Nevertheless, to emphasize the 

ferroic nature of this order, we have opted to refer to it as ‘ferrochiral order’ instead of ‘chiroaxial order’. 

We also acknowledge another classification related to chirality, so-called gyrotropic transition [7], which 

is the classification based on the gyration tensor. As detailed in 2.1.3, the gyration tensor describes 

optical rotation. It should be noted that achiral crystals belonging to point groups 4�, 4�2�, ��2, and � have non-zero gyration tensor components. Thus, ferrochiral transitions and gyrotropic transitions 

are not in a one-to-one relationship. 

 The ferrochiral order is characterized by a spontaneous torsional distortion, resulting from a 

combination of rotational and translational deformations. Of the 32 crystallographic point groups, there 

are nine pyrochiral point groups which allow for such a torsional distortion ( 1, 2, 222, 3, 32,4, 422, 6, 622) [6,8]. (The term “pyrochiral” parallels “pyroelectric”.) Among the 212 nonmagnetic 

species [9,10], there are in total 105 ferrochiral species (see Fig. 2.1) [6]. Notably, six of these 105 

ferrochiral species are pure ones ( ��� → 222, 4 ���⁄ → 422, 3�� → 32, 6�2� → 32, 6 ���⁄  →622, and 6 ���⁄ → 32 ), which accompany neither ferroelectric, ferroelastic, nor ferroaxial 

transitions [6,11,12] (see also 3.1.1 about ferroaxial transition). In this classification based on the chiral 

bidirector, cubic enantiomorphic point groups 23 and 432 are excluded. Nonetheless, in a broader 

definition of ferrochiral transition, species of �3�� → 432 , 4�3� → 23 , and �3 → 23  would be 



Chapter 2 

13 
 

included in the pure ferrochiral species. 

 

 

Fig. 2.1 List of 212 nonmagnetic species classifying ferroelastic, ferroelectric, ferroaxial and 

ferrochiral transitions. Reprinted with permission from ref. [12]. Copyright 2020 by the American 

Physical Society. G and F stand for the point groups of the high- and low-symmetry phases, 

respectively. A total number of the domain states is shown in column n. Full, semi-open, and open 

circles in column N stand for full ferroelastic, partial ferroelastic, and non-ferroelastic transitions, 

respectively. Here, partial ferroelastic means that some pairs of the domain states have the same 

ferroelastic property, i.e., the orientation of principal axis. Symbols in column P, A and C refer to 

ferroelectricity, ferroaxiality, and ferrochirality, respectively. The columns corresponding to 

ferrochiral transitions (C) are highlighted in yellow. 

 

 In Fig. 2.2, we schematically illustrate one of the pure ferroaxial transitions, 4/mmm→422. In 

the ferrochiral 422 phase, all the mirror symmetries of the parent 4/mmm phase are broken by the 

staggered rotation (torsional distortion) of the structural units (see the red plates in Fig 2.2a-c). The 
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parameter characterizing such distortions is a pseudoscalar �. In the model structure in Figs. 2.2b,c, � 

is defined as the scalar triple product � ∝ � ∙ (� 
 �). Here, polar vectors �, B, and C are the vector 

from the center of the bottom plate to the top, the displacement of the top plate from the bottom, and the 

vector from the center of the rotations to B, respectively [13]. The sign and magnitude of �  will 

correspond to those of the chiral bidirector C. 

 

 

Fig. 2.2 Schematic illustration of ferrochiral transition. a, Non-ferrochiral (achiral) phase. b, c, 

Ferrochiral phase. The black rectangle and red plates represent a unit cell and structural units 

composed of ions in a crystal, respectively. The two red plates in panels b and c show staggered 

rotation, i.e., torsional distortion. The two domain states with opposite chirality to one another are 

depicted. The insets of each figure show rotations seen parallel to the rotational axis. Note that the 

two red plates are not in specific high-symmetry positions. d, e, Examples of coordinates to calculate � ∝ � ∙ (� 
 �) , where B denotes the displacement of the top plate from the bottom, and �  is a 

vector from the center of the rotations to B. Therefore,  � 
 � corresponds to the rotation of the 

upper plate from the bottom, that is opposite for (b) and (c) each other. � is a vector from the center 

of the bottom plate to the top. 
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When a crystal undergoes a ferrochiral transition, ferrochiral domains with different 

arrangements of Ψ form. The number of such domain states for each specie is summarized in Fig. 2.1. 

In the case of a pure ferrochiral transition, a pair of domains displaying opposite signs of Ψ emerge (see 

also Figs. 2.2b,c). These domain states of Ψ+ and Ψ− have opposite chirality (handedness) to one another 

and are related to each other by mirror operations, which are symmetry operations in the parent non-

ferrochiral phase. 

 Crystals that exhibit the above-mentioned pure ferrochiral transitions (pure ferrochiral 

crystals) provide excellent systems to examine characteristics of ferrochirality, unaffected by other 

ferroic properties. Examples of such pure ferrochiral crystals are listed in Table 2.1. 

 

Table 2.1 Examples of pure ferrochiral crystals. The material discussed in this thesis 

Ba(TiO)Cu4(PO4)4 is highlighted in gray. 

Substance Transition Tc Ref. 

Ba(TiO)Cu4(PO4)4 �4 ���⁄ →  �42�2 ~1033K [14] 

CsCuCl3 �6��� →  �6�22 423K [15,16] 

K3NiO2 �4! ���⁄ → �4�2�2 423K [17] 

Na2Ca2Si3O9 "3�� →  �3�21  ~723K [18] 

Ag4P2O7 "3� →  �3�12 623K [19] 

C12H26N2 MnBrCl3 ���# →  �2�2�2� 245K [20] 

(C5H11NH3)2ZnCl4 ���# →  �2�2�2� 249K [21] 

 

2.1.2 Previous studies related to ferrochirality 

As detailed in the following subsections, the way to distinguish chirality, i.e., right-handed and left-

handed structures, is well established. It employs optical phenomena such as (natural) optical rotation 

and circular dichroism. These techniques determining chirality have been mainly applied to enantiomers 

of organic molecules. On the other hand, the ferroic nature of chirality has been studied in a limited 

manner. One of the few examples is the chirality switching in a peculiar class of chiral materials, where 

ferrochiral order appears concomitantly with the onset of ferroelectric and/or ferroelastic orders. In this 

class of chiral materials, the ferrochiral order and the ferroelectric (ferroelastic) order are tightly coupled 

to each other, which allows for an electric-field [22–25] (stress [26]) switching of chirality through a 

reversal of spontaneous electric polarization(strain). However, there have been few reports on chirality 

switching without the aid of other order parameters. This is partly because there is no simple conjugate 

field to chirality, making chiral domain switching a highly challenging subject. For the demonstration 

of such a pure chirality control, the above mentioned pure ferrochiral crystals will be most appropriate, 

because the absence of other ferroic orders makes it easier to identify a unique field conjugated to 

chirality. Nonetheless, as listed in Table 2.1, only a limited number of examples of pure ferrochiral 

crystals are known. Furthermore, the formation process of ferrochiral domains has never been observed. 

Observation of ferrochiral domains, especially at temperature close to Tc, is important for control of 
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chirality, as the energy barrier between paired domain states of opposite chirality diminishes near Tc.  

2.1.3 Optical rotation 

Optical rotation (OR) was first discovered in a quartz crystal by Arago in 1811 [3]. Since then, it has 

been observed in various chiral materials and employed to distinguish their chirality [27]. OR is ascribed 

to an anisotropy of refractive index for left and right circularly polarized light. Circularly polarized light 

exhibits the symmetry of the chiral bidirector C (see Chapter 1), which shares the same symmetry with 

the ferrochirality. This symmetry matching gives an intuitive understanding that the ferrochiral domain 

states with opposite chirality can be distinguished by using optical rotation. 

Optical rotatory power (ORP) $ [deg mm-1] is given as [27,28] 

$ % &'� ()*+)+* (2.1) 

where λ denotes the wavelength of incident light, n is the refractive index of vacuum, ki and kj are 

direction cosines of the wave normal and the Einstein notation is adopted. gij is the gyration tensor which 

is a second-rank axial tensor and satisfies the relation gij = gji.  

 By examining the gyration tensor, one can know whether a crystal shows OR and its directions. 

Among the 32 point groups, 15 point groups (summarized in Fig 2.3 based on refs. [29,30]) have non-

zero components of [(]. 

 

 

Fig. 2.3 Gyration tensor of 15 point groups. The gyration tensor of point group 2 is described in the 
two different ways depending on the direction of its principal axis. 

  

 Let us confirm that crystals with opposite chirality exhibit opposite directions of OR by 

conducting tensor calculations. Here we take point group 422 for an example. The gyration tensor of 

point group 422 is 



Chapter 2 

17 
 

-(. % /(�� 0 00 (�� 00 0 (��
1 . (2.2) 

Now we focus on the (�� component, which describes OR when light propagates along the c axis (the 

third axis). For a mirror operation [mirror plane ∥ (100)] 

23 % /#�� #�! #��#!� #!! #!�#�� #�! #��1 % /−1 0 00 1 00 0 11 (2.3) 

which connects the states with opposite chirality (Ψ+ and Ψ−), the second rank axial tensor (�� is 

rewritten as (��5 % −#�)#�*()* % −(��. (2.4) 

This means that the sign of (��, i.e., the direction of optical rotation in the configuration of 6 ∥  , 

depends on that of Ψ, i.e., depends on chirality.  

 

2.1.4 Target material: Ba(TiO)Cu4(PO4)4 

The crystal structure of Ba(TiO)Cu4(PO4)4, hereafter called BTCPO, is reported in ref. [31], and a 

temperature dependence of the crystal structure has been investigated by single crystal x-ray diffraction 

(XRD) measurements, which were performed by Dr. Urushihara and Dr. Asaka at Division of Advanced 

Ceramics, Nagoya Institute of Technology [14]. As depicted in Figs. 2.4b-e, the crystal structure of 

BTCPO at room temperature (space group P4212) is characterized by staggered rotations of Cu4O12 units 

with up (Fig. 2.4f) and down (Fig. 2.4g) configurations. This material undergoes a structural phase 

transition at around 710 ℃, at which the staggered rotations are lost, and results in an achiral structure 

(space group P4/nmm, see Fig. 2.4a).  

 Figure 2.5 shows temperature dependences of lattice constants (a and b) and a rotation angle 

θ of Cu and O(3) ions (c and d) defined in the insets [14]. As seen in Figs. 2.5a, the lattice constant of 

the a axis shows a clear kink in its slopes without discontinuity around Tc = 710 ℃, indicative of a 

second order phase transition. Notably, such a second order nature of the phase transition is more evident 

in the temperature dependences of θ of Cu and O(3) ions (Fig. 2.5c,d). They are well fitted by the 

function of θ = α(Tc – T)β where α and β are fitting parameters, indicating that the ab-plane rotations of 

the ions about the c axis behave as a good order parameter of the phase transition. This is consistent with 

the result that the c axis lattice constant does not exhibit a detectable anomaly around Tc (Fig. 2.5b). 

 As described above, BTCPO shows one of the pure ferrochiral transitions (4/mmm → 422). 

Consequently, BTCPO has multi ferrochiral domains of Ψ+ (Fig. 2.4b,d) and Ψ− (Fig. 2,5c,e) at room 

temperature, which has been confirmed by a polarized microscope measurement [31]. Here, we define 

the structure in which the up Cu4O12 units (see Fig. 2.4f) rotate counterclockwise as Ψ+ and the other 

one as Ψ− structure. From the comparison with the single crystal XRD measurements, it has been 

revealed that Ψ+ (Ψ−) domains show dextro- (levo-) optical rotatory at λ = 450 nm. 
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Fig. 2.4 Crystal structure of Ba(TiO)Cu4(PO4)4. Reprinted with permission from ref. [14]. Copyright 
2021 American Chemical Society. a, Crystal structure above Tc (at 900 ℃) viewed along the c axis. 
b-e, Crystal structures of Ψ+ (b,d) and Ψ− (c,e) domains below Tc (at 25 ℃) viewed along the c axis 
(b,c) and the a axis (d,e). The black dashed lines in (a-e) represent a unit cell. f,g, Up (U) and down 
(D) Cu4O12 units. The squares in the insets of (a-c) schematically represent the rotations of Cu4O12 
units of up (magenta) and down (cyan). Here, we define the structure in which the up Cu4O12 units 
rotate counterclockwise as Ψ+ (b,d) and the other one as Ψ− (c,e) structure. 
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Fig. 2.5 Temperature dependence of lattice constants and atomic coordinates. Reprinted with 

permission from ref. [14]. Copyright 2021 American Chemical Society. a,b, Lattice constants of the 

a and c axis. That of the a axis shows slight changes of the slopes around Tc = 710 ℃. c,d, Rotations 

of Cu and O(3) ions from their achiral positions above Tc. The dashed lines denote least squares fitting 

curves with the fitting function of θ = α (Tc – T)β. The fitted parameters are α = 0.40(2), β = 0.311(1) 

and Tc = 710.7(5) for θCu and α = 1.45(14), β = 0.305(2) and Tc = 710.2(3) for θ(O3).  

 

 The above-mentioned ferrochiral transition in BTCPO is understood in the perspective of a 

combination of antipolar and antiferroaxial orders, which we newly propose as a guide to achieve a pure 

ferrochiral transition. 

 Recently, it has been recognized that symmetry-dependent macroscopic responses induced by 

two distinct ferroic orders can also be obtained by their antiferroic counterparts. For examples, a 

magnetoelectric effect is induced by the coexistence of ferromagnetic and ferroelectric orders or that of 

antiferromagnetic and antiferroelectric (antipolar) orders [32,33]. A magnetochiral effect is induced by 

the combination of ferromagnetic and ferrochiral orders or that of antiferromagnetic and antiferrochiral 

orders [34]. In addition, when ferroelectric and ferroaxial orders emerge simultaneously, ferrochiral 

order is also induced (P (polar) ∙ A (axial) 	 C (chiral), see Chapter 1 for details). Therefore, one 

naturally comes up with the idea that ferrochiral order is mediated by the combination of antipolar and 

antiferroaxial orders.  

 Figure 2.6 depicts a conceptual image of this idea. Here, we define the antipolar order as 

antipolar structural units in a unit cell, i.e., one structural unit with positive polarization (P+) and the 

other with negative polarization (P−). Likewise, the antiferroaxial order is defined as antiferroaxial 
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structural units in a unit cell, i.e., one structural unit with clockwise rotation (A+) and the other with 

counterclockwise rotation (A−). Since we are interested in the onset of chirality induced by a 

combination of these orders, we keep their own symmetries as high as possible. In this case, neither 

antipolar (P−, P+) nor antiferroaxial (A−, A+) orders give chirality due to the presence of mirror or glide 

(mirror operation with a fractional lattice translation) symmetries, as depicted in Fig. 2.6. On the other 

hand, when these two orders coexist, i.e., (P− A−, P+ A+) or (P− A+, P+ A−), the absence of common 

mirror or glide planes results in the breaking of all mirror and glide symmetries. The system thus 

becomes chiral without electric polarization nor strain (i.e., a distortion of the unit cell). Accordingly, 

the pure ferrochiral transition will be achieved by an antiferroaxial ordering of antipolar structural units, 

or by an antipolar ordering of antiferroaxial structural units. The former transition in the case of the (P−, 

P+) antipolar order is shown in Fig. 2.6. The transition produces a pair of ferrochiral states (P− A−, P+ 

A+) and (P− A+, P+ A−) with opposite signs of chirality, which are related to each other by the glide 

(g⊥) and mirror (m//1) symmetries that are broken by the transition. In the case of reversed antipolar order, 

i.e., (P+, P−), the ferrochiral transition yields another pair of ferrochiral states (P+ A−, P− A+) and (P+ 

A+, P− A−). The relationship among the four ferrochiral states in view of chirality signs is described in 

Fig. 2.7. 

 

 

Fig. 2.6 Conceptual illustration of ferrochiral order achieved by a combination between antipolar and 
antiferroaxial orders. Reprinted with permission from ref. [14]. Copyright 2021 American Chemical 
Society. P+ and P− denote positive and negative polarizations, while A+ and A− denote clockwise 
and counterclockwise rotations. The black solid lines represent unit cells. The gray planes denoted as 
m//1, m//2, m⊥, and g⊥ represent parallel mirror (1 and 2), perpendicular mirror and perpendicular glide 
planes, respectively. In the ferrochiral state, there are no mirror symmetries.  
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Fig. 2.7 Schematic image of the four types of antipolar-antiferroaxial coupling. Reprinted with 
permission from ref. [14]. Copyright 2021 American Chemical Society. The double head arrows 
connecting each motif show symmetrical operations which transform these types, where the mirror 
and glide planes of m//1, m//2 , m⊥ and g⊥, and the two-fold rotation axis of 2 are depicted in the inset. 
The sign of chirality (i.e., handedness) is the same between (P− A−, P+ A+) and (P+ A+, P− A−), and 
between (P− A+, P+ A−) and (P+A−, P−A+), but is opposite between the first two and the latter two. 

 

As illustrated in Fig. 2.8, the up and down configurations of Cu4O12 units of BTCPO 

correspond to an antipolar order, and their staggered rotations correspond to an antiferroaxial order 

(other units like TiO4+1 or PO4 polyhedrons also contribute to the antiferroaxial or antipolar orders but 

here we focus on Cu4O12 units for simplification). In addition, the structural transition of BTCPO is well 

described by the rotation of the units (see Fig. 2.5c,d), and therefore our proposal for the emergence of 

ferrochiral order (“antipolar × antiferroaxial = ferrochiral”) is achieved in BTCPO. Currently, there are 

only a few pure ferrochiral materials (see Table 2.1), and this new idea of antiferroaxial-antipolar 

combination will broaden opportunities for finding new pure ferrochiral materials. 

 

 
Fig. 2.8 Antiferroaxial-antipolar combination in Ba(TiO)Cu4(PO4)4. Only Cu and O atoms are shown. 
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2.1.5 Motivation 

BTCPO is one of the few pure ferrochiral crystals, making it an ideal subject for exploring pure control 

of chirality. In this research, we first examine the domain formation process upon a ferrochiral transition 

by measuring the spatial distributions of OR over a wide temperature range. Following this, we 

demonstrate chirality switching in BTCPO by irradiation of a laser beam. We adopt laser irradiation as 

an external stimulus inspired by recent studies that suggest thermal gradients induced by laser irradiation 

can drive the motion of magnetic domain walls in magnetic materials [35–37]. This approach offers a 

way to manipulate domains without using a conjugate field. 

 

2.2 Experimental methods 

2.2.1 Sample preparation 

Single crystals of BTCPO grown from Na2Mo2O7 flux [31] were provided by Dr. Kenta Kimura, 

University of Tokyo. The crystals were plate-shaped and transparent-blue in color, and their widest plane 

was the (001) plane. The obtained crystals were confirmed to be the single phase with the BTCPO 

structure by XRD measurements. The widest faces were polished by waterproof sandpapers down to 50 

μm for absorption spectra measurement, 86 μm for optical rotation (OR) measurement, and 40 μm for 

domain control experiments. The surfaces were mirror polished by the polishing machine (IMT Co., 

Ltd.) with diamond slurry. Figure 2.9 shows a microscope image of the sample. 

 

 

Fig. 2.9 Microscope image of the polished BTCPO single crystalline sample. 

 

2.2.2 Absorption spectrum measurement 

BTCPO is not fully transparent but exhibits finite absorptions in the visible light range. Such absorptions 

should influence OR, especially on optical rotatory dispersion. Therefore, we measured a temperature 

dependence of an absorption spectrum. 

 The measurements were performed with the optical setting depicted in Fig. 2.10. White light 

from a halogen lamp was irradiated into the specimen along the c axis and the transmitted light was 
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detected using a spectrometer (Flame-S, Ocean Optics). The sample temperature was controlled from 

20 ℃ up to 850 ℃ by using a hot stage (HS1400G, INSTEC). Using obtained transmission spectra, 

absorption spectra were calculated as follows, 

7 -cm:�. % − ;ln = − =>?=@ − =>?A BC (2.5) 

where α is the absorption coefficient, I is the intensity of the transmitted light, I0 is the intensity of the 

incident light, =>? is the intensity of backgrounds, and d [cm] is the sample thickness. 

 

 

Fig. 2.10 Optical setting for absorption spectra measurement. a, Photograph, and b, Schematic 
image of the setting. Here, L and S denote lens and sample, respectively. Light propagates along the 
c axis of the sample. Adapted from ref. [14] with permission. Copyright 2021 American Chemical 
Society. 

 

2.2.3 Chiral domain observation 

・Measurement principle 

Now we measure spatial distributions of OR of BTCPO when light propagates along the c axis (OR 

corresponding to the (��  component defined in 2.1.3). In this situation when light propagates in a 

uniaxial crystal along its optic axis, effects of birefringence are in principle avoidable, so that OR is easy 

to be observed. Thus, at room temperature, spatial distributions of OR can be obtained by using a 

conventional polarized-light microscope without any special experimental procedures [31]. However, at 
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high temperatures above 650 ℃, strong thermal radiation light will overlap the incident polarized light, 

which makes it difficult to observe domains. To overcome this problem, we take a difference between 

the images obtained at the angles between the orientation of a polarizer and an analyzer (Θ) of +45° 

and −45°. Here, the sign is defined as positive when the polarization direction of the analyzer rotates 

clockwise with respect to that of the polarizer from the observer’s point of view. The intensity of 

transmitted light in such settings can be written as 

= % =@2 -cosH2(±45° − K)L + 1. + =>?
%  =@2 H±sin(2K) + 1L + =>? , (2.6) 

where I0 is the intensity of the transmitted light at the parallel Nicols setting, K  [deg] is the rotation 

angle of the polarization plane and =>? is the background intensity. When OR is small enough, it can 

be assumed that sin(2K)  	 2K′, where K5-rad. % P�Q@ K -deg., so that equation (2.6) is rewritten as  

= 	  =@ T±K′ + 12U + =>? 
% =@ T± &180 $B + 12U + =>?, (2.7) 

where $ [deg mm-1] is optical rotatory power (ORP) and d [mm] is the sample thickness. Taking the 

difference between I obtained at Θ = +45° and −45° and dividing it by their average, we obtain the 

relative difference of the transmittance T for these angles as 

ΔYY % =@ Z &180 $B + 12[ − =@ Z− &180 $B + 12[
\=@ Z &180 $B + 12[ + =@ Z− &180 $B + 12[] 2C + =>? 

% 2=@ &180 $B=@2 + =>?  . (2.8) 

As the sign of $ depends on that of chirality (�) (see 2.1.3), a spatial map of ∆T/T represents a chiral 

domain structure. In this configuration, taking the difference of the two images can significantly 

suppress the effect of the background light such as the thermal radiation light. Also, the background 

intensity can be estimated using an image captured under a crossed-Nicols setting. From this, ORP $  [deg mm:�] can be calculated.  

 Since BTCPO exhibits finite absorptions in the visible light range, OR will show anomalous 

dispersion. Consequently, the temperature dependence of OR will exhibit different behaviors for 

different wavelengths. Therefore, imaging measurements using OR were performed with several 

wavelengths as follows. 

・Measurement sequence 

Based on the above-mentioned measurement principle, imaging measurements were performed as the 

sequences below. 

1) Evaluation of birefringence and optical rotatory dispersion measurement 
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In our setting, light propagates along the optic axis and thus, ideally, effects of birefringence do not 

appear. However, residual birefringence remains caused by unavoidable misalignments of both crystal 

orientation and optical setup. Thus, before heating measurements, to evaluate the effect of birefringence, 

images of ∆T/T were taken with changing the angle of the polarizer (Pol.) from 0° to 180° per 30° at 

different wavelengths, 415 nm, 455 nm, 565 nm, 600 nm, 624 nm, 650 nm, 700 nm, 730 nm, 780 nm, 

and 880 nm. (The origin (0°) of Pol. has no special meanings since it is based on that of the motorized 

rotator.) In this measurement, an optical rotatory dispersion was also obtained. 

 

2) Temperature dependence of spatial distributions of OR 

We performed the microscopy measurements with different wavelengths: 415, 455, 565, 624, and 880 

nm. The temperature of the sample was controlled from 20 ℃ up to 800 ℃ by the hot stage. Heating 

the sample above Tc and subsequent cooling to room temperature were repeated three times, where 

different LEDs were used for each temperature cycle: During the first, second, and third cycles, the 455 

nm LED, the 415 nm, 565 nm and 624 nm LEDs, and the 880 nm LED were employed, respectively. 

・Optical setting 

We captured polarized light images with a custom-built optical microscope, assembled by Dr. Kenta 

Kimura. The optical setting is shown in Fig. 2.11. As the light sources of 415 nm, 455 nm, 565 nm, 624 

nm, 730nm, 780nm, and 880 nm, monochromatic LED light sources were used. To obtain 600 nm, 650 

nm, and 700 nm wavelengths, a white LED light source was used with bandpass filters. The angles of 

the polarizer and analyzer were controlled by motorized rotators. The transmitted light was captured by 

a scientific CMOS camera (CS2100M, Thorlabs). 

 
Fig. 2.11 Optical imaging system. a, Photograph, and b, Schematic image of the setting. Here, L, F, 
P, S, and A denote lens, bandpass filter, polarizer, sample, and analyzer, respectively. Light propagates 
along the c axis of the sample. Bandpass filters were only used for the measurements with 600 nm, 
650 nm, and 700 nm wavelengths. 
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2.2.4 Laser irradiation 

To control chiral domains in BTCPO, the sample was irradiated with a linearly-polarized Gaussian laser 

beam whose center wavelength was either 730 or 633 nm. At these wavelengths, BTCPO exhibits strong 

absorption (see Fig. 2.13). For in situ chiral domain observation, a beam splitter was used for laser 

irradiation (see Fig. 2.12). In addition, we used a polarization camera (CS505MUP1, Thorlabs) for 

spatial distribution measurements of OR. In the polarization camera, four polarizers with different 

polarization angles (0°, 45°, 90°, and 135°) are placed on each pixel. Thus, the spatial distribution of 

polarization angles of transmitted light can be obtained in a single camera shot without the above-

mentioned successive image subtraction process. This method can achieve real-time observation of 

chiral domain motion under laser irradiation. The focus of the laser beam was reduced to a diameter of 

20–120 μm at the sample position, and the beam’s power density was 1000–3800 W cm−2. The laser 

scanning for the domain control was achieved by moving the sample position with a motorized stage. 

 

 
Fig. 2.12 Optical setup for laser irradiation and in situ chiral domain observation. a, Photograph. The 

blue and red arrows represent optical path of light from LED light and laser, respectively. b, Schematic 

illustration. L1– L4: Lens; OL: Objective lens; P: Polarizer; BS: Beam splitter; HS: Hot stage; S: 
Sample; EF: Edge pass filter; A: Analyzer. In the measurements using a polarization camera, no 

analyzer is used. Adapted from ref. [38] with permission. Copyright 2022 American Chemical Society 

(b). 

  

2.3 Results and Discussion: Domain observation 

2.3.1 Temperature dependence of an absorption spectrum 

Figure 2.13 shows an obtained temperature dependence of an absorption spectrum. The two peaks 

around 650 nm and 850 nm at 25 ℃ are most likely attributable to d-d transitions of the Cu2+ ion [39]. 
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Notably, in the ranges from 400 nm to 500 nm and from 650nm to 850 nm, significant spectral changes 

with respect to temperature variations are observed. 

 

 
Fig. 2.13 Temperature dependence of an absorption spectrum. Reprinted with permission from ref. 
[14]. Copyright 2021 American Chemical Society. 

  

2.3.2 Evaluation of effects of birefringence 

At room temperature (20 ℃), we acquired difference images of ∆T/T changing the angle of the polarizer 

across various wavelengths. Figure 2.14 shows an example of the image in the setting when Pol. is set 

at 0 ° and the wavelength λ is 455 nm. The optical image shown in Fig. 2.14a corresponds to the average 

image obtained from the images captured at the angles between the orientation of a polarizer and an 

analyzer (Θ) of +45° and −45°, i.e., the image of T. In the difference image of ∆T/T (Fig. 2.14b), clear 

contrasts of red and blue colors are observed. The red regions with a positive sign of ∆T/T and blue 

regions with a negative sign correspond to dextro- and levo- optical rotatory, respectively. Therefore, 

the contrasts show the ferrochiral domains of the specimen. The domains which show dextro- (levo-) 

optical rotatory here correspond to �+ (�−) domains (see also Fig. 2.4). To evaluate the magnitudes of 

ORP, average values of ∆T/T were calculated at each single domain area denoted by white polyhedrons 

in Fig. 2.14b. The same measurements were repeated with changing the angle of Pol. and wavelengths. 

Figure 2.16 summarizes the angle of Pol. dependence of ∆T/T at different wavelengths. The averages of 

∆T/T for each domain (∆T/T+ for �+ domains and ∆T/T− for �− domains) vary for different angles of 

Pol. and they also behave differently for different wavelengths, due to the influence of birefringence. 

On the other hand, the differences between �+ and �− domains’ ∆T/T (∆T/T+ − ∆T/T−) are almost 

constant even when changing the angle of Pol.. The difference of ∆T/T+ − ∆T/T− reflects that of the 

optical rotatory power ($^ − $:) and thus by calculating $5̂ % ($^ − $:) 2⁄ , we can evaluate ORP 

with suppressing effects of birefringence.  
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Fig. 2.14 Polarized light microscopy images obtained in the setting Pol. is set at 0 ° and at wavelength 
λ = 455 nm. a, Optical image corresponding to the image of T, b, Difference image of ∆T/T. The red 
and blue contrasts in (b) correspond to �+ and �− domains, respectively.  

 

Fig. 2.15 Angle of Pol. 
dependence of ∆T/T at 
different wavelengths. 
Reprinted with permission 
from ref. [14]. Copyright 2021 
American Chemical Society. 
The notations of Avg and SD 
at the top of each graph 
correspond to the average and 
standard deviation of ∆T/T+ − 
∆T/T−, respectively. Here 
∆T/T+ and ∆T/T− are ∆T/T of � + and � − domains, 
respectively. 
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2.3.3 Temperature dependence of chiral domain structures 

Figure 2.16 shows a temperature dependence of spatial distributions of ∆T/T obtained using a 455 nm 

LED light source. Note that these images were taken during a first heating of this sample above Tc after 

its crystal growth. At room temperature, an image of ∆T/T shows clear contrasts of red and blue, which 

correspond to �+ and  �− domains, respectively (Fig. 2.16b). As the sample is heated, the color 

contrasts gradually decrease, and at 750 ℃, they start to disappear. Then at 760 ℃, they completely 

vanish (Figs. 2.16b-i). This suggests that the sample exhibited a chiral-achiral phase transition at around 

760 ℃. The discrepancy between the transition temperatures determined from the optical and the XRD 

experiments (around Tc= 710°C, see Fig. 2.5) is likely because the two experiments employ different 

sample heating methods, resulting in a different accuracy of the measured sample temperature. Even 

after the contrasts vanish, finite but uniform signals of ∆T/T are observed (Fig. 2.16i), most likely 

coming from residual birefringence. When the sample is cooled down, the color contrasts reemerge at 

750 ℃ (Fig. 2.16k) and get increased with cooling (Figs. 2.16i-p). The domain structure obtained by 

heating the sample above Y_ is almost the same with that of before heating (compare Fig. 2.16b and 

Fig. 2.16p), but some parts (the areas surrounded by black circles in Fig. 2.16p) show weaker 

magnitudes of ∆T/T. This suggests a formation of opposite domains along the thickness direction. 

 Figure 2.17 shows spatial distributions of ∆T/T from 20 ℃ to 650 ℃ obtained using an 880 

nm LED light source. Above 650 ℃, optical absorption was too strong to obtain enough intensities of 

transmitted light for domain observations. All the images in Fig. 2.17 were taken during heating. At 

room temperature, the directions of OR are opposite from those of 455 nm (compare Fig. 2.17b with 

Fig. 2.16b) and, surprisingly, they get reversed with heating the sample bordering ~100℃. This reversal 

of OR with heating most likely comes from the change of a circular dichroism spectrum as discussed 

later. 

Let us mention the changes of the chiral domain structures after heating of the sample above 

Tc. Though the domain structures slightly changed after the first heating (compare Fig. 2.16b and 2.16p), 

they did not change after the second or third heating. Such a memory effect of domains was reported in 

ferroelastic systems and explained by the decoration of the domain boundary with defects [40–42]. 

Whether such an explanation based on defects is also applicable to our chiral domain case is an 

interesting future subject. 
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Fig. 2.16 Temperature dependence of OR spatial distribution with 455 nm LED light. Reprinted with 
permission from ref. [14]. Copyright 2021 American Chemical Society. a, Optical image 
corresponding to the image of T taken at 20 ℃ before heating. b-p, The two-dimensional maps of 
∆T/T at the same area as panel a, Red and blue colors correspond to dextro and levo OR, respectively. 
The images of (b-i) were taken during heating and (j-p) were cooling. The circles in panel (p) indicate 
where domain structures were changed comparing with those before heating (panel (b)). 
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Fig. 2.17 Temperature dependence of OR spatial distribution measured with 880 nm LED light. 

Reprinted with permission from ref. [14]. Copyright 2021 American Chemical Society. a, 

Transmission optical microscopy image with the incidence of light along the c axis. This image was 

taken at 20 ℃ before heating. b-g, The two-dimensional maps of ∆T/T at the same area as panel (a). 

Red and blue colors correspond to dextro and levo OR, respectively. All the images of (b-i) were 

taken during heating. The scale bar of 500 μm below panel (i) is applied to all the panels (a-g). The 

∆T/T color scale on the right side of panel (d) is applied to panels (b-i). The red and blue contrast gets 

reversed at around 100℃ (compare (b) and (d)), which means a reversal of OR. 

 

2.3.4 Temperature dependence of optical rotatory power 

The spatial distribution measurements of OR were repeated using different wavelengths of 415, 565, 

and 624 nm. Figure 2.18a-d shows the two-dimensional maps of ∆T/T for each wavelength at 20℃ 

before heating. We calculated ORP of � +  domains $5̂   [deg mm-1] (see 2.3.2). The temperature 

profiles of obtained $5̂
 for different wavelengths are shown in Fig. 2.18f. It shows different behaviors 

for different wavelengths. For 415 and 455 nm, $5̂  almost monotonically increases with decreasing 

temperature. On the other hand, $5̂  begins to decrease below 400 ℃ for 565, 624, and 880 nm and, 

moreover, even shows a sign reversal at 100 ℃ for 880 nm.  
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Fig. 2.18 Temperature dependence of ORP 

measured at various wavelengths. Reprinted 

with permission from ref. [14]. Copyright 

2021 American Chemical Society. a-e, The 

two-dimensional maps of ∆T/T at almost the 

same area as Figure 5.14a. These maps were 

taken at 20 ℃ with using different 

wavelengths, (a) 415 nm, (b) 455 nm, (c) 

565 nm, (d) 624 nm, and (e) 880 nm. f, 

Temperature dependence of optical rotatory 

power (ORP) for five different wavelengths 

415 nm, 455 nm, 565 nm, 624 nm, and 880 

nm. The averages of ∆T/T in the selected 

single domain areas (both � + and  � − 

domains) which are denoted by white or 

black polygons in panels (a-e) were 

calculated for each temperature and $5̂  = 

($^ − $:)/2 were evaluated. Note that with 

880 nm at 20 ℃, �+ (�−) domains show 

levo (dextro) OR. 

 

 

 Such a wavelength dependence of ORP is attributable to that of circular dichroism (CD) 

spectra. Since OR and CD are related to each other by the Kramas-Kronig relation [43], a change of CD 

spectrum has a large effect on the wavelength dependence of OR. Fig. 2.19a shows a room temperature 

CD spectrum expressed as ellipticity Δ [deg], which was obtained using a Ψ+ monodomain BTCPO 

sample whose thickness was approximately 10 μm. The CD spectra measurements were performed by 

Mr. Ryohei Yamamoto at Osaka University. Fig. 2.19b shows optical rotatory dispersion at 20 ℃. The 

CD spectrum was transformed into the optical rotatory dispersion (the orange line in Fig. 2.19b) by the 

following Kramas-Kronig (KK) expression [43],  

K(`)-deg. % 2& �a b (`!c(`5)`5(`5! − `!)  defg
dehi B`5 (2.9) 

where ω is a frequency of light, φ is a magnitude of OR, and PV ∫dω’ means principal value integral. In 

the KK relation, the interval of integration is [0, ∞], but here it is limited to [c/(1000 nm), c/(400 nm)] 

where c is the speed of light. Consequently, the calculated optical rotatory dispersion is not perfectly 

matched with that measured. However, at least their shapes are roughly matched (compare the red and 

orange lines in Fig. 2.19b).  
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 Although we have not measured CD spectra at various temperature, we observe a significant 

change in the shape of absorption spectra as the temperature is varied (see Fig. 2.13). We suggest that 

this temperature variation of absorption spectra should give a strong impact on CD spectra especially in 

their shapes, which is responsible for the observed wavelength-dependent temperature variation of ORP.  

 

Fig. 2.19 Circular dichroism 

(a) and optical rotatory 

dispersion (b). The left and 

right axes in panel (b) 

correspond to the measured 

ORP ($5̂  ) and the calculated 

ORP($kk), respectively. 

 

 

 The relationship between the magnitude of OR and the degree of chirality in a crystal structure 

was previously discussed in a transparent quartz, using a so-called continuous chirality measures from 

which the degree of chirality of a given object is quantitatively calculated as a difference between the 

object and its nearest hypothetical achiral structure. According to that, the temperature dependence of 

the calculated degrees of chirality shows a remarkable fit to that of OR [44,45]. In the case of BTCPO, 

the finite angles of the rotations of Cu or O ions are nothing more or less than differences from the 

achiral structure and thus correspond to degrees of chirality. As seen from a comparison of Figs. 2.5c,d 

and Fig. 2.18f, the temperature dependence of the rotations shows a similar behavior with that of ORP 

at a temperature very close to Tc, which indicates the effect of the structural chirality to ORP. However, 

as the temperature is lowered away from Tc, the temperature dependence of the rotations deviates from 

that of ORP. This is because ORP in the studied wavelength is also affected by the temperature variation 

of absorption spectra, as discussed above. 

2.4 Results and Discussion: Domain switching 

In the previous section, we successfully visualized the pure ferrochiral transition process in BTCPO by 

measuring the spatial distributions of optical rotation (OR). This achievement enables us to take the next 
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step toward the domain control. In this section, we will demonstrate switching of the ferrochiral domains 

by means of laser irradiation. 

 

2.4.1 Laser irradiation annealing 

First, we investigated the effect of laser irradiation on chiral domain formation (Fig. 2.20). We used a 

diode laser whose wavelength is 730 nm at which BTCPO exhibits strong absorption (see Fig. 2.13). 

Figure 2.20a shows an initial as-grown domain pattern of the sample observed using OR. The sample 

size is 4 mm × 4 mm × 0.04 mm, but the domain observation area is limited to 1.5 mm in diameter to 

get enough thermal contact of the sample to a sample stage. Then the sample was heated up to 800 °C 

(> Tc) and cooled down to 600 °C or 500 °C at a cooling rate of 25–30 °C min−1 with laser irradiation. 

Linearly polarized light was irradiated during the cooling procedure. Then the laser was switched off, 

and domain images were captured using a polarization camera. The beam diameter and the power 

density in the measurements of Figs. 2.20b,c were 120 μm and 970 W cm−2, respectively, whereas those 

of Fig. 2.20d were 20 μm and 1000 W cm−2, respectively. All images in Figs. 2.20b-d are characterized 

by a bow-tie-shaped domain structure whose knot is located at the center of the laser irradiation position 

(red open circles). It is completely different from the as-grown domain structure (compare Figs. 2.20b-

d with Fig. 2.20a). We also conducted the same measurements using circularly polarized laser beams. 

However, no substantial polarization dependence was observed on the bow-tie-shaped domain structure. 

 Let us consider how the laser irradiation results in such a unique domain structure. Because 

BTCPO strongly absorbs light with a wavelength of 730 nm, laser irradiation causes local heating and 

concentric heat distribution around the laser irradiation position. Thus, when the sample temperature is 

reduced from 800 °C (> Tc), the phase transition into the low-T chiral phase occurs from the outer edge 

of the laser irradiation position, forming the bow-tie-shaped domains. This domain formation procedure 

is directly visualized by in situ domain imaging during laser irradiation (see also Supplementary Movie 

S1 in ref. [38]). We note that the obtained domain structure is almost uniform in the thickness direction 

around the laser spot, and effects of thermal distributions along the thickness direction are expected to 

be negligible. Further details of the domain formation mechanism will be discussed later. 
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Fig. 2.20 Effect of laser irradiation on the formation of chiral domains. Reprinted with permission 

from ref. [38]. Copyright 2022 American Chemical Society. a, Chiral domains of an as-grown crystal. 

b–d, Chiral domains affected by laser irradiation. Prior to the respective observations, the sample was 

cooled down from 800 °C (> Tc) to a temperature below Tc (500 °C or 600 °C) with laser irradiation. 

All images were taken after switching off the laser source. The red circles denote laser irradiation 

positions. The diameter and the power density of the laser beam for the measurements of (b,c) were 

70 μm and 970 W cm−2, respectively, whereas those of (d) were 20 μm and 1000 W cm−2, respectively. 

All images are characterized by a bow-tie-shaped domain structure whose knot is located at the laser 

irradiation position (red open circles). Some sample areas were damaged by extremely strong laser 

irradiation before the measurement of (c). The crystallographic axis labels next to panels (a) and (c) 

are applied to panels (a) and (b-d), respectively. Scale bar: 500 μm 

 

2.4.2 Manipulation of a domain boundary by laser irradiation 

Next, we performed the manipulation of a domain boundary by laser irradiation. Figure 2.21 shows 

domain patterns captured during (Figs. 2.21c,e,g) and after (Figs. 2,21d,f,h) laser irradiation with three 

different power densities (3200 W cm−2 for Figs. 2.21c,d, 3500 W cm−2 for Figs. 2.21e,f, and 3800 W 

cm−2 for Figs. 2.21g,h). Red open circles in Fig. 2.21 denote the laser irradiation position. During these 

measurements, the sample stage temperature was maintained at 600 °C (< Tc). Fig. 2.21b shows the 

domain image before laser irradiation, which corresponds to a part of Fig. 2.20d. Figure 2.21a shows a 

schematic illustration of the domain pattern in Fig. 2.21b. The experiments were conducted in the order 

shown in Figs. 2.21c–h. After laser irradiation with the lower power density of 3200 W cm−2, the domain 

pattern does not change from the initial state (compare Fig. 2.21d with Fig. 2.21b). On the other hand, 

after laser irradiation with the power density of 3500 W cm−2, the domain boundary near the laser 

irradiation position is slightly shifted toward the irradiation position, thereby expanding the Ψ+ domain 
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area (compare Fig. 2.21f with Fig. 2.21b). Such domain boundary movement is more clearly observed 

in the image after laser irradiation with the power density of 3800 W cm−2 (Fig. 2.21h). This result shows 

that laser irradiation with power density above a certain threshold can manipulate chiral domain 

boundaries. 

 

 
Fig. 2.21 Manipulation of domain boundary by tuning laser power. Reprinted with permission from 

ref. [38]. Copyright 2022 American Chemical Society. a, Schematic illustration of the domain pattern 

displayed in panel (b). b, Chiral domain pattern before the laser irradiation. The cyan dotted line 

denotes the domain boundary. c,e,g, In situ domain patterns captured during laser irradiation. The 

power density of the laser beam is (c) 3200, (e) 3500, and (g) 3800 W cm−2. The area surrounded by 

the black dotted circle in each panel is heated to temperatures above Tc by laser irradiation. d,f,h, 

Domain patterns after switching off the laser. Panels (d), (f), and (h) correspond to the images after 

switching off laser source from panels (c), (e), and (g), respectively. The red circles denote laser 

irradiation positions. The white arrows in (f) and (h) depict the direction of boundary movement. 

These images were taken at 600 °C. Scale bar: 250 μm. 

  

 Let us consider the process of domain boundary movement by laser irradiation. At gray regions 

inside dotted circles in Figs. 2.21c, e and g, the magnitude of OR K is approximately 0°, implying that 
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they are heated to temperatures above Tc during laser irradiation. At the lower power density of 3200 W 

cm-2, the initial boundary is still observed, as denoted by the cyan dotted curve in Fig. 2.21c. By contrast, 

at the higher power density (3500 and 3800 W cm−2), a portion of the boundary is no longer observed 

(Figs. 2.21e,g), implying that the areas, including the domain boundary, are heated to temperatures above 

Tc, namely, they transition into the high-T achiral phase. This indicates that at the higher power density, 

the domain boundary is reconstructed by undergoing the ferrochiral transition, and this reconstruction 

is a key factor of domain boundary movement. 

 

2.4.3 Writing of a chiral domain pattern by laser scanning 

 We demonstrate the writing of a chiral domain pattern by scanning the laser beam on the 

sample surface based on the observed domain reconstruction by laser irradiation (Fig. 2.22). In this 

writing experiment, we scan the laser beam along the dotted arrow in Fig. 2.22a, starting at the domain 

boundary, with a scanning speed of 1 µm s−1. During these measurements, the sample stage temperature 

was maintained at 600 °C (< Tc). The dimeter and power density of the laser beam are 120 µm and 970 

W cm−1, respectively. A Ψ+ domain (light gray) penetrates a Ψ− domain (dark gray), as it follows the 

laser irradiation position during the scanning, and finally divides the Ψ− domain into two regions 

(compare Figure 2.22a with 2.22b). In the written domain structure, the width of the line-shaped dextro 

domain on the entrance side (left side in Fig. 2.22b) is larger than that on the exit side (right side in Fig. 

2.22b). This taper-shaped domain formation is well explained by a model that we will discuss as follows. 

In addition, the Ψ− domain at the exit side of the scanning is slightly displaced to the end point of the 

scanning. In situ imaging of this laser scanning experoment is depicted in Supplementary Movie S2 in 

ref. [38]. This result shows that we have written a Ψ+ domain into a Ψ− domain, namely, achieved 

chirality switching. 

 

 
Fig. 2.22 Laser writing of a chiral domain pattern. Reprinted with permission from ref. [38]. 

Copyright 2022 American Chemical Society. a, Initial domain pattern before scanning laser beam. 

Bright- and dark-gray regions correspond to Ψ+ and Ψ− domains, respectively. b, Domain pattern 

after laser scanning. The red dotted and solid circles in (a) represent the start and the end points of 

laser scanning, respectively. The white arrow represents the scanning direction. The laser beam’s 

diameter and the power density were 120 μm and 970 W cm−2, respectively. The scanning speed was 

1 μm s−1. These images were taken at 600 °C. Scale bar: 250 μm. 
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2.4.4 Mechanism of the chirality switching by laser irradiation. 

 Here, we discuss a possible mechanism of the observed chirality switching by laser irradiation. 

As previously mentioned, no light polarization dependence was observed during domain formation, and 

therefore, local heating induced by laser irradiation should be a dominant factor. Unlike in laser control 

of ferroelectric domains [46,47], an electric field, which can be induced by local heating, differs from a 

conjugate field of ferrochiral order, and thus, induced thermal distributions purely affect the 

reconstruction of domain structures. Furthermore, because the domain structure remained unchanged 

unless the domain boundary was heated to temperatures above Tc (Fig. 2.21), a mechanism based on the 

entropy of domains and thermal gradient discussed for ferromagnets [36,48] cannot be applied to the 

present case. In the following, we propose a model that explains the observed domain reconstruction by 

laser irradiation in terms of domain boundary minimization, as shown in Fig. 2.23. 

 Figures 2.23a-h schematically illustrate how the domain pattern evolves when the sample is 

cooled from T above Tc with laser irradiation (Fig. 2.20), or when the sample is irradiated by laser at a 

fixed ambient temperature below Tc (Fig. 2.21). Here, we assume that domain boundaries must be locally 

minimized in their formation to minimize an energy loss caused by structural mismatches at domain 

boundaries. First, we shall consider the initial domain structure with a domain boundary, as depicted in 

Fig. 2.23a. Then, due to laser irradiation, a part of the initial state, including the domain boundary is 

heated to temperatures above Tc, which corresponds to the red circle area in Fig. 2.23b. In the figure, 

the edge of the red circle corresponds to the boundary between the low-T chiral and the high-T achiral 

phases. Note that the center of the red circle, i.e., the laser irradiation position, is slightly away from the 

initial domain boundary. Subsequently, by reducing the sample temperature or laser power, the red circle 

area (T > Tc) becomes smaller, as shown in Fig. 2.23c. If the edge of the red circle area touches chiral 

domain boundaries in the low-T chiral phase, the boundaries will be elongated in a direction 

perpendicular to the tangent line of the red circle area to locally minimize the domain boundary. This 

type of domain formation continuously occurs with decreasing temperature or laser power, expanding 

the dextro domain toward the center of the laser irradiation position (Fig. 2.23d). This model agrees well 

with the results in Fig. 2.21, including the presence of a threshold of laser power to move the domain 

boundary. 

 The formation of a bow-tie-shaped domain pattern by laser irradiation (Fig. 2.20) can be also 

explained using this model when the area at T > Tc covers two domain boundaries as shown in Fig. 2.23e. 

At positions away from the laser irradiation position, domains are formed without the impact of laser 

irradiation. In these areas, the domain pattern is the same as the initial one, most likely due to a pinning 

effect on domain boundary (Fig. 2.23f, see also 2.3.3). After the ambient temperature is further decreased, 

the domain formation influenced by laser irradiation becomes dominant (Fig. 2.23g). The newly 

constructed domain boundaries (the solid blue line) should be perpendicular to the tangent line of the 

red circle area. Consequently, domain boundaries are accumulated at the irradiation position (Fig. 2.23h). 

In this process, boundaries are forced to extend to the laser spot, which makes straight-line sahped 

boundaries, rather than as-grown round shaped boundries (compare Figs. 2.20b-d with Fig. 2.20a). The 
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observed initial domain structure (Fig. 2.20a) is different from the model structure in Fig. 2.23e. 

However, this model is still reasonable, considering the effect of domain structures out of the observation 

area. In this model, the resulting domain pattern will differ from sample to sample, as it should be 

affected by initial domain structures and pinning effects on domain boundaries. We observed such 

sample-dependent domain patterns, as depicted in Fig. 2.24.  

 The illustrations in Figs. 2.23i-l correspond to the writing of the chiral domain pattern by laser 

scanning. In the case of laser scanning, the red circle area (T > Tc) is shifted by moving the laser position. 

At the edge of the red circle area, the domain boundary is reconstructed so that it is perpendicular to the 

tangent line of the red circle area, as discussed above. In this case, however, as the center of the red 

circle area is continuously moved (Fig. 2.23k), its tangent line is continuously changed. This leads to a 

tapered domain, as shown in Fig. 2.23l. This matches well with the domain structure obtained by laser 

scanning (Fig. 2.22b). 

 

 
Fig. 2.23 Possible mechanism of chirality switching by laser irradiation. Reprinted with permission 

from ref. [38]. Copyright 2022 American Chemical Society. a-h, Effect of laser irradiation on the 

formation of chiral domains with cooling across Tc or changing laser power below Tc. The cyan solid 

line denotes the initial domain boundary. The red circles represent the areas heated to temperatures 

above Tc by laser irradiation. The situations in which the area covers one (a-d) and  two (e-h) domain 

boundaries. The dotted cyan line and the blue solid line depict the positions of the initial and newly 

constructed domain boundaries, respectively. i-l, Effect of laser scanning on the writing of domain 

patterns. The situation in which the laser position is moved from left to right is considered. The white 

arrows represent the laser scanning direction. 
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Fig. 2.24 Effect of laser irradiation on the domain formation in different samples. Reprinted with 

permission from ref. [38]. Copyright 2022 American Chemical Society. a,b, Spatial distributions of 

chiral domains in two different samples distinct from the sample shown in the main text. The sample 

thickness is 50 μm for (a) and 45 μm for (b). Prior to the respective observations, the samples were 

cooled from 800 °C (> Tc) to a temperature below Tc (500 °C) with laser irradiation. The cooling rate 

was 5 °C min−1 from 800 °C to 700 °C and 25 °C min−1 from 700 °C to 500 °C. All images were taken 

after switching off the laser source. The red open circles denote the laser irradiation positions. Here, 

we used a laser beam with a wavelength of 633 nm. The beam’s diameter and power density were 

140 μm and 300 W cm−1, respectively. In both samples, domain boundaries accumulated at the 

irradiation position. Scale bar: 500 μm. 

 

2.5 Summary 

In this chapter, we have studied ferrochiral domains in a pure ferrochiral material Ba(TiO)Cu4(PO4)4 

(BTCPO). First, we have successfully obtained spatial distributions of optical rotation (OR) over a wide 

temperature range, enabling us to visualize the ferrochiral domain formation process. Moreover, by 

evaluating the optical rotatory power (ORP) using the OR images taken at various wavelengths, we have 

found that the temperature dependence of OR in BTCPO is strongly wavelength-dependent, which even 

causes the unusual temperature-induced reversal of OR at 880 nm. Subsequently, we have succeeded in 

manipulating ferrochiralchiral domains, namely, switching chirality in BTCPO by laser irradiation. We 

have proposed a possible mechanism of the laser irradiation effect on chirality in terms of local heating 

that leads to the reconstruction of domain boundaries, enabling control of chiral domains. Based on this 

effect, we wrote chiral domain patterns by scanning a laser beam on the sample surface. Our success in 

switching ferrochiral domains in a pure ferrochiral material offers a unique approach for manipulating 

crystallographic chirality. 
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Chapter 3  
Ferroaxial Domain Observation 

3.1 Introduction 

Ferroaxial order represents an intriguing and appealing field of research, still in its early stages of 

exploration. This nascent topic promises a potential ground for discovering novel physical phenomena 

and functionalities. In this section, we first summarize the symmetry aspect of the ferroaxial order, along 

with the current stage of research on this subject. Following this, we introduce how the ferroaxial order 

is related to the optical phenomenon of electrogyration. Finally, the two ferroaxial materials discussed 

in this section, NiTiO3 and RbFe(MoO4)2, are introduced. 

 

3.1.1 Symmetry aspect of ferroaxial order 

As introduced in Chapter 1, the order parameter of the ferroaxial order is a time-even axial vector. In 

crystals, ferroaxial order arises from a spontaneous rotational distortion that breaks the mirror symmetry, 

whose mirror plane includes the axis of rotation. Among the 32 crystallographic point groups, there are 

13 pyroaxial point groups which allow for such a rotational distortion 

(1, 1�, 2, �, 2 �⁄ , 3, 3�, 4, 4�, 4 �⁄ , 6, 6/�, 6�)  [1,2]. (The term “pyroaxial” is an analogue to the term 

“pyroelectric”.) Then, among the 212 nonmagnetic species [3,4], a total of 124 ferroaxial species exist, 

as shown in Fig. 3.1 [2,5]. We note that 8 of the 124 ferroaxial species are pure ones ( 4�2� →4�, 4 ���⁄ → 4/�, 4 ���⁄ → 4�, 3�� → 3�, 6�2� → 6�, 6/��� → 6/�, 6/��� → 6�,  and 6/��� → 3�), which accompany neither ferroelectric, ferroelastic, nor ferrochiral transitions [2,5,6]. 

 In Fig. 3.2, we schematically illustrate one of the pure ferroaxial transitions 4/mmm→4/m. This 

transition involves the rotation of structural units (depicted as red plates in Fig. 3.2a-c), which breaks 

the mirror symmetries present in the parent 4/mmm phase. In crystals, the rotation is carried out by 

charged ions, resulting in a vortex arrangement of electric dipoles which corresponds to the ion 

displacement. Consequently, a ferroaxial moment (sometimes called electric-toroidal-dipole moment) 

A defined as m ∝ ∑ op 
 qpp  is a good order parameter characterizing the ferroaxial order (see Figs. 

3.2d,e) [7,8]. Here ri denotes a position vector of electric dipole pi from the symmetrical center of a 

structural unit. 

 When a crystal undergoes a ferroaxial transition, ferroaxial domains with different 

arrangements of A are formed. The number of such domain states for each transition is summarized in 

Fig. 3.1. In the case of the pure ferroaxial transition, a pair of domains with the opposite signs of A is 

formed (see also Figs. 3.2b,c). These domains, A+ and A−, are related to each other by a mirror operation, 

which is a symmetry operation in the parent non-ferroaxial phase. 
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 Crystals that exhibit the above-mentioned pure ferroaxial transitions (pure ferroaxial crystals) 

will provide an ideal platform for examining the characteristics of the ferroaxial order, unaffected by 

other ferroic properties. Examples of such pure ferroaxial crystals are listed in Table 3.1. 

 

 
Fig. 3.1 List of 212 nonmagnetic species classifying ferroelastic, ferroelectric, and ferroaxial 

transitions [5]. Reproduced from Fig. 2.1. The columns corresponding to ferroaxial transitions (A) 

are highlighted in yellow. 
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Fig. 3.2 Schematic illustration of ferroaxial transition. a, Non-ferroaxial (non-distorted) phase. b, c, 

Ferroaxial phase. The black rectangle and red plates represent a unit cell and structural units composed 

of ions in a crystal, respectively. In the ferroaxial phase, clockwise (b) and counterclockwise (c) 

rotational distortions are depicted. The insets of the respective panels show rotations seen parallel to 

the rotational axis. The orange dashed lines in the inset of panel a represent mirror planes, which are 

lost in the ferroaxial phase (b,c). d, e, Ferroaxial moment defined as m ∝ ∑ op 
 qpp , where ri denotes 

a position vector of electric dipole pi from the symmetrical center of a structural unit. The sign of m 

is characterized by the rotation direction of the electric dipoles. Here rotations of anions are assumed 

and rotations of red squares in (b,c) are opposite from those of electric dipoles in (d,e). 
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Table 3.1 Examples of pure ferroaxial crystals. The materials discussed in this thesis, NiTiO3 and 

RbFe(MoO4)2, are highlighted in gray. 

Substance Transition Tc Reference 

NiTiO3 "3� →  "3� 1560K  [9] 

RbFe(MoO4)2 �3��1 →  �3� 190K  [10] 

CsFe(MoO4)2 �3��1 →  �3� 220K  [11] 

K2Zr(PO4)2 �3��1 →  �3� ~ 700K  [12] 

Sr2CuWO6 =4 ���⁄ → =4 �⁄   873K  [13] 

N(CH3)4CdBr3 �6� �� ⁄ → �6� �⁄  390K  [14] 

Cu4(OH)6FBr �6� �� ⁄ → �6� �⁄  262K  [15] 

 

3.1.2 Current stage of research on the ferroaxial order 

The concept of ferroaxiality was initially introduced by Johnson and coworkers in 2011 as an underlying 

factor of the spin-driven ferroelectric properties, i.e., multiferroicity, in Cu3Nb2O8 [16]. So far, 

multiferroicity induced by similar mechanisms has been reported in CaMn7O12 [17], In2NiMnO6 [18], 

and RbFe(MoO4)2 [19]. In 2016, Hlinka and coworkers provided comprehensive analysis of ferroaxial 

transitions from symmetry analysis based on crystallographic point groups, as introduced in 3.1.1. This 

work triggered studies about the ferroaxial order as a distinct ferroic order. Then, in 2020, Jin and 

coworkers achieved a significant milestone by experimentally observing the ferroaxial order in 

RbFe(MoO4)2 using rotational anisotropy second harmonic generation (SHG) [20]. In that work, the 

temperature variation of the areal ratio of the ferroaxial domains was shown (see 3.1.5 for details). 

However, spatial distributions of ferroaxial domains have never been observed through the nature 

inherent in the ferroaxial order. Visualizing ferroic domain provides valuable information such as a 

domain size, shape, thickness of domain boundaries, and domain behavior in response to external fields. 

Thus, the visualization of ferroaxial domains plays a crucial role in advancing research in the emerging 

field of ferroaxial order. In this chapter, we present a significant breakthrough in the visualization of 

ferroaxial domains using electrogyration. 

 

3.1.3 Electrogyration 

Electrogyration (EG), that is, optical rotation induced by an external electric field, was first described 

by Aizu [21] and Zheludev [22] independently in 1964 and then demonstrated in quartz by Vlokh in 

1970 [23]. The linear and quadratic EG effects are known, and the former one is closely related to the 

ferroaxial order. So far, there have not been a lot of studies on the EG effect, but recently it has attracted 

interests due to its effectiveness for observing the ferroaxial order. In this subsection, first we briefly 

summarize the symmetric relationship between the ferroaxial order and the EG effect, and then introduce 

the mathematical descriptions of the effect. 
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 As discussed in Chapter 1, the dot product of axial (A) and polar (P) has the same symmetry 

with chiral (C). Thus, when an electric field (E) is applied parallel to the ferroaxial moment (A), chirality 

and consequently optical rotation is induced in a ferroaxial crystal. This can be understood as the 

remaining mirror symmetry (or space inversion symmetry) in a ferroaxial system is broken by the 

applied electric field. Importantly, the two domain states A+ and A− exhibit opposite chirality under the 

same direction of an electric field, and thus the sign of EG, i.e., the direction of optical rotation, will 

also get opposite between the two. Therefore, ferroaxial domains are expected to be observed by 

obtaining a two-dimensional map of EG. 

 

 

Fig. 3.3 Electric-field-induced chirality and electrogyration (EG) in a ferroaxial system. a,b 

Ferroaxial moment under an electric field. Here, each electric dipole moment is tilted toward the 

applied electric field, inducing chirality in the system. Under an electric field in the same direction, 

the A+ and A- states exhibit opposite chirality. c Conceptual diagram of EG in a ferroaxial crystal 

[24]. When linearly polarized light propagates thorough a ferroaxial crystal, the sign of optical 

rotation angle K induced via EG depends on that of A. 

 

 In the following, we present the mathematical descriptions of the EG effect. The EG effect is 

described by the change in the gyration tensor ()* as a function of an applied electric field E. Equation 

(2.1) is then expressed as a power series [25], 

$ % &'� ()*+)+* % &'� Z()*(@) + r)*sts + u)*svtstv + ⋯ [ +)+* . (3.1) 

Here, ()*(@)
  represents natural optical rotation, and r)*s (u)*sv  ) represents the linear (quadratic) EG 

effect. The linear EG effect characterized by the third-rank axial tensor r)*s is allowed in all point 

groups except for �3�, 4�3�, and 432, while the quadratic one by the fourth-rank axial tensor u)*sv 
is finite only in non-centrosymmetric point groups. 

Now let us focus on the liner EG effect and consider the situation when light propagates in a 
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ferroaxial crystal along its optic axis (the third axis), and an electric field is applied in the same direction. 

In this case, optical rotatory power is given as, 

$ % &'@�@ r���t�x�x� % &'@�@ r���t�. (3.2) 

where x� % 1. Furthermore, the effect of the sample thickness is cancelled out and the magnitude of 

rotation of polarization plane (K -deg. % $-deg mm:�. ∙ B-mm.) is described as 

K % &B'� r���t� % &'� r���a� (3.3) 

where a % t/B. Therefore, K is proportional to V at fixed ' and is expressed as 

K-deg. % 7-deg V:�. 
 a-V. (3.4) 

in which the coefficient 7(∝ r���) represents the magnitude of the linear EG. 

 Next, we demonstrate that the sign of r���, i.e., the sign of linear EG, depends on the sign of 

the ferroaxial moment A. Here, we take point group 3� for an example. Table 3.2 shows the linear EG 

tensor of point group 3�. For a mirror operation [mirror plane || (110)] 

23 % /#�� #�! #��#!� #!! #!�#�� #�! #��1 %
⎣⎢
⎢⎢
⎡ 12 − √32 0
− √32 − 12 00 0 1⎦⎥

⎥⎥
⎤ (3.5) 

which connects two opposite ferroaxial domain states (A+ and A−), the component of r��� is rewritten 

as r5��� % −#�)#�*#�sr)*s % −(1)(1)(1)r��� % −r���. (3.6) 

This means that the sign of r��� , i.e., the direction of electric-field-induced optical rotation in the 

configuration of � ∥ 6 ∥ m, depends on that of m. Therefore, it is confirmed that the ferroaxial domains 

can be distinguished by using the linear EG effect from the viewpoint of tensor calculations. 
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Table 3.2 Linear electrogyration matrix of point group 3� (orthogonal basis). This table was made 
based on Bilbao Crystallographic Server [26–28]. The component r��� is highlighted in gray. The 
orthogonal basis (��, ��, and ��) is obtained from the hexagonal basis (��, ��, and ��) according 
to the relations, �� ∥ ��, �� ∥ �� 
 �� and �� ∥ ��. r)*s + 

�� 

 1 2 3 

11 r��� −r!!! r��� 

12 −r!!! −r��� 0 

13 r��� r��! 0 

21 −r!!! −r��� 0 

22 −r��� r!!! r��� 

23 −r��! r��� 0 

31 r��� r��! 0 

32 −r��! r��� 0 

33 0 0 r��� 

 

 Finally, we show some examples of the previous EG measurements. Materials in which the 

EG effect has been measured are relatively limited most likely because of its smallness (typically, 7 �10:� deg V:�  for the linear EG effect). Figure 3.4 summarizes such a few examples. The highest 

magnitude of the linear EG effect is reported in Cr doped Pb5Ge3O11 at temperature around its 

ferroelectric transition (7 % 3.94 
 10:�  deg V:� , ' % 632.8 nm) [29]. 

 

Fig. 3.4 Examples of EG measured materials [30]. r and u correspond to the linear and quadratic 
electrogyration tensor defined in equation (2.22), respectively. Δ$ represents induced optical rotatory 
power and Δ$ t⁄  corresponds to the coefficient 7 in equation (3.4). 

 

3.1.4 Target material 1: NiTiO3 

The temperature dependence of the crystal structure of NiTiO3 is reported in refs. [9,31]. At temperatures 
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above Y_  	  1560 K, the crystal structure is described by the corundum structure (space group "3 ) 

which is envisage as a hexagonal close packing of the oxygen ions with Ni2+ and Ti4+ cations randomly 

occupying 2/3 of the octahedral interstices (Fig. 3.5a). With lowering temperature, cation ordering takes 

place at Y_ and results in a structural phase transition into the ilmenite structure (space group "3). The 

low-temperature structure is characterized by an alternating sequence of Ni2+ and Ti4+ along the stacking 

direction of the closed-packed layers (Fig. 3.5b). Depending on the stacking sequence (Ni-Ti-Ni-Ti- or 

Ti-Ni-Ti-Ni-), two possible domain states develop at temperatures below Y_  (Fig. 3.5b, c). This 

transition from the point group 3� into 3 is one of the pure ferroaxial transitions described in 3.1.1. 

Indeed, as seen in Figs. 3.5d, e which depict two specific Ti ions and six oxygen ions bonded to the Ti 

ions, the direction of rotational distortions of oxygen ions (red arrows), i.e., the sign of A (||c), is opposite 

in these two domain states (A+ and A− domains). Therefore, NiTiO3 can be regarded as an order-disorder 

type ferroaxial crystal. 

 

Fig. 3.5 Order-disorder phase transition 

and formation of ferroaxial domains in 

NiTiO3 [24]. The crystal structures of 

NiTiO3 above (a) and below (b,c) the 

ferroaxial transition temperature (Tc ≈ 

1,560 K). Below Tc, thus, a pair of 

ferroaxial domain states with the opposite 

rotation direction, i.e., the opposite sign of 

axial vector m , are present (A+ and A− 

domains). d,e, The c-axis views of the 

ferroaxial domains. Only two Ti ions 

[Ti1(*) and Ti2(*)] and six oxygen ions are 

depicted. These ions form two TiO3 

triangular pyramids which are related by 

the space inversion with the inversion 

center at the midpoint between Ti1 and 

Ti2 ions. Red arrows denote the direction 

of rotational displacements of oxygen 

ions from the (110)-type planes (dotted 

lines) that correspond to the average 

oxygen positions between A+ and A−. 

 

 

3.1.5 Target material 2: RbFe(MoO4)2 

The crystal structure of RbFe(MoO4)2 belongs to space group �3��1 at room temperature [10]. The 

structure is built of FeO6 octahedra sharing vertices with MoO4 tetrahedra, and they form oxygen layers 
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perpendicular to the c axis. Rb atoms are in the interlayer (Figs. 3.6a,b). RbFe(MoO4)2 undergoes a 

structural transition at Tc ≈ 195 K [10,20], which is characterized by rotations of MoO4 tetrahedra (FeO6 

octahedra) and results in the structure which belongs to space group �3� (Figs 3.6c,d). This transition 

from the point group 3� into 3 is one of the pure ferroaxial transitions, which is the same one with 

the ferroaxial transition in NiTiO3. While the transition in NiTiO3 is an order-disorder type, that in 

RbFe(MoO4)2 is a displacive type. Depending on the directions of the rotations, two possible domain 

states develop below Tc, namely A+ and A− domains. Here, the domain with clockwise rotations of 

MoO4 tetrahedra is defined as A+ domain while that with counterclockwise rotations is defined as A− 

domain. 

 

 

Fig. 3.6 Displacive type phase transition and formation of ferroaxial domains in RFMO. The crystal 

structures of RFMO above (a,b) and below (c,d) the ferroaxial transition temperature (Tc =195 K). 

The crystal structure above Tc belongs to a non-ferroaxial space group (P3��1). At Tc, oxygen ions 

slightly rotate about the c axis, which results in a structural transition into a ferroaxial phase with a 

space group P3�. Below Tc, thus, a pair of ferroaxial domain states with the opposite rotation direction, 

i.e., the opposite sign of a ferroaxial moment m, are present (A+ and A− domains). Red arrows denote 

the direction of rotational displacements of oxygen ions from the (110)-type planes (dotted lines) that 

correspond to the mirror planes which are present in the phase above Tc. 

  

 Very recently, the ferroaxial order of RFMO has been observed using high-sensitivity 

rotational anisotropy second-harmonic generation (RA-SHG) [20]. Usually, SHG is used to detect 

phases with broken spatial inversion symmetry where the electric dipole contribution is dominant. 

However, in ref. [20], the authors consider SHG from electric quadrupole (EQ) contributions and apply 
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it to detect the ferroaxial order in the centrosymmetric system (Fig. 3.7b). Furthermore, EQ SHG in 

RbFe(MoO4)2 depends on azimuth angles of a specimen, and at the ferroaxial phase such a rotational 

anisotropy reflects the sign of the ferroaxial moment, i.e., clockwise or counterclockwise rotations of 

MoO4 tetrahedra (FeO6 octahedra) (Fig. 3.7a). By using this characteristic, the authors clarified the 

temperature dependences of areal ratio of ferroaxial domains (Fig. 3.7c). According to that, at the 

observation area with a diameter of 50 μm, the two opposite ferroaxial domains appear with uneven 

populations at Tc and asymptotic to even populations with lowering temperature. These are the first 

experimental results of direct observation of ferroaxial order. However, spatial distributions of ferroaxial 

domains have not been observed. 

 

 

Fig. 3.7 Ferroaxial order in RbFe(MoO4)2 observed by using RA-SHG [20]. Reproduced with 

permission from Springer Nature. a, Patterns reflecting the rotational anisotropy of EQ-SHG. The 

patterns below Tc are interpreted as average contributions of the opposite domains. b, Temperature 

dependence of EQ-SHG susceptibility �������
 , which is proportional to the ferroaxial order. c, 

Temperature dependence of areal ratios of ferroaxial domains. Domains 1 and 2 correspond to A+ 

and A− domains defined in Fig. 3.5, respectively.  

 

 RbFe(MoO4)2 shows an interesting coupling between the ferroaxial and magnetic orders. 

Below TN ≈ 4 K, the Fe spins order in the ab plane in a 120° structure with incommensurate helicity 
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along the c axis, which is characterized by the wave vector � %  (1/3, 1/3, 0.458) [32]. Here, the 

triangular chirality is defined as 2�  = 1 if the spins rotate counterclockwise as one circumscribes 

counterclockwise upward MoO4 tetrahedra and otherwise 2� % −1 , while the magnetic helicity is 

defined as 2� % +1 and − 1 for a right- and left- handed magnetic screw, respectively [19] (see Fig. 

3.8). Notably, 2�, 2�, and the ferroaxial moment A = (0, 0, A) need to satisfy the relation 2�2� � |�|⁄ %−1 to minimize the exchange energy. Thus, the trilinear coupling between the spins 120° structure in 

the ab plane, the magnetic helicity along the c axis, and the ferroaxial order emerges. Furthermore, not 

only a spontaneous polarization is induced by the 120° structure, but also the coupling of 2� � |�|⁄  is 

related to the polarization, as is reported in CaMn7O12 [17]. Therefore, the observation of ferroaxial 

domains in RbFe(MoO4)2 will lead to insights into the magnetic domain structures, and the manipulation 

of the ferroaxial domains consequently will allow the control the magnetic orders and even the 

polarization. Such couplings between a ferroaxial order and other ferroic orders are one of the most 

interesting subjects in studies on the ferroaxial order. 

 

 
Fig. 3.8 Coupling between the ferroaxial and magnetic orders in RbFe(MoO4)2 [19]. Reprinted with 

permission from ref. [19]. Copyright 2012 by the American Physical Society. The blue arrows denote 

the Fe spins. The green and yellow circled arrows denote the rotations of MoO4 tetrahedra, which 

correspond to A+ and A− domains, respectively. The ±  signs in the middle of the triangles 

correspond to upward and downward MoO4 tetrahedra, respectively. In the inset, the upward MoO4 

tetrahedra is depicted. Here, the triangular chirality is fixed to be 2�  = 1, and consequently the 

spontaneous polarization is to be positive (along the c axis). In this case, the magnetic helicity 2� 

and the ferroaxial moment A need to satisfy the relation 2� � |�|⁄ % −1. In this figure, the situation 

when 2� %  −1, � |�|⁄ % 1  is depicted above the dashed line, and 2� %  1, � |�|⁄ % −1  is 

depicted below the dashed line. 

 

3.1.6 Motivation 

The main purpose of this chapter is to demonstrate ferroaxial domain observation by using the linear 

EG effect and to reveal detailed characteristics of ferroaxial domains, such as domain size, shape and 

the effects of ferroaxial transitions on the domain formation. In NiTiO3, we perform ferroaxial domain 

observations in several types of single crystalline samples grown by two different methods (floating 
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zone and flux methods) and annealed under different conditions. We also show that scanning x-ray 

diffraction (XRD) can be another powerful method for visualizing ferroaxial domains. In RbFe(MoO4)2, 

we examine the evolution of domain formation upon a ferroaxial transition by measuring the temperature 

dependence of the spatial distributions of EG over a wide temperature range. Furthermore, we 

investigate the temperature dependence of the rotation of MoO4 tetrahedra by the powder neutron 

diffraction method, and compare it with the temperature profile of the EG effect. 

3.2 Experimental Methods 

3.2.1 Sample preparation and characterization 

NiTiO3 

Single crystal growth 

Single crystals of NiTiO3 were grown by the floating zone (FZ) method [33] and the flux method [34]. 

-FZ 

First, polycrystalline feed rods were prepared by a solid-state reaction. Powders of NiO and TiO2 with 

99.9% purity were weighted to the prescribed ratios, mixed, well grounded, and heated at 1000 °C for 

10 h in air. The resulting polycrystalline samples were ground into powders again and then pressed into 

rods with a dimension of about 6 mm in diameter and 100 mm in length. The rods were sintered again 

at 1100 °C for 15 h in air. The crystal growth was carried out on the sintered rods with the use of a 

halogen-lamp image furnace (Canon Machinery Inc.) at a feed rate of 1.0 mm/h in flowing air. Figure 

3.9 shows a schematic illustration of the FZ furnace. As a result, yellowish-brown crystals were obtained 

as shown in Fig. 3.10. 

 

  

Fig. 3.9 A schematic illustration of the FZ 
furnace. Focused halogen light melts the 
polycrystalline rods and by sweeping them 
downward, single crystals are grown. 

Fig. 3.10 NiTiO3 single crystal obtained by the FZ 
method. A typical dimension was 6 mm in diameter 
and 40 mm in length. 
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-Flux 

Single crystals of NiTiO3 were grown by using PbO and V2O5 as flux. Powders of NiO, TiO2, PbO, and 

V2O5 were weighted to the mass ratio 5.6:6:103:45, mixed, well-grounded and put into a platinum 

crucible with a tightly fitting lid. The crucible was heated as the procedure depicted in Figure 3.11. As 

a result, dark brown plate like single crystals with typical dimensions of 3 mm 
 3 mm 
 0.1 mm were 

obtained (see Fig. 3.12).  

 In addition to the as-grown samples, we prepared two different types of annealed samples: 

rapidly cooled and slowly cooled samples which were obtained by annealing the as-grown crystals in 

air from a temperature above Tc to a temperature below Tc at a cooling rate of 275 and 1 K/h, respectively. 

 

  

Fig. 3.11 Sequence of the flux growth. Here, R.T. 
means room temperature. 

Fig. 3.12 NiTiO3 single crystals obtained by 
the flux method.  

Characterization 

Powder x-ray diffraction (XRD) and scanning electron microscopy-energy dispersive x-ray 

spectroscopy (SEM-EDX) revealed that the obtained crystals mainly consist of the ilmenite-type NiTiO3 

phase but include a small amount of NiO and TiO2 impurities. The SEM-EDX measurements were 

performed by Dr. Hamane at The Institute for Solid State Physics, the University of Tokyo. Figure 3.13 

shows the SEM images of the samples and Table 3.3 summarizes the results of EDX analysis. From 

these measurements, it was revealed that island shape impurities in the FZ-grown sample are mainly 

composed of NiO, and thin lines in the annealed flux-grown samples are composed of TiO2. 
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Fig. 3.13 SEM images of NiTiO3 samples. a, FZ-grown. b, flux rapidly cooled. c, flux slowly cooled. 
The crosses in each image show the EDX measurement points and the attached numbers correspond 
to those in Table 3.3. 

 

Table 3.3 Summary of EDX analysis. Molar ratios of each element at the positions corresponding to 
Figure 3.12 are shown. Impurities of Si in the FZ-grown sample possibly come from an agate mortar 
which was used for grinding powders. The analyzed points on impurities are highlighted in gray. 

 a. FZ grown b. Flux rapidly cooled  c. Flux slowly cooled 

 Ni Ti Si Ni Ti Ni Ti 

1 0.98  1.01  − 0.95  1.02  0.98  1.01  

2 0.97  1.01  − 0.96  1.02  0.99  1.00  

3 0.95  1.03  − 1.00  1.00  0.98  1.01  

4 0.98  1.01  − 0.57  1.21  0.98  1.01  

5 0.97  1.02  − 0.80  1.10  0.96  1.02  

6 0.98  1.01  − 0.71  1.15  0.02  0.99  

7 0.99  1.01  − − − 0.01  0.99  

8 0.96  1.02  − − − 0.02  0.99  

9 0.98  1.01  − − − − − 

10 0.98  1.01  − − − − − 

11 0.97  1.02  − − − − − 

12 0.97  1.02  − − − − − 

13 0.94  1.03  − − − − − 

14 0.81  0.09  0.01 − − − − 

15 0.64  0.17  0.01 − − − − 

Molding 

The (001) plane of one of the FZ-grown sample was determined from the Laue XRD pattern. The 

oriented crystal was cut into a plate shape whose widest faces are parallel to (001). The widest faces of 

the flux as-grown crystals were parallel to (001), which was confirmed from the XRD measurement. 
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 The oriented single crystals were polished down to around 50 μm with pieces of abrasive paper 

and the surfaces were mirror polished by the polishing machine (IMT Co., Ltd.) with diamond slurry. 

To form transparent electrodes that allow the application of a voltage parallel to the c axis, indium/tin-

oxide (ITO) was spattered onto the widest faces. 

 

RbFe(MoO4)2 

Polycrystalline sample growth 

Polycrystalline samples for measurements of neutron diffraction were synthesized by the solid-state 

reaction [35]. First, a mixture of Fe2O3 and MoO3 in the molar ratio 1:3 and a mixture of Rb2CO3 and 

MoO3 in the molar ratio 1:1 were heated at 923 K for 24 hours in air and obtained powders of Fe2(MoO4)3 

and Rb2MoO4, respectively. Subsequently, these powders were mixed in the molar ratio 1:1 and heated 

at 923 K for 24 hours in air, and polycrystalline RbFe(MoO4)2 was obtained. 

Single crystal growth 

Single crystals of RbFe(MoO4)2 were grown by the flux method [10]. Powders of Rb2CO3, Fe2O3, and 

MoO3 were weighted to the molar ratio 2:1:6, mixed, well-grounded, and put into a platinum crucible 

with a lid. The crucible was heated as the procedure depicted in Fig. 3.14. As a result, plate-shaped 

transparent yellowish single crystals with typical dimensions of 2 mm × 2 mm × 0.2 mm were obtained 

(see Fig. 3.15). 

 

 

Fig. 3.14 Sequence of the flux growth. Here, R.T. 
means room temperature. 

Fig. 3.15 RbFe(MoO4)2 single crystal 
obtained by the flux method.  

 

Characterization and Molding 

The obtained crystals were confirmed to be the single phase with the RbFe(MoO4)2 structure by XRD 

measurements. The widest faces of the as-grown single crystals were the (001) plane, which were 

polished down to around 50 μm in the same manner as in NiTiO3. ITO was spattered onto the widest 

face. 
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3.2.2 Electrogyration measurement 

To observe ferroaxial domains in NiTiO3 and RbFe(MoO4)2, induced optical rotation when the directions 

of light propagation and an applied electric field were both parallel to the c axis, i.e., EG corresponding 

to the r��� component, needs to be probed. However, as mentioned in 3.1.3, the magnitude of EG is 

usually small (  7 � 10-4 deg V-1). To spatially resolve such small EG signals, we adopted a field-

modulation-image-sensing technique, which was developed for ferroelectric domain imaging [36]. 

 As shown in Fig. 3.16, the field-modulation-image-sensing is based on a polarized microscope. 

A crystal with ITO electrodes is placed between a polarizer and an analyzer and the angle between the 

orientations of the polarizer and the analyzer (Θ) is set at Θ % ±45°. In this setting, the intensity of the 

transmitted light is described as 

= % =@2 -cosH2(±45° − K)L + 1. 
%  =@2 H±sin(2K) + 1L (3.7) 

where =@  is the intensity of the transmitted light at the parallel-Nicols setting, and K  [deg] is the 

rotation angle of the polarization plane induced by an applied electric field E [V m-1]. Because the EG 

effect is usually small, it can be assumed that sin(2K) 	 2K′ , where  K5-rad. % P�Q@ K -deg. , and 

equation 3.7 is rewritten as 

= 	  =@ T±K′ + 12U
% =@ T±7′a + 12U , (3.8) 

where 7′ [rad V-1] = 
P�Q@ 7 [deg V-1] is rotation angle of the polarization plane per applied voltage a 

[V] and represents the magnitude of the linear EG effect. The difference between I obtained in positive 

and negative applied voltages divided by their average is expressed as  

ΔYY % =@ Z±7′(+a) + 12[ − =@ Z±7′(−a) + 12[
\=@ Z±7′(+a) + 12[ + =@ Z±7′(−a) + 12[] 2C  

% ±47′a (3.9) 

Thus, EG can be readily obtained by measuring the intensity of transmitted light in the polarization 

configurations of Θ % ±45° at applied voltages of ±a. Because the sign of 7 depends on that of A, 

a spatial map of ΔY Y⁄  is nothing more or less than that of ferroaxial domains. We also note that ∆Y Y⁄  

will be opposite in sign in the polarization configurations between Θ % +45° and −45°. Therefore, 

domain contrasts will get reversed by changing the polarization configuration from Θ % +45°  to −45°. Such a contrast reversal confirms that the obtained contrasts are induced by EG, but not by other 

effects such as electric-field-induced optical birefringence and absorption. 

 Since the magnitude of EG is small, that of ΔY Y⁄  is also small (~ 10-4). To obtain a spatial 

map of such small signals with suppressing noises, a large number of ΔY Y⁄  images were acquired and 
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averaged as the following sequences. 

 A square-wave bias voltage (up to ±200 V) was applied between the electrodes at a frequency 

of 20 (or 30) Hz. Pulsed light at a frequency of 40 (or 60) Hz from the LED was irradiated onto the 

specimen, where the pulsed irradiation was synchronized with the applied square-wave voltage. 

Microscopy images of transmitted light were captured by the CMOS-area-image sensor (pco. edge 5.5, 

Excelitas Technologies) while positive and negative voltages applied and the difference between the 

positive- and negative-voltage images divided by the average of them (ΔY Y⁄ ) was calculated for each 

pixel detection. To suppress noise, 15,000 ~ 20,000 images are captured for the positive- and negative-

voltage states and sequentially obtained spatial maps of ΔY Y⁄  are averaged. The inset of Fig, 3.16b 

shows a schematic diagram of the above-mentioned steps. Also, a 3 × 3 median filter was applied to the 

raw images. By this field-modulation imaging technique, a ΔY Y⁄  signal of the order of 10-5 can be 

detected. 

 

 

Fig. 3.16 Photograph (a) and schematic image (b) of a difference image-sensing technique. The inset 

shows temporal evolution of applied voltage V during the measurement. Images under positive and 

negative voltages were taken alternatively and the differences of it were calculated. Adapted from ref. 

[37] with permission. Copyright 2022 by the American Physical Society. 
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3.2.3 Scanning x-ray diffraction measurement 

A+ and A− domains in NiTiO3 are crystallographically inequivalent, allowing for their distinction 

through diffraction methods. In fact, twin domains, which correspond to ferroaxial domains, were 

observed in ilmenite-hematite solid solutions, FeTiO3-Fe2O3, which undergo the same "3� → "3� 

transition as NiTiO3, using electron diffraction method [38]. Furthermore, ferroaxial domains in NiTiO3 

were also observed by scanning transmission electron microscopy combined with convergent-beam 

electron diffraction, which was performed by Dr. Morikawa and Prof. Tsuda at Tohoku University using 

our FZ-grown sample [24]. 

Scanning XRD is another way to obtain a spatial distribution of ferroaxial domains. We 

calculated the crystal structure factor � of NiTiO3 using a software VESTA [39] based on the room-

temperature structure given in ref. [9]. As a result, we found that the reflection intensity (∝  |�|!) at 

hkil = 112� 3n strongly depends on the ferroaxial domain. For example, the crystal structure factor |���!���| is 40.1 for A+ domain while 3.87 for A− domain. Therefore, by mapping reflection 112�15, one 

can obtain spatial distributions of ferroaxial domains in NiTiO3. Furthermore, the domain contrast will 

get reversed by mapping reflection 1�1�215 which is related to reflection 112�15 by the mirror or the two-

fold rotation operation, as ������!��� % 3.87 for A+ domain and ����!���� % 40.1 for A− domain.  

 Scanning XRD measurements in a flux-grown slowly cooled NiTiO3 sample were performed 

at room temperature by using a multi-purpose x-ray diffractometer (Bruker AXS GmbH, D8 

DISCOVER), operated by Mr. Morioka at Bruker Japan. Cu Kα radiation was used for an incident x-

ray beam which was collimated with 50 μm diameter pinhole. The sample was mounted on the 

diffractometer so that the c plane (parallel to the sample surface) was parallel to the XY stage of the 

diffractometer. For the ferroaxial domain mapping, sample-position profiles of reflection intensities at 

112�15 and 1�1�215 were detected while translating the sample position with 25 μm step size. We chose 

the diffraction geometry close to the orthogonal incidence (the angle between the incident x-ray beam 

and the sample surface was about 83 deg). This means that the spatial resolution of our scanning XRD 

measurements is nearly the beam size. 

 

3.2.4 Neutron diffraction measurement 

In RbFe(MoO4)2, we investigated the temperature dependence of the rotation of MoO4 tetrahedra by the 

powder neutron diffraction method. Neutron diffraction measurements were performed on a 

polycrystalline sample of RbFe(MoO4)2 using a high resolution powder diffractometer (BL08, 

SuperHRPD) at MLF of J-PARC [40]. The high resolution up to Δd/d = 0.035 % allows to distinguish 

a lot of Bragg reflections, which is essential for accurate estimates of magnitudes of the rotational 

distortion. The measurements were done across Tc from 210 K to 100 K during cooling the sample, and 

the Rietveld refinements of the obtained data were carried out using Z-Rietveld software [41,42]. 
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3.3 Results and Discussion: NiTiO3 

3.3.1 Observation of ferroaxial domains in the FZ-grown sample 

Figures 3.17b,c show the obtained spatial distributions of ∆Y Y⁄  under the applied voltage of ±100 V 

in the polarization configurations at Θ % ±45°, which were taken at the same area as the optical image 

of Fig. 3.17a. The images were taken at room temperature, that is, in the "3� ferroaxial phase (All the 

following measurements in NiTiO3 were performed at room temperature). The wavelength of incident 

light was 660 nm. As mentioned in 3.2.1, the sample includes NiO impurities (dark island-shaped 

inclusions in Fig. 3.17a). These NiO impurities appear purple (mixture of red and blue) in Figs. 3.17b,c 

because the intensity of transmitted light is too small to get meaningful signals. Except for the impurity 

regions, the images of Figs 3.17b,c show clear contrasts of red and blue which correspond to positive 

and negative signals of ∆Y Y⁄ . In addition, these two images show a complete reversal of the contrasts 

by switching Θ  from +45°  to −45° . This means that the observed ΔY/Y  is due to electric-field-

induced change in optical rotation, i.e., electrogyration, but not to that in optical absorption. Therefore, 

red and blue regions in Figures 3.17b,c correspond to either A+ or A− ferroaxial domains, and the color 

contrasts of these figures reflect the ferroaxial domain pattern in NiTiO3. 

 
Fig. 3.17 Spatial distribution of ferroaxial domains in FZ-grown NiTiO3 [24]. a, Transmission optical 

microscopy image with the incidence of light along the c axis. Dark areas in the image correspond to 

NiO impurity. b,c, The two-dimensional maps of ΔT/T, which corresponds to EG, at the same area as 

panel (a). A 3
 3 median filter was applied to the raw images. The polarization direction of the 

analyzer was set at (b) Θ % +45° and (c) −45°. Red and blue regions correspond to either A+ or 

A− ferroaxial domains. Purple-colored regions represent areas of NiO impurity.  

 

To check whether EG observed in NiTiO3 is ascribed to the linear effect and/or higher-order 

ones, we carried out measurements of the EG spatial distributions as a function of applied voltage V. 

Figures 3.18b-e show spatial distributions of ∆Y Y⁄  obtained in selected applied voltages at Θ % +45° 

(b-d) and −45° (e). The data were taken at a slightly different area from that of Figs. 3.17a-c. The 

color contrasts monotonically increase with increasing the magnitude of V (Figs. 3.18b-d), and the 

contrasts get reversed by switching Θ  from +45°  to −45°  (compare Figs. 3.18d and 3.18e). We 

calculated the average of ΔY/Y in the pixels at selected single ferroaxial domain areas (both red and 
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blue) denoted by boxes in Figures 3.18b-d and took its V dependence. As seen in Fig. 3.18f, the 

magnitude of ΔY/Y , i.e., the magnitude of EG, is proportional to V. These results confirm that the 

electric-field-induced change in ΔY/Y observed in NiTiO3 is ascribed to the linear EG effect. We also 

calculated the magnitude of EG using the average of ΔY/Y of the areas denoted by black and white 

boxes in Figure 3.18d (±100 V, Θ % +45°), and obtained 7 % (2.0 ± 1.0) 
 10:� deg V-1 for the red 

area and (−1.9 ± 0.9) 
 10:� deg V-1 for the blue area. The errors were calculated from the standard 

deviation of ΔY/Y. 

 
Fig. 3.18 Applied voltage dependence of the intensity map of EG in the FZ-grown NiTiO3 [24]. a, 

Transmission optical microscopy image with the incidence of light along the c axis. Dark areas in the 

image correspond to NiO impurity. b-e, The two-dimensional maps of ΔT/T at the same area as panel 

a. A 3
3 median filter was applied to the raw images. The polarization configuration was set at (b-d) Θ % +45° and (e) −45°. The applied voltage V was (b) ±12.5 V, (c) ±50 V, and (d,e) ±100 V. f, 

The V dependence of the average of ΔY Y⁄  taken at � % +45° in the selected single domain areas 

denoted by boxes in (a-d). The red and blue dots correspond to the data of the areas surrounded by 

large and small boxes, respectively, in each panel. The standard deviation is shown as an error bar. 

The lines denote least squares fitting lines. 

 

3.3.2 Observation of ferroaxial domains in the flux-grown samples 

Figure 3.19 summarizes the results of the ferroaxial domain observation in the three different types of 

flux-grown NiTiO3: as-grown, rapidly cooled, and slowly cooled samples. The experimental setting was 

the same with that for the FZ-grown sample. All the ∆T/T maps show the contrast reversal between the 

polarization angles of Θ = +45° and −45° (compare Figs. 3.19e-h with Figs. 3.19i-l), meaning that the 

contrast originates definitely from EG. As shown in Fig. 3.19e, the ∆T/T map of the as-grown sample 
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shows a monotonous contrast of red, suggesting that the directions of E-induced rotation of polarization 

plane, i.e., the signs of α, are the same in the whole observation area. Therefore, the as-grown sample 

consists of a single ferroaxial domain, at least in the observation area. On the other hand, the ∆T/T maps 

of the annealed samples exhibit both contrasts of red and blue, suggesting that they consist of multi-

ferroaxial domains, namely, A+ and A− domains (see Figs. 3.19f–h). Note that in the optical images of 

the annealed samples (Figs. 3.19b–d), dark inclusions are seen, which were identified as TiO2 impurities 

by the SEM-EDX measurements as mentioned in 3.2.1. Tiny TiO2 impurities are dense almost all over 

the rapidly cooled sample (Figs. 3.19b and c), whereas large line-shaped impurities are sparsely located 

in the slowly cooled sample (Fig. 3.19d). Because these impurities are not observed in the as-grown 

sample (Fig. 3.19a) they were produced by the annealing process, most likely due to an interaction 

between the sample surfaces and oxygen at high temperature [43]. 

 Next let us mention the domain sizes of the annealed samples. The rapidly cooled sample 

contains large domains in several areas (see middle-left side of Fig. 3.19f). However, it mainly consists 

of tiny domains, sized on the micrometer scale, or regions with weak ∆T/T signals (green regions of Fig. 

3.19g). The green regions in the rapidly cooled sample likely correspond to the areas in which A+ and 

A− domains coexist in the length scale below the resolution limit of the measurement system. By 

contrast, the slowly cooled sample contains larger domains, several hundreds of micrometers in size 

(Fig. 2h). The magnitude of EG in the single domain areas was found to be almost the same in all the 

samples, which gives α ≈ 2×10−5 [deg V–1]. This value is consistent with that of the sample grown by 

the floating zone method. 

The as-grown sample consists of a single domain. This is probably because it crystallized at a 

temperature below Tc during the flux growth without undergoing the ferroaxial phase transition. By 

contrast, the annealed samples consist of multidomain, indicating that the multidomain state is formed 

upon the ferroaxial transition at Tc during the annealing procedure. Furthermore, the domain sizes of the 

slowly cooled sample are much larger than those of the rapidly cooled sample, which suggests that 

slower cooling speed, especially around Tc, increases domain size. This relationship between the cooling 

speed and domain size is reasonable, considering that slow cooling around Tc promotes the nucleus 

growth of each domain. The similar relationship between the cooling speed and domain size has been 

observed in the ilmenite/hematite solid solutions [38]. Also, in the annealed samples, not all but some 

of the TiO2 impurities are clamped to the domain boundaries (compare Fig. 3.19d with 3.19h). The 

density of those impurities is much larger in the rapidly cooled than in the slowly cooled samples 

(compare Figs. 3.19b and 3.19c with 3.19d), potentially influencing domain formation and size. We note 

that the domain sizes in the FZ-grown sample are larger than those in the rapidly-cooled sample but 

smaller than those in the slowly-cooled sample. This may indicate that the FZ-grown crystal was cooled 

down across Tc during its growth at a rate intermediate between the rapidly- and slowly-cooled samples. 

Finally, we mention the structures of ferroaxial domains in NiTiO3. Except for the TiO2 related 

boundaries in the flux-grown slowly-cooled sample, the domain structures are irregular in shape. These 

randomly shaped domains suggest that the ferroaxial domain boundaries in NiTiO3 do not align with 
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specific planes, but can form in arbitrary directions. Therefore, strain energy induced by the boundaries 

is expected to be less anisotropic. 

 

Fig. 3.19. Spatial distributions of ferroaxial domains in flux-grown NiTiO3. Adapted from ref. [37] 

with permission. Copyright 2022 by the American Physical Society. a–d Transmission optical 

microscopy images of as-grown (a), rapidly cooled (b,c), and slowly cooled (d) samples with the 

incidence of light along the c axis (scale bars: 150μm). Bright areas [right upper part of panel (a) and 

left upper part of panel (b)] correspond to blank areas. The image of (d) shows an enlarged view of a 

part of panel (d). Dark areas in the annealed samples (b–d) correspond to impurities of TiO2. e–l Two-

dimensional maps of ΔT/T, which corresponds to EG, in the polarization configuration of � % +45° 

(e-h) and � % −45°(i-l). The ΔT/T maps in panels (e-h) [(i-l)] were taken at the same area as panels 

(a-d), respectively. 
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3.3.3 Comparison of electrogyration and x-ray diffraction images 

 Considering the structure-property relationship between the ferroaxial order and EG in terms 

of the symmetry (see 3.1.3), the ΔT/T maps shown in Figs. 3.17-3.19 will reflect ferroaxial domains. 

However, there has been no study which provides direct comparison between the sign of EG and that of 

rotational structural distortion characterizing the ferroaxial order. In this subsection, we compare a ΔT/T 

map obtained by EG and reflection-intensity maps by scanning XRD. For this comparison, we prepared 

a slowly cooled sample. This is because the domain size of slowly cooled samples is the order of 102 ~ 

103 μm (see Fig. 3.19h), which is larger than the spatial resolution of the x-ray diffractometer used in 

this study (see 3.2.3).  

Figures 3.20a and b show the two-dimensional intensity maps of reflections 112�15 and 1�1�215, 

respectively, obtained by scanning XRD measurements. To index these reflections (including their signs), 

we adopt the setting of crystal axes as shown in Fig. 3.20c. In these maps, there are both red (high 

intensity) and blue (low intensity) areas, and the contrasts are reversed between the two maps (compare 

Fig. 3.20a with 3.20b). Considering the difference in the crystal structure factors between A+ and A− 

domains (see 3.2.3), the observed contrasts correspond to ferroaxial domains.  

To compare domains observed by XRD with that by EG, we performed the EG measurements 

on the same sample used for the abovementioned XRD measurements. For sufficient light intensity and 

an application of voltage, the surface opposed to that was used for the XRD measurements was polished 

down to the thickness of 33 μm, and ITO was sputtered to both surfaces (Fig. 3.20c). This EG 

measurement was performed in the same settings described in 3.3.1 and 3.3.2, except that the wavelength 

of incident light was 625 nm. Figure 3.20d shows the obtained spatial distribution of ΔT/T, which 

corresponds to the map of EG. In most of the regions, the observed contrast is well matched with that 

observed by the XRD mapping measurements (compare Fig. 3.20d with the area surrounded by the 

dotted circle in Fig. 3.20a). This matching between the domains observed by the two different methods 

complementarily supports their effectiveness for the observation of ferroaxial domains. In addition, 

whereas the XRD maps reflect domain structures near the surface, the EG maps show the domains 

averaged in the thickness direction. This suggests that the ferroaxial domains in this sample are almost 

uniform (single domain) in its thickness direction (|| c). 
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Fig. 3.20 Comparison of ferroaxial domains observed in a slow cooled sample of NiTiO3 by x-ray 

diffraction (XRD) and electrogyration (EG) measurements. Adapted from ref. [37] with permission. 

Copyright 2022 by the American Physical Society. a,b, XRD results showing two-dimensional maps 

of diffraction intensities of reflections 112�15 (a) and 1�1�215 (b). The color contrasts of a and b are 

reversed with each other. c, A photograph of the sample prepared for the EG measurement. d, EG 

result showing a two-dimensional map of ΔT/T. The dotted circle in panel (a) corresponds to the EG 

observation area of panel (d) [a hole on the substrate in panel (c)]. Scale bars: 500 µm. Red and blue 

areas in panels (a,d) are well matched with each other and correspond to either A+ or A− domains. 

 

3.4 Results and Discussion: RbFe(MoO4)2 

3.4.1 Temperature evolution of ferroaxial domains 

To investigate the evolution of domain formation upon a ferroaxial transition, we measured temperature 

dependence of ΔT/T maps, that is, spatial distributions of EG in RbFe(MoO4)2 over a broad temperature 

range. The experimental setup was the same with that for measurements on NiTiO3 except for the 

wavelength of incident light (' = 455 nm) and applied voltages (V = ±200 V). The sample temperature 

was controlled by a liquid nitrogen flow cold stage. Figures 3.21d-k show spatial distributions of the 

EG effect in RbFe(MoO4)2 obtained at various temperatures. We repeated the cooling sequence twice, 

and the results upon the first and the second cooling runs are displayed in Figs. 3.21d-g and Figs. 3.21h-

k, respectively. Above the transition temperature in the non-ferroaxial phase (�3��1), the ΔT/T maps 

show a monotonous and weak (green) contrast as shown in Figs. 3.21d,h. This is because the EG effect 

corresponding to the r��� component is symmetrically forbidden in the non-ferroaxial phase. As the 

sample temperature decreases, contrasts of red and blue corresponding to opposite directions of EG start 
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to grow from the upper side in the images (Figs. 3.21e,i). These red and blue regions correspond to either 

A+ or A− domains, indicating that the sample undergoes the ferroaxial transition at 187 K. Then, at 183 

K, the contrasts spread almost all over the sample (Figs. 3.21f,j) and increase with further decreasing 

temperature (Figs. 3.21g,k). It is noteworthy that the domain structures obtained during the first and the 

second cooling are different (e.g., compare Fig. 3.21g with k). This suggests that the ferroaxial domains 

were reconstructed by undergoing the transition. In both the results, various sizes of domains with the 

orders of 101 ~ 102 μm are seen. Broad green areas corresponding to weak EG signals imply opposite 

domains along the thickness directions and/or domains whose sizes are much smaller than the spatial 

resolution of the imaging system (a few micrometers). In ref. [20], it was reported that the ferroaxial 

domain size of RbFe(MoO4)2 is less than 50 μm in diameter, and our results do not contradict it. It was 

also reported in ref. [20] that the ratio of A+ and A− domains in the observation area (50 μm in diameter) 

gradually changed with decreasing temperature from just below Tc to 130 K. In our measurements, 

although we observed gradual growth of domains most likely due to thermal conduction, we did not 

observe a motion of domains with decreasing temperature. 
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Fig. 3.21. Temperature evolution of ferroaxial order in RbFe(MoO4)2. Adapted from ref. [37] with 

permission. Copyright 2022 by the American Physical Society. a, Transmission optical microscopy 

image with the incidence of light along the c axis (scale bar: 250µm). b, Temperature dependence of 

the magnitude of EG at the single domain area denoted by a black box pointed by a white arrowhead 

in panel (g). The orange curve is the fitting by the function of the order parameter in the first-order 

phase transition given in equation (3.10). c, Temperature dependence of the rotation angle of the MoO4 

tetrahedra obtained by the Rietveld refinements of the neutron diffraction data. The rotation angles of 

the minority phase are denoted by open squares. The orange curve is the fitting by the function given 

in equation (3.10). The inset shows the definition of the angle �. d-k, Two dimensional maps of ΔT/T 

obtained at various temperatures in the same area as panel (a). The first column (d-g) and the second 

column (h-k) show the results obtained upon the first and the second cooling of the sample, 

respectively. 
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3.4.2 Temperature dependence of electrogyration and structural rotation 

In Fig. 3.21b, we show the temperature dependence of the magnitude of EG (α [deg V-1]) obtained in 

the first cooling. The α at each temperature was calculated from the averages of ΔT/T in the pixels at a 

selected single ferroaxial domain area denoted by a black box in Fig. 3.21g.  

To compare the temperature dependence of the magnitude of EG with that of the rotation of 

MoO4 tetrahedra, we performed temperature dependent neutron diffraction measurements. Figures3.22a 

and 3.22b show the powder neutron diffraction patterns of RbFe(MoO4)2 at 210 K and 150 K, 

respectively. According to our Rietveld refinements, the patterns at 210 K and 150 K were well 

reproduced by the high temperature �3��1  structure and the low temperature �3�  structure, 

respectively. Tables 3.4 and 3.5 list the crystal structure parameters obtained by the Rietveld refinements.  

 

 
Fig. 3.22 Powder neutron diffraction patterns of RbFe(MoO4)2 measured at 210 K (a) and 150 K (b). 

Adapted from ref. [37] with permission. Copyright 2022 by the American Physical Society. The solid 

sky-blue lines are calculated intensities obtained by Rietveld refinements. The green vertical lines are 

calculated peak positions. The blue solid lines below the peak positions represent the differences 

between the observed and calculated intensities. 

 

Table 3.4. Lattice parameters of RbFe(MoO4)2 at 210 K and 150 K obtained by Rietveld refinement. 

Adapted from ref. [37] with permission. Copyright 2022 by the American Physical Society. The space 

groups are �3��1 at 210 K and �3� at 150 K. 

T (K) a (Å) c (Å) Rp (%) Rwp (%) Rexp (%) χ2 (%) 

210 5.674778(2) 7.443849(7) 3.94 5.16 2.59 3.97 

150 5.626816(2) 7.45614(7) 3.33 4.12 2.49 2.72 
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Table 3.5. Atomic parameters of RbFe(MoO4)2 at 210 K (a) and 150 K (b) obtained by Rietveld 
refinement. Adapted from ref. [37] with permission. Copyright 2022 by the American Physical Society. 
In the refinement, isotropic atomic displacement parameters (Beq) of Fe and Mo, and O(1) and (2) were 
fixed to be equal. 

a 210 K  b 150 K 

atom x y z Beq (Å2)  atom x y z Beq (Å2)

Rb 0 0 0.5 1.10(2)  Rb 0 0 0.5 0.725(2)

Fe 0 0 0 0.064(6)  Fe 0 0 0 0.017(6)

Mo 0.33333 0.66667 0.23141(7) 0.064(6)  Mo 0.33333 0.666670.23118(7) 0.017(6)

O(1) 0.33333 0.66667 0.4629(1) 1.055(7)  O(1) 0.33333 0.666670.46223(9) 0.509(6)

O(2) 0.16139(5) 0.8385(1) 0.15706(8) 1.055(7)  O(2) 0.11577(8)0.79305(7)0.15701(9) 0.509(6)

 

 We also performed Rietveld refinements on power neutron diffraction data collected at other 

temperatures. In the refinement on the data at 100 K, isotropic atomic displacement parameters (Beq) 

were not refined but fixed in the values at 150 K. From the refinements, we found that the high 

temperature �3��1 and the low temperature �3� phases coexist in the temperature range from 198 K 

to 190 K. The refined weight ratios of the �3��1 were 92.97(4) %, 68.76(8) %, 44.07(7) %, 20.38(6) %, 

and 2.77(3) % at 198 K, 196 K, 194 K, 192 K, and 190 K, respectively. Figure 3.23 shows the lattice 

constants as a function of temperature. In the temperature range from 198 K to 190 K, the lattice 

constants of the minority phase are shown as open squares. The results are well matched with those of 

the previous work [10]. 

 

Fig. 3.23 The lattice constants as a function 
of temperature. Adapted from ref. [37] 
with permission. Copyright 2022 by the 
American Physical Society. From 198 K to 
190 K, the lattice constants of the minority 
phase are denoted by open squares. 
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In Fig. 3.21c, we plot the temperature dependence of the rotation angle �  of the MoO4 

tetrahedra obtained by the Rietveld refinements of the neutron diffraction data. Here, � is taken as the 

displacement angle from the [1�100] axis (see the inset of Fig. 3.21c). In the temperature range from 198 

K to 190 K where the high temperature �3��1 phase and the low temperature �3� phase coexist, the 

rotation angles for the minority phase are shown as open squares in Fig. 3.21c.  

The temperature profiles of α and � are similar to each other, though they show different 

behaviors around Tc. This is most likely because α just below Tc will reflect the averaged magnitude of 

EG of the coexisting high temperature and low temperature phases. The temperature profiles of α and � are fitted by the function of [20,44,45] 

7(Y), �(Y) % � 0, Y > Y_ # + ¡¢Y£ − Y, Y � Y_ (3.10) 
which characterizes the first-order phase transition. Here, a, b, and Td are the fitting parameters, where 

Y£ % Y_ + ¤¥
>¥. The fitting yields Tc = 185.5±0.5 K for 7(Y) and Tc = 190±3 K for �(Y), which are 

consistent with the previously reported values of Tc (= 190 ~ 195 K) [10,20]. The slight difference in the 

value obtained from the EG measurement is probably due to a poor thermal contact between the sample 

and the cold stage. The success of the fitting clearly shows that the rotation angle of the MoO4 tetrahedra 

behaves as the order parameter, and one can also deduce the order parameter of ferroaxial order from 

EG. 

3.5 Summary 

In summary, this study represents the first successful visualization of ferroaxial domains of NiTiO3 and 

RbFe(MoO4)2, through spatial distribution measurements of the linear electrogyration (EG) effect. In 

NiTiO3, a comparison of FZ-grown and flux-grown samples, both in as-grown and annealed ones, 

revealed the formation of multi-domains during the ferroaxial transition. Furthermore, it was observed 

that the domain size tends to increase with decreasing cooling rate around Tc. In addition, we confirmed 

that the observed spatial distributions of EG is nothing other than ferroaxial domains by comparing the 

results of EG and scanning XRD on the same sample. In other words, scanning XRD measurements is 

another way to visualize ferroaxial domains. In RbFe(MoO4)2, we performed EG measurements over a 

wide temperature range across Tc and confirmed that ferroaxial domains were formed below Tc. 

Furthermore, the temperature evolution of the rotation angle of the MoO4 tetrahedra was determined 

from powder neutron diffraction measurements. The temperature profiles of EG and the rotation angle 

of the MoO4 tetrahedra exhibit similar trends and are well fitted by the function of the order parameter 

in the first order transition. This confirms the effectiveness of EG measurements to observe the evolution 

of ferroaxial order. 
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Chapter 4  
Observation of electric-field-induced magneto 

chiral dichroism in a ferroaxial crystal 

4.1 Introduction 

In Chapter 3, we reported on the observation of ferroaxial domains by using the linear electrogyration 

effect. This effect is considered a result of electric-field-induced chirality in ferroaxial materials. As 

discussed in Chapter 2, controlling chirality and its associated phenomena in crystalline materials is 

challenging. In ferroaxial materials, however, chirality can be induced by applying an electric field and 

switched by changing the direction of the field. Thus, ferroaxial materials provide a platform for 

controlling chirality-related-phenomena. In this chapter, we demonstrate the observation of another 

representative chirality-related optical effect, magnetochiral dichroism, by applying an electric field to 

a ferroaxial crystal. 

 

4.1.1 Magnetochiral dichroism 

Magnetochiral dichroism (MChD) is an asymmetry in the absorption of two counter propagating 

unpolarized electromagnetic waves in magnetized chiral materials. MChD was predicted in the 

1980s [1,2], and firstly observed as luminescence anisotropy in 1997 [3]. So far, it has been verified in 

various chiral systems including liquid molecular systems [3,4], ferromagnets [5,6], organic 

compounds [7], and magnetic nanohelices [8]. MChD provides a way to study the spectroscopy of chiral 

media and to develop new magneto-optical devices [9–11]. Furthermore, it has also been suggested as 

a potential source of the homochirality of life in the context of fundamental interactions between light 

and matter [9,10,12]. 

 MChD is defined as a difference in an absorption coefficient α of a medium for unpolarized 

light between with and without a magnetic field (∆αMChD) and described as [13] Δ7¦§�¨© ª⁄ ∝ «© ª⁄ ¬ ∙ ­, (4.1) 
where k is a light propagation vector and H is a magnetic field. The superscripts denote the handedness 

of the medium (D: dextro, L: levo), and MChD shows sign reversal against handedness reversal, i.e., XD 

= −XL.  

 The vector-like properties introduced in Chapter 1 are useful to understand the symmetry 

aspect of MChD. Considering the situation when a magnetic field (time-odd axial vector A′) is applied 

parallel to the chiral director (C ) in a medium, the dot product of A′ and C has the symmetry of time-

odd polar vector (P′), which is the same symmetry with the propagating light wave (see Fig. 1.5 in 
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1.3.4). Thus, the nonreciprocal effect of MChD is expected in a magnetized chiral medium. 

 Microscopically, MChD is induced by electronic transition processes of electric dipole (ED) – 

magnetic dipole (MD) and/or ED – electric quadrupole (EQ) [2,13], details of which will be discussed 

later. 

 

4.1.2 Electric-field-induced magnetochiral dichroism 

As discussed in Chapter 3, a ferroaxial system itself is achiral, but it can be made chiral by the application 

of an electric field. Thus, MChD is expected to be induced in a ferroaxial material by applying an electric 

field, which will appear as a nonreciprocal absorption under simultaneous application of magnetic and 

electric fields. However, such a phenomenon of electric-field-induced MChD (E-MChD) has never been 

reported today. 

 In the similar manner with the usual MChD, E-MChD is described as a difference in α for 

unpolarized light between with and without magnetic and electric fields: Δ7�¦§�¨ ∝ (m ∙ �)(¬ ∙ ­) (4.2) 

where A is a ferroaxial moment and E is an electric field. Here, the cross product of m ∙ � define the 

chirality of the system. Thus, the sign of ∆αEMChD is opposite between the domain states of A+ and A− 

under the same direction of an electric field. In a single domain ferroaxial state, on the other hand, 

switching the direction of E corresponds to that of chirality and changes the sign of ∆αEMChD (see Fig. 

4.1 for schematical illustration). In the following, for simplification, we refer to ∆αEMChD of the A+ 

domain state as just ∆α.  

 Nonreciprocal optical phenomena due to simultaneously applied electric and magnetic fields 

or spontaneous polarization (P) and magnetization (M) have been studied in the context of 

magnetoelectric nonreciprocity or optical magnetoelectric effect [14]. So far, such nonreciprocal 

phenomena have been observed mostly in the setting of k  ⊥  E(P)  ⊥  H(M) [15,16] or k  ⊥  E(P)  ∥ 

H(M) [17,18]. E-MChD studied here is regarded as a distinct type of magnetoelectric nonreciprocity 

with the setting of k ∥  E ∥  H. As can be seen in equation (4.2), the ferroaxial moment A plays an 

important role in the E-MChD. 
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Fig. 4.1 Schematic illustration of Electric-field-induced magnetochiral dichroism (E-MChD) in a 

ferroaxial material [19]. a, Schematic illustrations of the ferroaxial moment A generated by head-to-

tail arrangements of electric dipoles. The middle panel of (a) shows the arrangement in the absence 

of an electric field (E). The left and right panels show the modification of the arrangement by applying 

positive (+E) and negative (−E) electric fields, respectively. Here, each electric dipole moment is 

tilted toward the applied E, inducing chirality in the system. Note that the +E and −E states exhibit 

opposite chirality. b, Conceptual diagram of E-MChD in a ferroaxial material. The cylinders denote 

unpolarized light propagating along the c axis. The diameter of each cylinder represents the intensity 

of incident or transmitted light. The magenta and blue arrows denote electric (E) and magnetic (H) 

fields, respectively. MChD in a ferroaxial system is controlled via E and the intensity of transmitted 

light is different between when E and H are parallel (left) and antiparallel (right) to each other. 

 

4.1.3 Motivation 

In this chapter, we report on the discovery of E-MChD in the ferroaxial antiferromagnet NiTiO3 (see 

also 3.1.4 about the crystal structure of NiTiO3). We examine E-MChD spectra in various conditions of 

light propagation, magnetic fields, and electric fields. The observed spectra are discussed in the 

framework of the mechanism by combining the theory of MChD and the pseudo-Stark splitting. 

4.2 Experimental methods 

4.2.1 Sample preparation 

For the spectrum measurements of E-MChD, the flux-as grown sample with a single ferroaxial domain, 

which is the same one with that used for the domain observation in Figs. 3.19e,i, was used (see 3.2.1 

about the crystal growth and characterization). The sample thickness was 32 μm, and indium/tin oxide 

(ITO) was sputtered to the widest faces (c plane) to form transparent electrodes. 
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4.2.2 E-MChD spectrum measurement 

The optical measurements of NiTiO3 were performed using a fiber-based optical system, which was 

designed and built by Dr. Kenta Kimura. Figure 4.2 shows a photograph and schematic illustration of 

the optical setup. As an unpolarized light source, a tungsten-halogen lamp was used. The light 

transmitted through the sample along the c axis was detected by a spectrometer (MS3504i, SOL 

Instruments) equipped with an InGaAs camera detector (HLS 190IR-1, SOL Instruments) in the 

spectrum measurements. In the lock-in measurements described below, a Ge amplified detector 

(PDA50B2, Thorlabs) was used. The optical system was inserted into a commercial physical property 

measurement system (PPMS, Quantum Design), which enabled us to control sample temperature, a 

magnetic field, and an electric field. 

 

 

Fig. 4.2 Photograph (a) and schematic illustration (b) of optical setup [19]. L: lens, H: sample holder, 

M: mirror, S: sample. 

 

 The spectra of E-MChD (∆a) were calculated by using the transmission spectra obtained with 

the application of positive (IV+) and negative (IV–) voltages at a certain magnetic field as 1B =̄ : − =̄ ^=̄ : + =̄ ^ % 1B =@°:(±²:³±)´ − =@°:(±²^³±)´=@°:(±²:³±)´ + =@°:(±²^³±)´ 	 c7, (4.3) 
where I0 is the intensity of incident light, α0 is an absorption coefficient without electric and magnetic 
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fields, and d is a sample thickness. Here, we assume that ∆αd is small and °³±´ 	 (1 + c7B). 

 In the lock-in measurements of E-MChD, a sinusoidal voltage V0sin(ωt) was applied to the 

sample at a certain magnetic field. Under such a sinusoidal voltage, the intensity of transmitted light is 

described as 

=@°:(±²^³±µ ²̄¶·¸(d�) ´⁄ )´ 	 =@°:±²´ Z1 −  c7µ a@sin(`¹)[ (4.4) 

where c7 % c7µ a@sin(`¹) B⁄  . Then, the intensity of transmitted light oscillating at the angular 

frequency ω was detected by using a lock-in amplifier and c7µ   was calculated. In the lock-in 

measurements, monochromatic light with a photon energy of 0.886 eV obtained by using a bandpass 

filter was used. 

4.3 Results and discussion 

4.3.1 E-MChD spectra 

To obtain E-MChD spectra, measurements of absorption spectra were performed at various magnetic 

fields, electric fields, and temperatures in the photon energy range of 0.75 eV < Eph < 1.29 eV. The 

directions of light propagation (±kc), an electric field (±Ec), and a magnetic field (±Hc) are all along the 

hexagonal c axis, where the signs are defined as positive (negative) when the vectors are parallel 

(antiparallel) to the c direction (see a schematic illustration of the optical setup in Fig. 4.2). As a 

representative spectrum, the absorption coefficient in the absence of external fields α0 at 23 K is shown 

in Fig. 4.3a. (Note that the magnetic susceptibility of NiTiO3 is maximized at the Néel temperature TN 

= 22.5 K [20,21].) In the photon energy range of 0.8 eV < Eph < 1.1 eV, absorption peaks assigned to the 

spin allowed Ni2+ d-d transition from the 3A2g ground state to the 3T2g excited state are observed [22]. 

Here, 3A2g and 3T2g refer to the energy states split by the cubic Oh crystal field. 

 Figure 4.3b shows the E-MChD spectrum obtained at 23 K in the setting of +kc, Vc = 100 V, 

and μ0Hc = 9 T. Here ∆α = α (Vc = 100 V, μ0Hc = 9 T) − α0. Under the application of 100 V voltage, the 

magnitude of an electric field is 3.1×104 V cm-1. In the following, we denote the magnitude of voltage 

instead of electric field for simplification. In the E-MChD spectrum, sharp peaks are observed in the 

energy range of 0.80 eV < Eph < 0.85 eV, at which sharp peaks are also observed in the absorption 

spectrum (compare Fig. 4.3a with 4.3b). These absorption peak structures will be assigned to the 

magnetic dipole transition to the excited states split by the trigonal crystal field and the spin-orbit 

interaction, as we will discuss in detail in 4.3.3. Other than the sharp peaks, one can find a small and 

relatively broad peak around 0.9 eV. At 0.95 eV < Eph < 1.29 eV, finite ∆α was not observed in the 

current resolution. 
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Fig. 4.3 Spectrum of E-MChD at 23 K. a, Absorption spectrum obtained at 23 K in the geometry of 

k || c in the photon energy of 0.75 eV < Eph < 1.29 eV [19]. The broad peak around 0.9 eV corresponds 

to the transition from the ground state 3A2g to the excited state 3T2g. b, Spectrum of E-MChD obtained 

at 23 K in the geometry of k || E || H || c in the photon energy of 0.75 eV < Eph < 1.29 eV. Here, ∆α 

corresponds to the magnitude of E-MChD under the 100 V voltage and 9 T magnetic field. 

  

 To identify whether the observed absorbance difference ∆α originates from E-MChD, we 

performed measurements with changing light propagation direction, magnetic fields, and electric fields 

(Fig. 4.4). Figure 4.4a shows the ∆α spectra obtained for +kc (red) and −kc (blue) in the setting of Vc = 

100 V and μ0Hc = 9 T. The spectra show almost complete sign reversal against the light propagation 

direction switching, which indicates the nonreciprocity of the observed optical phenomena.  

 Figure 4.4b shows the magnetic-field dependence of ∆α. Here, the light propagation and a 

voltage are set as +kc and Vc = 100 V, respectively, and the measurements were performed at selected 

magnetic fields from −9 T to 9 T. When comparing the spectra obtained in the positive and negative 

magnetic fields [e.g., compare the spectra at 9 T (red) and −9T (purple)], an almost complete sign 

reversal is observed. Furthermore, |∆α| gets larger with increasing the magnitude of magnetic field. The 

inset of Fig. 4.4b shows ∆α at 0.799 eV as a function of magnetic field, which is extracted from the 

spectra in Fig. 4.4b. As seen in this graph, ∆α responds linearly to the applied magnetic field, supporting 

that ∆α comes from MChD.  

 Finally, Fig. 4.4c shows the electric-field dependence of ∆α. Here the light propagation and a  
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magnetic field are set as +kc and μ0Hc = 9 T, respectively, and the spectra were obtained at selected 

voltages from 0 V to 100 V. |∆α| gets larger with increasing the magnitude of voltage. The inset of Fig. 

4.4c shows ∆α at 0.799 eV as a function of voltage, which is extracted from the spectra in Fig. 4.4c. ∆α 

responds linearly to the applied voltage, fulfilling the requirements for E-MChD. The finite ∆α even at 

zero magnetic (the inset of Fig. 4.4b) or electric fields (the inset of Fig. 4.4c) is most likely due to 

temporal changes in incident light intensity which causes temporal changes in calculated transmittance. 

From the spectra in Figs. 4.4b and 4.4c, we omit the spectra obtained in 0 T and 0 V, respectively. Based 

on the results of these k, H, and V dependent measurements, we conclude that the observed ∆α is 

nothing more or less than E-MChD. 

Fig. 4.4 Effect of light propagation direction, 

magnetic field, and electric field on E-MChD 

[19]. The spectra were obtained at 23 K in the 

photon energy of 0.763 eV < Eph < 0.90 eV. a, 

Spectra of E-MChD obtained for +kc (red) and 

–kc (blue). Here, ∆α corresponds to the 

magnitude of E-MChD under the 100 V 

voltage and 9 T magnetic field. b, Magnetic 

field dependence of E-MChD spectra. The 

spectra were obtained with changing the 

magnitude of the magnetic field from –9 T to 

9 T by 3 T, under the fixed magnitude of 

voltage 100 V. The inset shows the magnetic 

field dependence of E-MChD at 0.799 eV. c, 

Voltage dependence of E-MChD spectra. The 

spectra were obtained with changing the 

magnitude of the electric field from 0 V to 100 

V by 25 V under the fixed magnitude of 

magnetic field 9 T. The inset shows the 

voltage dependence of E-MChD at 0.799 eV. 

 



Chapter 4 

83 
 

4.3.2 Temperature dependence of E-MChD 

Next, we measured the temperature (T) dependence of E-MChD to elucidate the relationship between 

E-MChD and electronic properties of NiTiO3. Figure 4.5 shows absorption spectra (Fig. 4.5a) and E-

MChD spectra (Fig. 4.5b) obtained at 100 K, 50 K, 23 K, and 5 K. The setting for the E-MChD spectra 

is +kc, Vc = 100 V, and μ0Hc = 9 T. As seen in Fig. 4.5a, absorption peaks at 0.799 eV, 0.820 eV, and 

0.836 eV develop with decreasing T. From 100 K to 23 K, the peak positions are unchanged while the 

peak intensities get increased. This may suggest that phonons are suppressed with lowering T, and the 

transitions to the split excited states get apparent. By contrast, the peak positions at 5 K are shifted from 

those above 23 K. This is possibly due to the exchange field activated below TN. Corresponding to the 

development of the absorption peaks, the peak structures of the E-MChD spectrum also develop, which 

is clearly observed by comparing the spectrum at 100 K (red line in Fig. 4.5b) with those at 50 K or 23 

K (green or blue lines in Fig. 4.5b). About the spectrum at 5 K, not only the peak positions at 0.799 eV 

and 0.82 eV are shifted, but also the peak structures around 0.82 eV are drastically changed (compare 

the purple line with the green or blue lines in Fig.4.5b). Although any peak splitting due to the exchange 

field is not seen in the absorption spectrum, it is still possible that E-MChD is more sensitive to the 

splitting of the excited energy states. 

 We also measured the T dependence of E-MChD from 5 K to 100 K at a fixed photon energy. 

Here, we chose the energy of 0.886 eV at which sharp peaks were not observed (see Fig. 4.3b) to discuss 

the T profile of E-MChD not affected by developments of peak structures and the exchange field. E-

MChD at each temperature was measured by the lock-in technique. The measurements were performed 

at 9 T for ±kc. The amplitude of AC voltage applied along c was 100 V. The result is shown in Fig. 4.6. 

As seen in Fig. 4.6, the T dependence for +kc (red) is almost completely reversed from that for −kc. We 

also confirmed that ∆α is proportional to the applied magnetic field (Fig. 4.7). The T dependence of ∆α 

at 0.886 eV is well matched with that of the magnetic susceptibility along the c axis, taking a cusp 

around TN = 22.5 K [21]. The inverse E-MChD (1/∆α) is nearly linear to T above TN (see the inset of 

Fig. 4.6), which indicates that E-MChD reflects the magnetic susceptibility showing a linear 1/T 

dependence in the paramagnetic phase. 
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Fig. 4.5 Temperature dependence of 
absorption spectra (a) and E-MChD 
spectra (b) [19]. The data obtained at 100 
K, 50 K, 23 K and 5 K are shown in red, 
green, blue and purple colors, respectively. 
∆α in panel (b) corresponds to the 
magnitude of E-MChD under the 100 V 
voltage and 9 T magnetic field in the 
geometry of the +kc setting. 

 

 

Fig. 4.6 Temperature (T) dependence of E-
MChD at 0.886 eV obtained by the lock-
in measurement [19]. The red and blue 
dots correspond to the results in the 
geometry of the +kc and –kc settings, 
respectively. Here, ∆α corresponds to the 
magnitude of E-MChD under the 100 V 
voltage and 9 T magnetic field. The inset 
shows the T dependence of inverse ∆α 
calculated using the absolute values of ∆α 
obtained in the –kc setting. 
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Fig. 4.7 Magnetic field dependence of E-MChD obtained by the lock-in measurement at 0.886 eV 

[19]. Here, ∆α corresponds to the magnitude of E-MChD under the 100 V voltage and the selected 

magnitude of magnetic field in the geometry of the +kc setting. 

 

4.3.3 Discussion: Microscopic origin of E-MChD 

 Here, we discuss the mechanism of E-MChD observed in ferroaxial NiTiO3. For that, we first 

introduce the microscopic origin of MChD [2,13]. There are two types of transition processes which 

contribute to MChD, electric dipole (ED) – magnetic dipole (MD) and ED – electric quadrupole (EQ). 

For the concerned 3A2g → 3T2g transition in Ni2+, MD transition gives a predominant contribution [23,24]. 

Thus, here, we only consider the ED-MD process. The ED-MD process is further divided into the three 

terms, named as A, B and C terms. Among them, only the C term, which originates from the splitting of 

the ground states due to the Zeeman effect, is the T dependent term described as 

c7¦§�¨ ∝ º� *̀»((`) ¼(½)+Y . (4.5) 

Here, we assume directions of a magnetic field and light propagation in the z axis. ℏ *̀» is the energy 

difference between the ground state n and the excited state j. ((`)  represents the frequency 

dependence of ∆αMChD and is described as  

((`) % `Γ*À *̀»! − `!Á! + `!Γ*! , (4.6) 

where Γ*  is a damping factor. ((`)  shows an absorptive structure, i.e., takes a single peak at the 

resonance frequency *̀». C(G) represents the contributions from the ED-MD process as 

¼(½) % Â±ÃÄ 1B» Å < ���Ä�� > ReÀ< �|È±|� >< ���Ã�� >Á» , (4.7) 

where 7, u, and r denote the coordinate axes, Â±ÃÄ is the Levi-Civita symbol, dn is the degeneracy 

of the ground state n, È± is the electric dipole moment, and  �Ã and �Ä are the magnetic dipole 

moments. Since the observed E-MChD signal shows the linear 1/T dependence (inset of Fig. 4.6) as the 

C term does [equation (4.5)], we will consider this C term in the following discussion.  

 Now we are ready to discuss the mechanism of E-MChD in NiTiO3. The key factors are the 

two Ni2+ sites (Site 1 and Site 2, see the crystal structure in right top of Fig. 4.8a) related by the space 

inversion operation and the pseudo-Stark splitting induced by an applied electric field. Figure 4.8a 
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shows the energy diagram of Ni2+ in NiTiO3. The 3A2g and 3T2g states in the cubic (Oh) field are further 

split by the trigonal (C3) distortion and the spin orbit interaction (S.O.) [25]. We assume that the 

absorption peak observed at 0.80 eV corresponds to the lowest energy excitation to this split level and 

focus on this excitation. Note that both ED and MD transitions are allowed between the ground and 

excited E states. Under an applied magnetic field, both the ground and excited states are further split 

due to the Zeeman effect. Under this consideration, since the local symmetry of Ni2+ is chiral C3, MChD 

is locally induced at each Ni2+ site. However, the contributions to MChD from Site 1 (c7¦§�¨(�)
) and Site 

2 (Δ7¦§�¨(!)
) are in the same magnitude but opposite in sign, i.e., Δ7¦§�¨(�) % −Δ7¦§�¨(!)

. This is because 

the sign of the electric dipole moment < �|È±|� >  is opposite between the two. Thus, MChD is 

canceled out as a unit cell. Under an electric field, however, each level is shifted, and the excitation 

energy is slightly modified in proportion to an applied electric field. The sign of this energy shift (cÉ ∝t) is opposite for Site 1 and Site 2 of Ni2+ ions (pseudo-Stark effect [26,27]). Thus, the contributions 

from them are not canceled out and ∆αEMChD is described as 

c7�¦§�¨ ∝ º� *̀» ¼(½)+Y Ê((�)(`) − ((!)(`)Ë, (4.8) 

where 

((�)(`) − ((!)(`) % `Ì*ZÀ *̀» + cÉÁ! − `![! + `!Ì*! − `Ì*ZÀ *̀» − cÉÁ! − `![! + `!Ì*! . (4.9) 

By assuming that cÉ is small enough and (cÉ)! 	 0, equation (4.9) is rewritten as 

((�)(`) − ((!)(`) 	 8` *̀»Ì*À *̀»! − `!ÁcÉÀ *̀»� + `� − 2`! *̀»! + `!Ì*!Á! , (4.10) 

and ((�)(`) − ((!)(`) shows a dispersive structure, i.e., takes two peaks with opposite sign around 

the resonance frequency *̀» . Also, ∆αEMChD is proportional to an applied electric field. We fit the 

obtained E-MChD spectrum around 0.80 eV (+kc, Vc = 100 V, and μ0Hc = 9 T, a part of red dots in Fig. 

4.4a). The result is shown in Fig. 4.8b. The fitting yields *̀» % 0.8011 eV, Ì* % 0.0036 eV, and ΔÉ %7.4 
 10:Í eV. The obtained parameters of *̀» and Ì* are well matched with those observed in the 

absorption spectrum (see Fig. 4.3a). About the pseudo-Stark splitting ΔÉ at 3.1×104 V cm-1, it is also 

consistent with that of the R1 line of ruby, whose crystal structure is corundum-type and similar to 

ilmenite NiTiO3, 1.2×10-4 eV at 1.7×105 V cm-1 [26]. This model based on the pseudo-Stark splitting 

well explains the peak structure at 0.80 eV. However, it is difficult to fully explain the complicated peak 

structures around 0.82 eV. Some of the fine peak structures around the 3A2g → 3T2g transition are 

sometimes explained as phonon sidebands [24,28,29], and they may be related to the peak structures. 
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Fig. 4.8 The energy diagram of Ni2+ in NiTiO3 (a) and the fitting of E-MChD spectrum (b) [19]. The 
energy diagram of panel (a) shows splitting of the ground 3A2g

 and excited 3T2g states (first column) 
due to the trigonal field (C3, second column), spin-orbit interaction (S.O., third column), the Zeeman 
effect (fourth column), and the Stark effect (fifth column for Site 1 and sixth line for Site 2). “+1” and 
“–1” in the fourth column depict the total spin angular momentum of each state. The electric dipole 
(ED) – magnetic dipole (MD) transition process contributes to MChD. In the fourth column, the states 
other than those related to the considered transition are depicted in a pale color. The crystal structure 
in the right top of panel (a) shows Site 1 and Site 2 of Ni2+ related to each other via the inversion 
operation. The sign of the Stark effect (∆E) at Site 1 is opposite to that at Site 2, which contributes to 
the emergence of E-MChD. Panel (b) shows the fitting result of E-MChD spectrum with equation 
(4.8) in the main text in the photon energy range of 0.794 eV < Eph < 0.807 eV. The fitted spectrum 
corresponds to a part of the red dots in Fig. 4.4a. 

 

4.3.4 Discussion: Magnitude of E-MChD 

 Finally, let us mention the magnitude of E-MChD of NiTiO3. When considering the normalized 
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magnitude of E-MChD, i.e., ∆αEMChD/α0, the largest value of ∆αEMChD/α0 ≈ 0.06 % per 1 T was obtained 

under Ec = 3.1×104 V cm-1 around 0.80 eV at 23 K. It is comparable to MChD in Ni3TeO6 (∆αEMChD/α0 

≈ 0.16 % per 1 T around 0.8 eV at 4 K) [29]. Ni3TeO6 is a chiral corundum-like antiferromagnet (space 

group R3) with Ni2+ located in a trigonally distorted oxygen octahedron as NiTiO3. Thus, it can be said 

that E-MChD signals of ferroaxial NiTiO3 under Ec = 3.1×104 V cm-1 are comparable to MChD signals 

in a similar chiral material. It will be interesting for future work to compare the applied electric field 

with the internal crystal electric field in Ni3TeO6. 

4.4 Summary 

In conclusion, we successfully observed E-MChD in a ferroaxial antiferromagnet NiTiO3. The obtained 

spectrum can be effectively explained by combining the established theory of MChD and the pseudo-

Stark effect. In E-MChD of ferroaxial materials, the transmittance of light can be controlled by changing 

an electric field under a fixed magnetic field. This could potentially lead to the development of new 

energy-saving optical devices in ferromagnetic ferroaxial materials, where transmittance can be 

controlled through the application of an electric field alone. It is also worth noting that magneto-chiral 

effects are not limited to nonreciprocal light propagation but also extended to the nonreciprocal 

propagation of electrons, magnons, and phonons [11,14]. Thus, research developments toward such 

directions can also be expected for electric-field-induced magneto-chiral effects in ferroaxial materials. 

Currently, the research on ferroaxial order has primally focused on inorganic compounds. However, as 

chirality-related phenomena have been widely studied in both organic and inorganic compounds, our 

discovery on E-MChD in NiTiO3 will also stimulate research on ferroaxial-related properties in organic 

crystals or molecules. 
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Chapter 5  
Observation of nonreciprocal optical effects in a 

ferromonopolar antiferromagnet Cr2O3 

5.1 Introduction 

Cr2O3 is the archetypal magnetoelectric (ME) antiferromagnet, wherein the linear ME effect was 

predicted and observed for the first time [1,2]. The magnetic ordering in Cr2O3 is commonly referred to 

as antiferromagnetic (AFM) ordering or AFM ordering which breaks space inversion and time reversal  

symmetries. However, based on the recently developed theory of cluster multipoles [3–10] and the 

classification of ferroic orders discussed in Chapter 1, the magnetic order of Cr2O3 can be more 

specifically classified as ‘ferromonopolar order’. Such a detailed classification rather than a broad 

categorization as antiferromagnetic ordering enables a clear understanding of the characteristics 

associated with the order. In this section, we first give a brief introduction to cluster multipoles and 

discuss the ME effect and optical effects in Cr2O3. 

 

5.1.1 Cluster multipoles 

The microscopic electronic degrees of freedom are well described by the electronic multipoles. There 

are four types of multipoles and their operators in many-electron systems are described as [9,11,12] 

ÎÏvÐ %  −° Å Ñ 4&2Ò + 1 ÓvÔvÐ∗ ÀoÖ*Á* , (5.1) 

×ØvÐ %  −ÈÙ Å ÚvÀo*Á ∙ ∇*  Ñ 4&2Ò + 1 ÓvÔvÐ∗ ÀoÖ*Á* , (5.2) 

YÏvÐ %  −ÈÙ Å ÜvÀo*Á ∙ ∇*Ñ 4&2Ò + 1 ÓvÔvÐ∗ ÀoÖ*Á* , (5.3) 

½ÏvÐ %  −° Å Å (v±ÃÀo*Á∇±∇ÃÑ 4&2Ò + 1 ÓvÔvÐ∗ ÀoÖ*Á�,Ý,�
±Ã* , (5.4) 

where ÎÏvÐ, ×ØvÐ, YÏvÐ, and ½ÏvÐ are electric (E), magnetic (M), magnetic toroidal (MT), and electric 

toroidal (ET) moments, respectively. Here, o*  is a position vector of the jth electron, e is electron 

charge, and µB is Bohr magneton. l and m are the azimuthal and magnetic quantum numbers, respectively. 
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ÔvÐÀoÖ*Á  is the spherical harmonic as a function of oÖ % o/|o| . The azimuthal quantum number l 

corresponds to the rank of multipoles, i.e., monopole (l = 0), dipole (l = 1), quadrupole (l = 2), and 

octupole (l = 3). ÚvÀo*Á, ÜvÀo*Á, and (v±ÃÀo*Á describe magnetic moment, magnetic toroidal moment, 

and electric toroidal tensor, respectively and expressed as 

ÚvÀo*Á % 2Þ*Ò + 1 + ß* , (5.5) 

ÜvÀo*Á % 2à*Ò + 1 ; 2Þ*Ò + 1 + ß*A , (5.6) 

(v±ÃÀo*Á % �v±(o*)¹vÃ(o*), (5.7) 

where lj and σj/2 are the orbital and spin angular momentum operators, respectively. Figure 5.1 

summarizes the four types of multipoles with their parities respect to space-inversion and time-reversal 

operations. 

 

 
Fig. 5.1 Four types of multipoles. Used with permission of IOP Publishing, Ltd, from ref. [10]; 
permission conveyed through Copyright Clearance Center, Inc. Copyright 2022 by IOP Publishing, 
Ltd. E: electric, M: magnetic, MT: magnetic toroidal, ET: electric toroidal. In column 3 and 4, parities 
of the multipoles respect to spatial-inversion and time-reversal operations are listed. Here, + and – 
correspond to even and odd parity, respectively. 

  

 The multipole operators in equations (5.1)-(5.4) are defined on a single atom and well describe 

electronic degrees of freedom in strongly-correlated f-electron systems [10,13–15]. Meanwhile, these 

multipoles are applied to describe the symmetry defined with multiple atoms in a unit cell, which is so 

called (site-)cluster multipoles [3,6–10]. For example, assuming a N-site magnetic structures, M cluster 

multipoles are expressed by replacing the position vector of electron rj with the position vector of the 

jth atom Rj as [9] 
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×Ø(á)vÐ % Å ß* ∙ ∇*Ñ 4&2Ò + 1 ÓvÔvÐ∗ Àâ*Áã
*ä�  , (5.8) 

where the superscript (c) denotes ‘cluster’ multipoles. In ref. [9], all 122 magnetic point groups are 

classified by the cluster multipoles, and in ref. [7], magnetic species are classified based on what types 

of multipoles are activated on the symmetry reduction. Following the definition of ferroic order 

discussed in Chapter 1, if a phase transition is characterized by a multipole X, such an order can be 

referred to as ferro-X order, as represented by the ferrotoroidic order. We note that the MT (ET) dipole 

moment has the symmetry of time-odd polar vector P′ (time-even axial vector A) introduced in Chapter 

1. It is also noteworthy that the ET monopole is closely related to chirality and ferrochiral order 

discussed in Chapter 2 [16,17]. 

 Among the different types of multipoles, M monopole, MT dipole, and M quadrupole, where 

P and T symmetries are simultaneously broken, are related to the ME effect and nonreciprocal optical 

effects on which are our focus lies in this chapter. Figure 5.2 schematically illustrates these three types 

of cluster multipoles. The magnetic monopole and quadrupole depicted in Fig. 5.2 have the symmetry 

of time-odd chiral bidirector (false-chiral) C′ (see 1.3.1), where C′ is perpendicular to the spin plane.  

 

 

Fig. 5.2 Cluster multipoles which breaks P and T symmetries. The purple arrow represents a magnetic 

moment defined on a single atom site. 

 

 By adopting the linear response theory with the concept of multipoles, one can decompose the 

liner ME tensor αij into contributions from the M monopole, MT dipole, and M quadrupole [3,8,18]. 

The tensor αij describes the liner ME effect as Pi = αijHj (μ0Mi = αijEj), where Pi, Hj, Mi, Ej, and μ0 are 

polarization, a magnetic field, magnetization, an electric field, and permeability of vacuum, respectively. 

The components of αij are expressed as [8] 

7)* % åM@ − Mç + Mè M�Ý + T� M�� − TÝM�Ý − T� M@ − Mç − Mè MÝ� − T�M�� + TÝ MÝ� − T� M@ + 2Mç
ê , (5.9) 

where M0 = (Mxx + Myy + Mzz), Mu = (2Mzz – Mxx – Myy)/6, and Mv = (Mxx – Myy)/2. M0 describes the 



Introduction 

94 
 

isotropic longitudinal response from the M monopole, while Mu, Mv, and Mij (i ≠ j) are the anisotropic 

symmetric response from the M quadrupole. Ti represents the anti-symmetric component from the MT 

dipole. 

 

5.1.2 Magnetic structure and the liner ME effect of Cr2O3 

The crystal structure of Cr2O3 is described by the corundum structure (space group "3�  ). At 

temperatures below TN ≈ 307 K [19,20], it shows an AFM ordering, and the magnetic symmetry in the 

AFM phase is 3�′�′ . This magnetic transition 3��15 → 3�′�′  is characterized by the ordering of 

magnetic monopole and magnetic quadrupole moment [7,9]. Thus, the magnetic order of Cr2O3 can be 

termed as, for example, ferro-monopolar-quadrupolar or ferro-false-chiral order. In the following, for 

simplification, we term it ferromonopolar order. The ferromonopolar order of Cr2O3 allows the diagonal 

ME effects with nonzero ME tensor components of α11 = α22 and α33 [21–23]. Figure 5.3 shows the 

temperature dependence of the ME tensors of 7� % 7�� % 7!! and 7∥ % 7�� [21]. 

 

Fig. 5.3 Temperature dependence of the 
ME tensor of Cr2O3. Reprinted with 
permission from ref. [21]. Copyright 1961 
by the American Physical Society. The 7� 
and 7∥ are dimensionless in the Gaussian 
units. 

 

 

 In the ferromonopolar AFM phase, a pair of domain states (L+ and L–), which is related by 

either time reversal or space inversion, develops (see Fig. 5.4). So far, such domain structures have been 

visualized by using second-harmonic generation (SHG) [24], magnetoelectric force microscopy [25], x-

ray magnetic circular dichroism [26,27], and nanoscale scanning diamond magnetometry [28–30]. As 

an example, Fig. 5.5 shows the domain images obtained by SHG. 
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Fig. 5.4 Antiferromagnetic domain states 
of Cr2O3 [31]. The red and blue arrows 
represent Cr spins. Here, the two Cr sites 
denoted as A and B, which characterize the 
two domain states of L+ and L-, are 
depicted. 

 

 

Fig. 5.5 Antiferromagnetic domain 
images of Cr2O3 obtained by SHG [24]. 
Reprinted from ref. [24], with the 
permission of AIP publishing.  Sample 
size is 6×3 mm2, and thickness is 70 μm. 
Right-circularly polarized light is used as 
incident light. 

 

 

5.1.3 Nonreciprocal optical effects in Cr2O3 

The ferromonopolar order of Cr2O3 allows for the diagonal ME effects, and such diagonal ME tensor 

components give rise to characteristic nonreciprocal optical effects. In the following, we introduce the 

three types of nonreciprocal optical effects: the electric-field-induced (E-induced) Faraday, the electric-

field-induced magnetic circular dichroism (E-induced MCD), and the spontaneous nonreciprocal 

rotation of reflected light (NRR). 

 

E-induced Faraday and E-induced MCD 

 The E-induced Faraday refers to the polarization rotation of transmitted light induced by 

applying an electric field. Though there exist linear and quadratic E-induced Faraday effects [32], we 

refer to the former one as E-induced Faraday effect in this chapter. ME materials with the diagonal 

components of αij (diagonal ME materials) exhibit the E-induced Faraday effect when an electric field 

is applied (anti)parallel to light propagation direction. This effect is intuitively understood considering 

that a magnetization is induced in the same direction with an applied electric field due to the linear ME 

effect. However, an antiferromagnetic order parameter also contributes to this effect as discussed in the 

followings. In addition, akin to the magnetic circular dichroism, which is a counterpart of the Faraday 

effect related by the Kramers-Kronig relation, diagonal ME materials will also exhibit the electric field 

induced magnetic circular dichroism (E-induced MCD). 

 Experimentally, to avoid the contribution of birefringence, it is convenient to adopt an 

experimental setting where both E and k are oriented along the hexagonal c axis. Thus, the E-induced 

effects in this setting (E || k || c) are discussed below.  

 The E-induced Faraday effect is described by the polarization rotation ϕ [deg] induced in 
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proportion to an applied electric field as K % u 
 tá 
 B % uaá , (5.10) 

where β [deg V-1] is the coefficient representing the magnitude of the E-induced Faraday effect, Ec [V 

cm-1] = Vc [V] / d [cm] is an applied electric field along the c axis, Vc [V] is an applied voltage, and d 

[cm] is a sample thickness. In a similar manner, the E-induced MCD is defined as a difference in an 

absorption coefficient for right (αR) and left (αL) circularly polarized light (αMCD = αR - αL [cm-1]) induced 

in proportion to an applied electric field and described as 7¦§¨ % (7@ − u5tá) − (7@ + u5tá) % −2u5tá , (5.11) 

where β´ [V-1] is the coefficient representing the magnitude of E-induced MCD and α0 is an absorption 

coefficient for right and left circularly polarized light in zero electric field. So far, the E-induced Faraday 

effect has been measured at some wavelengths in the near-infrared region and at 632.8 nm (e.g., β ≈ 10-

5 ~ 10-6 deg V-1) [32–36], but a comprehensive spectrum has yet to be provided. To our best knowledge, 

E-induced MCD has never been observed in Cr2O3 or in any other materials. 

 The E-induced Faraday effect (and the associated E-induced MCD) in Cr2O3 consists of two 

principal contributions [34,35]. The first is the term proportional to the ME coefficient α33, while the 

second is the term proportional to the AFM order parameter l. Here, l is defined as the difference of the 

magnetic moments at site A and site B with opposite spins (see Fig. 5.4 for a schematic illustration of 

the magnetic structure), i.e., l = mA – mB [34,35]. Upon application of an electric field, not only net 

magnetization α33Ec is induced but also the Cr3+ ions at site A and B show slight displacement along the 

c axis in opposing directions. This displacement makes the crystal-field around the Cr3+ ions at site A 

and site B distinct from each other, consequently leading to the E-induced Faraday effect and related E-

induced MCD proportional to l. In short, the coefficients β and β´ are described as u % ë7�� + ìÒ (5.12) u5 % ë′7�� + ì5Ò (5.13) 

where p (p´) and q (q´) are the contribution coefficients from α33 and l to the E-induced Faraday effect 

(E-induced MCD), respectively. The contribution ratio of p/q depends on the frequency of incident light, 

and such frequency dependence was discussed based on the T dependence of u in ref. [35]. We will 

discuss the microscopical origins of β and β´ in 5.3.2. Importantly, because the signs of α33 and l get 

reversed when the domain states (L+ and L-) are flipped, the signs of β and β´ depend on the domain 

states. Thus, the domain states of Cr2O3 can be distinguished by using these effects. 

 

NRR 

NRR refers to the rotation of the polarization plane of light upon reflection from a sample surface, which 

is similar to the well-known magneto-optical Kerr (MOKE) effect. By using the symmetry similarity of 

vectorlike properties discussed in Chapter 1, one can find a similarity between NRR and MOKE. As 

mentioned above, the magnetic structure of Cr2O3 is characterized by the time-odd chiral bidirector (C′), 

where C′ can be defined parallel or perpendicular to the c axis. Here, we assume that light propagates 

along the c axis (k || c) and consider C′ to be parallel to the c axis. Then, the discontinuity on the sample 
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surface breaks the space inversion symmetry, allowing one to define a normal vector to the sample 

surface. This normal vector exhibits the time-even polar vector symmetry (P). The coupling of the bulk 

symmetry C′ and the surface symmetry P results in the emergence of time-odd axial vector (C′ ∙ P 	 A′), which is equivalent to magnetization, inducing a MOKE like effect (see Table 1.1 in 1.3.4). 

Importantly, the directions of A′ on the top and bottom surfaces are opposing. Therefore, the Faraday 

like effect, i.e., spontaneous rotation of the polarization plane of transmitted light, is forbidden in 

ferromonopolar (C′) systems. 

 Although the above discussion based on the symmetry similarity gives an intuitive inspection 

of NRR, it may lead to a misunderstanding that NRR derives from net surface magnetization. In ref. [37], 

circular dichroism of reflected light, which is a counterpart of NRR effect related by the Kramers-Kronig 

relation, is ascribed to surface magnetization. However, NRR can be attributed to the diagonal 

components of the ME tensor αij expanded to optical frequencies and it does not necessarily rely on the 

presence of net surface magnetization for its origin. Based on this ME effect expanded to optical 

frequencies, that is, so called optical ME (OME) effect [38,39], rotation θ and ellipticity ε of reflected 

light in geometry k || c are given by [40,41] 

í + �î % 27� 1 + ��1 − �� , (5.14) 

where 7� % 7��(`) % 7!!(`) is the ME coefficients expanded to the optical frequencies and ��! % Â��(`) % Â!!(`) is the dielectric constant. Here, the sign of 7� depends on the domain states of L+ 

and L-, and thus NRR is also useful to distinguish AFM domains of Cr2O3. The NRR spectra in the 

visible light regions were observed in ref. [41], revealing that the magnitude of θ is of the order of 10-3 

deg (see Fig. 5.6).  

 Microscopically, this NRR originating from OME arises from the interference effect between 

electric dipole and magnetic dipole transitions. Theoretical calculations based on the crystal-field theory 

successfully explain the observed spectrum shape [42], without assuming net magnetization on the 

surface. In contrast, the MOKE effect due to net magnetization solely arises from electric dipole 

transitions (or magnetic dipole transitions) [43]. If the MOKE effect caused by surface magnetization 

were dominant in NRR of Cr2O3, its spectrum would not be adequately explained by the OME 

contribution. Therefore, it is highly likely that NRR in Cr2O3 predominantly originates from the OME, 

although further discussion will be required. 
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Fig. 5.6 NRR spectra in the visible light 
regions. Reprinted with permission from 
ref. [41]. Copyright 1996 by the American 
Physical Society. The top and bottom 
panels show the ellipticity ε and the 
rotation angle θ, respectively. The bottom 
panels show the absorption spectrum. 

 

 

5.1.4 Motivation 

The nonreciprocal optical effects of E-induced Faraday, E-induced and NRR are sensitive to the electric 

field-induced or spontaneous symmetry breakings in ferromonopolar systems. Moreover, all these 

effects are expected to be useful to distinguish the ferromonopolar AFM domain states (see Fig. 5.7 for 

schematic illustration), although no reports to date have documented domain visualization utilizing these 

effects.  

 In this study, we explore the abovementioned nonreciprocal optical effects in Cr2O3 to achieve 

the visualization of AFM domains via the diagonal ME effect. First, we measure spectra of the E-induced 

Faraday effect and E-induced MCD in the visible light region and demonstrate that Cr2O3 exhibits large 

enhancements of the effects at wavelengths around the spin allowed d-d transitions. Following that, we 

visualize AFM domains of Cr2O3 using the E-induced Faraday effect, E-induced MCD, and NRR. This 

success is achieved by adopting the electric-field modulation imaging and the polarization modulation 

imaging, both of which are effective to resolve spatial distributions of small signals. 

 

 

Fig 5.7 Conceptual illustration of the three nonreciprocal optical effects in Cr2O3 [31]. 
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5.2 Experimental methods 

5.2.1 Sample preparation 

Single crystals of Cr2O3 grown by the laser floating-zone method [44] was provided by Mr. Takahiko 

Oshima, University of Tokyo. The obtained crystals were confirmed to be the single phase with the 

Cr2O3 corundum structure by XRD measurements. For measurements of optical properties, some of the 

crystals were oriented by using Laue XRD patterns, cut into thin plate shapes with the widest faces 

normal to the hexagonal c axis, and polished down to the thickness of about 20 µm. For measurements 

of the E-induced Faraday effect and the E-induced MCD, indium/tin oxide (ITO) was sputtered onto the 

widest faces of the samples to form a pair of transparent electrodes which allow the experimental setup 

with k || E || c. 

 

5.2.2 Spectral measurements of optical absorption 

The absorption spectrum of Cr2O3 was obtained by using a homebuilt fiber-based optical system in the 

photon energy range of 1.58 eV < Eph < 2.48 eV. Unpolarized light from a tungsten-halogen lamp 

(AvaLight-HAL-S-MINI, Avantes) was incident on a sample along the c axis, and the transmitted light 

was detected by a spectrometer (Flame-S, Ocean Optics). The system was set in a commercial physical 

property measurement system (PPMS, Quantum Design) to control the sample temperature. Figure 5.8 

shows the obtained absorption spectrum at 83 K. Although the sample was as thin as 20 μm, the spectra 

at 1.94 eV < Eph < 2.25 eV could not be measured due to strong absorption. 

 

Fig. 5.8 Absorption spectrum obtained at 

83 K in geometry of k || c in the photon 

energy range of 1.58 eV < Eph < 2.48 eV 

[31]. The labels 2Eg, 
2T1g, 

4T2g, 
2T2g, and 4T1g 

are the irreducible representations of the 

excited states corresponding to the 

absorption peaks. 

 

 

5.2.3 Spectral measurements of E-induced Faraday and E-induced MCD 

Figure 5.9 shows a photograph and schematic illustrations of the optical setups for spectral 

measurements of the E-induced Faraday effect and the E-induced MCD. A supercontinuum laser (SC-

Pro, YSL Photonics) was used as a light source. Monochromatic light with a selected wavelength was 

obtained by using an acousto-optic wavelength tunable filter (AOTF-PRO, YSL Photonics).  

 In the measurements of the E-induced Faraday effect, a sample is set between a polarizer and 

an analyzer, where the angle between the transmission axes of the polarizer and analyzer is set at Θ = 
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45°. In this setting, the intensity of light transmitted through a material exhibiting the E-induced Faraday 

effect is given by 

= % =@2 Hsin(2K) + 1L (5.15) 

where I0 is the intensity of transmitted light at parallel-Nicols setting and K [deg] is the rotation angle 

of the polarization plane induced by applying an electric field. Because the E-induced Faraday effect is 

usually small effect, it can be assumed that sin(2K) 	 !P�Q@ K and equation (5.15) is rewritten as 

= 	 =@ T &180 ua + 12U (5.16) 

where β [deg V-1] is the coefficient representing the magnitude of the E-induced Faraday effect and V 

[V] is an applied voltage. To detect small signals, a sinusoidal voltage a@sin (`¹) at a frequency of 

999 Hz is applied, and the intensity of the transmitted light oscillating at the same frequency with the 

applied voltage 
P�Q@ =@ua@ was detected by using a lock-in amplifier [33]. The coefficient β is calculated 

by dividing the AC component by the DC component =@ 2⁄ . 

 In the measurements of the E-induced MCD, right circularly polarized (RCP) or left circularly 

polarized (LCP) light is irradiated onto the sample. Here, the intensity of transmitted light IRCP, LCP is 

described as =ï§ð,ñ§ð % =@ expH−(7@ ∓ u5t)BL (5.17) 

where I0 is the intensity of incident light, α0 [cm-1] is an absorption coefficient for RCP and LCP light in 

zero electric field, and β´ [V-1] is the coefficient representing the magnitude of E-induced MCD. Here, 

the sign of ± depends on the helicity of incident light (+ for RCP and – for LCP). Since E-induced MCD 

is usually small, equation 5.17 can be assumed as =ï§ð,ñ§ð 	 =@e:õ²´(1 ± u5tB) % =@e:õ²´(1 ± u5a). (5.18) 

In the same manner with E-induced Faraday, a sinusoidal voltage a@sin (`¹) at a frequency of 999 Hz 

is applied, and the intensity of the transmitted light oscillating at the same frequency with the applied 

voltage ö=ï§ð,ñ§ð % ±=@e:õ²´u′a@ was detected by using a lock-in amplifier. Then, the coefficient β' 

is calculated as 

u5 % T ö=ï§ð=@e:õ²´a@ − ö=ñ§ð=@e:õ²´a@U
2 . (5.19) 

 To obtain the spectra of the E-induced Faraday effect and the E-induced MCD, the signals 

were corrected at 2 nm wavelength intervals from 502 to 786 nm. The sample temperature was controlled 

by a liquid nitrogen flow cold stage. 
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Fig. 5.9 Photograph (a) and schematic illustrations (b,c) of the optical setups for spectral 

measurements [31]. b, E-induced Faraday. c, E-induced MCD. SC: Supercontinuum laser; AOTF: 
Acousto-optic wavelength tunable filter; P: Polarizer; L: Lens; S: Sample; A: Analyzer; D: Si-
detector; Q: Quarter-waveplate. 

 

5.2.4 Spatial distribution measurements of E-induced Faraday and E-induced 

MCD 

Two-dimensional maps of the E-induced Faraday effect and the E-induced MCD were obtained by using 

the field modulation imaging technique [45,46], which was adapted for electrogyration (EG) 

measurements in ferroaxial materials (see 3.2.2 for details). Figure 5.10 shows schematic illustrations 

of the optical setups. The measurement system for the E-induced Faraday effect is the same with that 

for EG. In the measurements of E-induced MCD, RCP or LCP light is irradiated instead of linearly 

polarized (LP) light, and the analyzer is removed. Here, the difference in signals under +V and -V is 

expressed as ΔI = I(+V) - I(-V) and the average of them is expressed as I. For the E-induced Faraday 

effect, ΔI/I is approximately proportional to K and expressed as Δ== ≅ 4&180 ua. (5.20) 

Likewise, for the E-induced MCD, ΔI/I is approximately proportional to the magnitude of E-induced 

MCD and expressed as Δ== ≅ ±2u5a, (5.21) 

where the sign of ± depends on the helicity of incident light. To obtain spatial distributions of small 

signals of ΔI/I with suppressing noises, large numbers (15,000) of ΔI/I maps are captured and averaged. 

A square-wave bias voltage (up to ±100 V) was applied at a frequency of 20 or 30 Hz, and images were 

captured at 40 or 60 fps.  
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Fig. 5.10 Schematic illustrations of the optical setups for spatial distribution measurements of a E-

induced Faraday and b E-induced MCD [31]. LED: LED light source; L: Lens; P: Polarizer; S: 
Sample; OL: Objective lens; A: Analyzer; C: sCMOS camera; Q: Quarter-waveplate. 

 

5.2.5 Spatial distribution measurements of NRR 

The spatial distribution measurements of NRR were performed by employing the polarization 

modulation imaging technique [47]. Figure 5.11 shows a schematical illustration of the optical setup. 

Here, the transmission axis of the analyzer and the fast axis of the liquid crystal variable retarder is set 

at 45° against the transmission axis of the polarizer. The polarization of incident light, i.e., LP, RCP, and 

LCP, can be switched by tuning a voltage applied to the liquid crystal variable retarder (LCC1223T-A, 

Thorlabs). In this setting, when LP, RCP or LCP light is irradiated onto a material which exhibits NRR, 

the intensities of reflected light (ILP, IRCP, and ILCP) are described as [47] 

=ñð % 12 |sin í − �î cos í + (cos í + �î sin í)|!=@ (5.22) 

=ï§ð % 12 |sin í − �î cos í + �(cos í + �î sin í)|!=@ (5.23) 

=ñ§ð % 12 |sin í − �î cos í − �(cos í + �î sin í)|!=@ (5.24) 

where θ [rad] is a rotation angle and ε [rad] is the ellipticity of reflected light, I0 is the intensity of incident 

light. Then θ can be calculated as 

í % 12 sin:� 2=ñð − (=ï§ð + =ñ§ð)(1 − î!)=@ (5.25) 

When θ and ε are small enough and the absorption of the material is neglected, equation (5,25) can be 

assumed as 

í 	 2=ñð − (=ï§ð + =ñ§ð)2(1 − î!)(=ï§ð + =ñ§ð) 	 =ñð − =ï§ð2=ï§ð % Δ=ø=ø . (5.26) 

Δ=ø/=ø is calculated for each pixel of the camera, and large numbers (15,000) of Δ=ø/=ø maps are captured 

and averaged to detect small signals of θ. The polarization of light was modulated at a frequency of 20 

Hz, and images were captured at 40 fps. However, even with this averaging process, finite backgrounds 

mainly due to sample tilting against the irradiated light remain, which prevent evaluating intrinsic NRR 

signals. To minimize such backgrounds, a Δ=ø /=ø  map obtained at T > TN was subtracted from that 
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obtained at T < TN. Also, a 3×3 median filter was applied to the images to suppress noises. 

 

 

Fig. 5.11 Photograph (a) and schematic illustration (b) of the optical setups for spatial distribution 

measurements of NRR [31]. The red arrows in panel (a) depict light path. LED: LED light source; L: 
Lens; P: Polarizer; LC: Liquid crystal variable retarder; BS: Beam splitter S: Sample; OL: Objective 

lens; A: Analyzer; C: sCMOS camera. 

 

5.3 Results and discussion 

5.3.1 Spectra of E-induced Faraday and E-induced MCD 

Prior to the measurements, single domain states of L+ and L- were prepared by cooling the sample from 

T > TN while applying magnetic (H) and electric (E) fields. This ME cooling procedure stabilizes the 

L+ and L- states when HcEc > 0 and HcEc < 0, respectively [48]. Here, Hc (Ec) represents H (E) along 

the c axis.  
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 Figures 5.12c-f show the spectra of E-induced Faraday effect and E-induced MCD obtained at 

83 K after ME cooling with μ0Hc ≈ +0.2 T and Ec of opposite signs [+56 kV cm-1 (red) and -56 kV cm-1 

(blue)]. The cooling magnetic and electric fields were removed before the measurements. The spectra 

were measured in the photon energy range of 1.58 eV < Eph < 2.47 eV. However, at 1.92 eV < Eph < 2.28 

eV, absorption was too strong to obtain meaningful signals. Thus, Fig. 5.12 displays spectra at 1.58 eV 

< Eph< 1.92 eV (Figs. 5.12c,e) and 2.28 eV < Eph < 2.47 eV (Figs. 5.12d,f). The spectra show almost 

complete sign reversals upon the reversal of the domain states (compare the red and blue dots in Figs. 

5.12c-f), confirming that the spectra exactly reflect the E-induced Faraday effect and the E-induced 

MCD. 

 

5.3.2 Frequency dependences of E-induced Faraday and E-induced MCD 

Now let us discuss the structures of the spectra. For the E-induced Faraday effect and the E-induced 

MCD in Cr2O3, the spin allowed transition to the excited state 4T2g from the ground state 4A2g is expected 

to give the largest contribution [34,49]. The broad absorption peak centered at 2.1 eV and extended from 

1.7 to 2.4 eV corresponds to this transition (see Fig. 5.8) [50]. In the followings, we discuss the 

frequency dependences of the E-induced Faraday effect and the E-induced MCD based on the crystal-

field theory and pseudo-Stark effect. 

 Figure 5.13 shows the energy diagram of Cr3+ ion in Cr2O3 [34]. The contribution to the 

complex Faraday rotation from the Cr3+ ion at site A (see Fig. 5.4), ùú(`), is described as [34,49] 

ùú(`) % 2&`�ℏ ë±!(` − �Ì±) � 1À`û(±)?! − `! + Ì±!Á + 2�`Ì± − Å #üh! (7)
Z`üh(±)?! − `! + Ì±![ + 2�`Ì±)ä�,!,� ý (5.27) 

Fig. 5.12 Spectra of E-induced Faraday 

effect and E-induced MCD at 83 K [31]. 

a,b, Enlarged absorption spectra in the 

geometry k || c at 1.58 eV < Eph < 1.92 eV 

(a) and 2.28 eV < Eph< 2.47 eV (b). c-f 

Spectra of E-induced Faraday effect (c,d) 

and those of E-induced MCD (e,f) in the 

geometry with k || E || c at 1.58 eV < Eph < 

1.92 eV (c,e) and 2.28 eV < Eph < 2.47 eV 

(d,f). The red and blue dots correspond to 

the signals obtained in the single L+ and L- 

domains, respectively. 
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where ` is an angular frequency of incident light, n = (n+ + n-)/2 is the averaged complex refractive 

index of RCP (n+) and LCP (n-) light, ë±! is the average dipole moment for the transition from the 

ground state 4A2g to the excited state 4T2g, 7 represents a spin configuration, Γ is a damping factor, ℏ`û, üh(±)? is the excitation energies to the C and Ai states, which are the split 4T2g state due to the 

trigonal field, the spin-orbit interaction and the exchange interaction, #üh! (7)  is the occupation 

probability of the Ai state. The real and imaginary parts of ùú(`) correspond to the Faraday rotation 

and magnetic circular dichroism, respectively. 

 When an electric field is not applied, the Cr3+ ion at site B exhibits the same magnitude but 

opposite sign contribution, and thus spontaneous Faraday effect is forbidden as a unit cell. Meanwhile, 

under an electric field along the c axis (Ec), finite magnetization is induced due to the linear ME effect, 

i.e., �ú +  �þ  ≠  0 where mA(B) is magnetization at site A(B). In addition, the ground and excited 

states are shifted (called pseudo Stark shift) [34,51], which makes the excitation energies of ℏ`û,üh(±)? 

distinct between the site A and B as 

`û,üh?ú(þ) % `û,üh(±)? ±  |��@|À�@ + �û,ühÁtá 	 `û,üh(±)? ± ΔÉ  (5.28) 

where ��@ is the magnitude of the odd trigonal field, �@ and �û,üh are coefficients which represent 

mixing of the wave functions of the states of opposite parity with the wave functions of the ground and 

excited (C, Ai) states, respectively, by the odd trigonal field (see Fig. 5.13). Here, we assumed that �û 	 � üh and ΔÉ represents the effects of an applied electric field. The sign of ± depends on the site A or 

B. Then, the contributions from the Cr3+ ions at site A and B are calculated as �úùú(`) + �þùú(`)
% �ú 2&`�ℏ ë±!(` − �Ì±) � 1ZÀ`û(±)? + ΔÉÁ! ± ΔÉ`! + Ì±![ + 2�`Ì±

− Å #üh! (7)
ZÀ`üh(±)? + ΔÉÁ! − `! + Ì±![ + 2�`Ì±)ä�,!,� ý

+ �þ 2&`�ℏ ë±!(` − �Ì±) � 1ZÀ`û(±)? − ΔÉÁ! ± ΔÉ`! + Ì±![ + 2�`Ì±

− Å #üh! (7)
ZÀ`üh(±)? − ΔÉÁ! − `! + Ì±![ + 2�`Ì±)ä�,!,� ý              (5.29) 

In the following calculation, we assume that the effect of the trigonal field is much greater than the spin-

orbit interaction for the splitting of the 4T2g state and #ü¥! (7) % #ü�! (7) % 0 [34]. We also assume that 

the damping factor Ì±  and the effect of pseudo-Stark shift are small and Ì±!, ΔÉ! 	 0 . Under these 

assumptions, the real part (Re) and imaginary part (Im) of equation 5.29 are given as 
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Re(5.29) 	  2&`!�ℏ ë±! �(�ú + �þ) ; 1`û(±)?! − `! − 1`ü�(±)?! − `!A

− (�ú − �þ) å 2ΔÉ`û(±)?À`û(±)?! − `!Á! − 2ΔÉ`ü�(±)?À`ü�(±)?! − `!Á!ê� ,  (5.30) 

Im(5.29) 	 2&`�ℏ ë±!Ì± �(�ú + �þ) å `û(±)?! + `!
À`û(±)?! − `!Á! − `ü�(±)?! + `!

À`ü�(±)?! − `!Á!ê

− (�ú − �þ) å2ΔÉ`á(`á! + 3`)!
À`û(±)?! − `!Á� − 2ΔÉ`ü�(±)?À`ü�(±)?! + 3`Á!

À`ü�(±)?! − `!Á� ê� .    (5.31) 

As shown in these equations, at an angular frequency near `û, üh(±)? , the effect from the 

antiferromagnetic order parameter l = mA - mB is dominant both for the real and imaginary parts of 

equation (5.29). The contribution to the Faraday effect from a unit cell is given by 2À�úùú(`) +�þùú(`)Á, and a general expression can be obtained by summing it over all the spin states and the 

number of unit cells in a crystal. Thus, the E-induced Faraday effect and E-induced MCD as a function 

of frequency around the resonance frequency `û, üh(±)? are obtained as 

K ∝ Ò`ΔÉ � `û(`û! − `!)! − `ü�À`ü�! − `!Á!�  and (5.32) 

 7¦§¨ ∝ ÒÌΔÉ �`û(`û! + 3`!)(`û! − `!)� − `ü�À`ü�! + 3`!ÁÀ`ü�! − `!Á� � . (5.33) 

These equations indicate that the spectrum of ϕ around the resonance frequencies is of dispersive type 

(i.e., exhibits a sign reversal), while that of αMCD is of absorptive type (i.e., exbibits no sign reversal). As 

mentioned above, the spectra around the 4T2g peak centered at 2.1 eV were not obtained because of 

strong absorption. However, it is seen that the sign of the E-induced Faraday effect gets reversed between 

Eph < 2.1 eV and Eph > 2.1 eV while that of E-induced MCD does not (compare the right end of Figs. 

5.12c,e and the left end of Figs. 5.12d,f). Thus, the obtained spectra do not contradict the calculations. 

 The three absorption peaks at 1.706 and 1.729, and 1.763 eV (see Fig. 5.8) correspond to the 

spin-forbidden transitions to the exited states of 2Eg and 2T1g, respectively  [50,52]. They can contribute 

to the E-induced Faraday effect and the E-induced MCD by the assistance of the spin-orbit interaction 

between these states and the 4T2g state [42]. Thus, peak structures observed at around 1.7-1.8 eV in Figs. 

5.12c,e will derive from these spin-forbidden transitions. Relatively large and sharp peaks are also 

observed at around 1.8-1.9 eV in Figs. 5.12c,e. In particular, the largest E-induced MCD of 5×10-6 V-1 

is observed at 1.852 and 1.889 eV. These peaks will be related to the shoulder structures in the absorption 

spectrum at around 1.83-1.87 eV. However, the relationships between these shoulder structures and the 
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electronic transitions are unclear [50]. 

 Located between the two spin allowed transitions of 4T2g and 4T1g [50], the spectra shown in 

Figs. 5.12d,f (2.28 eV < Eph < 2.47 eV) are expected to be influenced by these transitions. As seen in 

Fig. 5.12f, the E-induced MCD spectrum crosses the zero line at 2.405 eV. This may suggest that the 
4T1g and 4T2g transitions have contributions of opposite signs to the E-induced MCD spectrum. The 

dispersive peak structure at around 2.45 eV in the E-induced MCD spectrum will correspond to the 

absorption peak at the same energy, which is assigned to the transition to the 2T2g state [50]. We note 

that the largest E-induced Faraday effect of about 2×10-4 deg V-1 is observed at 2.35 eV < Eph < 2.42 eV, 

which is about 15 to 20 times larger than those observed in the near-infrared region at around 100 

K [34,35]. 

 

 
Fig. 5.13 The energy diagram of Cr3+ in Cr2O3 [34]. It shows splitting of the ground 4A2g

 and excited 
4T2g states (first column) due to the trigonal field and spin-orbit interaction (second column), the 

exchange field (third column) and the Stark effect due to an applied electric field (fourth column for 

Site A and fifth column for Site B). “±5/2”, “±3/2” and “±1/2” denote the total spin angular momentum 

of each state. The arrows with the symbol σ+
 (σ

-) represent optical transitions with right (left) 

circularly polarized light. 

 

5.3.3 Temperature dependence of E-induced Faraday and E-induced MCD 

The spectra of the E-induced Faraday effect were measured at various temperatures. Figure 5.14a shows 

the T dependence at selected photon energies of 1.70 and 2.34 eV while Fig. 5.14b shows the spectra in 

the photon energy range of 1.58 eV < Eph < 1.80 eV at 83, 200, 305, and 307 K. These T profiles were 

obtained for the L+ single domain. As shown in Figs. 5.14a,b, the signals vanish at 307 K (≈ TN). When 
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comparing the T profiles at 1.70 and 2.34 eV (compare the red and green dots in Fig. 5.14a), one can 

find that the latter one well obeys the T dependence of the AFM order parameter of Cr2O3 while the 

former one does not. The data at 2.34 eV is well fitted by the function of AFM order parameter [53,54] Ò(Y) % Ò@(Y	 − Y)@.�� (Y < Y	) (5.34) 

as shown in the green curve in Fig. 5.14a. Here, l0 is a fitting parameter. On the other hand, the E-induced 

Faraday effect at 1.70 eV does not obey this function, and changes its sign at around 175 K. This is most 

likely because the photon energy of 1.70 eV corresponds to the energy at which the spin-forbidden 

transition driven peak develops at low temperatures (see Fig. 5.14b). As mentioned in 5.1.3, the T 

dependence of the E-induced Faraday effect is discussed in the context of competing contributions from 

the AFM order parameter l and the ME susceptibility α33 in ref. [35]. However, such a discussion cannot 

be directly applied to the current case in which the development of the peak structures with decreasing 

temperature is clearly observed. 

 

Fig. 5.14 Temperature (T) dependence of the E-induced Faraday effect [31]. a, T dependence of the 

E-induced Faraday effect at Eph = 1.70 eV (red dots) and 2.34 eV (green dots). The green curve is the 

fitting by the function of the AFM order parameter given in equation (5.34). The red line is a guide to 

the eye. b, The spectra of the E-induced Faraday effect in the photon energy region of 1.58 eV < Eph< 

1.80 eV at 83 K (purple), 200 K (blue), 305 K (green) and 307 K (red). The dashed line denotes the 

photon energy of Eph = 1.70 eV at which the characteristic T dependence was observed in panel (a). 

 

5.3.4 AFM domain observation 

After characterizing the spectra of the E-induced Faraday effect and the E-induced MCD in Cr2O3, we 

moved on to the domain imaging using these effects. First, we utilized the E-induced Faraday effect. 

Figures 5.15a-f show the two-dimensional maps of the E-induced Faraday effect obtained with using 

monochromatic LED light sources of 1.70 (Figs. 5.15a-c) and 2.34 eV (Figs. 5.15d-f). The images 

obtained at 270 (Figs. 5.15a,d), 200 (Figs. 5.15d,g), and 83 K (Figs. 5.15e,h) are shown. In these images, 

clear contrasts of red (positive ΔI/I) and blue (negative ΔI/I) are observed. These contrasts correspond 

to positive and negative signs of the E-induced Faraday effects, and thus reflect the ferromonopolar 

AFM domain structures. Consequently, we succeeded in the visualization of AFM domains using the E-

induced Faraday effect. The typical domain size is several hundred micrometers, which is consistent 
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with those obtained by other experimental techniques such as second harmonic generation [24,30]. The 

contrasts obtained with the 2.34 eV LED light source increase with decreasing temperature (Figs. 5.15d-

f). In contrast, those obtained with the 1.70 eV LED light source decrease with decreasing temperature 

from 270 K and are reversed at 83 K (Figs. 5.15a-c). The observed T evolution of the domain contrasts 

is consistent with that obtained by the spectral measurements (see Fig. 5.14a). The magnitudes of the E-

induced Faraday effect calculated by using the ΔI/I averaged over single domain areas are β ≈ 3×10-5
 

deg V-1 for 1.70 eV and β ≈ 1.8×10-4
 deg V-1 for 2.34 eV at 83 K, which are well matched with those 

obtained by the spectral measurements. 

 

 

Fig. 5.15 Two-dimensional maps of the E-induced Faraday effect obtained with monochromatic light 

whose photon energies are Eph = 1.70 eV (a-c) and Eph = 2.34 eV (d-f) [31]. The maps were obtained 

at 270 K (a,c), 200 K (b,d), and 83 K (c,e). In the red and blue regions, the signs of the E-induced 

Faraday effects are opposite to each other, and thus the contrasts correspond to the AFM domains. 

 

 We have also confirmed that the single domain states of L+ or L- are formed by the ME cooling. 

Figures 5.16a and b show the domains obtained by cooling the sample across TN while applying 

magnetic and electric fields in the setting of HcEc > 0 and HcEc < 0, respectively. The magnitudes of the 

applied fields were μ0Hc ≈ +0.2 T and Ec = ±56 kV cm-1. The domain images were taken at 270 K with 

the 1.70 eV LED light source. The signals are uniform and the sign of them are opposite between the 

opposite ME cooling fields. 
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Fig. 5.16 Single domains obtained by the ME 

cooling [31]. a, b, Two-dimensional map of 

the E-induced Faraday effect obtained by 

cooling the sample while applying magnetic 

and electric fields in the setting of HcEc > 0 

(a) and HcEc < 0 (b). 

 

  

 Next, we performed the domain imaging using the E-induced MCD effect. Figures 5.17a and 

b show the two-dimensional maps of the E-induced MCD obtained at 83 K with RCP and LCP incident 

light, respectively. Here, the 2.34 eV LED was used as a light source. In the images, clear contrasts of 

positive (red) and negative (blue) signals are observed, which reflect the AFM domain structures. The 

contrast reversal between the RCP and LCP incident light confirms that the obtained signals come from 

E-induced MCD. The magnitude of E-induced MCD obtained in this measurement was β´ ≈ 9×10-5 V-1, 

which is well matched with that obtained by the spectral measurement.  

 

Fig. 5.17 Two-dimensional maps of the 

E-induced MCD effect obtained with 

right (a) and left (b) circularly polarized 

monochromatic light whose photon 

energy is Eph = 2.34 eV. These images 

were taken at 83 K [31]. 

 

 

 Finally, we performed spatial distribution measurements of NRR. Figures 5.18a and b show 

the two-dimensional maps of NRR obtained at 270 K with monochromatic light whose photon energies 

are 2.10 and 1.91 eV, respectively. Even with the background suppressing process described in 5.2.5, 

finite backgrounds with some slopes remain. To show the whole domain structures, the color scale is set 

about 10 times larger than the actual rotation angle. Between the bright and dark regions in these images, 

the directions of the polarization rotation of the reflected light are opposite. Thus, the contrasts reflect 

the AFM domain structures. Contrast reversal between the images obtained with 2.10 eV and 1.91 eV 

light is clearly observed (compare Figs. 5.18a and b), which is consistent with the previously reported 

NRR spectrum [41] (see Fig. 5.6). The magnitude of the rotation was calculated by the differences of θ 

between the adjacent opposite domains. The calculated angles are |θ| ≈ 3×10-3 deg for both energies, 

which are also consistent with the previous work [41]. Furthermore, a two-dimensional map of the E-

induced Faraday effect was obtained in the same sample (Fig. 5.18c). The domain patterns obtained by 

using NRR and the E-induced Faraday effect are the same. Considering that the penetration depth of 

light with a photon energy of 2.10 eV is expected to be less than 2 μm from the absorption spectrum, 
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the NRR maps show the domain structures near the sample surface. Thus, the same domain patterns 

obtained by NRR and the E-induced Faraday effect indicate that the domains are uniform in the thickness 

direction. 

 

 

Fig. 5.18 Two-dimensional maps of NRR [31]. a,b, AFM domain visualized by using NRR with 

monochromatic light whose photon energies are 2.10 eV (a) and 1.91 eV (b). The contrasts are 

reversed between the two. (c) Antiferromagnetic domains visualized by using the E-induced Faraday 

effect with monochromatic light whose photon energy is 1.70 eV at the same position with panels 

(a,b). The obtained domains were perfectly matched with panels (a,b). These images were taken at 

270 K. 

 

5.4 Conclusion 

In summary, we have investigated nonreciprocal optical effects [electric field induced (E-induced) 

Faraday effect, the electric field induced magnetic circular dichroism (E-induced MCD), and the 

spontaneous nonreciprocal rotation of reflected light (NRR)] originating from ferromonopolar order in 

Cr2O3, focusing on their spectra and spatial distributions. The spectral measurements of E-induced 

Faraday effect and E-induced MCD show that large enhancements of the effects occurring at frequencies 

around the transition to the 4T2g states. In our bulk samples, the effects at the center energy of the 

transition could not be obtained due to strong absorption. Since magnitudes of these E-induced 

nonreciprocal optical effects are independent of the sample thickness, it will be an interesting future 

work to measure the effects at the peak center in thin film samples. 

 Up until now, the smallness of the nonreciprocal optical effects studied here has hindered 

antiferromagnetic domain observation through their spatial distribution measurements. In our 

measurements, however, by employing the field and polarization modulation imaging techniques, 

antiferromagnetic domains were clearly visualized by utilizing these effects. These results showcase that 

nonreciprocal optical effects constitute an effective method for visualizing ferromonopolar 

antiferromagnetic domains. Compared with other techniques for the AFM domain observation such as 

SHG [24] or x-ray magnetic circular dichroism [26,27], systems using nonreciprocal optical effects offer 
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the advantage of convenience, as they do not require high-power laser or synchrotron radiation facilities. 

In particular, NRR measurement can be performed in a reflection setting without applying an electric 

field, making applicable to wide range of materials. 
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Chapter 6  
Summary 

In this thesis, we have investigated three different ferroic orders: ferrochiral, ferroaxial, and 

ferromonopolar orders, focusing on optical phenomena inherent in the respective orders. Here, we 

summarize the results obtained in each chapter and discuss the future prospects of the research. 

 

In Chapter 2, we demonstrated observation and control of ferrochiral domains in Ba(TiO)Cu4(PO4)4 

(BTCPO) [1,2]. By obtaining two-dimensional maps of optical rotation (OR) over a wide temperature 

range, we clearly visualized the formation process of ferrochiral domains in BTCPO. We also 

investigated the temperature dependence of OR across different wavelengths, leading to the discovery 

of an unusual temperature-induced sign reversal of OR at 880 nm.  

 Our successful control of ferrochiral domains was enabled by the irradiation of a focused laser 

beam. We proposed a possible mechanism of this domain switching in terms of local heating that leads 

to the reconstruction of domain boundaries. Importantly, this method of controlling domains through 

laser irradiation does not rely on the conjugate field associated with ferroic ordering, making it a 

potentially effective way for manipulating domains of other ferroic orders, which have no simple 

conjugate field, such as ferroaxial order.  

 It should be noted that the control of ferrochiral order using its conjugate field has yet to be 

accomplished. Considering the symmetry, irradiation with circularly polarized light should be effective. 

Recently, the possibility of chirality control by circularly polarized light has been reported in 1T-

TiSe2 [3]. However, the existence of chirality itself in this material is still under debate [4,5]. It is 

necessary to validate the effects of circularly polarized light on the control of ferrochiral order in BTCPO 

and other ferrochiral materials. 

 

In Chapters 3 and 4, we investigated ferroaxial order. In the two ferroaxial materials NiTiO3 and 

RbFe(MoO4)2, we successfully visualized ferroaxial domains by spatial distribution measurements of 

the linear electrogyration (EG) effect [6,7]. This constitutes the first instance of visualizing ferroaxial 

domains, and it will be a milestone for the advancement of research on ferroaxial order. Furthermore, 

we examined the influence of phase transitions on domain formation in both NiTiO3 and RbFe(MoO4)2. 

This was accomplished by varying the sample’s annealing conditions and assessing the temperature 

dependence of the EG effect. Following our pioneering work, recent studies have reported visualizations 

of ferroaxial domains using other effects, such as second harmonic generation [8,9] and helicity-

resolved Raman spectroscopy [10]. 

 For the further advancement of research on ferroaxial order, it is crucial to realize the following 
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three subjects: 

 Firstly, we should explore new phenomena and functionalities inherent in the ferroaxial order. 

One notable example is the electric-field-induced chirality, as demonstrated in Chapter 4. We reported 

the discovery of electric-field-induced magnetochiral dichroism in NiTiO3 [11]. Chirality is closely 

related to the emergence of various phenomena, and ferroaxial materials offer promising platforms for 

the electric-field-control of such phenomena. In addition, it has been proposed that ferroaxial order 

induces transverse responses, whereby input external fields result in output conjugate quantities along 

the direction perpendicular to both the ferroaxial moment and the applied field [12–15]. Demonstration 

of such transverse responses will be interesting future work. 

 Secondly it is important to expand the range of ferroaxial materials. Recently, we have 

demonstrated the exploration of ferroaxial materials by using a regular expression search and the 

symmetry detection algorithm [16]. Moreover, a chemical guideline for exploring ferroaxial materials 

has been proposed in refs. [17,18], and ferroaxial order induced by magnetic ordering has been discussed 

in ref. [19]. We will continue to identify new ferroaxial materials by utilizing these exploration 

guidelines. 

 Lastly, the switching of ferroaxial order by applying external fields is of utmost importance. 

Very recently, it has been reported that the ferroaxial domains of 1T-TaS2 were controlled by triggering 

the motion of the domain boundaries through the application of an electric field [18]. However, control 

of ferroaxial order by directly accessing the order itself has not yet been achieved. It should be noted 

that certain species inducing ferroaxial order (e.g., 4/mmm → 4/m) are also classified as ferrobielastic 

species, which is one of the secondary ferroics [20]. Thus, the simultaneous application of shear and 

uniaxial stresses could be promising fields for controlling ferroaxial order. 

 

In Chapter 5, we explored nonreciprocal optical effects in the ferromonopolar antiferromagnet 

Cr2O3 [21]. Through spectral measurements of the electric-induced-Faraday (E-induced Faraday) effect 

and E-induced magnetic circular dichroism (E-induced MCD), we identified the large enhancements of 

the effects corresponding to the Cr3+ d-d transition. Furthermore, we visualized antiferromagnetic 

(AFM) domains of Cr2O3 through spatial distribution measurements of E-induced Faraday, E-induced 

MCD, and nonreciprocal rotation of reflected light (NRR). These measurements are performed using 

tabletop systems and do not require a high-power laser source. Thus, these techniques offer one of the 

most convenient ways for the visualization of AFM domains in ferromonopolar [diagonal 

magnetoelectric (ME)] materials. In particular, NRR measurements do not require the application of an 

electric field and can be performed in the reflection setting. This means they can also be applied to 

metallic systems. AFM metallics, especially those in which space-inversion and time-reversal 

symmetries are broken, have gained growing interest due to their potential applications to spintronics 

devices [22,23]. On the other hand, magnetoelectric couplings have been less investigated in metals 

because electric polarization responding to a static field is ill-defined. Since NRR is induced by the 

optical ME effect, measurements of NRR in metallic systems will not be only effective for AFM domain 
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observations but will also uncover ME coupling in metallic systems. 

 

This thesis demonstrates the crucial role of optical phenomena in investigating ferroic orders. We hope 

that the achievements made in this thesis will further promote research on ferroic orders. 
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