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Abstract

AI has proven to be highly effective in addressing a multitude of research challenges.

However, the development of AI solutions for specific applications still demands

specialized expertise and substantial resources. This phenomenon limits the width

of AI impact: only a small number of AI professions can leverage and customize AI

as intelligent tools to solve their problem.

The main cause of this issue lies in the lack of interactive systems that enable

humans to intuitively teach AI. To facilitate a natural interaction between non-expert

users and an interactive system, humans should be able to perform teaching behaviors

similar how they are engaged in normal social events.

In this dissertation, I focus on investigating two interaction techniques in teaching

events: 1) demonstrations and 2) instructions. I built two interactive systems

(i.e., LookHere and InstructPipe) that allow users to teach AI by performing object

demonstrations and language instructions, respectively. LookHere leverages users’

gestural interactions people naturally perform in their object demonstration process

to predict the target object that users want to specify. InstructPipe enables users to

start prototyping an AI pipeline in visual programming by text-based instructions.

Both studies in the two projects reveal a significant workload drop when a system

leverages humans’ natural teaching capability. Qualitative results further show that

the reduced perceived workload inspire more creative uses of the systems, and that

visualization of the system prediction enhances AI transparency.



Acknowledgements

I want to first thank my advisor, Koji Yatani. Thank you for introducing me to the

exciting field of Human-Computer Interaction. I really appreciate your encouragement

when things failed and when I tasted bitter paper rejection. I also feel encouraged by

the times we celebrated our awards together during this journey. Research is hard.

With you at my back, I feel no fear of exploring the unknown and the uncertainty.

I appreciate all the people I met at the university. I feel lucky that everyone I met

is so friendly, and all of the events together with you constitute my wonderful Ph.D.

journey in my life.

Pursuing a Ph.D. degree in a foreign country that speaks my second foreign

language is never easy. I want to thank Takeo Igarashi and Yinqiang Zheng

who provided great advice for my career. Thank you Takeo Igarashi for kindly

introducing me to the Japanese academic career and for your advice on the

possible career after the Ph.D. life. Thank you Yinqiang Zheng for many

discussions about both research and life.

I want to thank all IIS-Lab fellows I have collaborated with, Shixian

Geng, Kazuhiro Shinoda, Keitaro Shimizu, Anran Xu, Zefan Sramek,

Minghui Chen, Shitao Fang, Hiroki Katori, Rei Sawano, Ginshi Shimojima,

Shunpei Norihama, Takuma Masuda, Kakeru Miyazaki, Kosuke Yamamoto,

Ryo Yoshikawa, Yuya Umeda, Yudai Shimada, Hiroki Nakano, Haruma

Hirabayashi, Simo Hosio, Arissa Janejera Sato, Akari Doi, Michihiko



iv

Ueno, Dimas Antony Chacon Salas, Shoko Sano, Ryo Takashima, Hirotaka

Hayashi, Yuta Hirai, Takaharu Yamada, Nami Ogawa, Yuji Sugiyama, Asahi

Takenouchi, Ikutoshi Katayama, Ryoto Suzuki, Naho Tomiki, Shinichiro

Yoshida, Hao Xu, Carla F. Griggio, Tatsuhiko Sakaguchi, Hiroaki Masaki,

Hidenori Matsui, Ayuka Ito, Siwook Choi, Yuki Tsubouchi, Kosuke Hatai,

Kiyotaka Eguchi, Kengo Shibata, Peihan Tu, Daisuke Shibata, Benio

Shimada, Toby Chong, Yuya Munekata. Life in IIS-Lab is great. Without

any of you, it would be like a puzzle missing its most crucial pieces.

Thank you Misako Motooka, and all the staff at the IME, EEIS, OIS, and

WINGS offices. Your professional support on my onboarding, accounting,

administrative processes, and beyond can always smooth things that would

otherwise overwhelm me if I did it myself. I also want to thank all the staff

in the Japanese Language Class in the School of Engineering. Thank you for

your great skills in teaching foreigners the Japanese language that support

our life in this country.

Thank you Yuta Nakagawa for organizing the Friday Soccer event every

week for years, and thank you to everyone who joins the game. Thank you

CSSAUT, the soccer Association for Chinese students at UTokyo, especially

the current and previous team captions, Ruiyang Xu, Wenpeng Xie, Yunxuan

Hou, Yanyuan Fu, and Jiawei Chen, for organizing the events and the

matches. I enjoyed every game with you.

I want to thank all my collaborators at Google. Thank you for all of your support

that constituted my great experience during my internship.

Thank you Ruofei Du for hosting my internship. Thank you for sharing with

me your enthusiasm for creating interactive systems and for demonstrating

how to efficiently collaborate with many experts within a large organization.



v

I also value your guidance on my project proposals. It is great to have a

mentor who sees what I see and believes in what I envision. Throughout the

collaboration, I feel supported and recognized for all my efforts.

I want to thank my co-authors in the InstructPipe project. Thank you Jing

Jin, Vrushank Phadnis, Xiuxiu Yuan, Jun Jiang, Xun Qian, Jingtao Zhou,

Yiyi Huang, Zheng Xu, Yinda Zhang, Kristen Wright, Jason Mayes, Mark

Sherwood, Johnny Lee, Alex Olwal, David Kim, Ram Iyengar, Na Li, and

Ruofei Du. Without any of you, we cannot make such a great project.

Thank you Fengyuan Zhu, Xuan Gong, Karl Rosenberg, K Z, Danhang

“Danny” Tang, Mingsong Dou, Zhengyang Shen, Anuva Kulkarni, Yingtao

Tian, Yunfan Chen, and Daichi Hirono, for your great support of my work

and beyond.

I am also lucky to receive support from external fellows.

Thank you Xiang ‘Anthony’ Chen for sharing your vision on the human-AI

interaction research. Thank you Jiahao “Nick” Li. I enjoyed our academic

collaboration and casual meals when you were interning in Tokyo.

Thank you Nadir Weibel for kindly inviting me to the UbiComp/ISWC 2023

organization committee. I appreciate all the support from other organizers,

especially those from the general chairs (Monica Tentori, Nadir Weibel, and

Kristof Van Laerhoven) and workshop chairs (Franceli L. Cibrian, Tengxiang

Zhang, and Varun Mishra). Your speedy reply and action on my requests

really helped us publish the proceedings successfully.

Thank you, Mingming Fan, Gonzalo Ramos, Yang Li, Ranjay Krishna, Quan

Li, and Chun Yu for hosting my talk in your group. I appreciate your feedback

on my talk as well as our discussion on our vision of future research in the

community.



vi

Finally, I want to thank my parents. Thank you for your remote support in my

Ph.D. life. I enjoyed sharing with you interesting stories at school and listening to

how things were changing in our hometown.

最后，我想感谢我的父母。感谢你们在我攻读博士期间给予的无形支持。我非常

享受与你们分享学校里的有趣故事以及聆听故乡的变化。



Contents

List of Figures xii

List of Tables xvii

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Research Goal and Focus . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Teaching AI and AI Customization . . . . . . . . . . . . . . . . . . . . 4

2 Related Work 5

2.1 Interactive Machine Learning . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Interactive Machine Teaching . . . . . . . . . . . . . . . . . . . 6

2.1.2 Interactive Visualization for Human Perception . . . . . . . . . 9

2.2 Programming by Demonstration . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Instruction-based Interactive Systems . . . . . . . . . . . . . . . . . . . 12

3 Gesture-aware Interactive Machine Teaching with In-situ Object

Annotations 14

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.2.1 Interactive Machine Teaching . . . . . . . . . . . . . . . . . . . 17

3.2.2 Interactive Annotations . . . . . . . . . . . . . . . . . . . . . . 18



Contents viii

3.2.3 Interactions Using Deictic Gestures . . . . . . . . . . . . . . . . 18

3.3 Research Challenges and Questions . . . . . . . . . . . . . . . . . . . . 19

3.3.1 Challenges in Existing V-IMT Systems . . . . . . . . . . . . . . 19

3.3.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 LookHere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4.1 Object Highlights and In-situ Object Annotation . . . . . . . . 23

3.4.2 Model Assessment with Saliency Map Visualizations . . . . . . 23

3.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.5.1 Gesture-aware Object Highlights . . . . . . . . . . . . . . . . . 25

3.5.2 Joint Classification and Segmentation for Saliency Map Visual-

izations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.6 Deictic Gesture Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6.1 Motivation of Data Collection . . . . . . . . . . . . . . . . . . . 28

3.6.2 HuTics Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.6.3 Performance of Object Highlights on HuTics . . . . . . . . . . . 32

3.7 User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.7.1 Interface Conditions . . . . . . . . . . . . . . . . . . . . . . . . 33

3.7.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.7.3 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.7.4 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.7.5 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.8.1 Quantitative Results . . . . . . . . . . . . . . . . . . . . . . . . 37

3.8.2 Qualitative Results . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.9.1 Depth-aware Object Highlights . . . . . . . . . . . . . . . . . . 42

3.9.2 Voice Input and In-situ Correction . . . . . . . . . . . . . . . . 43



Contents ix

3.9.3 Other Modalities and Privacy Issues . . . . . . . . . . . . . . . 44

3.9.4 Applications of the Object-agnostic Segmentation Model

Trained on HuTics . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 InstructPipe: Building Visual Programming Pipelines with Human

Instructions 47

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.1 Visual Programming . . . . . . . . . . . . . . . . . . . . . . . . 50

4.2.2 LLMs and Their Applications in Interactive Systems . . . . . . 51

4.3 InstructPipe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.3.1 User Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3.2 Primitive Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Pipeline Generation from Instructions . . . . . . . . . . . . . . . . . . . 54

4.4.1 Pipeline Representation . . . . . . . . . . . . . . . . . . . . . . 56

4.4.2 Node Selector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.3 Code Writer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4.4 Code Interpreter . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.5 Technical Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5.2 Data Post-Processing . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5.3 Metric: The Number of User Interactions . . . . . . . . . . . . 66

4.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.6 User Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.6.1 Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.6.2 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.6.3 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



Contents x

4.6.4 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.7 Discussion and Future Directions . . . . . . . . . . . . . . . . . . . . . 78

4.7.1 Human-AI Collaboration in Prototyping Open-ended ML

Pipelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.7.2 Three Attributes to Mental Workload . . . . . . . . . . . . . . 79

4.7.3 Instructing LLMs Poses Challenges for Both Novices and,

Potentially, Experts . . . . . . . . . . . . . . . . . . . . . . . . 82

4.7.4 Online InstructPipe . . . . . . . . . . . . . . . . . . . . . . . . 83

4.8 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Discussion 86

5.1 The Roles of Humans, AI Model and Interactive Systems . . . . . . . . 86

5.1.1 Humans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.1.2 AI Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.1.3 Interactive Systems . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.3.1 Joint Instructions and Demonstrations . . . . . . . . . . . . . . 89

5.3.2 Module-based Customization . . . . . . . . . . . . . . . . . . . 90

5.3.3 Human-in-the-loop ML with LLMs . . . . . . . . . . . . . . . . 91

6 Conclusion 93

Publications 94

Bibliography 97



Contents xi

Appendix A LookHere 122

A.1 Implementation Details and Extra Technical Results . . . . . . . . . . 122

A.1.1 Configurations of Machine Learning Process in InstructPipe . . 122

A.1.2 Configurations of Training Object Highlights . . . . . . . . . . . 123

A.1.3 Architecture Selections . . . . . . . . . . . . . . . . . . . . . . . 124

A.2 Object Highlight Prediction Failure . . . . . . . . . . . . . . . . . . . . 124

Appendix B InstructPipe 125

B.1 A Full List of 27 Nodes in InstructPipe . . . . . . . . . . . . . . . . . . 125

B.1.1 Input Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

B.1.2 Output Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

B.1.3 Processor Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . 126

B.2 System Prompts Used in LLM Modules . . . . . . . . . . . . . . . . . . 128

B.2.1 Code Writer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

B.3 User Study Pipelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128



List of Figures

3.1 (a): The teaching interface of our vision-based Interactive Machine

Teaching system, LookHere. LookHere provides a segmentation mask

(an object highlight) on the object guided by users’ deictic gestures in

real time during teaching. This segmentation mask is used for model

training as additional information for training classifiers. (b): Users’

deictic gestures guides in-situ object annotations. (c): Example images

in our HuTics dataset that enables the implementation of LookHere.

HuTics includes 2040 labeled images that capture how 170 people use

deictic gestures to present an object. . . . . . . . . . . . . . . . . . . . 15

3.2 The screenshots of LookHere. (a) In this teaching interface, real-time

object highlights are provided. The number of samples per class is

presented on the right side of the view; (b) In this model assessment

interface, the saliency map visualizations for the prediction of a

specified class (i.e., class 2 in this example) are shown along with the

prediction confidence score. This feedback informs users of what visual

features in a given frame a model is weighed for predictions. . . . . . . 21

3.3 Highlights are overlaid onto different objects depending on users’ deictic

gestures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22



List of Figures xiii

3.4 The generation process of object highlights. LookHere first performs

a hand segmentation with the given RGB image. The system then

feeds both the RGB image and segmentation mask into U-Net, which

predicts a segmentation mask of the object guided by deictic gestures. 24

3.5 Visual comparison of saliency maps with different settings of Λ. The

parameter Λ in Equ. 3.1 controls the weight balance between the results

by CAM and our trained model. . . . . . . . . . . . . . . . . . . . . . 26

3.6 Example images in HuTics dataset. HuTics covers four kinds of

deictic gestures to objects: exhibiting (top-left), pointing (top-right),

presenting (bottom-left) and touching (bottom-right). The hands and

objects of interest are highlighted in blue and green, respectively. . . . 29

3.7 Visual comparison of predictions by the models trained with the two

datasets (TEgO-Syn and HuTics). . . . . . . . . . . . . . . . . . . . . 31

3.8 The results of the mean NASA-TLX scores across the six subscales.

The error bars represent the standard errors. The observed significant

differences are indicated with ∗, ∗∗ or ∗ ∗ ∗ (p<.05, p<.01 and p<.001,

respectively). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.9 A failure case of object highlights. . . . . . . . . . . . . . . . . . . . . . 43

4.1 Traditional visual programming requires users to select nodes, conceive

pipeline structure, and then create the pipeline with a node-graph

editor. In contrast, InstructPipe streamlines this process by

instantiating a multi-modal machine learning pipeline directly from

human instructions, enabling users to further iterate and interact with

the pipeline across diverse applications such as news summarization,

image style transfer, and real-time AR effects. . . . . . . . . . . . . . . 48



List of Figures xiv

4.2 The user interface of InstructPipe. The user can first click on the

“InstructPipe” button on the top-right corner of the interface in (b).

A dialog will appear, and the user can input the instruction and select

a category tag. InstructPipe then renders a pipeline on (b), in which

the user can interactively explore and revise. . . . . . . . . . . . . . . . 52

4.3 An overview of major primitive processor nodes supported by

InstructPipe. 17 of the 20 processor nodes are categorized by the type

of accepted I/O into a 3× 3 matrix. Note that “PaLM” represents two

nodes in InstructPipe, i.e., a text generation model and a chat model

of PaLM [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Workflow of InstructPipe. First, users describe their desired pipeline

in natural language and designate it with a language, image, or

multi-modal tag. InstructPipe then feeds user instructions into a node

selector to identify a relevant set of nodes. Subsequently, both the

instructions and the relevant nodes with their description are input

into a code writer to produce pseudocode. Finally, a code interpreter

parses the pseudocode, rectifies errors, and compiles a JSON-formatted

pipeline, allowing users to refine and interact with it further within

Visual Blocks’s node-graph editor. . . . . . . . . . . . . . . . . . . . . 55

4.5 A pair example of pipeline and pseudocode. In the first line of code un-

der “processor”, pali_1_out, pali_1, pali and image=input_image_1,

prompt=input_text_1 represents output variable id, node id, node

type, and node arguments, respectively. . . . . . . . . . . . . . . . . . 56

4.6 The prompt structure for the Node Selection module. Each node

description is formated as ”{node types}: {short descriptions of

the nodes}; {recommended node(s)}”. The node recommendation is

optional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58



List of Figures xv

4.7 The prompt structure for the Code Writer module. Detailed node

configurations, see supplementary materials for examples, are listed

in the highlighted region. . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.8 A comparison of the same generated pipeline before and after layout

optimization. (a): Each node is assigned with a default property

value when convert pseudocode into a JSON file for rendering the

pipeline. Such default values will cause sub-optimal visual effects.

(b): Our layout optimization process re-arranges the layout for better

presentation of the pipeline. . . . . . . . . . . . . . . . . . . . . . . . . 60

4.9 Example pipelines participants built in the workshops. The input and

out of the pipelines are shown in the sub-captions. . . . . . . . . . . . 64

4.10 A flow diagram of the user study. After a training session, participants

completed the two tasks in each condition in the sequence determined

by the counterbalancing protocol. . . . . . . . . . . . . . . . . . . . . 69

4.11 Raw-TLX results. The statistic significance is annotated with ∗, ∗∗, or
∗∗∗ (representing p<.05, p<.01, and p<.001, respectively). . . . . . . . . 73

4.12 A comparison of InstructPipe generated by two instructions: (a) “Edit

an image by updating the image caption”; (b) “Caption a tiger image

using VQA, modify the character in the caption into a cat using LLM,

and finally generate a cat image based on the updated caption”. See

Figure 4.9c for the complete pipeline. . . . . . . . . . . . . . . . . . . . 82

5.1 The application space of AI customization tools. Three rows (blocks in

blue, yellow and green) represent three different purposes of using cus-

tomized AI (“Functional”, “Entertainment” and “Prototyping”). Three

columns show three levels of user engagement of the customization

process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



List of Figures xvi

5.2 A comparison of the conventional interactive machine learning (IML)

workflow and the IML with LLMs. . . . . . . . . . . . . . . . . . . . . 91

A.1 Additional examples of object highlight prediction failure. . . . . . . . 123

B.1 Examples of node configuration used in Code Writer. The configuration

is structured in a JSON format. . . . . . . . . . . . . . . . . . . . . . 127

B.2 Text-based pipeline. The “String picker” node provides users a drop-

down menus to select one URL from a list of URLs returned by “Google

Search”. “PaLM Text Generator” is an LLM used to summarize the full

HTML page. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

B.3 Real-time multimodal pipeline. The “Keyword to image” node is used

to search sunglasses image, and the “Virtual sticker” node anchors the

sunglasses onto users’ face. . . . . . . . . . . . . . . . . . . . . . . . . . 129



List of Tables

3.1 Comparison of HuTics and TEgO-Syn. . . . . . . . . . . . . . . . . . . 32

3.2 The mean values and standard deviations of the task completion

time and accuracies (classification and segmentation) across the four

interface conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.1 The ratio of human interactions in the technical evaluation. Results

are reported as mean ± standard deviation. . . . . . . . . . . . . . . . 68

4.2 Participant demographics for the user study, showing various demo-

graphic characteristics and skills relevant to InstructPipe. . . . . . . . . 72

4.3 Task completion time and the number of human interactions in the user

study (N=16). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

A.1 Performance comparison of the four models for our object highlight. . . 124



Chapter 1

Introduction

1.1 Background and Motivation

AI technology has demonstrated its capability to solve various research challenges.

From the accuracy surge in the ImageNet classification problem [88] to the latest

breakthrough of foundational models [27, 29, 113] that stimulated people’s dream of

Artificial General Intelligence (AGI) [109], there exists no signal that progress made

by AI research will slow down in the near future.

However, the major impact of AI breakthroughs still lies in the classical AI fields

(e.g., computer vision and natural language processing), and customizing AI for a

broader range of practical usages is still challenging for the general population. The

major reason is that developing new AI models requires professional AI knowledge,

and there is a lack of interactive systems that enable users to leverage AI as a tool to

solve their practical problems. On the other hand, even AI experts still struggle to

develop useful AI applications completely by themselves. The development of an AI

production typically requires more effort than training ML model(s): the production

first needs to satisfy users’ requirements in society, and a created model needs to be
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deployed in a sustainable and stable platform. The community typically solves this

issue through a team effort with members with various expertise backgrounds:

1. the user experience (UX) researchers first investigate the users’ requirements

and the issues, and then write a report to product managers (PMs).

2. PMs then propose several AI features and consult with engineers and scientists

to decide on the implementation plans.

3. Engineers and scientists implement the system and maintain the system.

4. UX researchers then collect user feedback that forms a development loop.

While a good team effort can effectively find representative user requirements and

solve them with professional solutions, the whole development is still a highly costly

process. I argue that the main cause of this issue is the lack of interactive systems that

enable end-users themselves to intuitively customize their own AI models. Therefore,

our current society has to invest limited resources in those focus areas, in which

the community first distills humans’ shared interests and conducts the development

process on the focus areas.

In practice, to develop an AI model for a target use, developers typically refer

to an existing AI solution and conduct customization upon this existing solution.

One commonly approach is transfer learning [118], in which a model adapts the

knowledge it learns in a related domain to a target domain. The major benefit is

that the ML model can effectively reach a decent accuracy with a limited number of

data. Moreover, various ML benchmanks [102, 156] make developers’ choices on base

ML architectures converge to several outstanding ones, and recent advance in ML

packages [166, 145] further allow developers to make such ML model by as few as one

line of code. Therefore, when developers create AI solutions, they typical perform AI

customization, in which they fine-tune (or assemble) related AI solutions to serve for

their need.
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While this procedure typically requires advanced ML skills, in essence, the

development task is equivalent to teaching an AI with a new concept. With the

increasing capability of ML packages that enhance ML accessibility for developers,

could it also be possible for non-experts to intuitively teach their own AI in the future?

1.2 Research Goal and Focus

In this dissertation, I aim to build interactive systems that empower non-expert users

when they teach AI. To build such systems that enable natural human-computer

interaction between non-experts and AI systems, I raise the following research question

that inspires my research projects: What is the role of AI and humans when humans

teach AI?

On the human end, people are talented at using various interactions to express

their intentions at social events (i.e., human-human interaction). When humans play

the roles of teachers in such events, people naturally perform two kinds of interactive

behaviors for effective and natural teaching: 1) demonstrations and 2) instructions.

Demonstrations allow teachers to explicitly show an abstract concept, and instructions

enable teachers to explain concepts using natural language. On the computer end,

an interactive system requires fundamental input for adapting an ML model for

customized uses. Example input includes a labeled dataset that enables a fine-tuning

process or a prompt that guides the inference of a Large Language Model (LLM).

To this end, my Ph.D. dissertation focuses on building two interactive systems that

empower users to teach AI through object demonstrations and language instructions,

separately. In the first project, I explored humans’ gestural interactions with objects

and leveraged the cues implied in such interactions to inform the ML process. In the

second project, I studied methods to facilitate users to prototype a visual programming

pipeline by giving language instructions. Together, these projects demonstrated an
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early-step exploration of two major approaches to how humans can intuitively teach

AI.

1.3 Teaching AI and AI Customization

Two important phrases will be frequently used in this dissertation: 1) “teaching AI”

and 2) “AI customization”. While both phrases share similar concepts, “teaching

AI” emphasizes the human behaviors within the human-computer interaction process

and the goal of such behaviors is AI customization. While these two phrases can be

used interchangeably in most expressions, I want to highlight that the main focus

of this dissertation is to leverage humans’ teaching behaviors, including teaching

by demonstration and teaching instruction, to better support the AI customization

process.

AI is another important keyword in this dissertation. I use a broader definition

of AI, encompassing not only a singular machine learning model, but also systems

comprising various functional modules, whether each of they are machine learning-

based or otherwise. The AI customization process refers to users’ endeavors to tailor AI

solutions to their needs, irrespective of whether these solutions derive from a singular

model or a constellation of different models. This broader interpretation aligns more

closely with the intended scenarios of interactive machine teaching aimed at non-expert

users, whose primary objective is to develop functional solutions without a particular

focus on the underlying machine components.



Chapter 2

Related Work

2.1 Interactive Machine Learning

Latest ML models usually require a large number of data to train the algorithm.

This causes a massive burden for humans to label considerable data. For example,

for the multi-person pose detection task in computer vision [17], human labelers

need to pinpoint the pixel positions of all 18 landmarks of each person in the view

(i.e., two eyes, two ears, a nose, a neck, two shoulders, two elbows, two wrists, two

hips, two knees, and two ankles.). Such tasks treated humans as an oracle [5],

which is only responsible for an endless labeling task. Not only in the field of

computer science, other researchers also applied ML to their projects which proved

to have promising results [139, 171]. To facilitate the fundamental ecosystem for ML

development, researchers created the necessary dataset for various applications by

labeling a large number of data [83, 143]. Despite the success of knowledge transfer,

the increasing application scope implies that humans need to continuously serve for

machines through infinite labeling tasks. It becomes clearer that further consolidation

of such human-machine collaboration would cause disastrous results for both the

technology community and society.
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One prominent attribution of this issue is the lack of interaction between humans

and machines during the learning process. Traditional ML development strategies

only ask humans to label a whole dataset at the beginning and then initialize ML

development by fixing that dataset. This separation between humans and ML strongly

eliminated the efficiency of the work. On the one hand, human labelers are usually the

experts of the tasks, but they do not have a chance to inspect the learning progress,

nor to provide further valuable feedback for the learning. This agnostic phenomenon

forces researchers to create a sufficiently large dataset, being as diverse as possible,

despite the redundancy and the burden to the human labelers. On the other hand,

ML cannot ask questions for the experts to solve its confusion, since the teaching

samples is fixed while it is learning. Although the reason for the confusion may be the

ambiguity of the label or the sufficient data, ML researchers have to build an algorithm

that is intelligent enough to solve these issues only by itself.

Interactive Machine Learning (IML) breaks this barrier and introduces a bi-

directional communication between humans and machines. Dudley and Kristensson’s

work [47] summarizes the workflow between humans and machines in an IML system.

It is important to note that IML is different from Active Learning (AL). AL only

concerns the active role of machine learning in which the machine learning algorithm

would actively ask for further clarification when encountering confusion. It implies

that humans still play a passive role: do nothing if ML does not ask for anything.

Based on this, IML further allows the user to actively explore ML and provide feedback

on learning if they consider it necessary.

2.1.1 Interactive Machine Teaching

When a modern machine learns a new concept, it usually asks for a large number

of abstract data (e.g., ImageNet Dataset [39]) for its training process [82]. This

learning approach differs from the principle of human-human instruction. A human
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teacher usually teaches the student in an intuitive way, like providing a demonstration

and explanation of the idea by talking or using body language. Inspired by this,

researchers have created novel interaction approaches for users to intuitively teach

machines new concepts, which provides abundant information to machines at the same

time. For example, users can instruct machines by sketching [49], speaking natural

languages [101, 125, 111], and demonstrating the workflow of the task [97, 99, 98].

Crayons, a pioneering IML system, allowed users to create an image segmentation

machine interactively through simple sketches [49]. Users can iteratively examine

the prediction results from Crayons and draws simple curves on the interface to

correct the prediction for fine-tuning its algorithm. Teachable Reality [108] applies the

concept of IMT into AR authoring tools and shows that IMT can effectively enhance

the customizability of the toolkits and support an expensive creation supported by

accessible ML models. Feng et al. [50] further explore the application of IMT into

social platforms, and highlight the effectiveness of IMT in enhancing user control and

personalization in social media feeds.

Considerable AI research demonstrates that deep and large ML models can

effectively scale up the machine intelligence [61, 105]. However, finetuning a large

model typically requires many samples from humans so that an ML model can fully

understand the concept. Previous studies revealed that users tended to become

frustrated during such a tedious labeling process [5]. Researchers mainly solved

this issue by creating tools to accelerate labelling [82, 90], or only ask for highly

informative human input [28, 38]. For example, Laielli et al. built LabelAR [90],

which automatically collected data on AR anchors placed by the user. The user

can first anchor AR boxes over target objects. Then the interface computes 24

arrows and guides the user to move the camera under these directions which are

evenly distributed in the 3D world. Their evaluation study showed that LabelAR

supported a fast and accurate data collection experience, by comparing it with
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two baseline methods [57, 173]. Goodfellow et al. built Generative Adversarial

Network (GAN) [59] that supported the following systems to generative verisimilar

data like human-face images [140], dancing videos [93], and summary sentences [103].

However, the generative model requires the input of a high-dimension latent vector.

This made it hard for a user to explore optimal data since it is impractical for

the user to adjust the latent vector in, e.g., 128-d space. Torre-Ortiz et al. [38]

created a brain-computer interface (BCI) that sensed Electroencephalography (EEG)

as high-dimensional feedback for the exploration in the latent space. Their user study

showed a high convergence speed of the generative model and potential for future

applications. Chiu et al. [28] developed a framework that allowed the user to explore

their ideal data by simply using a 1D slider interface. They applied Singular Value

Decomposition (SVD) which compresses the optimization space into a dynamic 1D

subspace while maintaining as much information as possible. This method supported

a faster convergence as well as an “easy-to-use” user experience, according to their

evaluation study.

The aforementioned work requires humans to spend time on a 1-on-1 teaching

session for machines to learn new concepts. This process can be time-consuming. Is it

possible for machines to learn concepts interactively, but only by themselves without

disturbing users to spend time teaching machines some simple concepts? Recent

research provided solutions to this question mainly by exploiting users’ behaviors

in history, inspired by the approaches in building recommendation systems for

advertisement [128, 136, 159]. This method activates an automatic learning strategy,

in which ML models look for personal preferences by exploring users’ historical

behaviors, like clicking events [10, 25] and eye-contact interests [54]. For example,

Gebhardt et al. [54] exploited the user’s gazing directions to predict the object that

interests the user. This method can intellectualize Mix Reality (MR) interfaces, which

only show the user labels of the objects that interest them. The authors demonstrated
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the utility of this function when there existed many virtual objects within the user’s

visual field.

2.1.2 Interactive Visualization for Human Perception

After humans provide instructions to the ML model, it operates a learning process

that updates its understanding of the concept based on the new teaching data. ML

researchers usually summarize this optimization process by the following equation:

θt+1 ← θt +∆θt (2.1)

θt represents the model parameter at the tth update. ∆θt is the updating value

determined by its optimizer.

However, simply presenting the parameters to the IML user does not help

users understand the machine. This would discourage users from providing further

instruction for teaching the unknowns of the machine. Instead of showing these

mathematically sufficient data (i.e., the model parameter), explainable AI researchers

let ML models “explain” themselves by providing visual saliency maps [49, 185] or

example data [15, 52]. Class Activation Mapping (CAM) solved the challenge of

explaining the predictions of Convolutional Neural Networks (CNNs) by highlighting

spatial grids that have high weight values to support the prediction [185]. Cai et

al. [15] supported the explanation of image classification prediction by showing a

group of similar images in its training dataset. The system also provides “comparative

explanations”, meaning the system would present top-k prediction labels and include

one training image as an example for explanation. Their user study showed that the

explanation design helped users better understand the system, though “comparative

explanations” may sometimes cause further confusion.
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The technology of interpreting machine learning above allows humans to

understand the static working principle of ML models at each iterative step during

the IML workflow. Since humans need to repeatedly review the performance of ML

models, how to coherently visualize the dynamic improvement of ML models plays a

critical role in building the closed-loop in IML workflow.

AnchorViz is an IML tool that can decompose the unlabelled dataset semantically

and visualize a dynamic knowledge graph of the model based on several labeled

example data (i.e., ‘anchors”) [149]. The system placed the anchors on a circle

and all the other unlabelled data within this circle. AnchorViz distributed these

unlabelled data according to their semantic similarity among all the anchors on the

circle. This distributing strategy facilitates multiple clusters. The system would

compute the accuracy of the clusters to support the user to decide whether they

need further teach the data in this cluster. By such iteratively teaching through

filling the knowledge graph of the model, the model can quickly learn the knowledge

with as few labels and few human efforts as possible. Hohman et al. [66] found that

many applied ML need to be evolving to follow the change in customers’ preference.

According to their interviews with experts, companies usually solve this issue by

feeding new types of data instead of innovating a new algorithm. However, there are

no existing interfaces and visualization tools to help engineers examine how the new

data affects the result (or model prediction accuracy) throughout the trials. Therefore,

they created CHAMELEON, which they designed for the purpose of visualizing the

performance comparison among all the production versions. Participants in the case

studies found several potential use cases of the system, including helping them find

outliers, encouraging instance-level analysis, and capturing data processing changes.
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2.2 Programming by Demonstration

Computers run according to predefined programs. This implies that the most

fundamental approach to interacting with computer systems, including AI systems, is

to program. However, programming is a specialized skill that demands formal training,

making it challenging for the general population to master. To address this issue,

HCI researchers invent an interaction scheme in which non-experts can “program”

computer systems by performing simple demonstrations [84, 112, 33]. Programming

by Demonstration is an interaction method that “combine(s) the simple interface

of macros with the expressiveness of a scripting language” [92]. Such an interaction

method can effectively reduce technical barriers when users, e.g., command a computer

by writing programs.

Inspired by these concepts, several generations of researchers built various

applications that allow non-expert users to program by demonstration [42]. For

example, Li et al. [99] created PUMICE, a multi-modal agent for non-programmer

users that can learn new concepts and ask for confirmation for ambiguous users’

commands. The system allows the user to teach it by demonstration. For example,

the system would learn how to place a new order, like ordering a cup of cappuccino,

and the user shows the procedure one time. Ten participants with different levels of

programming experience attended their user study, in which they were required to

use PUMICE for four tasks. For example, the user needs to teach the smartphone

to order a pepperoni pizza if there is enough money left in the food budget. The

result of their user study showed that participants completed the tasks within a

similar period of time, regardless of the programming experience. One critical

issue in most programming by demonstration systems is that the systems may

have access to more personal information than necessary to learn users’ teaching

intentions. To address these shared issues of prior systems, Li et al. [98] built a
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system that automatically obfuscated privacy-threatening regions in a GUI when users

are performing programming by demonstration.

2.3 Instruction-based Interactive Systems

Other than demonstrations, humans also perform instructions to facilitate efficient

communication when humans want to teach concepts to other people. Despite the

wide variety of concepts people want to deliver at social events, natural languages

alone usually satisfy humans’ desire to convey their concepts. Such facts inspire many

researchers to simplify various human-computer interactions into natural languages

and build applications with simple and effective agency. The AI Chatbot, such as

ChatGPT [113] and Bard [154], is one of the most impactful applications in the society.

Following such breakthroughs of the foundational models which can demonstrate their

problem-solving capability in a wide range of tasks, developers have built various AI

applications for incorporating humans’ instructions. AutoGPT [1] is an application

that can take multi-step actions given human instruction. For example, when the

user instructs the system to “summarize the news today”, the system may first gather

news from the internet, identify key points in each article, and draft a summarization.

Such widely interest in instruction-based interactive systems motivates researchers

to further tailor the foundational models for better interpreting users’ instructions

and generating more feasible content. InstructGPT [114] and FLAN-PaLM [30] are

exemplary projects that initialize such exploration, in which researchers incorporate

the instruction tuning that simulates diverse uses of LLM based on instructions. Other

than upgrading models for better perception of human instructions, researchers further

explore the philosophy of the instruction-based human-computer interaction. Chain-

of-thought prompting [164, 86] is one of the most representative prompting techniques.

Instead of prompting the inputs and outputs of a target task as in-context examples,

researchers suggest adding the reasoning processing between the I/Os (i.e., the chain-
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of-thoughts), and experiments show that such reasoning annotations can effectively

improve model performance.

Instruction-based interactive system design also extends from text-based tasks [75]

to multimodal tasks [4, 181, 126]. Researchers have applied the prompt-based

interaction design into vision-based generation [13, 180] and recognition [126, 95], and

the generation of our modality like music [3] and motions [9, 155]. The prosperity in

foundational models among multiple modalities stimulates people’s dream of artificial

general intelligence (AGI) [109], in which an AI system can perceive multimodal

data in our society and reply in multimodal messages. Despite the wide enthusiasm

in the community, researchers also point out various concerns of instruction-based

systems [78, 174] For example, Zamfirescu-Pereira et al. [174] criticize the overuse of

instruction-based principles to design interactive systems. Their studies reveal that

non-expert users find it difficult to frame clear instructions.



Chapter 3

Gesture-aware Interactive Machine

Teaching with In-situ Object

Annotations

3.1 Introduction

Interactive Machine Teaching (IMT) [127, 141] aims to enhance users’ teaching

experience during the creation of Machine Learning (ML) models. IMT systems

are primarily designed for non-ML-experts, and allow such users to provide training

data through demonstrations. Vision-based IMT (V-IMT) systems utilize cameras

to capture users’ demonstrations. For example, in Teachable Machine [19] users

can create a computer vision classification model by showing different views of each

object (class) to a camera. Despite its low burden for providing training samples,

existing work [189] revealed that an ML model trained through a V-IMT system

might recognize an object by using visual features unrelated to it. For example, even

if a user performs a demonstration of a book, the model may use visual features in

the background. Failure to address this error properly could result in the degraded
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a b c

Figure 3.1 (a): The teaching interface of our vision-based Interactive Machine Teaching
system, LookHere. LookHere provides a segmentation mask (an object highlight)
on the object guided by users’ deictic gestures in real time during teaching. This
segmentation mask is used for model training as additional information for training
classifiers. (b): Users’ deictic gestures guides in-situ object annotations. (c):
Example images in our HuTics dataset that enables the implementation of LookHere.
HuTics includes 2040 labeled images that capture how 170 people use deictic gestures
to present an object.
performance of the model when it is deployed to real applications. Therefore, users

should have the capability to specify portions of an image that a model should

emphasize in learning to achieve reliable classification.

One approach to address this issue is to perform annotations on the objects of

interest [134] and feed them into the model as well. Advances in annotation tools

reduce user workload by simplifying necessary interactions to clicks [110, 147] or

sketches [130, 178]. Despite their lowered burden, existing annotation tools are not

well tailored toward V-IMT systems, and users thus have to perform annotations in a

post-hoc manner. This would degrade the overall experience of V-IMT systems [146].

Annotation approaches that are more deeply integrated into V-IMT thus need to be

explored.

To this end, this work examines V-IMT systems that can integrate object

annotations into the teaching process. We observe that when users are doing

demonstrations for teaching, they may hold or point to the object of interest. These

deictic gestures in demonstrations thus are indicative of what visual features a model

should focus on. Therefore, this work focuses on the integration of annotations by

leveraging deictic gestures that humans naturally perform during the teaching process.
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Note that, in this work, we use the term deictic gestures to represent a wide range of

gestures whose purpose is to indicate the object of interest [133, 31] while it typically

represents pointing gestures in HCI research [80].

Our V-IMT system, called LookHere1, embeds in-situ object annotations inferred

from users’ deictic gestures into the teaching process. LookHere provides real-time

visualizations, named object highlights, on what portions of the given frame the

system is considering as the region of the target object (the red mask in Figure 3.1a).

Depending on the deictic gestures users are performing, our system infers different

object regions (Figure 3.1b). To achieve this gesture-aware object segmentation,

we created HuTics, a dataset consisting of 2040 images collected from 170 people

that include various deictic gestures and objects with segmentation mask annotations

(Figure 3.1c). Our technical evaluation shows that our object highlights can achieve

the accuracy of 0.718 (mean Intersection over Union; mIoU) and can run at 28.3 fps.

Our user evaluation confirms that participants were able to build accurate models

while being liberated from post-hoc manual object annotations.

This work offers the following contributions:

• A vision-based IMT system, LookHere, which integrates in-situ object annotations

guided by users’ deictic gestures into the teaching process,

• The development of real-time object highlights, which offers users feedback on the

object region inferred from their deictic gestures,

• The HuTics dataset2, which contains 2040 labeled images from 170 participants

interacting with various target objects using deictic gestures, and

• Our evaluations that confirm LookHere’s benefits through quantitative and

qualitative results.
1The source code is available at https://github.com/zhongyi-zhou/GestureIMT
2The dataset is available at https://zhongyi-zhou.github.io/GestureIMT/.

https://github.com/zhongyi-zhou/GestureIMT
https://zhongyi-zhou.github.io/GestureIMT/
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3.2 Related Work

3.2.1 Interactive Machine Teaching

Machine Teaching is a term that has been used by both HCI [141, 67, 132] and ML [191,

192] communities with different definitions. To avoid conflicts, we utilized the term

of Interactive Machine Teaching defined by Ramos et al. [127]: IMT is “an IML

(interactive machine learning) process in which the human-in-the-loop takes the role

of a teacher, and their goal is to create a machine-learned model”. This definition

emphasizes user experience rather than mathematical challenges, and is well aligned

with the scope of this work.

IMT systems were typically designed for non-ML-experts to build their own ML

models without requiring technical knowledge and skills [48]. Existing work conducted

qualitative studies with ML novice users and presented user requirements and design

guidelines for IMT systems [55, 131, 132]. For example, Fiebrink et al.’s work [51]

suggested informing users of “where and how the model was likely to make mistakes”

so that users can systematically assess the benefits and risks in their applications.

Yin et al. [172] found that non-ML-experts users evaluated the model only based on

its accuracy, and they were not often aware of the potential unreliability of the model

when it was used in another application.

Zhou and Yatani [189] enhanced the model assessment process by visualizing the

image regions that were highly weighed for predictions. They further found that simple

teaching without further fine-grained annotations [19] could cause unexpected failures.

Effective approaches for specifying the portions of the image in the teaching process

are still under-explored.

This work introduces a V-IMT system that exploits users’ deictic gestures to

present objects for identifying the region which a model should focus on for learning.

This interface design can solve the issue of accidental use of unrelated visual features
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by ML models by exploiting interactions people would normally perform during the

teaching phase.

3.2.2 Interactive Annotations

One standard approach to addressing accidental use of unrelated visual features is to

provide annotations (e.g., a segmentation mask over the target object) and inform a

system of where a model should focus. While offering useful information, annotation is

generally a tedious manual task. Drawing a polygon-based contour on an object [134] is

a common approach to generating a segmentation mask, but this is generally very time-

consuming. By incorporating computer vision methods, research has demonstrated

different ways to reduce input from users [90], including clicks [110, 147], sketches [130,

178], and mouse drags [22].

As these annotation tools are not specifically designed for the integration into

V-IMT systems, users would have to use them in a post-hoc manner. This does not

thus fully exploit the user interaction that occurred in the teaching phase for inferring

segmentation masks on target objects. Instead of proposing another annotation

approach, our work utilizes users’ deictic gestures toward target objects when they

are performing demonstrations to a camera. In this manner, our system achieves

in-situ object annotations while teaching in V-IMT systems.

3.2.3 Interactions Using Deictic Gestures

Prior research found that infants already have an ability to perform and interpret

hand gestures [20, 107]. Inspired by this inherent human capability, HCI research

has developed various interfaces using deictic gestures [165, 161]. One of the earliest

work in this space is “Put-that-there” [11], in which users can manipulate virtual

objects through a combination of deictic gestures and natural languages. Interface

applications of deictic gestures also include drone manipulations [21], Human-Robot
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Interaction (HRI) [133, 124] and commutations in Mixed Reality [16]. Sauppe et

al. [133] demonstrated a human-like robot that can perform deictic gestures, and

found that these gestures can contribute to improving communicative accuracy in

interactions with users.

Besides deictic gestures, research has investigated different aspects of hand-object

interactions. By assuming that the object under humans’ manipulations would follow

1-DOF movements, Hartanto et al. [64] created a method to segment the object

and classify the type of object motions (pure displacement motion by the prismatic

joint or pure rotational motion by the revolute joints). Other work built datasets of

hand-object interactions [18, 137, 94], and aimed to derive data-driven approaches for

recognizing these interactions. Lee and Kacorri [94] created the TEgO dataset and a

system for people with visual impairments to recognize a pre-defined set of daily-life

objects and assist interaction with them.

This work extends the application of deictic gestures to V-IMT systems and allows

users to perform in-situ annotations while teaching in real time. More importantly,

LookHere advances the generalizability by removing those constraints in prior work

(e.g., pre-defined object categories [94] or specific motions associated with holding [64]).

3.3 Research Challenges and Questions

3.3.1 Challenges in Existing V-IMT Systems

After reviewing the existing V-IMT systems, the authors summarized our perceived

challenges in the following two aspects:

C1. ML models created through simplified processes supported by V-IMT

can be unreliable because they may learn features unrelated to target

objects. One major shortcoming of V-IMT is that ML models created through

such systems may unpredictably attend to unrelated objects, which is aligned
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with the findings by Zhou and Yatani’s work [189]. To simplify the creation of

ML models for non-experts [48, 141], V-IMT systems typically only ask users

to perform several demonstrations to the camera [19, 53]. During teaching, the

computer not only captures the object to be classified, but also other unrelated

backgrounds or objects. A model thus may consider those unrelated features

as critical components of the target objects while users expect that it would

only capture the features on the target objects. This discrepancy could result

in unexpected inaccuracy when the model is brought to actual use. This can

greatly degrade the usability of the created model and affect users’ trust [172]

toward it.

C2. Post-hoc annotations can diminish the overall usability of V-IMT

systems. A naïve approach to solve the aforementioned issue is to ask

users to specify what they want to be included in models (i.e., annotate

the image regions of the objects). Existing work has successfully simplified

data annotations [148, 110], but these interfaces are mostly designed for more

professional use [81]. Furthermore, creating a reliable ML model usually requires

the user to provide many samples per class. Performing annotations on many

images repeatedly in addition to teaching through V-IMT systems can thus be

overwhelming to non-expert users [146]. This also can discourage casual use of

ML, which many V-IMT systems envision.

While formative user studies could further confirm these challenges, we decided not

to execute them as they are already well explained in the existing literature. Our user

evaluation results presented in Section 3.8 also confirm these challenges well.

3.3.2 Research Questions

This work explores approaches to solve both challenges by integrating annotations

into the teaching process. To achieve this integration, we exploit how people interact
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(a) Teaching Interface. (b) Model Assessment Interface.
Figure 3.2 The screenshots of LookHere. (a) In this teaching interface, real-time object
highlights are provided. The number of samples per class is presented on the right side
of the view; (b) In this model assessment interface, the saliency map visualizations for
the prediction of a specified class (i.e., class 2 in this example) are shown along with
the prediction confidence score. This feedback informs users of what visual features
in a given frame a model is weighed for predictions.
with objects of interest using deictic gestures when they perform demonstrations to

a camera. For example, they may hold the object with both hands or may point

to the object with their index fingers. Such human behaviors are known in prior

HCI research [79] that led to diverse gesture-based applications [122, 94]. Therefore,

we hypothesized that such deictic gestures would be an important cue for in-situ

annotation. Accordingly, we derive the following two research questions to be answered

through this research:

RQ1. How can users’ deictic gestures toward objects of interest be utilized for

annotations during teaching?

RQ2. Can such in-situ annotations inferred from users’ deictic gestures reduce the

overall teaching workload while maintaining the model accuracy?

RQ1 asks for technical approaches for leveraging humans’ deictic gestures for the

integration and the corresponding implementation. RQ2 investigates the efficacy of

such gesture-aware annotation methods. Our design and implementation of LookHere

in the following content explore RQ1, and our evaluation study answers RQ2 using

multiple metrics (i.e., time consumption, model accuracies and subjective workload).
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Figure 3.3 Highlights are overlaid onto different objects depending on users’ deictic
gestures.
3.4 LookHere

Our V-IMT system, LookHere, considers users’ gestures to objects for building

accurate ML models. Unlike existing workflows in V-IMT, LookHere directly

integrates the annotation process into the teaching process. More specifically,

LookHere includes a function called object highlights to inform which part of the

camera view the system is considering as the region of the object to be learned. In the

assessment phase, LookHere also supports a model assessment process by providing a

similar visualization, allowing the user to assess whether the trained model attends to

the correct features.

Besides these two features explained in this section, the architecture and interaction

walkthrough are similar to existing V-IMT systems. In our current implementation,

users can train a multi-class classifier (i.e., classifying different objects). To define

a class, the user first selects the corresponding class (see the top-right corner of

Figure 3.2a). Then, they can perform demonstrations of the object to the camera,

and the system captures the frame when the user clicks a camera button. The number

of frames collected for each class is presented as a bar graph. After finishing teaching

for the three classes, users may either click the “Add” button to include more classes

or the “Finish and Upload” button to finish the teaching session. Appendix A.1.1

shows our detailed configurations in the ML process after teaching.
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3.4.1 Object Highlights and In-situ Object Annotation

During the teaching process, users can receive visual feedback about which portion

of the camera view LookHere is currently considering as the region of the objects of

interest. As is shown in Figure 3.2a, our system infers the object region based on deictic

gestures users are performing (e.g., holding or pointing to an object for teaching).

Users may simply change how to perform gestures to express different target objects,

as shown in Figure 3.3. LookHere incorporates a gesture-aware algorithm (see details

in the next section) to achieve this adaptive highlight on objects.

Another advantage of providing this highlight in real time during the teaching

process is to help users avoid including erroneous demonstrations. Users can easily

opt out of such frames by not clicking the camera button. In this manner, LookHere

takes a mixed-initiative approach [68] for teaching.

When the user records the current frame by a button click, the system stores the

RGB image as well as the inferred object segmentation mask. Both data are used for

model training. In this manner, LookHere achieves in-situ object annotations during

the teaching process.

3.4.2 Model Assessment with Saliency Map Visualizations

After the teaching phase, LookHere offers the model assessment mode like other

V-IMT systems [53, 19]. However, unlike these systems, LookHere provides saliency

map visualizations for users to confirm whether the created model is considering

appropriate visual features. Figure 3.2b illustrates an example of the view in this

assessment phase. The interface presents two visualizations for the users: bar graphs

to present confidence score distributions (Figure 3.2b right) and real-time saliency

map visualizations (Figure 3.2b left). The confidence score shows how confidently

the model considers that the current frame belongs to the corresponding class. In

the example of Figure 3.2b, the model is 99.4% confident that the object in the
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Hand 
Segmentation

U-Net

RGB

Figure 3.4 The generation process of object highlights. LookHere first performs a hand
segmentation with the given RGB image. The system then feeds both the RGB image
and segmentation mask into U-Net, which predicts a segmentation mask of the object
guided by deictic gestures.
frame belongs to is class 2 (which is configured as a “book” class in Figure 3.2a).

Real-time saliency map visualizations then help users understand which portion of

the frame the model considers as the object of interest (a book in this example).

Existing work [182, 189] leveraged CAM methods to present such visualization while

we introduce a new method for more accurate visualizations by utilizing the object

segmentation masks originally generated for object highlights (see more details for

Section 3.5.2).

3.5 Implementation

The current prototype of LookHere is implemented as a web-based interface, and most

of the computations are executed at the back end. We use WebRTC to synchronize

the video between the interface and server for real-time image processing. The two

key features presented in Section 3.4 are supported by two technical components:

gesture-aware object highlights and joint training. We explain the details of the

implementation of these components in this section.
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3.5.1 Gesture-aware Object Highlights

Figure 3.4 summarizes the workflow of our gesture-aware object highlight algorithm.

The algorithm first applies a hand segmentor on the input image and predicts a

hand segmentation mask. It then feeds both the original RGB image and the hand

segmentation mask into U-Net [129], which outputs a segmentation mask of the object

that is referred to by the users’ deictic gestures.

Hand Segmentation

We utilize Li et al.’s algorithm [96] trained on the LIP dataset [58] to perform real-time

hand segmentation. The LIP dataset parses a person into 20 body parts and garments

(e.g., “left-leg”, “gloves” and “pants”), and we regard the segmentation result of “left-

arm” and “right-arm” as the portion of hands. We note that the definition of “arm” in

the LIP dataset includes both arms and hands that are not covered by clothes or gloves.

We notice that the publicly-available model provided by the authors of the LIP dataset

is not suitable because it utilizes resnet-101 backbone [65], which is a very deep CNN

architecture and is not executable in real time. Therefore, we re-design their methods

based on resnet-18, a much lighter model with the same encoding approach. We then

tested this light-weighted model on the LIP dataset. The result mIoU accuracy of

the light model is 0.621, and that of the original model using resnet-101 is 0.680.

This demonstrates that our light model for real-time uses can still achieve comparable

accuracy to the original deep model.

Object Highlights

As explained in Section 3.4.1, object highlights offer immediate feedback on what

portions of the image frame the model to be trained should focus on. To avoid losing

the generalizability of V-IMT, LookHere should be able to segment the object of

interest in an object-agnostic manner. To tackle this challenge, we feed the RGB image
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(a) CAM (Λ = 0). (b) Λ = 1. (c) Λ = 0.718

Figure 3.5 Visual comparison of saliency maps with different settings of Λ. The
parameter Λ in Equ. 3.1 controls the weight balance between the results by CAM
and our trained model.
concatenated with the hand segmentation mask inferred from the hand segmentor

(Section 3.5.1) into a recognition model as shown in Figure 3.4. Intuitively, this hand

segmentation mask carries the information of what objects in the frame users are

specifically referring to in their demonstrations.

The current implementation uses U-Net [129] as the encoder-decoder architecture.

It performs the best as well as the fastest among four commonly-used segmentation

model architectures (see Appendix A.1.3 for detailed data). The network uses the

EfficientNet [153] backbone, a design toward high computation efficiency. To train

this U-Net, we use our own dataset which we will explain in Section 3.6.

3.5.2 Joint Classification and Segmentation for Saliency Map

Visualizations

Saliency map visualizations are useful for users to understand what specific portions

of a given image are weighed more in their ML models. Existing work [189, 182]

created saliency maps of a classification model through CAM methods [135, 185].

CAM methods are primarily used for simple classification models trained by the

dataset without segmentation masks. Unlike existing V-IMT systems, our training

data accompany the object segmentation masks inferred during the teaching phase.
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We thus devise a new model training approach for LookHere to exploit this unique

information resource to achieve more accurate saliency maps.

LookHere identifies the areas to be highlighted by saliency maps through solving a

classification and segmentation problem jointly. This means that our backend model

predicts a class as well as infers the segmentation of the object of interest at the same

time. More specifically, we train the model through a joint loss function (ljoint), which

is a weighted sum of classification loss (lcls) and segmentation loss (lseg): ljoint =

lcls + λ · lseg. λ is a trade-off weight that determines the relative importance between

the classification loss and segmentation loss. In our current prototype, we set λ to 1,

making both of them equally important in the training process.

While the segmentation masks originally created for object highlights can be useful

for training our backend model for saliency maps as we discussed above, they may also

contain some errors because the generated mask is not always perfect. Such errors

may lead to degradation in the accuracy of segmentation inference for saliency maps.

To eliminate this effect, we introduce another parameter (Λ) to control the balance

between the inference results by our backend model and CAM methods:

Λ ·Out+ (1− Λ) · CAM (3.1)

Out represents the segmentation output of the our backend model and CAM is

the CAM inference result. A larger Λ value means that the system weighs more on

our inference result for the output for saliency maps.

We found that taking such trade-off in consideration can greatly improve the

accuracy of our saliency maps in some challenging cases. Figure 3.5 illustrates

the effect of Λ in a case where a user is holding a plastic bottle. The saliency

map visualization can be quite erroneous when we only use the results of CAM

(Figure 3.5a). This approach would include regions that are not related to the object

of interest. On the other hand, when we only use the prediction by our backend model,
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the result tends to be overly conservative (Figure 3.5b). One reason of this issue is

over-fitting. In this example, we deliberately used different backgrounds for training

and testing. As the bottle in this example was transparent, the model might have

included (or overfit) some visual features of the background during training. Such

features would not appear when the background was changed when being tested, and

this could thus explain why our model can be very conservative.

By choosing an appropriate value for Λ, the saliency map can visualizes the object

region more precisely (Figure 3.5c). We chose Λ value to be the accuracy of our

object highlights in our current implementation and technical evaluation (i.e., 0.718

using EfficientNet-b0 backbone). It is out of our scope to investigate how to achieve

optimization on this parameter.

3.6 Deictic Gesture Dataset

3.6.1 Motivation of Data Collection

As explained in the previous section, the backend model for object highlights needs

training data of how people perform deictic gestures to objects to a camera. Among

existing related human-object datasets [36, 35, 137, 94], TEgO [94] is the one that

best fits our task. TEgO includes 5758 labeled egocentric images of hand-object

interactions. For each image, there is a hand segmentation mask and a point-level

annotation of the object location, which is not immediately sufficient for our purpose

(object segmentation). We therefore attempted to infer the segmentation mask of

the object by emulating a click-based interactive segmentation method [148]. We

then manually inspected all the generated results and removed data samples where

the inferred segmentation masks were completely inaccurate. This constitutes our

customized dataset with automatically-synthesized object segmentation masks, called

TEgO-Syn (n=5232).
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Figure 3.6 Example images in HuTics dataset. HuTics covers four kinds of deictic
gestures to objects: exhibiting (top-left), pointing (top-right), presenting (bottom-left)
and touching (bottom-right). The hands and objects of interest are highlighted in blue
and green, respectively.

The trained network using TEgO-Syn achieved mIoU=0.895 on the testing set,

showing a seemly-promising result. Appendix A.1.2 provides our detailed training

configurations. To further evaluate the robustness of the network in real applications,

we experimented with this model with images where various objects were presented

through different deictic gestures. Our observations showed that the model was not

robust enough which we will further confirm in Section 3.6.3. We then summarized

three main reasons why TEgO still cannot fit our target task:
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• A limited set of gestures. All data in TEgO were collected from two participants,

which is insufficient to cover how different people interact with the object using

gestures.

• A limited set of objects. TEgO-Syn includes 5232 images of 19 objects. Training

on a small set of objects repeatedly enables the model to over-fit the features of

these specific objects, which is harmful to our target task, i.e., object-agnostic

segmentation.

• Egocentric images. The images in the TEgO dataset are taken from the egocentric

view. Our system uses a front-facing camera, which is a common configuration in

V-IMT [19].

3.6.2 HuTics Dataset

To address the three issues above, we created our own dataset. We recruited crowd-

workers on Amazon Mechanical Turk, aiming to enhance the diversity of the dataset.3

In each task, the worker needed to upload 12 images in total that clearly showed how

they would use deictic gestures to express the references to objects. For collecting a

diverse set of images from each worker, we first classified deictic gestures into four

categories based on Sauppe et al.’s taxonomy [133]: pointing, presenting, touching

and exhibiting. We then asked the workers to take three different photos for each

gesture category. We also provided example pictures to clarify our expectations to the

workers.

We collected 2040 qualified images from 170 crowd-workers (M: 99; F: 71) in

total. The average age of the workers was 34 (SD: 9.2). Example unqualified

submissions included images that were highly blurry or where no gesture was involved

at all. The crowd-workers spent 15 minutes on average to complete the task, and
3We received IRB approval for this data collection at our university.
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Prediction. Ground truth.
(a) An example with the model trained with TEgO-Syn (IoU=0.366).

Prediction. Ground truth.
(b) An example with the model trained with HuTics (IoU=0.719).

Figure 3.7 Visual comparison of predictions by the models trained with the two
datasets (TEgO-Syn and HuTics).
we paid each participant 2 dollars. We then recruited another five people on our

local crowdsourcing platform to annotate object segmentation masks on the collected

images. On average, each annotation worker labeled 408 images, and we compensated

them with approximately 78 dollars on average in our local currency. During the

annotation, the workers used AnnoFab [73], an online polygon-based tool, to label the

segmentation masks.

Figure 3.6 presents example images with the annotated object segmentation

masks. Unlike TEgO, our dataset contains a wide range of objects, deictic gestures,
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Table 3.1 Comparison of HuTics and TEgO-Syn.
HuTics TEgO-Syn

# Participants 170 2
Object Types Uncontrolled Controlled

View Front-facing Egocentric
# of Images 2040 5232
Annotation Segmentation mask Pointed-based

Target Task Object-agnostic segmentation
specified by gestures

Object recognition for
people with visual impairments

backgrounds, and environmental conditions. Table 3.1 summarizes a comparison

of HuTics v.s. TEgO-Syn.

3.6.3 Performance of Object Highlights on HuTics

We used the data from 80% of the participants in HuTics (i.e., 1632 images from

136 people) for training and 20% for testing. We trained our algorithm using the

same configuration above, and the network achieves mIoU=0.718 and 0.806 using

EfficientNet-b0 and EfficientNet-b3 backbone on the testing set, respectively. Running

on one GTX 2080Ti GPU, our implementation of the algorithm was able to reach 28.3

fps and 24.0 fps with the EfficientNet-b0 and EfficientNet-b3 backbone, respectively.

For comparison, we trained another model with the same network architecture using

TEgO-Syn and tested with images in HuTics. The accuracy of that model was

mIoU=0.368, much lower than that of the same network using HuTics for training.

This significant accuracy drop from 0.895 (tested on TEgO-Syn) further confirms our

observations discussed in Section 3.6.1.

Figure 3.7 shows a visual comparison of the results between the networks trained

on TEgO-Syn and HuTics. Each example in Figure 3.7 are the one in our testing

set that has the closest IoU values (0.366 and 0.719) to the corresponding mean IoU

values (0.368 and 0.718). We therefore use the model trained on HuTics in our current

prototype implementation.
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3.7 User Study

We conducted a comparative user study to evaluate how LookHere could improve

the experience of V-IMT in terms of time cost for teaching, accuracy performance on

models created, and subjective user workload.

3.7.1 Interface Conditions

Besides LookHere, we included the following three interface conditions to represent

existing V-IMT and object annotation methods.

• NaïveIMT : This represents the most common design in current V-IMT systems [19,

53]. In this condition, participants would only perform object demonstrations

during the teaching phase. Participants would not have an opportunity to specify

which regions of the recorded images would represent the object for a given class.

We implemented this naïve IMT system based on the source code of Zhou and

Yatani [189] available online.

• Contour: In addition to the teaching process with the naïve IMT system, this

condition would involve a manual annotation procedure in a post-hoc manner. In

this condition, participants would be asked to perform contour-based annotations.

This annotation style is widely used in IMT systems for medical purposes [12]. We

used AnnoFab [73] for post-hoc contour-based annotations in this study.

• Click: The third reference condition included a click-based annotation method [148].

We decided to include this condition as the annotation process would be more

lightweight than a contour-based approach. We used RITM [148] as the click-based

annotation tool.

All these three reference conditions involve the teaching process using the naïve

IMT system. To shorten the overall study time, we decided to ask participants
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to perform teaching under the two conditions of NaïveIMT and LookHere. After

this teaching task, participants were then asked to perform annotations under the

two conditions of Contour and Click using the data recorded under the NaïveIMT

condition. In this manner, we liberated the participants from performing the same

tasks repeatedly with NaïveIMT for the Contour and Click conditions.

We counter-balanced both the condition order of NaïveIMT and LookHere and

that of Contour and Click across participants. The order of tasks of teaching and

annotation was fixed (the teaching process was the first).

3.7.2 Evaluation Metrics

Teaching and Annotation Time

We measured how long it took for participants to finish the model creation process

under each interface condition. Specifically, we recorded the teaching/annotation time

from when the participants started uploading/annotating the first sample to when they

finished the last (30th) sample.

Model Accuracy

We measured both classification accuracy and segmentation accuracy (i.e., mean

Intersection over Union or mIoU) of the created models. We randomly used 80%

of the data for training and the rest for testing. For classification accuracy, we

utilized cross-condition validation. Specifically, we tested three models trained by

data collected from naiv̈eIMT on the data collected from LookHere, and vice versa.

In terms of the object segmentation accuracy, we only performed cross validation

for data collected from LookHere because there were no ground-truth segmentation

annotations in LookHere to validate models created from naiv̈eIMT. This ensured that

LookHere gained no advantage over the three comparative conditions.
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NASA-TLX

NASA Task Load Index (TLX) [63] is a standard metric for perceived workload. We

included this to understand how different conditions could affect the experience of

creating ML models with different configurations of IMT systems.

3.7.3 Procedure

At the beginning of the study, we told participants that their goal was to create

four AI models to classify and detect objects by the given systems. For the teaching

tasks, we allowed participants to use any object available in our experimental space.

They were also welcome to bring their own belongings in the study. We did not limit

the set of objects to be used in this experiment in order not to lose the validity of

the study. After they had explanations about the two teaching methods (NaïveIMT

and LookHere) and became comfortable with using both, they were asked to create

three classes for classification, and generate 30 images for each class through the given

teaching method. After completing teaching with the two methods, participants were

given an opportunity to take a break.

We next moved to the annotation tasks with the two interfaces (Contour and

Click). We provided explanations about these two tools, and participants were given

practice time to become comfortable with using them. Participants were then asked

to annotate all the images they captured under the NaïveIMT condition. They

were instructed to perform each annotation task as fast and accurately as possible.

Participants were allowed to take a break between the two sets of tasks (i.e., using the

two annotation tools).

Participants were asked to fill in NASA-TLX questionnaires after finishing each

of the two task sessions (teaching and annotation). In this manner, we ensured that

participants remembered their experience of the conditions. When participants were

rating NASA-TLX for Contour and Click, we explicitly asked them to consider their
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overall workload for the combination of the teaching method with NaïveIMT and the

given annotation approach.

After completing both the teaching and annotation tasks, we conducted semi-

structured interviews with participants. We first interviewed them about their overall

experience and perceived benefits and shortcomings of the methods used in the study.

This helped us collect their immediate use experience of each condition without being

biased by the performance of the resulting models (i.e., the accuracy of the created

models). We next offered our model assessment interface (Figure 3.2b) for all the four

resulting models. Participants were allowed to freely use them and check whether

their created model would function accurately. We then interviewed them about how

they perceived their four models and would characterize them differently.

The whole study takes approximately 3.5 hours on average. We offered each

participant compensation of approximately 40 USD in a local currency at the end

of the experiment.

3.7.4 Apparatus

We set the video frame rate to be 24 fps across all the conditions. We used the

EfficientNet-b0 backbone in our object highlights (i.e., the lightest model), aiming to

understand the effectiveness of such feedback even under the least accurate setting.

3.7.5 Participants

We recruited 12 non-expert participants (P1 – P12) for this study. None of them had

experience in studying or working in the fields related to AI or ML. Eight of them

were female, and the rest were male. The age of participants ranged from 23 to 28.
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Table 3.2 The mean values and standard deviations of the task completion time and
accuracies (classification and segmentation) across the four interface conditions.

LookHere NaïveIMT Click Contour
Λ=1 Λ=0.718

Time [s] 104
(44)

67
(10)

1,197
(228)

1,483
(407)

Acc. Cls. 0.824
(0.158)

0.847
(0.190)

0.880
(0.141)

0.833
(0.159)

Seg. 0.578
(0.233)

0.605
(0.153)

0.139
(0.095)

0.716
(0.167)

0.732
(0.151)
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Figure 3.8 The results of the mean NASA-TLX scores across the six subscales. The
error bars represent the standard errors. The observed significant differences are
indicated with ∗, ∗∗ or ∗ ∗ ∗ (p<.05, p<.01 and p<.001, respectively).
3.8 Results

3.8.1 Quantitative Results

Table 3.2 presents the mean completion time and model accuracy in the study. With

respect to the task completion, the Contour and Click conditions exhibited much

longer time than the other two conditions (11.5 and 14.3 times than the LookHere

condition, respectively). One-way repeated-measure ANOVA found that the factor

of the conditions was significant (F (3, 33)=134.02, p<.001, η2=.92). We then used

Scheffe’s multiple comparison procedure to compare the take completion time under

the LookHere condition against the three reference conditions. We found that the

completion time under the LookHere condition was significantly shorter than those

under the Contor and Click conditions (both p < .001). This result clearly suggests

that LookHere successfully removed the effort for object annotations.
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We next looked into the accuracies of the models created under the four conditions.

As shown in Table 3.2, the mean accuracies for classification (predicting the correct

class for the given image from the three classes defined by each participant) did

not show large differences. Our one-way repeated-measure ANOVA did not find a

significant effect of the interfaces (F (3, 33)=.460, p=.712, η2=.04).

We further examined the segmentation accuracies. As shown in Table 3.2, the

accuracy under the NaïveIMT condition was clearly lower than those with the

other methods. One-way repeated-measure ANOVA found a significant effect of the

interface conditions (F (3, 33)=105.98, p<.001, η2=.91). Scheffe’s multiple comparison

procedure revealed a significant difference between LookHere and NaïveIMT (p<.001).

This result confirms that the models created with data collected under the NaïveIMT

condition did not necessarily weigh the visual features in the objects of interest,

implying potential unreliability in actual use.

We also compared the segmentation predictions on the same trained model

with two different Λ values: 1 and 0.718 (the default configuration in our current

implementation). While the accuracy was improved by 0.027 with the value of

0.718, this difference was not significant. Future research should investigate how Λ

should be configured to achieve the best performance, but this result implies that the

combination of CAM results and the inference by the backend object segmentation

model could offer improvements.

We next examined the NASA-TLX results. Figure 3.8 shows the mean values of

the raw NASA-TLX subscales. One-way repeated-measure ANOVA on each subscale

found significant effects by the conditions in mental demand (F (3, 33)=7.37, p<.001,

η2=.40); physical demand (F (3, 33)=16.27, p<.001, η2=.60); temporal demand

(F (3, 33)=7.86, p<.001, η2=.42); effort (F (3, 33), p<.001, η2=.57); and frustration

(F (3, 33)=3.23, p<.05, η2=.23). No significant result was found in performance

(F (3, 33)=1.55, p=.22, η2=.12). Post-hoc Scheffe’s procedure revealed significant
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differences in physical demand, temporal demand and effort between LookHere

and Contour (p<.001, p<.05, and p<.01, respectively). These results suggest that

the contour-based annotation method significantly impacted the user experience

negatively.

In summary, the quantitative results show that LookHere was able to achieve the

best balance of task completion time and model accuracy. We further looked into how

different user experience of the four interface conditions was through our qualitative

results.

3.8.2 Qualitative Results

We transcribed the interviews and extracted quotes that were related to user

experience and opinions about the four interfaces tested. We then performed the open

coding approach to categorize the quotes and derive them in a bottom-up manner.

Burden for post-hoc annotations

Six participants (P1, P4, P5, P9, P10 and P12) explicitly mentioned that post-hoc

annotations were tedious and reduced the perceived usability of an overall V-IMT

system. While nine participants preferred the Click annotation method to Contour,

all participants agreed that both approaches were “time-consuming”.

“[A good process] shouldn’t contain the annotation process because it is the most

time-consuming one and requires lots of effort. On the contrary, these two

(NaïveIMT and LookHere) are very comfortable to use because there is only one

step.” [P4]

All participants considered LookHere as “efficient” because it does not involve

explicit post-hoc annotations. This was clear from the task completion time and

NASA-TLX results, and our qualitative data were also indicative. In particular, P1

appreciated that LookHere combined the teaching and annotation process:
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“It can greatly improve the user experience in terms of not only time

consumption but also the sense of satisfaction.” [P1]

Participants were also satisfied with the accuracy of their created models achieved

through LookHere. Despite the simplified teaching experience, they could not notice

the accuracy difference between LookHere and Contour.

“I prefer to use [LookHere]. First, its accuracy is good, and it’s easy to use ...

It is a user-friendly design, not requiring much effort and time.” [P10]

“In terms of effort and performance, [LookHere] is definitely a cost-effective

choice ... Speaking of [Contour], it requires much effort, but its result is not that

good, probably similar to [LookHere]. It makes me feel that it is not worthwhile.”

[P6]

Uncertainty in teaching with NaïveIMT

Participants expressed their concerns about whether the model created with the

NaïveIMT approach correctly interpreted their teaching.

“Because you can’t find its focus, as a user, you can’t confirm whether it (the

computer) understands my idea.” [P8]

“[NaïveIMT] is very convenient to use but I am afraid that the performance

would be bad.” [P3]

On the other hand, object highlights shown in LookHere offered our participants

more confidence that the regions of the objects would be considered more.

“[Different from NaïveIMT, LookHere] is simple, and it also has visualizations.

It can let users keep well informed whether the object is recognized [by the

computer].” [P5]
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In case object highlights were out of place, participants adjusted their deictic

gestures until they were well overlaid onto the objects. This offered a sense of control

as P12 commented:

“On one hand, the procedure is simple, and on the other hand, [LookHere] itself

has already drawn that pattern (object highlights). [Even though it sometimes

has errors,] I can change some positions [of the object] and it can [successfully]

capture this [object] ... It provides a sense of control. Unlike [NaïveIMT], I do

not know what it captures [within each image].” [P12]

Limitations

Participants pointed out limitations of LookHere, and some further provided

suggestions on how we can improve the current prototype. For example, P11 raised an

issue that users could not interact with LookHere using bimanual interaction since one

hand is required to manipulate the mouse, clicking on the camera icon in Figure 3.2a.

Additionally, P4 pointed out that there was a lack of further teaching/clarification

support when object highlights fail. P4 further suggested that V-IMT should integrate

more functions so that users can better correct object highlights in erroneous cases,

rather than passively avoid teaching these samples.

“In terms of [LookHere], is it possible to utilize the Click function there? For

example, when I hold something, [if object highlights are erroneous at this

moment,] can I tell the computer which region I want it to recognize [by clicking

on the object]? ... In the current design, I can only change the position (of the

object) to adjust it (the highlight), and this makes me feel quite inactive (i.e.,

not in good control of object highlights).” [P4]
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3.9 Discussion

As mentioned in Section 3.2, this work aims to (1) explore technical solutions for the

integration of object annotations into the teaching process (i.e., RQ1) and (2) study the

effectiveness of the solution (i.e., RQ2). We answer RQ1 through our implementation

of LookHere as explained in Section 4 and 5. Our evaluation results further show that

LookHere can effectively reduce users’ workload during the model creation process

while maintaining similar model accuracies, answering RQ2.

Despite its effectiveness, we also found several drawbacks of our systems that

limited user experience in practice. In the following content, we share our insights

about how future work can improve our system and how to extend our research

questions to exploit more human interactions to achieve in-situ annotations in IMT.

Additionally, our dataset, HuTics, which is designed for the gesture-aware object-

agnostic segmentation task, is one important contribution of this work. We further

show that our approach and dataset can also be used to support other HCI projects

by demonstrating several example applications.

3.9.1 Depth-aware Object Highlights

Despite the effectiveness of object highlights to support efficient teaching, we still

observed typical erroneous cases that remain to be addressed. Figure 3.9 shows an

example where IoU was low (more examples can be found in Appendix A.2). The

person in this figure is pointing at an object on her head, but our algorithm incorrectly

highlights the clock in the background. Our object highlights also tend to fail in cases

where a person is pointing at an object at a distance (e.g., buildings or furniture

that are not close to hands). These failure cases are mainly caused by the current

implementation that uses 2D hand segmentation features without a 3D understanding

of the scene. A future system may consider obtaining a richer set of information

through 3D scene reconstruction [34], 3D hand pose estimation [18, 71] from RGB
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(a) Prediction. (b) Ground truth.
Figure 3.9 A failure case of object highlights.

images, or directly use depth cameras [74]. Future research should further study how

to simplify the aforementioned feature extractors to be used in real time for V-IMT

systems or how to use depth sensors to support V-IMT systems [177, 176].

3.9.2 Voice Input and In-situ Correction

As mentioned in Section 3.8.2, we observed several limitations of our interface design.

To enable bimanual interactions with the object, future research can investigate how

to use technologies like voice input or facial expression recognition to replace a button

click. For example, when users want the system to sample the current frame, they can

simply say “collect” or smile to the system while performing bimanual deictic gestures.

In addition, as mentioned in Section 3.8.2, future systems should study how to

enable users to actively correct object highlights when they observe prediction errors.

Although the segmentation annotation in LookHere allows users to choose appropriate

frames for teaching, the role of users in this Human-AI collaboration is relatively

passive. When users observe the failure case of object highlights, they should be given

an opportunity to actively correct the error [146], instead of passively avoiding those

data. Allowing such in-situ correction initiated by users can further empower the
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ability of IMT systems to “leverage human capabilities and human knowledge beyond

labels” [127], achieving better human-AI collaboration.

3.9.3 Other Modalities and Privacy Issues

While this work focuses on studying how to use deictic gestures to enable in-situ

annotations, they are not the only human interaction that future IMT research can

exploit. As we discussed in Section 3.9.1, our gesture-aware annotation approach may

not function with some deictic gestures users may perform. More importantly, humans

also innately perform other interactions as a cue of objects of interest. For example,

future research can study how to use gaze tracking technologies to capture the object of

interest that is difficult to hold by hand (e.g., buildings or scenery). While examining

other modalities is out of scope of this work, future work on this aspect is encouraged.

Despite the benefits from collecting fine-grained annotation by sensing additional

human interactions, such systems without proper designs may cause severe privacy

issues. We therefore encourage future research to study how to balance privacy

protection and the benefits from in-situ annotations in IMT.

3.9.4 Applications of the Object-agnostic Segmentation

Model Trained on HuTics

One important contribution of this work is our object-agnostic segmentation model

and its dataset, HuTics. Although our original objective was to enable LookHere, we

envision that our model can be used for a broader range of applications, not limited

to IMT research.

Intelligent Virtual Background

Using our model, developers can create an intelligent virtual background used in

online meeting systems which is aware of the object users are trying to present to
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others. Segmentation algorithms for virtual backgrounds do not typically consider the

behavior of object presentation. Therefore, virtual backgrounds often hide the objects

held by users, diminishing user experience in certain scenarios. Our model can address

this issue and show the object held by the user while preserving virtual backgrounds

to support a better communication experience.

Gesture-guided Portrait Mode

Portrait mode in recent smartphones allows users to have a focus effect (e.g., blurring

the background to highlight a person in the foreground). Using our model, such a

portrait mode may create a focus effect on the objects held by users intelligently. Our

object-agnostic segmentation model thus has a potential to enrich user experience of

photo shooting with smart devices.

Supports for People with Visual Impairments

Prior work demonstrated an assistive technology for people with visual impairments

by recognizing objects held by users. While it only recognized 19 objects constrained

by the dataset used in that project, future assistive systems may develop a more

generalizable approach by using our model trained on HuTics. They can first locate

an object held by users using our object-agnostic segmentation model, and then apply

a classification model trained on large-scale datasets that cover thousands of objects

(e.g., 1000 classes in ImageNet [40]), achieving the goal of recognizing various objects

for supporting activities of people with visual impairments.

3.10 Summary

This work demonstrates LookHere, a V-IMT system that allows users to annotate

objects in real time during the teaching phase by exploiting users’ deictic gestures.
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We build our own dataset (HuTics), consisting of 2040 front-facing images of deictic

gestures and objects to achieve our implementation. Our user study results show that

LookHere successfully removed substantial user effort on post-hoc manual annotations.

However, the models created through LookHere did not show significant differences in

their accuracies compared to those using the data with manual annotations.



Chapter 4

InstructPipe: Building Visual

Programming Pipelines with

Human Instructions

4.1 Introduction

A visual programming interface provides users with a node-graph editor to program.

As opposed to writing code in a code editor, the node graph allows users to

build a pipeline in a visual workspace with nodes and edges. This approach

effectively reduces technical barriers for users to prototype creative applications.

Advances in machine learning (ML) further stimulate growing interest in visual

programming. Open-sourced ML libraries (e.g., TensorFlow [2], PyTorch [121], and

Hugging Face [166]) provide users with various encapsulated modules to accelerate

AI project development and experimentation. Meanwhile, this also provides valuable

protocols for visual programming developers to create systems for ML applications [45],

where ML practitioners can interactively test “off-the-shelf” models on the node-graph

editor. Recent foundational models like large language models (LLMs) [158, 14, 7]
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modify the character in the caption into 
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Figure 4.1 Traditional visual programming requires users to select nodes, conceive
pipeline structure, and then create the pipeline with a node-graph editor. In contrast,
InstructPipe streamlines this process by instantiating a multi-modal machine learning
pipeline directly from human instructions, enabling users to further iterate and interact
with the pipeline across diverse applications such as news summarization, image style
transfer, and real-time AR effects.
and findings on Chain-of-Thought [164] further stimulate a community-wise interest

in visual programming [167, 169, 46], which provides users interactive experiences to

explore AI chains.

Despite the development of visual programming platforms in various domains, we

observed that existing systems share one similar characteristic: users usually start a

creative process in the workspace “from scratch”. This implies that users need to 1)

select nodes, 2) ideate the pipeline structure, and finally, 3) connect nodes from a

completely empty workspace. For users who are unfamiliar with a particular visual

programming platform, such processes can easily overwhelm them, degrading their

overall programming experience.

Similar issues also exist when users write programs using text-based editors (there

exist many built-in functions in a particular programming language and multiple

variables in a program), but advances in LLM assistants show that such challenges can

be effectively reduced. For example, GitHub Copilot [56] makes it possible for users

to generate code by simply describing users’ requirements in natural language. Even

though the generated code is not absolutely correct, the AI assistance usually finishes
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a large portion of the task, and programmers may only need to make a few edits to

achieve a correct result. To this end, we raise the following questions that motivate

our work: How can we build such an assistant to benefit visual programming users?

In this work, we built InstructPipe, an AI assistant for visual programming

users to generate a pipeline through natural language instructions (Figure 4.1).

We implemented InstructPipe on Visual Blocks [45], a visual programming system

for prototyping ML pipelines. One major technical challenge in implementing

InstructPipe lies in the lack of visual programming data. Different from the standard

approach to building a copilot for the text-based editor (i.e., training LLMs using

large-scale text-based programs online), it is impractical to collect sufficient data for a

particular visual programming platform. We addressed this issue by decomposing the

generation process into three steps. Using two separate LLM modules, the system first

scopes the potentially useful nodes and then generates pseudocode for a target pipeline.

InstructPipe then compiles the pseudocode and renders the pipeline on the node-graph

editor to facilitate further user interaction. Our technical evaluation suggests that

InstructPipe reduces user interactions by 81.1% compared to building pipelines from

scratch. Our system evaluation with 16 participants demonstrated that InstructPipe

significantly reduced users’ workload in their creative process. Qualitative results

further reveal that InstructPipe effectively supports novices’ on-boarding experience

of visual programming systems and allows them to easily prototype a concept for

various purposes. As one pioneering work on visual programming copilot, we also

observed new challenges caused by humans’ cognitive characteristics and proposed

future technical directions toward a next-level, open-ended AI prototyping assistant.

In summary, this work offers the following contributions:

1. InstructPipe, an AI assistant that enables users to build ML pipelines from human

instructions,
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2. System design and technical development of InstructPipe, which includes two LLM

modules and a code interpreter that generate codes for a visual programming

pipeline, compile the code, and render the pipeline in an interactive node-graph

editor,

3. A technical and a user evaluations that demonstrate effectiveness of InstructPipe,

and the corresponding findings that reveal new challenges for the HCI community.

4.2 Related Work

4.2.1 Visual Programming

The operation of computer systems is defined by a computer program. However,

“the program given to a computer for solving a problem need not be in a written

format” [152]. This future-looking statement, dating back to 1960s, inspired several

generations of researchers to design and build visual programming systems.

Today, visual programming systems (e.g., LabView [85], Unity Graph Editor [157],

PromptChainer [167], and Visual Blocks [45]) typically feature a node graph editor,

providing users with a visual workspace to “write” their program. Recent work

further explored the application of visual programming in education [76, 87], authoring

support [183, 179], and robotics [37, 70, 69]. Zhang et al. [183] connected the visual

programming tool to the concept of teaching by demonstration [190], allowing users to

rapidly customize AR affects in video creation. FlowMatic [179] extended traditional

visual programming interfaces into 3D virtual environments, providing users with

immersive authoring experiences.

More recently, findings on LLM Chains [169] and Chain-of-Thought [164] further

stimulated researchers to build visual programming tools that chain LLM modules.

Developers want to explore various ways to chain an LLM module for various

application, and in such scenario, visual programming provides a great platform for
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users to focus on the high-level exploration. Example research work and industrial

products include PromptChainer [167], LangFlow [91], and ComfyUI [32].

InstructPipe offers technical contributions that allow users to generate a pipeline

using text-based instruction, providing users with new experience beyond building a

pipeline from scratch.

4.2.2 LLMs and Their Applications in Interactive Systems

Early multimodal ML work uses language models to solve Visual Question Answering

(VQA) [6, 8], but these solutions are limited to simple questions and cannot

perform effective reasoning and problem solving [106]. LLMs revolutionized AI’s

reasoning capability [164, 186] in language, which motivated researchers to build

LLM applications in various domains beyond NLP [151, 142, 119]. For instance,

LLMs augmented the perceptual and planning intelligence in robotics [142], supported

autonomous driving [100] and assisted clinical processes in medical science [89, 144].

The advances in LLMs empower recent interactive systems [123, 120] with

enhanced machine intelligence. Recent research leverages LLMs to edit visual-

ization [163, 138], receive AI explanation [168], facilitate communications [104],

understand user interface [162], and study simulated social behaviors [119]. The

revolution also motivated HCI researchers to design new interfaces for LLMs [77, 150].

Graphologue [77] augmented LLM response by displaying interactive diagrams on

the side of the response text, which visualizes the semantic logics in a paragraph.

Sensecape [150] provides users with a workspace to explore long LLM response in a

hierarchical structure.

InstructPipe focuses on utilizing LLMs for generating pipelines in visual

programming with human instructions. This work shares similar vision with

Prompt2Model [160] and VisProg [60]. Prompt2Model [160] finetunes a BERT

model [41] using data generated by instructions. VisProg [60] produces Python code
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(a) InstructPipe’s instruction dialog.

(b) InstructPipe’s visual programming interface.
Figure 4.2 The user interface of InstructPipe. The user can first click on the
“InstructPipe” button on the top-right corner of the interface in (b). A dialog will
appear, and the user can input the instruction and select a category tag. InstructPipe
then renders a pipeline on (b), in which the user can interactively explore and revise.
from instructions with task-dependent few-shot prompting. However, both prior arts

lack an interactive workspace that facilities novices to use. In contrast, InstructPipe

generates and compiles a pipeline (without fine-tuning), while rendering the pipeline

in a visual programming interface, facilitating an interactive, collaborative, and

explainable workflow.

4.3 InstructPipe

InstructPipe is an AI assistant that enables users to generate a visual programming

pipeline by simply providing text-based instructions [187]. We implemented

InstructPipe on Visual Blocks [45], a visual programming system for prototyping
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ML pipelines that handles texts and images. Technically, InstructPipe takes user’s

instruction (texts) as inputs and returns a directed graph consisting of nodes and

directed links (directed edges), and the nodes are selected from our node library. Note

that InstructPipe assigns the node parameter with default values, which implies that

InstructPipe leaves the parameter tuning task on the visual programming interface to

the user.

4.3.1 User Workflow

To generate a pipeline, users can first click the “InstructPipe” button on the top-

right corner of the interface (Figure 4.2b). The system then activates a simple dialog

(Figure 4.2a) in which users can 1) provide a description of their target pipeline and

2) tag the pipeline. The tag can be “language”, “visual”, or “multimodal”. After users

click the “Submit” button in the dialog, InstructPipe renders a visual programming

pipeline on the node-graph editor. Based on the result, users can further refine the

pipeline in the visual programming interface.

4.3.2 Primitive Nodes

InstructPipe supports 27 primitive nodes in Visual Blocks, including seven I/O nodes

(e.g., live camera and markdown viewer) and 20 processor nodes. section B.1 provides

a description for each of the 27 nodes. Compared to related work [60, 151] that

automates ad hoc ML inferences in specific use scenarios, we aim at an open-ended

use case with diverse primitive nodes. Figure 4.3 visualizes 17 (out of 20 in total)

processor nodes according to the I/Os of the nodes. The remaining three nodes are

“Google Sheet” (which takes a Google Sheet URL as input and outputs the sheet data),

“image_mixer” (which combines multiple images), and “virtual_sticker” (which casts

a sticker on a person’s face on a live camera). “Metadata” in Figure 4.3 indicates

intermediate data used in ML pipelines, which can be a segmentation mask that
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Figure 4.3 An overview of major primitive processor nodes supported by InstructPipe.
17 of the 20 processor nodes are categorized by the type of accepted I/O into a 3× 3
matrix. Note that “PaLM” represents two nodes in InstructPipe, i.e., a text generation
model and a chat model of PaLM [7].
describes an input image, or a URL that describes a target news that users want

to read. As shown in the matrix, InstructPipe contains a wide range of nodes that

supports the creation of complex ML pipelines.

4.4 Pipeline Generation from Instructions

InstructPipe leverages LLMs to generate visual programming pipelines from text

instructions. There exist two prevailing approaches for customizing LLMs: 1)

fine-tuning LLMs [13, 104], and 2) few-shot prompting [119, 44]. For our task,

fine-tuning LLMs requires a substantial volume of annotated data comprising pairs of

pipelines and prompts. Additionally, a growing list of nodes poses new challenges to

scaling this approach with new data annotations. In comparison, few-shot prompting

can seem more practical [60, 164, 170], but it is challenging to design an efficient

prompt that fits within a reasonable number of tokens. The configuration file of the

27 nodes alone includes 8.2k tokens. Moreover, because of the combinatorial explosion

of the 27 nodes in the system, it is not clear how many prompt examples are needed

and how we can construct in-context pipeline examples.
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Figure 4.4 Workflow of InstructPipe. First, users describe their desired pipeline
in natural language and designate it with a language, image, or multi-modal tag.
InstructPipe then feeds user instructions into a node selector to identify a relevant
set of nodes. Subsequently, both the instructions and the relevant nodes with their
description are input into a code writer to produce pseudocode. Finally, a code
interpreter parses the pseudocode, rectifies errors, and compiles a JSON-formatted
pipeline, allowing users to refine and interact with it further within Visual Blocks’s
node-graph editor.

To this end, we implement InstructPipe with a two-stage LLM refinement

prompting strategy, followed by a pseudocode interpretation step to render a pipeline.

Figure 4.4 illustrates the high-level workflow of the InstructPipe implementation.

InstructPipe includes two LLM modules (highlighted in red): 1) a Node Selector

(§4.4.2) and 2) a Code Writer (§4.4.3). Given a user instruction and a pipeline tag,

we first devise the Node Selector to identify a list of potential nodes that would be

used according to the instruction. In the Node Selector, we prompt the LLM with a

very brief description of each node, aiming to filter out unrelated nodes for a target

pipeline. The selected nodes and the original user input (the prompt and the tag) are

then fed into the Code Writer, which generates pseudocode for the desired pipeline.

In Code Writer, we provide the LLM with detailed description and examples of each

selected nodes to ensure LLMs have a thorough understanding of each candidate node.

Finally, we employ a Code Interpreter to parse the pseudocode and render a visual

programming pipeline for the user to interact with.
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(a) Pipeline.

(b) pseudocode.
Figure 4.5 A pair example of pipeline and pseudocode. In the first line of
code under “processor”, pali_1_out, pali_1, pali and image=input_image_1,
prompt=input_text_1 represents output variable id, node id, node type, and node
arguments, respectively.
4.4.1 Pipeline Representation

The Visual Blocks system represents a pipeline as a Directed Acyclic Graph (DAG) in

JSON format1. To compress the verbose JSON file, InstructPipe represents pipelines

as pseudocode [60, 151], which can be further compiled into a JSON-formatted

pipeline. The pseudocode representation is highly token-efficient. Figure 4.5 shows an

example in which the pseudo compresses the JSON-based pipeline representation (2.8k

tokens) into a 123-token pseudocode representation. The efficiency does come with

a cost: it loses some fine-grained annotations of each node like property values (e.g.,

layout of the nodes, parameters of a segmentation model, and the degree of blurring

parameters in an “image processor” node). InstructPipe leaves the task of finetuning
1Pipeline in JSON files: see supplementary materials for examples.
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these parameters to the user and focuses on generating the graphic structure of a

visual programming pipeline.

Figure 4.5 provides an example of a pipeline (Figure 4.5a) and its corresponding

pseudocode (Figure 4.5b). The syntax design is inspired by TypeScript. The structure

is inspired by how academic papers present pseudocode [184]: an algorithm block

typically starts with specifying the input/output and then explains the intermediate

processor. We highlight the first line under the processor module (i.e., the operation

of the PaLI node) in Figure 4.5b in four different colors, representing four different

components in the programming language. “pali_1_out” represents the output

variable name of the node. “pali_1” is the unique ID of the node. The green symbol

after the colon, i.e., “pali”, specifies the type of the node. In this example, the

node with the ID of “pali_1” is a “pali” node. The rest part in the bracket, i.e.,

“image=input_image_1, prompt=input_text_1”, defines the arguments of the nodes.

In the input pseudocode, we do not annotate the output variable (i.e., there are no red

colors in the highlighted line under the input module) because all the input nodes only

export one value, and the output variable name is automatically annotated as the same

symbol as the node id (i.e., “input_text_1”). Note that InstructPipe generates the

text input (i.e., the property value) in the “input text” node. Therefore, the argument

in “text=“caption this image in detail”” does not indicate that the “input_text” node

accepts input edges, but accepts the node property input.

4.4.2 Node Selector

Node Selector aims to filter unrelated nodes by providing an LLM with a short

description of each node. Figure 4.6 shows the prompt we use in Node Selector.

Followed by a general task description and guidelines, we list all the node types with

a short description that explains the function of the node. Several nodes come with

recommendation(s) when the users interact with Visual Blocks, and we also include
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Figure 4.6 The prompt structure for
the Node Selection module. Each node
description is formated as ”{node types}:
{short descriptions of the nodes}; {recom-
mended node(s)}”. The node recommen-
dation is optional.

You are a programmer responsible for helping the user design an AI 
pipeline.
Upon receiving a concise description from the user about the 
desired functionality of the pipeline, you should generate the whole 
pipeline using pseudo codes.

Guidelines:
1. Respond solely in pseudo codes, without additional commentary.
2. Utilize ONLY the nodes listed below; introducing new nodes is not 
permitted.
3. Ensure there's a minimum of one line in each pseudocode 
category: 'input', 'output', and 'processor'.

Below are the nodes you can incorporate into the pipeline:
… // detailed node configurations for each selected node

The following is a full list of nodes you may also use but those not 
included above are not recommended:
… // a full list of node types supported by InstructPipe

Examples:
Q: 
{'description': 'generate a photo and validate whether it is real or 
generated.', 'tag': 'multimodal'}
A: 
… // pipeline pseudo codes 

… // more in-context examples

Figure 4.7 The prompt structure for the
Code Writer module. Detailed node con-
figurations, see supplementary materials
for examples, are listed in the highlighted
region.

such node recommendations information in the prompt. The main intuition of this

prompt design is based on how the existing open-source libraries (e.g., Numpy [62])

present a high-level overview of all functions2. The documentation typically presents

a list of supported functions (in each category), followed by a short description so

that developers can quickly find their desired functions. At the end of the prompt, we

provide a list of Q&A as few-shot examples to support the LLM to learn and adapt

to the context of the task.

4.4.3 Code Writer

With a pool of selected nodes, the Code Writer module can write pseudocode for

rendering a target pipeline. Figure 4.7 shows the structure of the prompt utilized in
2See an example in the following link: https://numpy.org/doc/1.25/reference/routines.

array-manipulation.html

https://numpy.org/doc/1.25/reference/routines.array-manipulation.html
https://numpy.org/doc/1.25/reference/routines.array-manipulation.html
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this LLM module. Similar to §4.4.2, the prompt starts with a general introduction

and several guidelines. The major difference in the prompt design in this stage lies

in the granularity of each node introduction. We provide a detailed configuration

for each selected node with additional information, including 1) input data types,

2) output data types, and 3) an example, represented in pseudocodes, showing how

this node connects to other nodes. We put a detailed explanation of the full node

configuration in the supplementary materials. Similar to the previous LLM module

(§4.4.2), the prompt design here is also inspired by the documentation of several

popular code libraries. Specifically, we gain inspiration from low-level function-specific

documentation3, which typically includes a detailed description and data types in

the input/output, followed by one or more examples of how developers can use this

function with a few lines of codes.

The prompt also includes a list of Q&A as few-shot examples. However, providing

few-shot examples in this stage is non-trivial. The reason lies in the dynamics of the

node selection pool: a combination of all the nodes causes many possible selections,

and it is impossible to design a list of few-shot examples for each possibility. Therefore,

we only created an example list for each pipeline tag (i.e., “language”, “visual”, and

“multimodal”) and intended to utilize these few-shot examples to cover most of the

use cases. The intuition behind this design is: the in-context examples serve to list

possible creative ideas of the pipelines in each tag, which can be condensed into few-

shot examples rather than traversing all the possible combinations. This implies that

the in-context examples may include nodes that are not selected in the prompts.

According to our preliminary tests, such out-of-scope nodes cause negative effects

on the generation results: LLMs tend to also “invent” new nodes that do not exist

in our system, causing failure in node rendering. Note that we also observed this

issue when combining the prompts used in [60]. We eliminate this issue by using the
3See an example in numpy.shape: https://numpy.org/doc/1.25/reference/generated/

numpy.shape.html#numpy-shape

https://numpy.org/doc/1.25/reference/generated/numpy.shape.html#numpy-shape
https://numpy.org/doc/1.25/reference/generated/numpy.shape.html#numpy-shape
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(a) Before layout optimization. (b) After layout optimization.
Figure 4.8 A comparison of the same generated pipeline before and after layout
optimization. (a): Each node is assigned with a default property value when convert
pseudocode into a JSON file for rendering the pipeline. Such default values will cause
sub-optimal visual effects. (b): Our layout optimization process re-arranges the layout
for better presentation of the pipeline.
prompt contents between the node configurations and the in-context examples (i.e.,

the contents start with “the following is a full list of ...” in Figure 4.7). This aims to

inform LLMs of the exceptions for invention.

4.4.4 Code Interpreter

Finally, InstructPipe employs a code interpreter to parse the generated pseudocode

and compile a JSON-formatted pipeline with an automatic layout. We delineate the

graph compilation and rendering procedure below:

1. Lexical Analysis: InstructPipe first tokenizes each line of the pseudocode is into

output variable id, node id, node type, and node arguments (§4.4.1).

2. Graph Generation: The tokenized results allow us to build a graph structure in a

node-graph editor that connects each node as specified by the pseudocode. We then

generate JSON-formatted code, which Visual Blocks uses to render the pipeline in

the node-graph editor. Note that the JSON code includes far more parameters than

those used in InstructPipe for defining the graphic structure. InstructPipe fills texts

in the “Input Text” node based on LLM-generated pseudocode and uses default

values for the rest nodes. For example, by default, the temperature and the max

output tokens for the PaLM node are set to 0.5 and 256, respectively. If users are
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not satisfied with the default values, they can interactively adjust the parameters in

the node-graph editor.

3. Graph Rendering and Optimization: A problem with employing the default

parameters is that it results in a chaotic distribution of nodes in the node-graph

editor: each node is located in a predefined position, and the edges go across the

workspace without a reasonable arrangement. Therefore, InstructPipe traverses the

graph with a breadth-first search (BFS) and arranges the nodes based on their depth

values in the DAG. As shown in Figure 4.8, such post-processing can effectively

enhance the visualization of a generated pipeline.

Our exploration shows that LLMs may not always generate accurate code as expected.

One typical issue is that Code Writer tends to invent illegal nodes out of our library

of 27 nodes. To address this, InstructPipe disposes such lines that leverage illegal

nodes. If legal nodes use the output of such an illegal node, InstructPipe discards the

edge connection between them to prevent bugs when running the pipeline. Another

common issue is that the generated code may not have a correct order. For example,

the generated code may be “Line 1; Line 3; Line 4; Line 2;”, in which “Line 1 – 4”

represents four lines of code, and the correct order should be from “Line 1” to “Line

4”. Such ordering issues would cause an input value of the current line to become

undefined, because its definition is mistakenly placed afterward. We address this issue

by stacking the line that is not ready for execution, similar to graph construction by

traversing an adjacency list. The Code Interpreter runs in a loop to interpret the code

until all legal lines in the stack become ready.
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4.5 Technical Evaluation

Evaluating our system is challenging. Ideally, the evaluation set should cover 1) diverse

visual programming pipelines (i.e., the pipeline factor) and 2) a variety of instructions

created by different individuals for each pipeline (i.e., the human factor). However,

such a combination requires a significant number of user evaluation sessions, which

is impractical to deploy. For example, if an evaluation set includes 50 pipelines and

20 instructions for each pipeline from 20 different participants, it requires 1,000 user

study sessions. Asking participants to attend multiple pipeline creation sessions seems

efficient, but it introduces new learning transfer effects to the study. The learn effects

usually require additional user study design with counterbalancing, which eventually

increases the total number of required sessions.

To address this issue, we decouple the two factors that cause variations by

decomposing the whole evaluation into two evaluation sessions. The major benefit

of this design is that it allows us to deploy the evaluation tasks with a reasonable

workload while maintaining the rigorousness of the whole evaluation. In our first

evaluation session (i.e., technical evaluation), we focus on understanding the technical

performance of InstructPipe among a variety of pipelines. In the second evaluation

session (i.e., user evaluation), we control the pipeline factor and examine the human

factor by recruiting different participants for prototyping controlled pipelines. The

first technical evaluation provides crucial data on the “accuracy” of InstructPipe,

which guides us to select such representative pipelines with as little bias as possible.

More importantly, the user evaluation further allows us to understand how user

experiences are affected under two conditions: with and without InstructPipe.

In this section, we focus on explaining the first step of our evaluation, the technical

evaluation, and the following user evaluation is covered in the next section.
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4.5.1 Data Collection

To conduct the technical evaluation, we first organized a two-day hybrid workshop

with 23 participants, aiming to collect pipelines that Visual Blocks users build for

their creative usage. Six attendees claimed that they had prior experience in using

Visual Blocks. At the beginning of the workshop, we gave a 15-minute tutorial walking

the participants through the nodes and the pipeline-building process using Visual

Blocks. After the tutorial, attendees created pipelines independently. We required the

participants to export the JSON file from Visual Blocks and upload it to our Google

Drive every time they finished a pipeline. We also emphasized that they should caption

their pipelines when they export the files. Such data pairs (pipeline/caption) by the

participants constitute important raw data we use for the technical evaluation.

Note that Visual Blocks includes more primitive nodes than the 27 nodes covered by

InstructPipe. The workshop is an open-ended creation process, in which participants

are free to any node available in Visual Blocks. The InstructPipe feature was not

available in the workshop.

4.5.2 Data Post-Processing

After the workshops, one author carefully examined each collected pipeline and found

several critical issues in the raw data:

• Incomplete pipelines. There exist pipelines uploaded by the participants that

were incomplete.

• Isolated graphs. There exist pipelines that include at least one isolated subgraph.

The isolated subgraph, as opposed to the main graph, is defined as a graph (or a

node) that has no connection to the main graph in the pipeline that provides the

main functionality of the pipeline. The “Image viewer” node on the bottom-left

corner of Figure 4.8b We observed that some participants typically would like to
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(a) Search news from Google, summarize it and then conduct fact check. Input: a keyword
for Google Search; Output: a summarization of the news and a fact-check result.

(b) Generating an emoji from a photo. Input: a photo uploaded by the user; Output: an
emoji generated from the photo.

(c) Turning a tiger into a cat. Input: an image of a tiger; Output: an image of a cat.
Figure 4.9 Example pipelines participants built in the workshops. The input and out
of the pipelines are shown in the sub-captions.
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explore the system by working on a separate sub-space. While we acknowledge its

usefulness, leaving such “redundant” graphs in the raw data for the evaluation would

cause issues when we calculate the number of user interactions (i.e., the metric used

in the evaluation that will be defined in the next subsection).

• Low-quality captions. While we explicitly required the participants to write

descriptive captions, we found some captions written by the participants were

either empty or low-quality (e.g., “newsletter”, “image editing” and “[participant

name]-demo”).

The observation motivated us to post-process the raw data to present more

rigorous evaluation results. We first removed incomplete pipelines and the isolated

graphs in each pipeline (if there are any). Although the low-quality captions may

reflect real-world scenarios on how the users may use our system, such a hypothesis

cannot be officially validated. In our data collection process, participants are

situated in the scenarios of writing captions instead of instructing an AI assistant.

When users generate instruct pipelines, they may be aware of the importance of

writing good instructions, and thus, such low-quality captions would not be as usual.

More importantly, the technical evaluation focuses on considering the variation of

the pipeline, instead of text instructions. In the next user evaluation (§4.6), we

will explicitly situate a new group of participants in instructing the assistant and

observe the user behaviors and the variation of human instructions on the same

pipelines. Therefore, we were motivated to enhance the quality of the captions for

fair technical evaluations. Two authors individually annotated the caption of each

pipeline separately by referring to the original captions and pipelines authored by

the participants. It is important to note that we finished the workshop and the data

annotation task before we completed the system implementation. The two authors had

no experience using InstructPipe before completing the annotation. We believed this
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process could effectively enhance the quality of the captions while maintain fairness

of the technical evaluation.

As we clarified in §4.5.1, the workshop is designed to be an open-ended creation

process. This indicates that the dataset inevitably includes out-of-scope nodes like

“custom scripts” (in which the participants write code to process the input data and

return custom outputs; see Figure 4.9b for an example) and “TFLite model runner”

(which call a custom TensorFlow model with a URL input of the model in the TF-Hub).

As we explained in §4.4.1, InstructPipe focuses on generating the graphic structure

of a pipeline without considering the property value within each node. Different from

the majority of nodes in Visual Blocks, nodes like “custom scripts” and “TFLite

model runner” derive their intrinsic functionality from the property values. Without

this information, the entire pipeline’s rationale is obscured. Therefore, we removed

pipelines that contained “out-of-scope” nodes in our technical evaluation.

The final 48 pipelines (out of 64 pipelines) are comprised of 23 language pipelines,

seven visual pipelines, and 18 multi-modal pipelines. Figure 4.9 shows three pipelines

created by the participants. Figure 4.9b is an example of the pipelines that include

out-of-scope nodes, and therefore is not included in the final 48 pipelines. In the

technical evaluation, we ran our generation algorithm on the pipeline captions six

times (three times for each caption × two captions from two authors for each pipelines)

and evaluated the generation results using the metric that will be introduced below.

4.5.3 Metric: The Number of User Interactions

Evaluating a generated pipeline is more complex than other tasks that have a

universally recognized definition of accuracy. In this project, intuitively, an accurate

generation implies that users only need to do very few edits (or even no edits) based

on the generated result. This intuition inspires our definition of “the number of user

interactions” as the core metric used in our evaluations:
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The Number of User Interactions is defined as the minimal number of user

interactions needed to complete the pipeline from a generated pipeline.

Note that there are countless ways to modify a generated pipeline toward a complete

pipeline in practice. Nevertheless, the minimal number of user interactions,

representing the “smartest” way(s) to make a modification, is deterministic, and this

is an objective metric that can fairly reveal how many minimal efforts users need to

spend to achieve their goal. A pipeline is considered complete when it satisfies the

given instruction. We calculate the number of interactions from the sum of two events:

1) adding or deleting a node and 2) adding or deleting an edge between nodes. Note

that when a node with edges connected is deleted, our system will auto-remove these

edges. In such instances, we only register one interaction for the node deletion.

Our definition of the number of user interactions has two important implications.

First, a complete pipeline after user interaction does not need to be the same as

the corresponding pipeline in the dataset. As long as it fulfills the task described

in the caption, we consider the pipeline complete. Second, our definition does not

consider interactions of modifying property values of a node, e.g., typing in a text box

or selecting a value in a drop-down box. We argue that such interactions are highly

node-dependent and are hard to quantify objectively. More importantly, as we explain

in §4.4.1, the generation of property values is out of the scope of this work.

In the technical evaluation with various pipelines, it is unfair to report an averaged

absolute value of user interactions because the complexity of the pipelines varies

dramatically. For instance, the user may need three edits based on a generated

result to complete a large pipeline that requires 20 edits from scratch. In another

pipeline, the user also needs to do three edits starting from the generated result, but

the whole pipeline only takes three edits to finish. Averaging these absolute values

does not provide reasonable insights into how accurate the generation is. Therefore,

we reported an averaged ratio of user interactions required to complete a pipeline “from
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Table 4.1 The ratio of human interactions in the technical evaluation. Results are
reported as mean ± standard deviation.

Overall Language Visual Multimodal
18.9± 20.3% 17.4± 20.6% 17.6± 23.7% 20.8± 16.0%

our generated pipeline” to that “from scratch” as our target metric in the technical

evaluation.

4.5.4 Results

Table 4.1 summarizes the results of the technical evaluation. Compared to building

a pipeline from scratch, InstructPipe allows the user to finish a pipeline with 18.9%

of the user interactions (as defined in §4.5.3), demonstrating the effectiveness of the

InstructPipe support. Seven generated pipelines directly satisfied with instructions

without user interactions in all six trials, and 38 generated pipelines completed at

least once in any of the six trials.

4.6 User Evaluation

While the technical evaluation demonstrates the accuracy of InstructPipe among

various real pipelines created by participants, it is still unclear what is the actual

user experience when real users go through the entire system workflow. Additionally,

there is a lack of subject variation on a controlled group of pipelines in the technical

evaluation. Therefore, we conducted an in-person user study of InstructPipe with

another group of participants, aiming to provide more insights into our system

performance. The study recruitment was in accordance with the ethics board of our

institution. We obtained participant consent before the study began.
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Figure 4.10 A flow diagram of the user study. After a training session, participants
completed the two tasks in each condition in the sequence determined by the
counterbalancing protocol.
4.6.1 Study Design

In the user evaluation, we aimed to investigate how the interface condition (with

InstructPipe and without InstructPipe; the independent variable) affects the user

experience and behaviors (the dependent variable). We will refer to these two interface

conditions as “InstructPipe” and “Visual Blocks” in the following content. Figure 4.10

visualizes the complete study flow. In each condition, participants completed the two

pipelines with counterbalance (referred to as Task 1 and Task 2 in Figure 4.10).

We carefully designed this study to ensure a fair study that can be completed with

reasonable efforts. The following elaborates how we made two important decisions

that affected the rigorousness of our study:

• Two controlled pipelines. Our user evaluation focuses on two controlled pipelines.

While we acknowledge more pipelines (e.g., four, six, or even more, instead of

two in our design) can enhance the solidness of the study, such design also

dramatically increases the required groups of the user study session. For example,

counterbalancing four controlled pipelines with two interface conditions results in
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4! × 2 = 48 study orders. If there are four participants for each unique order, the

whole study requires 48 × 4 = 192 participants, which is far more than a standard

number in HCI system papers (i.e., recruiting 10 - 20 participants for evaluation).

We believe two pipelines fit the best in our case since they require 2! × 2 × 4 = 16

participants.

• Pipeline selection. With the limited number of pipelines we can choose in the

study, it becomes highly important how we select the two pipelines. There are two

critical factors we considered in the pipeline selection process: representativeness and

diversity. The representativeness implies that the selected pipelines should represent

the averaged performance of InstructPipe. The diversity further suggests that the

selected pipelines should provide various experiences to simulate the actual use

scenarios in which InstructPipe may work well in some pipelines but not always. By

following this guideline, we first selected four candidates, and the final decision was

made after a pilot study with one participant to test the level of pipeline difficulty.

The two resultant pipelines are composed of eight nodes with seven edges and six

nodes with six edges, respectively. Using the instructions from two authors, the

averaged ratio of human interactions in these two pipelines are 27.8% and 5.2%,

respectively. See section B.3 for more details of the pipelines.

4.6.2 Procedure

The study starts with a 10-15 minute hands-on training of both conditions. The

training included 1) all the Visual Blocks interactions needed to complete the

subsequent steps of the experiment and 2) all the nodes that participants need to

use for creating the pipelines they are assigned in the main sessions. Participants were

also encouraged to try building a pipeline independently and to ask questions.
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After the training, participants progressed to an unmoderated session where they

were asked to build pipelines under the given conditions. We verbally described the

pipelines to participants as below, and participants are not allowed to read our scripts:

• Text-based pipeline: get the latest news about New York using Google Search

and compile a high-level summary of one of the results.

• Real-time multimodal pipeline: create a virtual sunglasses try-on experience

using your web camera.

During the task, participants were allowed to consult with us for technical help. If

participants were unable to make progress, we provided hints. We provided such

support to ensure that each participant spent a reasonable amount of time on each

task and had sufficient time for the following tasks. As shown in the results (§4.6.5),

we provided far more support in the “Visual Blocks” condition. Therefore, we argued

that this is a fair moderation in the study because it favors our comparative conditions

(i.e., it makes it easier for users to finish the pipeline under the “Visual Blocks”

condition). As an optional extension to the study, eight participants were offered

an open-ended pipeline creation, where participants prototype their own ideas with

InstructPipe. This optional section was offered based on the progress of the participant

in the previous sections and time constraints so that the study duration was controlled

within the time we guaranteed in our recruitment process.

After trying all pipeline-condition combinations, participants answered open-ended

questions in a semi-structured interview. Participants provided their general outlook of

each condition, listed pros and cons, identified potential future use cases, and critiqued

the user interface for future improvements.

In total, participants spent 55-65 minutes in the study.
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4.6.3 Participants

We recruited 16 participants from an internal participant pool at Google. A diverse

variety of job profiles were represented, but no software engineers were included. See

Table (Table 4.2) for a full breakdown. Note that we intentionally recruited novice

users, as we envision them as intended users of InstructPipe. The criteria for selecting

the novice users was based on self-evaluation ratings of the below prompts:

• Please provide a self-evaluation of your programming experience

• Please provide a self-evaluation of your machine learning (ML) skillset

Table 4.2 Participant demographics for the user study, showing various demographic
characteristics and skills relevant to InstructPipe.

ID Job Title Self-identified
Gender

Age
Group

Programming
Experience

Machine
Learninig Skill

LLM
Usage

P1 Product Manager Woman 25 - 34 Beginner Beginner At least once a month
P2 Image Tuning Engineer Man 35 - 44 Intermediate Beginner At least once a week
P3 Program Manager Woman 45 - 54 No experience No experience At least once a week
P4 Hardware Engineer Man 35 - 44 Intermediate No experience At least once a month
P5 Technical Program Manager Man 35 - 44 Beginner No experience At least once a day
P6 Senior Hardware Engineer Man 35 - 44 Beginner No experience At least once a month
P7 Technical Program Manager Woman 18 - 24 Beginner Beginner Never used it
P8 Technical program manager Man 25 - 34 No experience No experience Multiple hours every day
P9 Solutions Engineer Man 25 - 34 Beginner No experience At least once a month

P10 Program Manager Man 55 - 64 Beginner Beginner At least once a month
P11 Program Manager Woman 35 - 44 No experience No experience Never used it
P12 Lab Manager Man 35 - 44 Intermediate Beginner At least once a week
P13 Partner Development Manager Man 25 - 34 Beginner Beginner At least once a week
P14 Hardware Engineer Man 25 - 34 Beginner Beginner At least once a week
P15 Global Supply Manager Man 25 - 34 Beginner No experience At least once a month
P16 Global Supply Manager Woman 55 - 64 No experience No experience At least once a week

4.6.4 Metrics

In addition to the qualitative data from the interview, we measured the following

quantitative data.

Task Completion Time

Back-end logs were used to collect timestamps for starting and ending events. Then,

completion times for each condition were calculated per task for each participant.
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Figure 4.11 Raw-TLX results. The statistic significance is annotated with ∗, ∗∗, or ∗∗∗

(representing p<.05, p<.01, and p<.001, respectively).

Table 4.3 Task completion time and the number of human interactions in the user
study (N=16).

System Time (secs) # Interactions
Median IQR p Median IQR p

InstructPipe 203.5 156.25 p <.001 5.0 4.25 p <.001Visual Blocks 304.5 124.25 16.0 6.0

The Number of User Interactions

We used the number of user interactions (introduced in §4.5.3) to measure the user’s

objective workload. Unlike the results in §4.5.4, we report an absolute value here

because all the pipelines are controlled in the system evaluation.

Perceived Workload

The raw task load index (Raw-TLX) questionnaire was used to measure participant’s

perceived workload [63]. This questionnaire was a subset of the NASA-TLX (part I).

Participants filled out the questionnaire after each condition (InstructPipe or Visual

Blocks).

4.6.5 Results

InstructPipe Reduces Users’ Workload

Table 4.3 shows the results of two objective metrics measured in the study. The

Wilcoxon signed ranks test found significant differences on both scales (p < .001).
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Figure 4.11 further visualizes the results of users’ perceived workload in six sub-

scales. The Wilcoxon signed ranks test revealed significant differences on five sub-

scales, all but “Mental Demand” (see §4.7.2 for more explanations and discussion).

Furthermore, the test indicates that all participants unanimously vote InstructPipe

provides lower or equal workload on the subscales of “Physical Demand”, “Temporal

Demand”, “Performance” and “Effort” (W = 0). These quantitative results, with

both objective and subjective metrics, demonstrate that InstructPipe can effectively

reduce users’ workload during the pipeline creation process.

Users’ qualitative feedback is also aligned with our quantitative results.

Participants complimented that InstructPipe is “helpful”[P16] and “obviously easier

(to use) than [Visual Blocks]”[P1]. P11 and P6 further elaborated how InstructPipe

enhances the user experience when the user builds a visual programming pipeline:

“I feel like I can talk in natural language, and it (InstructPipe) can write the

code for me.” [P11]

On-boarding Support of Visual Programming

P1, P5, and P9 explicitly mentioned that there is a “learning curve” in the visual

programming system for beginners, which validates our statements in §4.1 that

motivates this project.

“There is a learning curve to it (using the visual programming system) for sure,

because you have to, like, read each node carefully” [P1]

P1’s comment matches with our observation of participants’ behaviors during the

study. In the Visual Blocks condition, we observed that people were more easily stuck

in their creative purposes, which required our support4. Typical supports include 1)
4In the whole study, we encouraged the users to talk to us while keeping their focus on their

task. While we offer explicit hints only when we consider a participant is stuck in an issue, it is
still difficult to strictly define what conversation is “ providing hints” and count them quantitatively.
Therefore, we cannot fairly report quantitative data for “the number of hints” in both conditions.
Here, we faithfully report this finding based on our observation and experience.
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guiding participants if we notice they go too far away from the correct pipeline and

2) reminding them of an important node for the pipeline, although we introduced all

the necessary nodes in our training session.

To this end, participants commented that InstructPipe is a good onboarding tool

in visual programming systems, especially for non-experts, to get familiarized with the

system by having a ready solution.

“[InstructPipe] lets you know these nodes exist [when the pipeline appears after

the instruction]. It’s like a super speedy tutorial.” [P7]

“If you don’t have experience in visual programming, you will appreciate

[InstructPipe] much more ... With [InstructPipe], the structure is there, and I

feel less worried about making mistakes. It’s, like, giving you examples. It’s

easier than starting from scratch.” [P5]

Anecdotally, three participants asked for InstructPipe during the Visual Blocks

condition.

Integration into The Existing Workflow

InstructPipe is a feature available in Visual Blocks. In the interviews, participants

particularly expressed their strong appreciation of this design as an AI assistant that

enhances, instead of completely replacing, the existing user workflow (i.e., the creative

process purely using the node-graph editor):

“[The pipeline generated by [InstructPipe] could be pretty close to what I want

... Or maybe sometimes not, but that’s okay. I got most of the blocks there,

and then it’s up to me to figure out how to connect them.” [P6]

While most participants shared similar opinions with P6, P15 raised one concern

about such integration. The concern lies in the mental experience of the state that

transits from the prompting task to the node-graph editing process:
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“Rather than fixing it (the generated pipeline) on my own [on the node-graph

editor], I would have gone back and changed my prompt ... I’m pretty sure I

could have gotten it closer ... because I just spent so much time figuring out

what the prompt should be. That’s kind of like already where my brain was

and I knew that something was wrong there (the prompt), but I would have to

switch over to the other mode (visual programming) of figuring out what

was wrong on the pipeline.” [P15]

Use Scenarios: Accessible ML Prototyping and Education

In the open-ended session, we observed participants could efficiently utilize

InstructPipe to prototype a pipeline for various daily life or business purposes. For

example, P14 tried InstructPipe with “summarize real estate price increase in San

Diego California over 2023”. Compared to using LLM chatbots, InstructPipe helps the

user quickly build a more explainable pipeline in which the user can track (or modify)

the information resources. P4 prototyped an interactive VQA app by “Describe the

product in the camera”. P13 further shared his thoughts on how this rapid and

accessible prototyping experience can support future business:

“It (InstructPipe)’s going to facilitate the prototype building for PMs (Product

Managers) ... I was a PM ... Back then ... My biggest fear is to code ... I have

lots of ideas, but my challenge is how to translate an idea into the technical

world and see a prototype. I think that this app expedites me in that process a

lot.” [P13]

Another emerging theme was regarding educating kids on programming as

explained in the following:

“With [InstructPipe], I don’t need to teach them (kids) to code for them to build

something ... Some kids like to code, some kids like to create stuff but don’t
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want to be bored with learning the syntax of coding ... Using [InstructPipe],

I can see kids can build, like, customized chat-bots or interactive Wikipedia.”

[P13]

Limitations and Future Directions

Across the study sessions, we consistently observed a specific user behavior pattern:

participants typically paused their pace when a generated pipeline appeared in the

workspace. At these times, some participants used soliloquy, as in saying “Let me

see”, while others kept a focused stare on the workspace. These human behaviors

strongly indicate that the participants were engaging in deep, contemplative thought.

This observation suggests that participants typically need to perceive a pipeline

that appears in the workspace. Such a sense-making process brings new challenges to

their creative process:

“[Using InstructPipe] is a little mentally demanding ... I have to debug ... If it

doesn’t help (generating an almost 100% correct pipeline), I have to go through

all the nodes ... I don’t like debugging.” [P13]

Additionally, we observed that several participants spent more time crafting their

prompts than the others. P15 is the participant who spent the most time writing the

prompt. The following comments explain the reason, and how the prompting process

causes extra mental workload to him/her/them.

“I’m a relatively visual thinker ... Getting the prompt right requires me to think

in a way that is a lot more like precise and like getting it figured out without

working it out live ... [When writing prompts, ] you’re just putting them (every

detail in a whole pipeline) all out [in one short prompt]” [P15]

In addition to the lack of the original visual thinking experience in visual

programming, P13 also warned that such simplification of the creative process into

prompting experience may sacrifice users’ hands-on experiences:
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“I’m very hands-on with techs. I would like to understand what’s going on

[rather than prompting LLMs to generate everything for me]. I want to like

think for myself and then compile all the information myself.” [P13]

4.7 Discussion and Future Directions

4.7.1 Human-AI Collaboration in Prototyping Open-ended

ML Pipelines

Our technical evaluation (§4.5.4) shows that InstructPipe reduces the number of user

interactions to 18.9 % (±20.3%). There are two implications from the results.

• InstructPipe automates most pipeline components with a single prompt.

• InstructPipe is not able to automate all the pipeline creation processes.

Such takeaways differ from existing findings that show LLMs can achieve full

automation of ML inference [151, 60]. The main reason is that existing work built

their ad hoc solutions for target use scenarios, respectively. In contrast, InstructPipe

covers a wide range of mainstream ML models (§4.3.2) and aims for an open-ended use

case. Our results show that LLMs (i.e., GPT-3.5-turbo) still fail to write robust code

with prompt engineering techniques. As we mentioned in §4.4.4, the main attribute of

such failure is that LLMs tend to invent nodes (i.e., the node type in the pseudocode)

that do not exist in our node library, which causes execution error. Note that we

explicitly instructed the LLM that “introducing new nodes is not permitted” in the

system prompt for the Code Writer module (Figure 4.7). We also observed similar

issues when we combined all the official prompts of four scenarios in VisProg [60].

While the execution error in existing work indicates the failure of the full solution,

InstructPipe renders the executable components of the generation pipeline in a node-

graph editor. This facilitates a collaboration protocol between humans and AI in which
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humans do not need to start a project from scratch. Results in §4.6.5 revealed that

a wide range of participants appreciated this design of human-AI collaboration. We

believe the main reason behind this observation is that most non-expert users prefer

working on a task from a template (although sometimes it is not perfect) rather than

starting the whole project from scratch. The visual programming system provides

non-experts with a novice-friendly interface to work with AI in a visual platform. In

this manner, “users can do what matters most – building software by letting AI do the

redundant work” [175].

4.7.2 Three Attributes to Mental Workload

While most participants are positive about our integration of InstructPipe into

the existing user workflow of Visual Blocks, results from the user evaluation also

reveal several challenges in such human-AI collaboration. Results in §4.6.5 show

that InstructPipe failed to significantly reduce novice users’ mental demand. We

summarized its major causes into three aspects.

• Instruction. P15’s comment in §4.6.5 summarizes the first aspect that causes

mental burden. Although the “instruction-to-pipeline” process is fast and seems

effortless, the process of framing a prompt is one factor that may overwhelm

users, especially those who are more accustomed to visual thinking. In essence,

an instructor of an LLM system (the user of InstructPipe) should be clear about the

problem they want to solve and preferably what pipeline they want, which causes a

mental burden to the user. Zamfirescu-Pereira et al.’s study shows that non-experts

may not prompt LLMs well [174], which further explains why non-expert participants

might find the instruction process mentally demanding.

• Perception. The integration of LLM supports into the visual programming

interface enables a “multimodal programming” experience [43], in which, users
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can program through both verbal and visual approaches. Despite the enhanced

flexibility of the system, it also causes additional perceptual burden because users

need to switch their “brain mode” between “visual thinking” and “text-based thinking”.

This finding is aligned with Dual Coding Theory (DCT) [116], in which Paivio

hypothesized that human brains process information using two different channels:

verbal and visual. Interestingly, our results seemingly contradict with multiple

psychological findings based on DCT that show a combination of verbal and visual

information actually helps humans’ memory process [115, 117]. For example, people

feel it easier to remember a new word if they learn the word using a vocabulary

card with a figure with texts. Based on these existing theories on humans’ mind

processes, we make the following explanation on the finding in our project: the cause

of mental workload does not imply that people dislike a multimodal workspace,

but that users require a transparent interface that connects humans’ mental model

to the AI reasoning process, both verbally and visually. When users frame the

instruction in the InstructPipe dialogue, there is a lack of feedback system from the

AI assistant that visualizes how AI interprets the instructions in real time. As a

result, humans need to either first estimate the AI prediction or make no expectations

when they perform instruction. Even for experts, it is hard to accurately predict

AI generation, and thus, the generated pipeline is usually unexpected. When users

frame the instructions, the current interface design is purely based on texts, and

the visual channel in the brain is off. When the generation is complete, the user

suddenly needs to switch on a sleeping (visual) channel, which causes a mental

workload. One possible approach to addressing this issue is to expose users to the

multimodal information when they perform instructions. For example, future work

can investigate methods to visualize a generated pipeline on-the-fly when users are

framing and typing their instructions. In this manner, users’ mental models are



4.7 Discussion and Future Directions 81

continuously synchronized with the AI assistant before the final generation, which

should eliminate users’ cognitive burdens when the final generation result appears.

• Debugging. When a rendered pipeline does not match with users’ expectations,

users then are required to debug the generated results (see P13’s comment §4.6.5).

In essence, debugging is one professional programming skill, which explains why

it mentally overwhelms beginner-level users. InstructPipe made the first step to

facilitate users to 1) perceive the results and 2) take actions on the results, i.e., two

important elements in a debugging process, on the node-graph editor. Results in our

study reveal that this first step is insufficient to support users so that users still feel

like they are debugging the codes as professional programmers. Future work should

investigate how to further support users’ debugging process with visual programming

interfaces. For example, when execution fails, future work can consider visualizing

messages that provide cues on the possible issues and provide actionable guidance

on the interface for users to fix the issues easily.

On the other hand, it is important to note that we distill the attributes mainly

from a subset of participants who explicitly mentioned that they realized an increase

in mental workload when using InstructPipe. Those participants typically spent

more time writing prompts and working on the node-graph editor than the average

performance (e.g., P15 spent the most time ideating and writing the instructions).

Therefore, we argue that the aforementioned issues do not represent the average

user experience, and the issues are distilled from explicit comments on their negative

experience. In fact, we observed that most participants were relatively decisive and

could quickly write their instructions and modify a generated result in the node-graph

editor. This observation aligns with our qualitative results in Figure 4.11: the median

score of “Mental Demand” in the InstructPipe condition is lower than the baseline

condition.
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(a) (b)
Figure 4.12 A comparison of InstructPipe generated by two instructions: (a) “Edit an
image by updating the image caption”; (b) “Caption a tiger image using VQA, modify
the character in the caption into a cat using LLM, and finally generate a cat image
based on the updated caption”. See Figure 4.9c for the complete pipeline.
4.7.3 Instructing LLMs Poses Challenges for Both Novices

and, Potentially, Experts

As we explained above, one reason that caused mental workload is that non-experts

found it challenging to instruct LLM. More interestingly, we found that even we,

the inventors of InstructPipe, failed to write optimal instructions. As mentioned

in §4.5.2, two authors annotated captions for the pipelines offline, and we observed

multiple imperfections, especially for the complex ones. For instance, the two captions

of Figure 4.9c are “Describe the image and turn it into a cat image” and “Edit an

image by updating the image caption”. Neither caption explicitly describes the detailed

pipeline flow clearly, and therefore, all the six evaluation trials (§4.5) were incomplete

(see Figure 4.12a for one example). The average ratio of user interactions is 45.8%,

more than twice the average value for our multimodal pipelines (20.8%). To further

understand the cause of the failure, another author improved the instruction into

“Caption a tiger image using VQA, modify the character in the caption into a cat

using LLM, and finally generate a cat image based on the updated caption”. The

resulting pipeline is significantly improved but still not perfect (Figure 4.12b). The

user only needs to turn “Imagen” into another mode so that it also accepts the input

“image” node. Revisiting the improved instruction, we instructed InstructPipe with

“generate a cat image based on THE updated caption”, which actually missed the input

image.
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The important takeaway is while natural languages are proven to be one promising

communication media that connects humans and AI systems [26, 162], instructions

may not be the best format to facilitate such connection. We believe the reason

is that instructions are still not intuitive to humans: AI typically requires flawless

and unambiguous instructions while humans tend to express their intention using

ambiguous natural languages in conversations. We encourage future work to

investigate alternative interaction mediums beyond instructions to further enhance

user experience in human-AI collaboration.

4.7.4 Online InstructPipe

In this project, we made the following assumption: visual programming and its LLM

support are both offline. Note that InstructPipe does have connection to the Internet,

and the “offline” here implies that the system does not dynamically update its node

library with online resources: every node is pre-defined by the system developers. This

statement shows one major limitation of InstructPipe we observed in the open-ended

session of our user evaluation: the 27 nodes covered by InstructPipe are insufficient

to facilitate all the creative instructions from participants. For example, P9 prompted

InstructPipe using “giving me [an] image person walking [a] dog with webcam of

myself”. After some clarification, we found that P9 wanted to generate a video in which

P9 is walking a dog by taking the webcam as the input of P10’s visual appearance.

Such a pipeline is infeasible in our system because it requires a text-driven video

generation model. While an extension of InstructPipe with such a text-to-video model

as a primitive node can solve this specific issue, we argue that, in practice, users may

request many more nodes for their customized uses. Therefore, it is rather important

for researchers to investigate a generalizable solution for issues of this category.

In this project, InstructPipe enables users to prototype an ML pipeline with human

instruction, and we focus our exploration on a fixed node library. An extension of
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InstructPipe to a system that covers a wide range of possible online functions is still

under-explored. With a next generation of InstructPipe that can find ML models,

define nodes and implement the node dynamically with human instruction, we believe

the aforementioned issues (e.g., the one raised by P10) can be effectively addressed.

In the past several years, the community has already established ML libraries and

API services for various models (e.g., by Hugging Face [72]). Such ecosystems provide

crucial resources for AI-oriented visual programming systems to dynamically define

their primitive nodes, and thus provide more powerful support for users. We encourage

future work to investigate how to build a model selector (similar to the Node Selector

in Figure 4.4) that can intelligently select the correct online API to be called in a node.

We believe such “online InstructPipe” would provide an unprecedented user experience

in which researchers can brainstorm with the system, and the system will automatically

return a pipeline with state-of-the-art ML models to accelerate researchers’ creative

workflow.

4.8 Limitations

As we discussed in the main content, we notice multiple limitations of InstructPipe. In

our current implementation, InstructPipe focuses on generating the graph structure in

the pipeline (§4.4.1), and therefore the system is not able to generate property value of

the nodes. In some nodes like “tf-model-runner” that exists in Visual Blocks (but not

covered by InstructPipe), such property value plays a critical role that directly defines

the functionality of the node. Additionally, when InstructPipe detects an undefined

generated node, it directly disposes the line without leveraging such information for

other purposes (§4.4.4). In the evaluation, we were not able to conduct a large-scale

user study with thousands of user study sessions to understand the performance of

InstructPipe with both variations from the pipeline factors and the human factors

(§4.5). Our quantitative results show that InstructPipe fail to significantly reduce
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participants’ mental workload (fig. 4.4). Qualitative results further validate this

finding, and reveal several issues that causes the mental burden when users use

InstructPipe (§4.7.2).

We also observe two major limitations of the project that we did not mention in

the main content of the chapter, and encourage future research to conduct further

investigation. First, our user study participants only engaged InstructPipe in one

hour, and therefore, it is unclear whether users will still frequently use and appreciate

InstructPipe supports in a long-term manner. Additionally, all participants are all

non-experts, hence we are not able to verify the effectiveness of InstructPipe for

users with other levels of expertise. Second, InstructPipe currently cannot detect

harmful data or misuse of AI. We believe such feature is crucial especially when future

work builds “online InstructPipe”(§4.7.4) which greatly enhances the generalizability

of ML pipeline prototyping capability. Future work should study effective methods to

eliminate potential harmful uses.

4.9 Summary

In this chapter, we introduced InstructPipe, an AI assistant that facilitates users

to build ML visual programming pipelines with instruction. We implemented our

InstructPipe by decomposing the task into three modules: a node selection module,

a code writer and a code compiler. Results in our technical and system evaluations

demonstrate that InstructPipe provided users’ satisfactory “on-boarding” experience

of visual programming systems and allow them to rapidly prototype an idea. We

further discussed the issues we observed concerning LLMs in visual programming,

related to both human factors and technical implementations. We hope that

InstructPipe will engage a diverse community to easily develop creative machine

learning pipelines.



Chapter 5

Discussion

5.1 The Roles of Humans, AI Model and Interac-

tive Systems

This dissertation explores two interaction techniques humans naturally perform during

teaching. The evaluations in both projects reveal that a system that leverages humans’

natural teaching behaviors can effectively reduce humans’ teaching efforts. More

importantly, qualitative results from the studies show that the reduced workload can

lead to an expansion of new use cases of similar systems, which would not be reasonable

if non-experts had to spend much effort.

The intuition of the system design of both LookHere and InstructPipe comes from

the exploration of the following question: what are the roles of humans, AI models,

and interactive systems, respectively, in their collaboration?

5.1.1 Humans

Humans should be provided opportunities to express their teaching intention as

naturally as how they teach humans. In this dissertation, LookHere and InstructPipe

allow users to teach AI by object demonstrations and natural instructions. I believe the



5.1 The Roles of Humans, AI Model and Interactive Systems 87

two projects are only the early-stage exploration of these two critical human behaviors.

As we discussed in both chapters, we observed multiple limitations in our systems,

and future work should conduct an in-depth investigation. In addition to object

demonstration and natural instruction, I believe that humans can inherently perform

many more interactions that remain underexploited. With more researchers engaging

in this research fields, I envision a future when there will be a general interactive

system that can interpret most of people’s intentions in their daily-life behaviors.

5.1.2 AI Models

The mission of AI models is to adapt to user requirements that humans express in

their interactions. The approach for such adaptation strongly depends on the ML

community’s research findings. The most classical method of training an ML model for

a customized purpose requires a large-scale dataset, but, in practice, it is unreasonable

to request users for data at scale. To achieve quick and cheap adaptation, there

exist two approaches in the community: 1) fine-tuning and 2) prompting. LookHere

fine-tunes a model pre-trained on the ImageNet [40] based on the limited number

of data collected from the interface. While results show that it can achieve high

accuracy, the fine-tuning process still takes time to finish. Additionally, the time

would scale up if the backend model becomes larger. InstructPipe, on the other hand,

uses prompting protocol in the LLM to achieve simple AI adaptation. Extensive

studies have demonstrated the effectiveness of prompting LLMs through text-based

instructions, but its performance on vision-based models is still underexplored.

The design of how I adapt the backend models toward users’ intention is limited to

the state-of-the-arts optimization findings in ML. In the future, I believe there will be

more approaches that allows efficient adaption, and future work should investigate how

such adaptation methods can effectively incorporate take human factors into consider

for system creation.
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5.1.3 Interactive Systems

Interactive systems bridge humans’ interactive behaviors with the AI adaptation

process. One intuition that motivates the system implementation of my projects is that

the system should predict the hidden information implied in the user behaviors. For

example, LookHere contains a real-time vision model that predicts the segmentation

mask of a target object that is specified by the user. The system then leverages

such implications as pseudo-labels when fine-tuning its backend model. Note that the

system may utilize an ML model for achieving such prediction of human implication,

but this model differs from the backend AI model of the system as we discussed

in §5.1.2.

5.2 Applications

With an increasing number of contributions that lower the technical barriers for a

general population to customize AI, I envision a future in which humans will easily

utilize AI as simple tools to support daily-life events, similar to how modern citizens

freely utilize the internet. Figure 5.1 shows the application spaces of AI customization

technology in different fields. The space divides the applications into two dimensions:

1) the level of user engagement and 2) the purpose of using AI. The three columns

shows three levels of user engagements (direct interaction, indirect interaction and no

interaction), and the three rows show three purposes (functional, entertainment and

prototyping).

Teachable Reality [108] is an early-step system that incorporates an IMT toolkit

into a downstream application. Their finding reveals the importance of IMT toolkits

that supports users to “lower the barrier to creating functional AR prototypes”. In the

future, I believe there will be more systems that explore such benefits of IMT toolkits

and build systems that engage more users to support their creative process.
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Figure 5.1 The application space of AI customization tools. Three rows (blocks in
blue, yellow and green) represent three different purposes of using customized AI
(“Functional”, “Entertainment” and “Prototyping”). Three columns show three levels
of user engagement of the customization process.
5.3 Future Directions

5.3.1 Joint Instructions and Demonstrations

While this dissertation includes two projects that supports users to teach AI by object

demonstrations and language instructions separately, it is still underexplored how a

system can effectively provide a combined support. Intuitively, people utilize these two

interactive techniques in different scenarios, and a system that supports a combined

input should provide users more systematical experience for express their intentions.

Demonstrations are useful for expressing concepts that are hard to explicitly describe

verbally. At the same time, simple demonstrations usually suffer from ambiguity issues

if there is no explicit specification on the details of the concepts. Language-based
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instructions can be one useful communication media to address such issues, in which

human teachers can make comments which provide specific guidance on their concepts.

5.3.2 Module-based Customization

One important difference between InstructPipe and LookHere is that InstructPipe

considers the AI model to be customized as a pipeline composed of multiple

ML modules. With the increasing intelligence of modern AI applications, such

configuration will be prevalent in future system design.

Similar to how recent deep learning architecture slowly converges to several

dominant networks (e.g., a stack of multiple Transformers blocks), I envision such

phenomenon will also exists in many major ML benchmarks. The breakthrough in

classical ML problem benchmarks (e.g., classification, segmentation, VQA) will be not

be as significant, and for each problem, there will be a solution that represents the most

accurate prediction. The community has established multiple platforms (e.g., Hugging

Face) that encapsulate a complex network into one module so that programmers can

call each network with one line of code. Such platforms make it possible for future

systems to quickly deploy off-the-shelf models into the back-end model. As a result,

the remaining task for AI customization becomes how users choose and connect a large

number of off-the-shelf models to constitute their preferred personal AI ecosystem.

More importantly, recent advance in foundational models further facilitate this

future for two reasons. First, foundational models typical provide prompting protocol

for users to customize their usages, and the customization from prompt engineering

usually can achieve a decent accuracy. Second, fine-tuning foundational models are

much more difficult than other small models because they may not open-sourced

and fine-tuning the models require a huge computation resources which may not be

reasonable for non-experts.
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Figure 5.2 A comparison of the conventional interactive machine learning (IML)
workflow and the IML with LLMs.
5.3.3 Human-in-the-loop ML with LLMs

For years, researchers have been exploring what are the roles of human beings in the

future world with AI. Figure 5.2a shows an example workflow of interactive machine

learning (i.e., human-in-the-loop ML):

1. An interactive system collects data from the users.

2. The AI model then is trained on data.

3. The user can test the model after the training finishes.

The major limitation of this workflow lies in two aspects: 1) users need to

repetitively provide multiple samples as training data; 2) training a robust model

is time-consuming. Both aspects lower the user experience when they interact with

AI.

With recent advance in LLMs, I argue that the community is ready to upgrade

this workflow towards a more natural human-AI collaboration process. Figure 5.2b

visualizes the interaction flow between AI and humans bridged by LLMs. Since LLMs

provide support for natural language conversation, the user can simple communicate

with the AI on their requirements (similar to the projects proposed in Section 2.1 and
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Section 2.2). This implies that both limited in the conventional IML workflows will

be effectively eliminated. Firstly, users will no longer be required to provide repetitive

training samples. Instead, they can easily prompt the model, and even brainstorm

with the LLM support, which constitutes a more natural interaction similar to how

humans interact with humans in a creative process. Second, since prompting LLM

does not involve a training process, the result will be ready for users to test the model

immediately after sending the prompt. In other words, users will no longer need to

wait for the training process to receive feedback. Will LLMs revolutionize Interactive

Machine Learning (IML) research by re-defining how and why humans interact with

AI? Future work should conduct in-depth investigation on this research question, and

provide a new research philosophical guidance if they give a positive answer.



Chapter 6

Conclusion

While AI demonstrates its capability to solves multiple research challenges, there

is still a lack of interactive systems that allows users to intuitively teach AI for

creating downstream applications. In this dissertation, I built two interactive systems

that empower humans’ teaching capability in their AI customization process by

leverage their object demonstrations and language instructions, respectively. In

the first project, I built LookHere, which leverages humans’ deictic gestures that

people naturally perform when they demonstrate an object. Lookhere predicts the

segmentation mask of the target object by using the hand-object interactions in real

time. In the second project, I created InstructPipe, a system that allows users to

prototype an AI pipeline with text-based instructions. Compared to the conventional

method in which users start building a visual programming pipeline from scratch, our

study shows that InstructPipe effectively enhance non-experts’ on-boarding experience

of the system, and open up various new use cases. Together, this dissertation provides

answers on how interactive systems can leverage interactions people naturally perform

in the teaching process to support their teaching process. This work is a step toward

creating AI that learns from intuitive human interactions, paving the way for more

personalized and user-friendly AI applications.
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LookHere

A.1 Implementation Details and Extra Technical

Results

A.1.1 Configurations of Machine Learning Process in In-

structPipe

Each image captured in the front end is fixed at the size of 480×640 (height × width).

We chose U-Net [129] with EfficientNet-b0 backbone [153] to be the machine learning

model at the back end taught by users. During the training stage, InstructPipe uses

Adam optimizer and performs fine-tuning on the model pretrained on ImageNet [40]

for 50 epochs. The batch size is four, and the learning rate is 1e-4.

Note that we only use the encoder of the model for the Naiv̈eIMT condition (see

details in Section 3.7.1) because there is no ground truth data of segmentation masks

in this condition, which is necessary for training the decoder. We used CAM [185] to

predict saliency maps using this classification model.
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(a) Prediction. (b) Ground truth.

(c) Prediction. (d) Ground truth.

(e) Prediction. (f) Ground truth.
Figure A.1 Additional examples of object highlight prediction failure.

A.1.2 Configurations of Training Object Highlights

We fine-tuned the the network of object highlights pretrained on ImageNet using the

Adam optimizer for 100 epochs. The learning rate maintains 1e-4 in the first 25 epochs,
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Table A.1 Performance comparison of the four models for our object highlight.
U-Net UNet++ DeepLabV3 DeepLabV3+

mIoU 0.718 0.704 0.698 0.704
fps 28.3 24.7 22.5 27.8

and drops exponentially for the subsequent 50 epochs until it reach 1e-5 at epoch 75.

It then maintains the learning rate of 1e-5 in the last 25 epochs. Because there is no

validation set, we simply reported the accuracy based the model achieved at the end

of the training without the early stop operation. We set the batch size to be 4.

We note that this training process is for object highlights in InstructPipe. The

previous section explains how InstructPipe trains the model created by users (through

demonstrations of objects).

A.1.3 Architecture Selections

We chose U-Net [129], UNet++ [188], DeepLabV3 [23] and DeepLabV3+ [24] for

comparison because all of them are widely used different segmentation tasks and

showed good performance. Table A.1 shows the results in which we compared mIoU

and FPS of the trained models. The results show that U-Net was the most accurate

as well as the fastest. Note that all of the architecture used EfficientNet-b0 as the

backbone.

A.2 Object Highlight Prediction Failure

Figure A.1 shows additional examples in which our predictions of object highlights

have large discrepancy with their ground truth.
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InstructPipe

B.1 A Full List of 27 Nodes in InstructPipe

The following content shows 27 nodes InstructPipe covers in the generation process

and their corresponding short description used in the Node Selector (§4.4.2):

B.1.1 Input Nodes

1. live_camera: Capture video stream through your device camera.

2. input_image: Select images to use as input to your pipeline. You can also

upload your own images.

3. input_text: Add text to use as input to your pipeline.

B.1.2 Output Nodes

1. image_viewer: View images.

2. threed_photo: Create a 3D photo effect from depthmap tensors.

3. markdown_viewer: Render Markdown strings into stylized HTML.
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4. html_viewer: Show HTML content with styles

B.1.3 Processor Nodes

1. google_search: Use Google to search the web that returns a list of URLs based

on a given keyword; usually selected with string_picker.

2. body_segmentation: Segment out people in images; usually selected with

mask_visualizer.

3. tensor_to_depthmap: Display tensor data as a depth map.

4. portrait_depth: Generate a 3D depth map for an image; usually selected with

tensor_to_depthmap, threed_photo.

5. face_landmark: Detect faces in images. Each face contains 468 keypoints;

usually selected with landmark_visualizer, virtual_sticker.

6. pose_landmark: Generate body positional mappings for people detected in

images; usually selected with landmark_visualizer.

7. image_processor: Process an image (crop, resize, shear, rotate, change

brightness or contrast, add blur or noise).

8. text_processor: Reformat and combine multiple text inputs.

9. mask_visualizer: Visualize masks.

10. string_picker: Select one string from a list of strings; usually used with

google_search.

11. image_mixer: Combine images and text into one output image. Requires two

image inputs.

12. virtual_sticker: Use face landmarks data to overlay virtual stickers on images.
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{
    "nodeSpecId": "body_segmentation",
    "description": "Segment out people in images.",
    "category": "processor",
    "inputSpecs": {
        "image": {
            "type": "image"
        }
    },
    "outputSpecs": {
        "segmentationResult": {
            "type": "masks",
            "recommendedNodes": [
                "mask_visualizer"
            ]
        }
    },
    "examples": [
        "live_camera_xhjtec: 
live_camera();\nbody_segmentation_xctd1p_out = 
body_segmentation_xctd1p: 
body_segmentation(image=live_camera_xhjtec);\nmask_visualizer_frjz
ga_out = mask_visualizer_frjzga: 
mask_visualizer(image=live_camera_xhjtec, 
segmentationResult=body_segmentation_xctd1p_out);\n"
    ]
}

(a) Body segmentation

{
  "nodeSpecId": "pali",
  "description": "Answer questions about an image using a 
vision-language model.",
  "category": "processor",
  "inputSpecs": {
    "image": {
      "type": "image"
    },
    "prompt": {
      "type": "string"
    }
  },
  "outputSpecs": {
    "answer": {
      "type": "string"
    }
  },
  "examples": [
    "input_image_f1ohfa: input_image();\ninput_text_04ejnm: 
input_text(text=\"What is the person in the image 
doing?\");\npali_2pzuwn_out = pali_2pzuwn: 
pali(image=input_image_f1ohfa, 
prompt=input_text_04ejnm);\nmarkdown_viewer_6wqe86: 
markdown_viewer(markdownString=pali_2pzuwn_out);\n"
  ]
}

(b) PaLI
Figure B.1 Examples of node configuration used in Code Writer. The configuration is
structured in a JSON format.
13. palm_textgen: Generate Text using a large language model.

14. keywords_to_image: Search for images by keywords.

15. url_to_html: Crawl the website by a given URL.

16. image_to_text: Extract text from an image using OCR service.

17. pali: Answer questions about an image using a vision-language model.

18. palm_model: Generate text using a large language model based on prompt and

context.

19. imagen: Generate an image based on a text prompt.

20. input_sheet: Read string data from Google Sheets.
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B.2 System Prompts Used in LLM Modules

Here we provide more details about the prompts we utilized in InstructPipe. The

original txt files are also attached in the supplementary zip file.

B.2.1 Code Writer

The prompt in Code Writer is dynamic, which is dependent on the nodes chosen

in Node Selector. Therefore, we cannot provide all the possible prompts in the

supplementary materials. Here, we will focus on providing examples of two detailed

node configurations utilized in InstructPipe. Figure 4.7 shows the structure of the

prompt utilized in this LLM stage. Figure B.1 provides two examples of node

configurations (i.e., “Body segmentation” and “PaLI”) that InstructPipe may chose

into the highlighted line(s). Each configuration includes keys of “nodeSpecId” (i.e.,

node types), “description”, “category” and “examples”. For those nodes that support

input and output edges, “inputSpecs” and “outputSpecs” specify the sockets and

their corresponding valid data types. For example, the output socket name of “Body

segmentation” is “segmentationResult”, and its data type is “masks”. Some nodes

(e.g., “Body segmentation”) include recommended node(s) (e.g., “Mask visualizer”

for “Body segmentation”), and our configuration also contains such information in

the dictionary.

B.3 User Study Pipelines

Figure B.2 and Figure B.3 visualize two pipelines we required the participants

to complete in our user study. Figure B.3 is a multimodal pipeline that allows

participants to interact with AR effects in real time. Our technical evaluation shows

that InstructPipe can generate this pipeline accurately: the averaged ratio of human

interactions = 5.2%. Figure B.3 is a text-based pipeline that provides participants with
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Figure B.2 Text-based pipeline. The “String picker” node provides users a drop-down
menus to select one URL from a list of URLs returned by “Google Search”. “PaLM
Text Generator” is an LLM used to summarize the full HTML page.

Figure B.3 Real-time multimodal pipeline. The “Keyword to image” node is used to
search sunglasses image, and the “Virtual sticker” node anchors the sunglasses onto
users’ face.
a summary of the news searched from Google. The technical evaluation reveals that

InstructPipe cannot generate this pipeline accurately: the averaged ratio of human

interactions = 27.8%.

Note that even though InstructPipe may be able to complete the pipeline structure

in Figure B.3 from users’ instruction, we observed that participants still need to fine-

tune their keywords to get an ideal pair of sunglasses. Additionally, the default anchor

value is “Face top”, so participants need to use the drop-down menu on the “Virtual

sticker” node to change the value to “Eyes”. This further motivates us to use the

metric of “Time” in addition to the number of user interactions in our study.
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