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Preface

This dissertation deals with descent of singularities under pure ring homomorphisms.
A ring homomorphism R → S is said to be pure if for any R-module M , the natural
map M → M ⊗R S is injective. Example of pure morphisms include faithfully flat
morphisms and split morphisms. Geometrically, when a linearly reductive group G
acts on a ring S, the inclusion SG ↪→ S from the ring of invariants SG to S is pure. It
is natural to ask what properties descend under pure morphisms R→ S. We list some
known results below:

(1) Boutot [5] showed that if R and S are essentially of finite type over a field
of characteristic zero and if S has rational singularities, then R has rational
singularities.

(2) Schoutens [46] showed that if both R and S are Q-Gorenstein normal local do-
mains essentially of finite type over C and if S has log terminal singularities, then
so does R. On the other hand, Braun, Greb, Langlois and Moraga [6] showed
that if S is of klt type and a linearly reductive group G acts on S, then SG is
also of klt type. Here singularities of klt type are a natural generalization of
log terminal singularities to the non-Q-Gorenstein setting. Recently, Zhuang [67]
generalized the above two results: if S is of klt type, then R is of klt type.

(3) Godfrey and Murayama [17] showed that if R and S are essentially of finite type
over C, and if S has Du Bois singularities, then R has Du Bois singularities. This
is a generalization of a result of Kovács [33], who showed the same result when
the morphism R→ S splits.

Zhuang asked two questions in [67]. First, does log canonicity descend under pure
morphisms, and second, can his result be generalized to log pairs? Here a log pair is a
pair (R,∆) consisting of a normal domain R and an effective Q-divisor ∆ on SpecR.
We study these problems using the theory of F -singularities and ultraproducts.

F -singularities are singularities in positive characteristic defined in terms of the
Frobenius morphism. F -pure, F -injective and F -regular singularities are major classes
of F -singularities. F -pure singularities, introduced by Hochster and Roberts [28], are
singularities defined by the purity of the Frobenius morphism. F -injective singularities
originate in the study of F -purity and rational singularities by Fedder [13]. F -regular
singularities, introduced by Hochster and Huneke [23], came from Hochster-Huneke’s
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tight closure theory. These classes of singularities became increasingly important be-
cause it was revealed that F -singularities are closely related to singularities in the
minimal model program. Based on this observation, these singularities are extended
by [21], [52], [56] and [57] to triples (R,∆, at) of rings R of positive characteristic,
effective Q-divisors ∆ on SpecR and nonzero ideals a of R with real exponents t > 0,
which is a setting often appearing in the minimal model program. In this dissertation,
we define an analogue of F -singularities in equal characteristic zero using ultraproducts
and give a new description of singularities in equal characteristic zero. As an applica-
tion, we show that some classes of singularities descend under pure morphisms, which
is an aim of this dissertation.

Ultraproducts are a fundamental notion in non-standard analysis. Using them,
Schoutens [46] gave a characterization of log terminal singularities and show that log
terminal singularities descend under pure mophisms if the varieties are Q-Gorenstein.
He [45] also gave an explicit construction of a big Cohen-Macaulay algebra B(R) for a
local domain R essentially of finite type over C: B(R) is described as the ultraproduct
of absolute integral closures of Noetherian local domains of positive characteristic. He
defined a closure operation associated to B(R) to introduce the notions of B-rationality
and B-regularity, which are closely related to BCM rationality and BCM regularity
introduced in [37], [43], and proved that B-rationality is equivalent to having rational
singularities. In this dissertation, we generalize his technique and give an affirmative
answer to his conjecture in [46] about B-regularity.

As a generalization of the result of Zhuang [67], we study the behavior of adjoint
ideals and related classes of singularities under pure morphisms. To do so, we use
techniques in the theory of BCM singularities, which is summarized as follows. Pérez
and R. G. [43] introduced the notion of the BCM test ideal τB(R) associated to a big
Cohen-Macaulay algebra B, which is a generalization and a characteristic-free analogue
of the classical test ideal defined by Hochster and Huneke [23]. Also, in order to study
singularities in mixed characteristic, Ma and Schwede [37] introduced BCM-regular
singularities, a characteristic-free analogue of F -regularity, and extended BCM test
ideals to pairs (R,∆), consisted of complete Noetherian normal local domains R and
effective Q-divisors ∆ on SpecR such that KR + ∆ are Q-Cartier. Furthermore, Ma,
Schwede, Tucker, Waldron and Witaszek [39] introduced BCM adjoint ideals, a mixed
characteristic analogue of adjoint ideals.

In Chapter 2, we focus on adjoint ideals. Let D be a reduced divisor on a normal
variety X and Γ be an effective Q-Weil divisor on X that has no common component
with D. When KX + D + Γ is Q-Cartier, the pair (X,D + Γ) is said to be purely log
terminal (plt, for short) along D if its discrepancy at E is greater than −1 for every
prime divisor E over X that is not the strict transform of a component of D. When
KX +D+Γ is not necessarily Q-Cartier, we say that (X,D+Γ) is of plt type along D if
there exists an effective Q-Weil divisor ∆ on X such that ∆ has no common component
with D, KX +D + Γ + ∆ is Q-Cartier and (X,D + Γ + ∆) is plt along D. Note that
when D = 0, being of plt type along D is nothing but being of klt type. Our adjoint
ideal adjD(X,D+ Γ) is a variant of multiplier ideals and defines the non-plt-type-locus
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of the pair (X,D+ Γ) along D. The main theorem of Chapter 2 is the following. Since
adjD(X,D + Γ) is nothing but the multiplier ideal J (X,Γ) when D = 0, this is a
generalization of a previous result of the author of this dissertation [65, Theorem 1.2].

Theorem A (Theorem 2.5.7, Corollary 2.6.8, Theorem 2.6.10). Let R ↪→ S be a pure
ring extension of normal domains of finite type over C and f : Y := SpecS → X :=
SpecR denote the corresponding morphism of affine varieties. Let D be a reduced
divisor and Γ be an effective Q-Weil divisor on X such that D and Γ have no common
components. Suppose that the OX-algebra

⊕
i⩾0OX(b−i(KX + D + Γ)c) is finitely

generated and the cycle-theoretic pullback E := f ♮D of D is a reduced divisor on Y
(see Definition 2.4.1 for the definitions of cycle-theoretic pullback and pullback).

(1) If f is faithfully flat, then

adjE(Y,E + f ∗Γ) ⊆ adjD(X,D + Γ)OY .

(2) Assume that E is a disjoint union of prime divisors and that one of the following
conditions holds.

(a) KX +D + Γ is Q-Cartier.

(b) The OY -algebra
⊕

i⩾0OY (iB) is finitely generated for every Weil divisor B
on Y (this condition is satisfied, for example, if Y is of klt type).

Then
adjE(Y,E + f ∗Γ) ∩ OX ⊆ adjD(X,D + Γ).

As a corollary of this theorem, we can show the following, which answers Zhuang’s
question [67, Question 2.13] affirmatively.

Corollary B (Corollary 2.6.11). Let f : Y → X be a pure morphism between normal
quasi-projective complex varieties, D be a reduced divisor and Γ be an effective Q-Weil
divisor on X that has no common component with D. Suppose that the cycle-theoretic
pullback E = f ♮D of D under f is a reduced divisor on Y . If (Y,E + f ∗Γ) is of plt
type along E, then (X,D+ Γ) is of plt type along D. In particular, if (Y, f ∗Γ) is of klt
type, then (X,Γ) is of klt type as well.

The main tool to show Theorem A is the theory of divisorial test ideals. Takagi
[59] introduced divisorial test ideals, a generalization of test ideals, to study adjoint
ideals. When KX+D+Γ is Q-Cartier, he showed that the adjoint ideal adjD(X,D+Γ)
of (X,D + Γ) coincides, after reduction to sufficiently large p, with the divisorial test
ideal τD(X,D + Γ). We generalize this coincidence to the case where KX + D + Γ is
not necessarily Q-Cartier but the OX-algebra

⊕
i⩾0OX(b−i(KX +D + Γ)c) is finitely

generated. Then, since flatness is preserved under reduction modulo p > 0, we can
reduce Theorem A (1) to a problem on divisorial test ideals.
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The proof of Theorem A (2) is more complicated because purity is not preserved
under reduction modulo p > 0. Hence, we use ultraproducts rather than reduction
modulo p. The author of this dissertation [65] showed that the BCM test ideal τB(R)(R)
associated to B(R) is equal to the multiplier ideal J (SpecR) if R is a Q-Gorenstein
normal local domain essentially of finite type over C. We introduce a new generalization
τB,D(R,D+Γ) of the ideal τB(R)(R) for a prime divisor D and an effective Q-Weil divisor
Γ on X := SpecR that has no component equal to D, defined in a similar way to BCM
adjoint ideals in [39]. We then prove that if KX +D+ Γ is Q-Cartier, then this ideal is
equal to the adjoint ideal adjD(X,D+ Γ). This characterization of adjoint ideals plays
a key role in the proof of Theorem A (2).

As an application of a result of the author of this dissertation [65, Theorem 1.2],
which is the prototype of Theorem A (2), we give a partial affirmative answer to
Zhuang’s question [67, Question 2.11] (cf. [6, Question 8.5]) of whether singularities of
lc type descend under pure morphisms.

Theorem C (Theorem 2.6.13). f : Y → X be a pure morphism between normal
complex affine varieties and suppose that X is Q-Gorenstein. Assume in addition that
one of the following conditions holds.

(i) There exists an effective Q-Weil divisor ∆ on Y such that KY + ∆ is Q-Cartier
and no non-klt center of (Y,∆) dominates X.

(ii) The non-klt-type locus of Y has dimension at most one.

If Y is of lc type, then X has lc singularities.

As another application of Theorem A, we give an affirmative answer to a conjecture
proposed by Schoutens [46, Remark 3.10], which says that B-regularity is equivalent
to having log terminal singularities (see Theorem 2.7.2).

In Chapter 3, we devote our attention to singularities of dense F -pure type and
dense F -injective type. Here, for a given property P defined for schemes of positive
characteristic, a scheme X essentially of finite type over a field of characteristic zero
is said to be of dense P -type if its modulo p > 0 reduction Xp satisfies P for infinitely
many primes p. Hara and Watanabe [20] showed that if a normal Q-Gorenstein variety
over a field of characteristic zero has singularities of dense F -pure type, then it has
log canonical singularities. Takagi [60] showed that the converse is also true if the
weak ordinarity conjecture, proposed by Mustaţă and Srinivas [41], holds true. As
an F -singularity theoretic analogue of Zhuang’s question on log canonicity, we discuss
whether being of dense F -pure type descends under pure morphisms. As one of the
main theorems in Chapter 3, we answer this question affirmatively when the singularity
is Q-Gorenstein:

Theorem D (Theorem 3.2.14). Let R → S be a pure local C-algebra homomorphism
between reduced local rings essentially of finite type over C, a be an ideal of R such that
a∩R◦ 6= ∅, where R◦ denotes the set of elements of R not in any minimal prime of R,
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and t be a positive real number. Suppose that R is Q-Gorenstein normal and (S, (aS)t)
is of dense sharply F -pure type. Then (R, at) is of dense sharply F -pure type.

F -purity is generalized by Takagi [57] to pairs (R, at), consisted of rings R of positive
characteristic and nonzero ideals a of R with real exponents t > 0, and sharp F -purity
is a variant of Takagi’s F -purity introduced by Schwede [49], which behaves better in
a geometric setting.

To show Theorem D, we introduce the notion of ultra-F -purity, a variant of F -
purity in equal characteristic zero via ultraproducts, defined by the purity of the ultra-
Frobenii. We use the ultra-perfect closure Rupf (see Definition 1.5.43), an analogue of
the big Cohen-Macaulay R-algebra B(R), to prove the equivalence of ultra-F -purity
and being of dense F -pure type when the ring is Q-Gorenstein. Since Rupf is not
necessarily Cohen-Macaulay, we need to consider p-standard sequences introduced by
Kawasaki [31], instead of regular sequences.

In the latter half of Chapter 3, we consider a similar problem for F -injective sin-
gularities. We introduce the notion of ultra-F -injectivity, a variant of F -injectivity in
equal characteristic zero, defined in a similar way to ultra-F -purity. It follows from
a similar argument that ultra-F -injectivity is equivalent to being of dense F -injective
type if the residue field is isomorphic to C. This equivalence enables us to show that
singularities of dense F -injective type descend under strongly pure morphisms intro-
duced in [8]. Here a ring homomorphism R → S is said to be strongly pure if for any
prime ideal q of S, the induced morphism Rq∩R → Sq is pure.

Theorem E (Theorem 3.3.11). Let (R,m)→ (S, n) be a strongly pure local C-algebra
homomorphism between reduced local rings essentially of finite type over C, a be an ideal
of R such that a ∩ R◦ 6= ∅ and t be a positive real number. Suppose that R/m ∼= C.
If (S, (aS)t) is of dense sharply F -injective type, then (R, at) is of dense sharply F -
injective type.

Note that strong purity is strictly stronger than purity and F -injectivity does not
descend under pure morphisms (see [36, Example 8.6] and [63]). Schwede [50] showed
that if a scheme of finite type over a field of characteristic zero is of dense F -injective
type, then it has Du Bois singularities. The converse is equivalent to the weak ordinarity
conjecture (see [3]). Therefore, compared with the result of Godfrey and Murayama,
Theorem E can be regarded as an evidence of the weak ordinarity conjecture, which is
wide open.

A part of Chapter 1 is based on [65], Chapter 2 is based on joint work with Shunsuke
Takagi [62], and Chapter 3 is based on the preprint [66].

Acknowledgments. First of all, I would like to express my gratitude to my supervisor,
Shunsuke Takagi, for his continued encouragement and support.

I am also grateful to Takumi Murayama for giving me an opportunity to talk and
helpful comments. I would also like to thank Takesi Kawasaki for useful suggestion.
Moreover, I appreciate valuable comments from Osamu Fujino, Linquan Ma, Kenta
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Chapter 1

Preliminaries

This chapter provides preliminary results needed for the rest of the dissertation.

1.1 Adjoint ideal sheaves

In this section, we define multiplier ideal sheaves and adjoint ideal sheaves in the non-
Q-Gorenstein setting. Our main reference is [14], and we use the notation in [32] and
[35] freely.

Let X be a normal variety over an algebraically closed field k of characteristic zero,
D be a reduced divisor on X and ∆ be an effective Q-Weil divisor on X that has no
common components with D. Let t ⩾ 0 be a real number and a ⊆ OX be a coherent
ideal sheaf such that no components of D are contained in the zero locus of a.

Definition 1.1.1. (1) Suppose that KX + D + ∆ is Q-Cartier, and take a log res-

olution π : X̃ → X of (X,D + ∆, a) such that aOX̃ = OX̃(−F ) for an effective

divisor F on X̃ and the strict transform π−1
∗ D of D is smooth (but possible

disconnected). Then the adjoint ideal sheaf adjD(X,D + ∆, at) of the triple
(X,D + ∆, at) along D is defined as

adjD(X,D + ∆, at) = π∗OX̃(KX̃ − bπ
∗(KX +D + ∆) + tF c+ π−1

∗ D).

The definition is independent of the choice of π. When a = OX , the ideal sheaf
adjD(X,D + ∆, at) is simply denoted by adjD(X,D + ∆).

We say that the pair (X,D + ∆) is plt along D if adjD(X,D + ∆) = OX .

(2) If KX +D+ ∆ is not Q-Cartier, then the adjoint ideal sheaf adjD(X,D+ ∆, at)
of the triple (X,D + ∆, at) along D is defined as

adjD(X,D + ∆, at) =
∑
∆′

adjD(X,D + ∆ + ∆′, at),

where ∆′ runs through all effective Q-Weil divisors on X such that D and ∆′

have no common components and KX +D+ ∆ + ∆′ is Q-Cartier. When D = 0,
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it is denoted by J (X,∆, at) and called the multiplier ideal sheaf of the triple
(X,∆, at). When a = OX , the ideal sheaf adjD(X,D+ ∆, at) (resp. J (X,∆, at))
is simply denoted by adjD(X,D + ∆) (resp. J (X,∆)).

We say that (X,D+ ∆) is of plt type along D if adjD(X,D+ ∆) = OX . We also
say that (X,∆) is of klt type if J (X,∆) = OX .

(3) The pair (X,∆) is said to be of lc type if there exists an effective Q-Weil divisor
∆′ on X such that KX + ∆ + ∆′ is Q-Cartier and the pair (X,∆ + ∆′) is lc.

Proposition 1.1.2. There exists an effective Q-Weil divisor Γ on X such that D and
Γ have no common components, KX +D + ∆ + Γ is Q-Cartier and

adjD(X,D + ∆, at) = adjD(X,D + ∆ + Γ, at).

Proof. For every integerm ⩾ 2 such thatm(KX+D+∆) is an integral Weil divisor, take
a log resolution π : Y → X of (X,OX(−m(KX +D + ∆))a) such that OX(−m(KX +
D + ∆))OY = OY (−Gm) and aOY = OY (−F ) for effective divisors F and Gm on Y .

Then we define an ideal sheaf adj
(m)
D (X,D + ∆, at) as

adj
(m)
D (X,D + ∆, at) = OY (KY − b

Gm

m
+ tF c+ π−1

∗ D).

Note that for every effective Q-Weil divisor ∆′ on X such that D and ∆′ have no
common components and m(KX+D+∆+∆′) is Cartier, Gm ⩽ mπ∗(KX+D+∆+∆′)
and consequently,

adjD(X,D + ∆ + ∆′, at) ⊆ adj
(m)
D (X,D + ∆, at).

The family {adj
(m)
D (X,D+∆, at)}m of ideal sheaves has a unique maximal element,

which is denoted by adj′D(X,D+∆, at). By the above observation, we have an inclusion
adjD(X,D+ ∆, at) ⊆ adj′D(X,D+ ∆, at). On the other hand, it follows from a similar
argument to the proof of [14, Proposition 5.4] that there exists an effective Q-Weil
divisor Γ on X such that D and Γ have no common components, KX +D + ∆ + Γ is
Q-Cartier and

adj′D(X,D + ∆, at) = adjD(X,D + ∆ + Γ, at) ⊆ adjD(X,D + ∆, at).

Thus, we have adjD(X,D + ∆, at) = adjD(X,D + ∆ + Γ, at).

Remark 1.1.3. When ∆ is an R-Weil divisor, we can still define the adjoint ideal sheaf
adjD(X,D + ∆, at) as follows:

adjD(X,D + ∆, at) =
∑
∆′

adjD(X,D + ∆ + ∆′, at),

where ∆′ runs through all effective R-Weil divisors on X such that KX +D + ∆ + ∆′

is R-Cartier. Then, by using essentially the same argument as the proof of Proposition
1.1.2, there exists an effective R-Weil divisor Γ on X such that KX + D + ∆ + Γ is
Q-Cartier and

adjD(X,D + ∆, at) = adjD(X,D + ∆ + Γ, at).
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1.2 Test ideals along divisors

In this section, we recall the definition of test ideals along divisors.1 The reader is
referred to [59] and [60] for details. We will freely use the notation in [61].

Suppose that R is a normal domain of characteristic p > 0 and D is a reduced
divisor on X := SpecR. Then R◦,D denotes the set of elements of R not in any
minimal prime of ID := R(−D). Let ∆ be an effective Q-Weil divisor on X that has
no common components with D, let a be an ideal of R such that a ∩ R◦,D 6= ∅ and
t ⩾ 0 be a real number. We assume that R is F -finite, that is, the Frobenius map
F : R→ R is finite. This is equivalent to saying that the Frobenius pushforward F∗R
is a finitely generated R-module.

Remark 1.2.1. Every F -finite Noetherian ring is excellent (see [34]) and has a dualizing
complex (see [16, Remark 13.6], [36, Theorem 10.9]).

Definition 1.2.2 (cf. [60, Proposition 1.1]). The test ideal τD(R,D + ∆, at) of the
triple (R,D + ∆) along D is defined as the unique smallest ideal J of R satisfying the
following conditions:

(a) J ∩R◦,D 6= ∅.

(b) For every integer e ⩾ 0 and every ϕ ∈ HomR(F e
∗R(d(pe − 1)(D + ∆)e), R) ⊆

HomR(F e
∗R,R), one has ϕ(F e

∗ (a⌈t(p
e−1)⌉J)) ⊆ J .

It is simply denoted by τD(R,D + ∆) when a = R.

Definition 1.2.3. Suppose that (R,m) is local of dimension d.

(1) For an R-module M , 0
∗D(D+∆,at)
M is the submodule of M consisting of all elements

z ∈M for which there exists an element c ∈ R◦,D such that

F e
∗ (ca⌈tp

e⌉)⊗ z = 0 ∈ F e
∗R((pe − 1)D + dpe∆e)⊗RM

for all large e.

(2) The following ideals are equal to each other (cf. [23, Proposition 8.23]), and are
collectively denoted by τD(R,D + ∆, at).

(a)
⋂
M AnnR 0

∗D(D+∆,at)
M , where M runs through all R-modules.

(b) AnnR 0
∗D(D+∆,at)
E , where E = ER(R/m) is an injective hull of the residue

field R/m.

It is simply denoted by τD(R,D) when ∆ = 0 and a = R.

Remark 1.2.4. The formation of test ideals along divisors commutes with localization
and completion (cf. [59, Corollary 3.6]). Therefore, by gluing, we can define test ideals
along divisors for any F -finite normal schemes.

1Test ideals along divisors are referred to as divisorial test ideals in [59].
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1.3 F -pure and F -injective singularities

This section includes the definitions of notions concerning F -pure and F -injective sin-
gularities.

Definition 1.3.1 ([28], [49], [57]). Let R be a Noetherian ring of characteristic p > 0,
a be an ideal of R such that a∩R◦ 6= ∅, where R◦ denotes the set of elements of R not
in any minimal prime of R, and t be a positive real number.

(1) R is said to be F -pure if the Frobenius morphism F : R→ F∗R is pure.

(2) (R, at) is said to be sharply F -pure if for infinitely many e ∈ N , there exists
f ∈ a⌈t(p

e−1)⌉ such that ·F e
∗ f : R→ F e

∗R is pure.

Remark 1.3.2. Schwede gave a refined definition of sharp F -purity in [51], which is
equivalent to the above definition if the ring R is local.

Definition 1.3.3. Let R be an F -finite reduced ring of characteristic p > 0, a ⊆ R be
an ideal such that a ∩ R◦ 6= ∅, and t be a positive real number. We define σ(R, at) as
follows:

σ(R, at) =
∑
e⩾1

∑
φ

ϕ(F e
∗ a

⌈t(pe−1)⌉),

where ϕ runs through all elements of HomR(F e
∗R,R).

Remark 1.3.4. This definition is different from more complicated one in [15]. σ in
loc. cit. was shown to be contained in a non-lc ideal for sufficiently large p > 0 after
reduction modulo p > 0.

Proposition 1.3.5. Let (R,m) → (S, n) be a flat local homomorphism between F -
finite reduced local rings of characteristic p > 0 such that the induced morphism R/m→
S/mS is a separable field extension. Suppose that a ⊆ R is an ideal such that a∩R◦ 6= ∅,
and t is a positive real number. Then we have the following:

(1) (R, at) is sharply F -pure if and only if σ(R, at) = R.

(2) For any p ∈ SpecR, we have σ(Rp, (aRp)
t) = σ(R, at)Rp.

(3) σ(R̂, (aR̂)t) = σ(R, at)R̂.

(4) σ(S, (aS)t) = σ(R, at)S.

Proof. The conclusion follows from an argument similar to [15, Proposition 14.10] and
[55, Lemma 1.5].

Definition 1.3.6 ([13], [52, Definition 2.8]). Let (R,m) be a Noetherian local ring of
characteristic p > 0, a be an ideal of R such that a ∩ R◦ 6= ∅ and t be a positive real
number.
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(1) R is said to be F -injective if for any i ∈ Z, F : H i
m(R)→ H i

m(F∗R) is injective.

(2) (R, at) is said to be sharply F -injective if for any i ∈ Z and a nonzero element
η ∈ H i

m(R), for infinitely many e ∈ N, there exists f ∈ a⌈t(p
e−1)⌉ such that the

image of η under ·F e
∗ f : H i

m(R)→ H i
m(F e

∗R) is nonzero.

Definition 1.3.7. With notation as in Definition 1.3.6, suppose that R is F -finite and
ω•
R is the normalized dualizing complex of R. For i ∈ Z, σ

(i)
F -inj(ω

•
R, a

t) ⊆ h−iω•
R is

defined to be∑
e⩾1

∑
f∈a⌈t(pe−1)⌉

Im
(
h−i RHomR(F e

∗R,ω
•
R)→ h−i RHomR(R,ω•

R)
)
,

where the above morphisms are induced by ·F e
∗ f : R→ F e

∗R.

Proposition 1.3.8. Let (R,m) → (S, n) be a flat local homomorphism between F -
finite reduced local rings of characteristic p > 0 such that the induced morphism R/m→
S/mS is a separable field extension. Suppose that a ⊆ R is an ideal such that a∩R◦ 6= ∅,
and t is a positive real number. Then we have the following:

(1) (R, at) is sharply F -injective if and only if for all i, σ
(i)
F -inj(ω

•
R, a

t) = h−iω•
R.

(2) For any i ∈ Z and p ∈ SpecR, we have σ
(i)
F -inj(ω

•
Rp
, (aRp)

t) = σ
(i)
F -inj(ω

•
R, a

t)p.

(3) For any i ∈ Z, σ(i)
F -inj(ω

•
R̂
, (aR̂)t) = σ

(i)
F -inj(ω

•
R, a

t)⊗R R̂.

(4) For any i ∈ Z, σ(i)
F -inj(ω

•
S, (aS)t) = σ

(i)
F -inj(ω

•
R, a

t)⊗R S ⊆ h−iω•
S.

Proof. The conclusion follows from an argument similar to Proposition 1.3.5. Note
that since the morphism R→ S is local flat and mS = n, ω•

S = ω•
R⊗R S. We also refer

the reader to [50, Proposition 4.3] for details.

We explain the definition of models and reductions modulo p > 0.

Definition 1.3.9. Let R be a ring of finite type over C, a be an ideal of R and p be
a prime ideal of R.

(1) A quadruple (A,RA, aA, pA) is said to be a model of the triple (R, a, p) if the
following conditions hold:

(a) A is a finitely generated Z-subalgebra of C.

(b) RA is a finitely generated A-algebra such that RA ⊗A C ∼= R.

(c) aA and pA are ideals of RA such that a = aAR and p = pAR.

(2) Let (A,RA, aA, pA) be a model of the triple (R, a, p). For a maximal ideal µ of
A, a quadruple (κ(µ), Rµ, aµ, pµ) is said to be a reduction modulo p > 0 if the
following conditions hold:



16

(a) κ(µ) = A/µ.

(b) Rµ = RA ⊗A κ(µ).

(c) aµ = aARµ, pµ = pARµ.

Definition 1.3.10. Let R be a ring of finite type over C, a be an ideal such that
a∩R◦ 6= ∅, p be a prime ideal of R and t be a positive real number. A pair (Rp, (aRp)

t)
is said to be of dense sharply F -pure (resp. dense sharply F -injective) type if there
exists a subset D of SpmA, the set of all maximal ideals of A, such that D is a dense
subset of SpecA and, for any µ ∈ D, pµ ∈ SpecRµ and the pair ((Rµ)pµ , (aµ(Rµ)pµ)t)
is sharply F -pure (resp. sharply F -injective). When a = R, we simply say that Rp is
of dense F -pure (resp. dense F -injective) type if (Rp, R

t
p) is of sharply F -pure (resp.

sharply F -injective) type.

Remark 1.3.11. (1) This definition depends only on Rp, aRp and t and is independent
of the choice of models. We refer the reader to [41, Remark 2.5] for details.

(2) Hara and Watanabe [20] showed that singularities of dense F -pure type are log
canonical if the ring is Q-Gorenstein. Schwede [50] showed that if a ring of finite
type over a field of characteristic zero has dense F -injective type, then it has Du
Bois singularities. In [38], the result is generalized to the case of rings essentially
of finite type over a field of characteristic zero.

1.4 BCM singularities

In this section, we will briefly review the theory of BCM singularities. Throughout this
section, we assume that local rings (R,m) are Noetherian.

Definition 1.4.1. Let (R,m) be a local ring, and let x = x1, . . . , xn be a system of
parameters. R-algebra B is said to be big Cohen-Macaulay with respect to x if x is a
regular sequence on B. B is called a (balanced) big Cohen-Macaulay algebra if it is big
Cohen-Macaulay with respect to x for every system of parameters x.

Remark 1.4.2 ([7, Corollary 8.5.3]). If B is big Cohen-Macaulay with respect to x,

then the m-adic completion B̂ is (balanced) big Cohen-Macaulay.

Let R be a domain with fractional field K. We fix an algebraic closure K of K.
The integral closure of R in K, denoted by R+, is called an absolute integral closure of
R. Note that R+ is independent, up to isomorphism, of the choice of K. We refer the
reader to [29] for an overview of the theory of absolute integral closure.

About the relation between absolute integral closures and big Cohen-Macaulay
algebras, the following result is known (see [2], [24]).

Theorem 1.4.3. If (R,m) is an excellent local domain of residue characteristic p > 0,
then the p-adic completion of an absolute integral closure R+ is a (balanced) big Cohen-
Macaulay R-algebra.
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Using big Cohen-Macaulay algebras, we can define a class of singularities.

Definition 1.4.4. If R is an excellent local ring of dimension d and let B be a big
Cohen-Macaulay R-algebra. We say that R is big Cohen-Macaulay-rational with re-
spect to B (or simply BCMB-rational) if R is Cohen-Macaulay and if Hd

m(R)→ Hd
m(B)

is injective. We say that R is BCM-rational if R is BCMB-rational for any big Cohen-
Macaulay algebra B.

We explain BCM test ideals introduced in [37], [43].

Setting 1.4.5. Let (R,m) be a normal local domain of dimension d.

(1) ∆ ⩾ 0 is a Q-Weil divisor on SpecR such that KR + ∆ is Q-Cartier.

(2) Fixing ∆, we also fix an embedding R ⊆ ωR ⊆ FracR, where ωR is the canonical
module.

(3) Since KR + ∆ is effective and Q-Cartier, there exist an integer n > 0 and f ∈ R
such that n(KR + ∆) = div(f).

Definition 1.4.6. With notation as in Setting 1.4.5, if B is a big Cohen-Macaulay
R[f 1/n]-algebra, then we define 0B,KR+∆

Hd
m(ωR)

to be kerψ, where ψ is the homomorphism

determined by the below commutative diagram:

Hd
m(R) //

��

Hd
m(B)

·f1/n //

��

Hd
m(B)

Hd
m(ωR) //

ψ

EE

Hd
m(B ⊗R ωR)

77ppppppppppp

.

If R is m-adically complete, then we define

τB(R,∆) = AnnR 0B,KR+∆

Hd
m(ωR)

.

We call τB(R,∆) the BCM test ideal of (R,∆) with respect to B. We say that (R,∆) is
big Cohen-Macaulay regular with respect to B (or simply BCMB regular) if τB(R,∆) =
R.

Proposition 1.4.7 ([37]). Let (R,m) be a complete normal local domain of character-
istic p > 0, ∆ ⩾ 0 an effective Q-Weil divisor on SpecR and B a big Cohen-Macaulay
R+-algebra. Fix an effective canonical divisor KR ⩾ 0. Suppose that KR + ∆ is Q-
Cartier. Then

τB(R,∆) = τ(R,∆).
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Now suppose that (R,m) is a complete Noetherian local domain and D is a prime
divisor on SpecR with defining ideal ID = R(−D), and fix a Q-divisor ∆ ⩾ 0 such
that KR +D + ∆ is Q-Cartier and no component of ∆ is equal to D. Fix a canonical
divisor KR = −D + G of SpecR such that G ⩾ 0 and G has no component equal to
D. Let f ∈ R be an element such that div(f) = r(KR + D + ∆) for some r ∈ Z>0.
Moreover, we fix an algebraic closure K of K and an absolute integral closure R+ of
R. (R/ID)+ is defined in a similar way. We fix a prime ideal I+D of R+ lying over ID
such that R+/I+D

∼= (R/ID)+. This is an abuse of notation since I+D is not uniquely
determined by D. Assume that we have a commutative diagram

0 // ID //

��

R //

��

R/ID //

��

0

0 // I+D
//

��

R+ //

��

(R/ID)+ //

��

0

0 // IB→C
// B // C // 0,

where B and C are big Cohen-Macaulay R+ (respectively (R/ID)+) algebras.

Remark 1.4.8. In [39], IB→C is defined in the derived category Db(R) when the mor-
phism B → C is not surjective. As remarked there, if the residue characteristic of R is
p > 0, then we may simply let B be the p-adic completion of R+ and C be the p-adic
completion of (R/ID)+. In this case, we do not need to work in Db(R).

Definition 1.4.9 ([39]). With notation as above, we define the BCM adjoint ideal
with respect to B, C, denoted adjDB→C(R,D + ∆), to be

AnnR ker

(
Hd

m(ωR)
·f

1
n−−→ Hd

m(IB→C)

)
.

If R is of positive characteristic, we use τ+,D(R,D+∆) to denote adjDR+→(R/ID)+(R,D+
∆).

Proposition 1.4.10 ([39, Theorem 6.6]). With notation as above, suppose that R is
of characteristic p > 0 and F -finite. Then we have

τD(R,D + ∆) = adjDB→C(R,D + ∆).

Let S be a module-finite extension of a normal domain R with S normal and
π : SpecS → SpecR denote a finite surjective morphism induced by the inclusion
R ↪→ S. The trace map Trπ of π is the map

ωS ∼= HomR(S, ωR)→ HomR(R,ωR) = R

induced by the inclusion R ↪→ S.
We use the following proposition in Section 2.1.
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Proposition 1.4.11 (cf. [39, Proposition 6.4]). Suppose that (R,m) be an F -finite
complete normal local ring of characteristic p > 0. Let D be a prime divisor and ∆
be an effective Q-Weil divisor on X := SpecR such that KX + D + ∆ is Q-Cartier
and no component of ∆ is equal to D. We fix a choice of I+D . For every module-finite
extension S of R contained in R+ with S normal, the trace map Trπ induces a map

π∗ωS(DS − bπ∗(KX +D + ∆)c)→ R

and the ideal τD(R,D + ∆) is contained in its image, where π : SpecS → SpecR is a
finite surjective morphism induced by the inclusion R ↪→ S and DS is the prime divisor
on SpecS such that I+D ∩ S = S(−DS).

Proof. By assumption, r(KX + D + ∆) = div f for some integer r ⩾ 1 and a nonzero
element f ∈ R. Let S ↪→ T be a module-finite extension of S contained in R+ such
that T is a normal domain and f 1/r ∈ T , and let ψ : SpecT → SpecR denote the
morphism corresponding to the inclusion R ↪→ T . Since the image of

Trψ : ψ∗ωT (DT − bψ∗(KX +D + ∆)c)→ R,

where DT is the prime divisor on SpecT such that I+D ∩ T = T (−DT ), is contained in

IS,D(R,D + ∆) := Im (Trπ : π∗ωS(DS − bπ∗(KX +D + ∆)c)→ R) ,

we may assume that f 1/r ∈ S. On the other hand, It follows from [39, Proposition 6.4]
that τD(R,D + ∆) is contained in the BCM adjoint ideal τ+,D(R,D + ∆). Therefore,
it suffices to show that τ+,D(R,D+ ∆) ⊆ IS,D(R,D+ ∆). However, this is immediate
because

IS,D(R,D + ∆) = AnnR ker

(
Hd

m(ωR)
·f1/r−−−→ Hd

m(S(−DS))

)
by Matlis duality.

1.5 Ultraproducts

1.5.1 Basic notions

In this subsection, we quickly review basic notions from the theory of ultraproduct.
The reader is referred to [44], [48] for details. We fix an infinite set W .

Definition 1.5.1. A non-empty subset F of the power set of W is said to be a non-
principal ultrafilter if the following four conditions hold.

(1) If A,B ∈ F , then we have A ∩B ∈ F .

(2) If A ∈ F and A ⊆ B ⊆ W , then we have B ∈ F .

(3) For any A ⊆ W , we have A ∈ F or W \ A ∈ F .
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(4) For any finite subset A ⊆ W , we have A /∈ F .

Proposition 1.5.2. For any infinite subset A of W , there exists a non-principal ul-
trafilter F on P such that A ∈ F .

Proof. The conclusion follows from Zorn’s lemma.

Definition 1.5.3. Let Aw be a family of non-empty sets indexed by W and F be an
ultrafilter on W . Suppose that aw ∈ Aw for all w ∈ W and ϕ is a predicate. We say
ϕ(aw) holds for almost all w if {w ∈ W |ϕ(aw) holds} ∈ F .

Definition 1.5.4. Let Aw be a family of non-empty sets indexed by W and F be a
non-principal ultrafilter on W . The ultraproduct of Aw is defined by

ulim
w

Aw = A∞ :=
∏
w

Aw/ ∼,

where (aw) ∼ (bw) if and only if {w ∈ W |aw = bw} ∈ F . We denote the equivalence
class of (aw) by ulimw aw.

Example 1.5.5. We use ∗N and ∗R to denote the ultraproduct of |W | copies of N
and R respectively. ∗N is a semiring and ∗R is a field, see Definition-Proposition 1.5.6,
Theorem 1.5.15. ∗N is a non-standard model of Peano arithmetic. ∗R is a system of
hyperreal numbers used in non-standard analysis.

Definiton-Proposition 1.5.6. Let A1w, . . . , Anw, Bw be families of nonempty sets
indexed by W and F be a non-principal ultrafilter. Suppose that fw : A1w × · · · ×
Anw → Bw is a family of maps. Then we define the ultraproduct f∞ = ulimw fw :
A1∞ × · · · × An∞ → B∞ of fw by

f∞(ulim
w

a1w, . . . , ulim
w

anw) := ulim
w

fw(a1w, . . . , anw).

This is well-defined.

Corollary 1.5.7. Let Aw be a family of rings. Suppose that Bw is an Aw-algebra and
Mw is an Aw-module for almost all w. Then the following hold:

(1) A∞ is a ring.

(2) B∞ is an A∞-algebra.

(3) M∞ is an A∞-module.

Proof. Let 0 := ulimw 0, 1 := ulimw 1 in A∞, B∞ and 0 := ulimw 0 in M∞. By
the above Definition-Proposition, A∞, B∞ have natural additions, subtractions and
multiplications and we have a natural ring homomorphism A∞ → B∞. Similarly, M∞
has a natural addition and a scalar multiplication between elements of M∞ and A∞.
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Proposition 1.5.8. Suppose that, for almost all w, we have an exact sequence

0→ Lw →Mw → Nw → 0

of abelian groups. Then

0→ ulim
w

Lw → ulim
w

Mw → ulim
w

Nw → 0

is an exact sequence of abelian groups. In particular, ulimw :
∏

w Ab→ Ab is an exact
functor.

Proof. Let fw : Lw → Mw and gw : Mw → Nw be the morphisms in the given ex-
act sequence. Here we only prove the injectivity of ulimw fw and the surjectivity of
ulimw gw. Suppose that ulimw fw(aw) = 0 for ulimw aw ∈ ulimw Lw. Then fw(aw) = 0
for almost all w. Since fw is injective for almost all w, we have aw = 0 for almost
all w. Therefore, ulimw aw = 0 in ulimw Lw. Hence, ulimw fw is injective. Next, let
ulimw cw be any element in ulimwNw. Since gw is surjective for almost all w, there
exists bw ∈ Mw such that gw(bw) = cw for almost all w. Let b = ulimw bw. Then we
have (ulimw gw)(b) = ulimw gw(bw) = ulimw cw. Hence, ulimw gw is surjective. The rest
of the proof is similar.

 Loś’s theorem is a fundamental theorem in the theory of ultraproducts. We will
prepare some notions needed to state the theorem.

Definition 1.5.9. The language L of rings is the set defined by

L := {0, 1,+,−, ·}.

Definition 1.5.10. Terms of L are defined as follows:

(1) 0,1 are terms.

(2) Variables are terms.

(3) If s, t are terms, then −(s), (s) + (t), (s) · (t) are terms.

(4) A string of symbols is a term only if it can be shown to be a term by finitely
many applications of the above three rules.

We omit parentheses and “·” if there is no ambiguity.

Example 1.5.11. 1 + 1, x1(x2 + 1),−(−x) are terms.

Definition 1.5.12. Formulas of L are defined as follows:

(1) If s, t are terms, then (s = t) is a formula.

(2) If ϕ, ψ are formulas, then (ϕ ∧ ψ), (ϕ ∨ ψ), (ϕ→ ψ), (¬ϕ) are formulas.
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(3) If ϕ is a formula and x is a variable, then ∀xϕ, ∃xϕ are formulas.

(4) A string of symbols is a formula only if it can be shown to be a formula by finitely
many applications of the above three rules.

We omit parentheses if there is no ambiguity and use 6=, @ in the usual way.

Remark 1.5.13. ϕ ∧ ψ means “ϕ and ψ,” ϕ ∨ ψ means “ϕ or ψ,” ϕ → ψ means “ϕ
implies ψ” and ¬ϕ means “ϕ does not hold.”

Remark 1.5.14. Variables in a formula ϕ which is not bounded by ∀ or ∃ are called free
variables of ϕ. If x1, . . . , xn are free variables of ϕ, we denote ϕ(x1, . . . , xn) and we can
substitute elements of a ring for x1, . . . , xn.

Theorem 1.5.15 ( Loś’s theorem in the case of rings). Suppose that ϕ(x1, . . . , xn) is
a formula of L and Aw is a family of rings indexed by a set W endowed with a non-
principal ultrafilter. Let aiw ∈ Aw. Then ϕ(ulimw a1w, . . . , ulimw anw) holds in A∞ if
and only if ϕ(a1w, . . . , anw) holds in Aw for almost all w.

Remark 1.5.16. Even if Aw are not rings, replacing L properly, we can get the same
theorem as above. We use one in the case of modules.

Example 1.5.17. Let A be a ring. If a property of rings is written by some formula,
we can apply  Loś’s theorem.

(1) A is a field if and only if ∀x(x = 0 ∨ ∃y(xy = 1)) holds.

(2) A is a domain if and only if ∀x∀y(xy = 0→ (x = 0 ∨ y = 0)) holds.

(3) A is a local ring if and only if

∀x∀y(@z(xz = 1) ∧ @w(yw = 1)→ @u((x+ y)u = 1))

holds.

(4) The condition that A is an algebraically closed field is written by countably many
formulas, i.e., the formula in (1) and for all n ∈ N,

∀a0 . . . an−1∃x(xn + an−1x
n−1 + · · ·+ a0 = 0).

(5) The condition that A is Noetherian cannot be written by formulas. Indeed, if
W = N with some non-principal ultrafilter and Aw = CJxK, then ulimn x

n 6= 0 is
in ∩nmn

∞, where m∞ is the maximal ideal of A∞. Hence, A∞ is not Noetherian.

Proposition 1.5.18 ([44, 2.8.2], see Example 1.5.17). If almost all Kw are algebraically
closed field, then K∞ is an algebraically closed field.
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Theorem 1.5.19 (Lefschetz principle, [44, Theorem 2.4]). Let W be the set of prime
numbers endowed with some non-principal ultrafilter. Then

ulim
p∈W

Fp ∼= C.

Proof. Let C = ulimp Fp. By the above theorem, C is an algebraically closed field.
For any prime number q, we have q 6= 0 in Fp for almost all p. Hence, q 6= 0 in
C, i.e., C is of characteristic zero. We can check that C has the same cardinality as
C. If two algebraically closed uncountable field of characteristic zero have the equal
cardinality, then they are isomorphic. Hence, C ∼= C (Note that this isomorphism is
not canonical).

1.5.2 Non-standard hulls

In this subsection, we will introduce the notion of non-standard hulls along [44], [48].
Throughout this subsection, let P be the set of prime numbers and we fix a non-
principal ultrafilter on P and an isomorphism ulimp Fp ∼= C.

Let C[X1, . . . , Xn]∞ := ulimp Fp[X1, . . . , Xn]. Then we have the following proposi-
tion.

Proposition 1.5.20 ([44, Theorem 2.6]). We have a natural map C[X1, . . . , Xn] →
C[X1, . . . , Xn]∞, which is faithfully flat.

Definition 1.5.21. The ring C[X1, . . . , Xn]∞ is said to be the non-standard hull of
C[X1, . . . , Xn].

Definition 1.5.22. Suppose that R is a finitely generated C-algebra. Let

R ∼= C[X1, . . . , Xn]/I

be a presentation of R. The non-standard hull R∞ of R is defined by

R∞ := C[X1, . . . , Xn]∞/IC[X1, . . . , Xn]∞.

Remark 1.5.23. Let R be as above.

(1) The non-standard hull is independent of a presentation of R. If

R ∼= C[X1, . . . , Xn]/I ∼= C[Y1, . . . , Ym]/J,

then Fp[X1, . . . , Xn]/Ip ∼= Fp[Y1, . . . , Ym]/Jp for almost all p, see Definition 1.5.26,
Definition 1.5.27.

(2) The natural map R → R∞ is faithfully flat since this is a base change of the
homomorphism C[X1, . . . , Xn]→ C[X1, . . . , Xn]∞.
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Definition 1.5.24. Let a ∈ C. Since ulimp Fp ∼= C, we have a family (ap)p of elements
of Fp such that ulim ap = a. Then we call (ap)p an approximation of a.

Proposition 1.5.25. Let I = (f1, . . . , fs) be an ideal of C[X1, . . . , Xn] and fi =∑
aiνX

ν. Let Ip = (f1p, . . . , fsp)Fp[X1, . . . , Xn], where fip =
∑
aiνpX

ν and each (aiνp)p
is an approximation of aiν. Then we have

IC[X1, . . . , Xn]∞ = ulim
p

Ip

and
R∞ ∼= ulim

p
(Fp[X1, . . . , Xn]/Ip).

Definition 1.5.26. Let R be a finitely generated C-algebra.

(1) In the setting of Proposition 1.5.25, a family (Rp) is said to be an approximation
of R if Rp is an Fp-algebra and Rp

∼= Fp[X1, . . . , Xn]/Ip for almost all p. Then
we have R∞ ∼= ulimpRp.

(2) For an element f ∈ R, a family (fp) is said to be an approximation of f if fp ∈ Rp

and f = ulimp fp in R∞. For f ∈ R∞, we define an approximation of f in the
same way.

(3) For an ideal I = (f1, . . . , fs) ⊆ R, a family (Ip) is said to be an approximation
of I if Ip is an ideal of Rp and Ip = (f1p, . . . , fsp) for almost all p. For finitely
generated ideal I ⊆ R∞, we define an approximation of I in the same way.

Definition 1.5.27. Let ϕ : R → S be a C-algebra homomorphism between finitely
generated C-algebras. Suppose that R ∼= C[X1, . . . , Xn]/I and S ∼= C[Y1, . . . , Ym]/J .
Let fi ∈ C[Y1, . . . , Ym] be a lifting of the image of Xi mod I under ϕ. Then we define
an approximation ϕp : Rp → Sp of ϕ as the morphism induced by Xi 7−→ fip. Let
ϕ∞ := ulimp ϕp, then the following diagram commutes.

R
φ //

��

S

��
R∞

φ∞ // S∞

Proposition 1.5.28 ([44, Corollary 4.2],[48, Theorem 4.3.4]). Let R be a finitely gen-
erated C-algebra. An ideal I ⊆ R is prime if and only if Ip is prime for almost all p if
and only if IR∞ is prime.

Definition 1.5.29. Let R be a local ring essentially of finite type over C. Suppose
that R ∼= Sp, where S is a finitely generated C-algebra and p is a prime ideal of S.
Then we define the non-standard hull R∞ of R by

R∞ := (S∞)pS∞ .
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Remark 1.5.30. Since S → S∞ is faithfully flat, R→ R∞ is faithfully flat.

Definition 1.5.31. Let S be a finitely generated C-algebra, p a prime ideal of S and
R ∼= Sp.

(1) A family Rp is said to be an approximation of R if Rp is an Fp-algebra and
Rp
∼= (Sp)pp for almost all p. Then we have R∞ ∼= ulimpRp.

(2) For an element f ∈ R, a family fp is said to be an approximation of f if fp ∈ Rp

for almost all p and f = ulimp fp in R∞. For f ∈ R∞, we define an approximation
of f in the same way.

(3) For an ideal I = (f1, . . . , fs) ⊆ R, a family Ip is said to be an approximation
of I if Ip is an ideal of Rp and Ip = (f1p, . . . , fsp) for almost all p. For finitely
generated ideal I ⊆ R∞, we define an approximation of I in the same way.

Definition 1.5.32. Let S1, S2 be finitely generated C-algebras and p1, p2 prime ideals
of S1, S2 respectively. Suppose that Ri

∼= (Si)pi and ϕ : R1 → R2 is a local C-algebra
homomorphism. Let S1

∼= C[X1, . . . , Xn]/I and fj/gj be the image of Xj under ϕ,
where fj ∈ S2, gj ∈ S2 \ p2. Then we say that a homomorphism R1p → R2p induced
by Xj 7−→ fjp/gjp is an approximation of ϕ. Let ϕ∞ := ulimp ϕp. Then the following
commutative diagram commutes:

R
φ //

��

S

��
R∞

φ∞ // S∞

.

Proposition 1.5.33 ([44, Theorem 4.7]). Let ι : R ↪→ S be an injective local C-algebra
homomorphism between local domains essentially of finite type over C. If (ιp : Rp → Sp)
is an approximation of ι, then ιp is injective for almost all p.

Definition 1.5.34. Let R be a finitely generated C-algebra or a local ring essentially
of finite type over C and let M be a finitely generated R-module. Write M as the
cokernel of a matrix A, i.e., given by an exact sequence

Rm A−→ Rn →M → 0,

where m,n are positive integers. Let Ap be an approximation of A defined by entrywise
approximations. Then the cokernel Mp of the matrix Ap is called an approximation of
M and the ultraproduct M∞ := ulimpMp is called the non-standard hull of M . M∞ is
a finitely generated R∞-module and independent of the choice of matrix A.

Remark 1.5.35. Tensoring the above exact sequence with R∞, we have an exact se-
quence

Rm
∞

A−→ Rn
∞ →M ⊗R R∞ → 0.
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Taking the ultraproduct of exact sequences

Rm
p

Ap−→ Rn
p →Mp → 0,

we have an exact sequence

Rm
∞

A−→ Rn
∞ →M∞ → 0.

Therefore, M∞ ∼= M ⊗R R∞. Note that if m,n is not integers but infinite cardinals,
then the naive definition of an approximation of A does not work and the ultraproduct
of R⊕n

p is not necessarily equal to R⊕n
∞ .

Here we state basic properties about non-standard hulls and approximations.

Proposition 1.5.36 ([44, 2.9.5, 2.9.7, Theorem 4.5, Theorem 4.6],[48, Section 4.3], cf.
[1, 5.1]). Let R be a local ring esseentially of finite type over C, then the following hold:

(1) R has dimension d if and only if Rp has dimension d for almost all p.

(2) x = x1, . . . , xi is an R-regular sequence if and only if xp = x1p, . . . , xip is an
Rp-regular sequence for almost all p if and only if x is an R∞-regular sequence.

(3) x = x1, . . . , xd is a system of parameters of R if and only if xp is a system of
parameters of Rp for almost all p.

(4) R is regular if and only if Rp is regular for almost all p.

(5) R is Gorenstein if and only if Rp is Gorenstein for almost all p.

(6) R is Cohen-Macaulay if and only if Rp is Cohen-Macaulay for almost all p.

Proposition 1.5.37 ([64, Proposition 3.9]). Let R be a local ring essentially of finite
type over C. The following conditions are equivalent to each other.

(1) R is normal.

(2) Rp is normal for almost all p.

(3) R∞ is normal.

Definition 1.5.38. Let R be a normal local domain essentially of finite type over C
and ∆ =

∑
i ai∆i a Q-Weil divisor on SpecR. Assume that ∆i are prime divisors and

pi is a prime ideal associated to ∆i for each i. Suppose that pip is an approximation of
pi and ∆ip is a divisor associated to pip. We say ∆p :=

∑
i ai∆ip is an approximation

of ∆.

Remark 1.5.39. If ∆ is an effective integral divisor, then this definition is compatible
with Definition 1.5.26 by [44, Theorem 4.4]. Hence, if ∆ is Q-Cartier, then ∆p is
Q-Cartier for almost all p.
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We give the definition of ultra-Frobenii and ideals with a non-standard integer
exponent.

Definition 1.5.40 ([46, 3.2]). Let R be a local ring essentially of finite type over C
and ε = ulimp ep be a non-standard integer (i.e. an element of ∗N). Then an ultra-
Frobenius F ε : R → R∞ associated to ε is defined to be the morphism determined by
x 7−→ ulimp x

pep
p . We use F ε

∗R∞ to denote the R-module such that F ε
∗R∞ is isomorphic

to R∞ as an abelian group but, for any a ∈ R and b ∈ R∞, the scalar multiplication
on F ε

∗R∞ is defined by a · F ε
∗ b = F ε

∗ (F ε(a)b).

Definition 1.5.41 ([64, Notation 5.1]). With notation as above, for any ε = ulimp ep ∈
∗N and an ideal a of R, aε is defined to be

ulim
p

aepp .

Remark 1.5.42. For any n ∈ N, if ν is the image of n under the diagonal embedding
N ↪→ ∗N, then we have aν = anR∞.

Here we introduce a new notion, the ultra-perfect closure.

Definition 1.5.43. Let R be a reduced local ring essentially of finite type over C. The
ultra-perfect closure of Rupf is defined to be ulimpR

1/p∞
p .

Proposition 1.5.44. Let R be a reduced local ring essentially of finite type over C.
Then we have

Rupf ∼= lim−→
ε∈∗N

F ε
∗R∞.

Proof. Take µ ⩽ ν ∈ ∗N and let ν = ulimp np, µ = ulimpmp. Since mp ⩽ np for almost

all p, we have FmpRp ↪→ F npRp ↪→ R
1/p∞
p for almost all p. Hence, we have

F µ
∗ R∞ ↪→ F ν

∗R∞ ↪→ Rupf .

Therefore, we can define lim−→ε∈∗N
F ε
∗R∞ and we have lim−→ε∈∗N

F ε
∗R∞ ↪→ Rupf . In order to

prove the surjectivity, take any x = ulim xp ∈ Rupf . For any p, there exists ep ∈ N such
that xp ∈ F ep

∗ Rp. Let ε = ulim ep ∈ ∗N. Then we have x ∈ ulimp F
ep
∗ Rp

∼= F ε
∗R∞.

Lastly, we will explain the relation between approximations and reductions modulo
p > 0.

Proposition 1.5.45 ([45, Lemma 4.10]). Let A be a finitely generated Z-subalgebra of
C. There exists a family (γp)p which satisfies the following two conditions:

(1) γp : A→ Fp is a ring homomorphism for almost all p.

(2) For any x ∈ A, x = ulimp γp(x).
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Proposition 1.5.46 (cf. [45, Corollary 4.10]). Let R be a finitely generated C-algebra
and let a = a1, . . . , al be finitely many elements of R. Let Rp be an approximation of
R. Then there exists a model (A,RA) which satisfies the following conditions:

(1) There exists a family (γp) as in Proposition 1.5.45.

(2) a ⊆ RA.

(3) RA ⊗A Fp ∼= Rp for almost all p.

(4) For any x ∈ RA, the ultraproduct of the image of x under idRA
⊗Aγp is x.

Proof. Let X = X1, . . . , Xn and R ∼= C[X]/I for some ideal I ⊆ C[X]. Take any model
(A,RA) which contains a. Enlarging this model, we may assume that there exits an
ideal IA ⊆ A[X] such that RA

∼= A[X]/IA and IA ⊗A C = I in C[X]. Take (γp) as
in Proposition 1.5.45. Let I = (f1, . . . , fm). For f =

∑
ν cνX

ν ∈ A[X] ⊆ C[X], by
the definition of approximations, fp :=

∑
ν γp(cν)X

ν ∈ Fp[X] is an approximation of f .
Hence, by the definition of approximations of finitely generated C-algebras, RA⊗AFp ∼=
Fp[X]/(f1p, . . . , fmp)Fp[X] is an approximation of R. Since two approximations are
isomorphic for almost all p, RA⊗A Fp ∼= Rp for almost all p. The condition (4) is clear
by the above argument.

Remark 1.5.47. Let p = (x1, . . . , xn) ⊆ R be a prime ideal. Enlarging the model
(A,RA), we may assume that x1, . . . , xn ∈ RA. Let µp be the kernel of γp : A → Fp.
Then this is a maximal ideal of A and A/µp is a finite field. pµp = (x1, . . . , xn)RA/µpRA

is prime for almost all p since this is a reduction to p � 0. On the other hand,
pp := (x1, . . . , xn)RA ⊗A Fp ⊆ Rp is an approximation of p. Hence, pp is prime for
almost all p. Here, (Rp)pp is an approximation of Rp. Thus we have a flat local
homomorphism (RA/µpRA)pµp → Rp with pµpRp = pp. Moreover, if p is maximal,

then pµp , pp are maximal for almost all p. Then, the map RA/pµp → Rp/pp ∼= Fp is a
separable field extension since RA/pµp is a finite field.

The next result is a generalization of [62, Theorem 4.6] from ideal pairs to triples.

Proposition 1.5.48 ([65, Proposition 5.5]). Let R be a normal local domain essentially
of finite type over C, ∆ ⩾ 0 an effective Q-Weil divisor such that KR+∆ is Q-Cartier,
a a nonzero ideal and t > 0 a real number. Suppose that Rp, ∆p, ap are approximations.
Then τ(Rp,∆p, a

t
p) is an approximation of J (SpecR,∆, at).

Proof. Let R = Sp, where S is a normal domain of finite type over C and p is a prime
ideal. Let m be a maximal ideal containing p. Then there exists a model (A, SA)
of S such that the properties in Proposition 1.5.46 hold and SA containing a system
of generators of J (SpecR,∆, at) and ∆A, aA can be defined properly. Let µp be
maximal ideals of SA as in Remark 1.5.47 and let mµp , pµp be reductions to p � 0.
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Since, for almost all p, (SA/µp)mµp
→ (Sm)p is a flat local homomorphism such that

SA/mµp → (S/m)p ∼= Fp is a separable field extension, we have

τ((SA/µp)mµp
,∆(SA/µp)mµp

, at(SA/µp)mµp
)(Sm)p = τ((Sm)p,∆mp , a

t
mp

),

by a generalization of [55, Lemma 1.5]. Since the localization commutes with test ideals
([19, Proposition 3.1]), we have

τ((SA/µp)pµp ,∆(SA/µp)pµp
, at(SA/µp)pµp

)Rp = τ(Rp,∆p, a
t
p)

for almost all p. Since the reduction of multiplier ideals modulo p� 0 is the test ideal
([56, Theorem 3.2]), τ((SA/µp)pµp ,∆(SA/µp)pµp

, at(SA/µp)pµp
) is a reduction of

J (SpecR,∆, at)

to characteristic p� 0. Hence, τ(Rp,∆p, a
t
p) is an approximation of J (SpecR,∆, at).

1.5.3 Relative hulls

In this subsection we introduce the concept of relative hulls and approximations of
schemes, cohomologies, etc. We refer the reader to [44], [46], [47].

Definition 1.5.49 (cf. [47]). Let R be a local ring essentially of finite type over C.
Suppose that X is a finite tuple of indeterminates and f ∈ R[X] is a polynomial such
that f =

∑
ν aνX

ν , where ν is a multi-index. If aνp is an approximation of aν for each
ν, then the sequence of polynomials fp :=

∑
ν aνpX

ν is said to be an R-approximation
of f . If I := (f1, . . . , fs) is an ideal in R[X], then we call Ip := (f1p, . . . , fsp)Rp[X]
an R-approximation of I, and if S = R[X]/I, then we call Sp := Rp[X]/Ip an R-
approximation of S.

Remark 1.5.50. Any two R-approximations of a polynomial f are almost equal. Simi-
larly, any two R-approximations of an ideal I are almost equal.

Definition 1.5.51 (cf. [47]). Let S be a finitely generated R-algebra and Sp an R-
approximation of S, then we call S∞ = ulimp Sp the (relative) R-hull of S.

Definition 1.5.52 (cf. [46]). If X is an affine scheme SpecS of finite type over SpecR,
then we call Xp := SpecSp is an R-approximation of X.

Definition 1.5.53 (cf. [46]). Suppose that f : Y → X is a morphism of affine schemes
of finite type over SpecR. If X = SpecS, Y = SpecT and ϕ : S → T is the morphism
corresponding to f , then we call fp : Yp → Xp is an R-approximation of f , where fp is
a morphism of Rp-schemes induced by an R-approximation ϕp : Sp → Tp.
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Definition 1.5.54 (cf. [46]). Let S be a finitely generated R-algebra and M a finitely
generated S-module. Write M as the cokernel of a matrix A, i.e., given by an exact
sequence

Sm
A−→ Sn →M → 0,

where m,n are positive integers. Let Ap be an R-approximation of A defined by
entrywise R-approximations. Then the cokernel Mp of the matrix Ap is called an R-
approximation of M and the ultraproduct M∞ := ulimpMp is called the R-hull of M .
M∞ is independent of the choice of the matrix A and M∞ ∼= M ⊗S S∞.

Remark 1.5.55. IfM is not finitely generated, then we cannot define anR-approximation
of M in this way. It is crucial that any two R-approximations of A is equal for almost
all p.

Lemma 1.5.56. Suppose that S is a module-finite extension of R contained in R+.
Let (Sp) be an R-approximation of S, (Mp) be a family of Sp-modules indexed by P
and N be a finite S-module. Then

(ulim
p

Mp)⊗S N ∼= ulim
p

(Mp ⊗Sp Np).

Proof. Take a finite presentation

Sm
A−→ Sn → N → 0

of the S-module N , where m, n are positive integers and A is an n ×m matrix with
entries in the maximal ideal m. Then we have an exact sequence

Smp
Ap−→ Snp → Np → 0

for almost all p, where Np and Ap are approximations of N and A, respectively. Ten-
soring with Mp yields the exact sequence

Mm
p

Ap−→Mn
p →Mp ⊗Sp Np → 0

for almost all p. Taking its ultraproduct, we have an exact sequence

(ulim
p

Mp)
m A−→ (ulim

p
Mp)

n → ulim
p

(Mp ⊗Sp Np)→ 0,

which induces the isomorphism

(ulim
p

Mp)⊗S N ∼= ulim
p

(Mp ⊗Sp Np).
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Definition 1.5.57 ([46]). Let X be a scheme of finite type over SpecR. Let U = {Ui}
is a finite affine open covering of X and Uip be an R-approximation of Ui. Gluing
{Uip} together, we obtain a scheme Xp of finite type over SpecRp. We call Xp an
R-approximation of X.

Remark 1.5.58. Suppose that {Uijk}k is a finite affine open covering of Ui ∩ Uj and
ϕijk : OUi

|Uijk
∼= OUj

|Uijk
are isomorphisms. Then R-approximations ϕp : OUip

|Uijkp
→

OUjp
|Uijkp

are isomorphisms for almost all p (note that indices ijk are finitely many).
Hence, we can glue these together. For any other choice of finite affine open covering
U′ of X , the resulting R-approximation X ′

p is isomorphic to Xp for almost all p.

Definition 1.5.59 (cf. [46]). Suppose that f : Y → X is a morphism between
schemes of finite type over SpecR. Let U, V be finite affine open coverings of X and
Y respectively such that for any V ∈ V, there exists some U ∈ U such that f(V ) ⊆ U .
Let Up, Vp be R-approximations of U, V and (f |V )p an R-approximation of f |V . We
define an R-approximation fp of f by the morphism determined by (f |V )p.

Remark 1.5.60. In the same way as above Remark, (f |V )p and (f |V ′)p agree on V ∩ V ′

for any two open subsets V, V ′ ∈ V for almost all p.

Definition 1.5.61 (cf. [46]). Let X be a scheme of finite type over SpecR and F a
coherent OX-module. Let U be a finite affine open covering of X. For any U ∈ U, we
have an R-approximation MUp of MU such that MU is a finitely generated OU -module

and M̃U
∼= F|U . We define an R -approximation Fp of F by the coherent OXp-module

determined by M̃Up.

Definition 1.5.62 (cf. [46]). Let X be a separated scheme of finite type over SpecR
and F a coherent OX-module. Then the ultra-cohomology of F is defined by

H i
∞(X,F) := ulim

p
H i(Xp,Fp).

Remark 1.5.63. In the above setting, let U = {Ui}i=1,...,n be a finite affine open covering
of X, let

Cj(U,F) :=
∏

i0<···<ij

F(Ui0...ij),

where Ui0...ij := Ui0 ∩ · · · ∩ Uij , and let

(Cj(U,F))p :=
∏

i0<···<ij

(F(Ui0...ij))p,

where F(Ui0...ij)p is an R-approximation considered as an O(Ui0...ij)-module. Then

(Cj(U,F))p
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coincides with the j-th term of the Čech complex associated to Fp and Up. We have a
commutative diagram

Cj−1(U,F) //

��

Cj(U,F) //

��

Cj+1(U,F)

��
ulim
p

(Cj−1(U,F))p // ulim
p

(Cj(U,F))p // ulim
p

(Cj+1(U,F))p.

Since ulimp(-) is an exact functor, we have the induced morphism

Ȟj(U,F)→ ulim
p

Ȟj(Up,Fp).

If X is separated, then Xp is separated for almost all p. This can be checked by taking
a finite affine open covering and observing that if the diagonal morphism ∆X/SpecR is a
closed immersion, then ∆Xp/ SpecRp is also a closed immersion for almost all p. Hence,
we have the map

Hj(U,F)→ ulim
p

Hj(Up,Fp).

Note that this map may not be injective.

Similarly, we discuss ultraproduts of local cohomologies following Schoutens [47,
Section 5]. Let R be a local ring essentially of finite type over C of dimension d and
x1, . . . , xd be a system of parameters for R. Suppose that Mp is an Rp-module for
almost all p and M∞ = ulimpMp. For n ∈ N and 1 ⩽ i1 < · · · < in ⩽ d, there exists a
natural morphism

(M∞)xi1 ···xid → ulim
p

(Mp)xi1,p...xid,p .

Considering the Čech complexes associated to M∞ and Mp for any p, we have a com-
mutative diagram⊕

1⩽i1<···<in⩽d
(M∞)xi1 ...xin

//

��

⊕
1⩽j1<···<jn+1⩽d

(M∞)xj1 ...xjn+1

��⊕
1⩽i1<···<in⩽d

ulim
p

(Mp)xi1,p...xin,p
//

⊕
1⩽j1<···<jn+1⩽d

ulim
p

(Mp)xj1,p...xjn+1,p

.

Hence, we have a natural morphism

Hn
m(M∞)→ ulim

p
Hn

mp
(Mp)

for any n ∈ N. For an element η of Hn
m(M∞), a family (ηp) of elements of Hn

mp
(Mp) is

said to be an approximation of η if ulimp ηp is equal to the image of η under the above
natural morphism. In later chapters, we will show the injectivity of this map in some
situations, which plays an important role there.
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1.5.4 Singularities introduced by Schoutens

In this subsection, we provide a quick review on the definition of classes of singularities
introduced by Schoutens. Here we suppose that R is a Q-Gorenstein normal local
domain essentially of finite type over C and fix a non-principal ultrafilter on the set P
of prime numbers and an isomorphism ulimp Fp ∼= C.

Definition 1.5.64 ([44, Definition 5.2],[47, Definition 3.1]). Let I ⊆ R be an ideal.
The generic tight closure I∗ gen of I is defined by

I∗ gen = (ulim
p

Ip)
∗ ∩R.

Remark 1.5.65. The generic tight closure I∗ gen of I does not depend on the choice of
approximation of I since any two approximations are almost equal.

Definition 1.5.66 ([47, Definition 4.1, Remark 4.7],[45, Definition 4.3]). Let R be as
in the above.

(1) R is said to be weakly generically F -regular if I∗ gen = I for any ideal I ⊆ R.

(2) R is said to be generically F -regular if Rp is weakly generically F -regular for any
prime ideal p ∈ SpecR.

Definition 1.5.67 ([46, Definition 3.3]). Let R be as above. R is said to be ultra-F -
regular if, for each c ∈ R◦, there exists ε ∈ ∗N such that

R
cF ε

−−→ R∞

is pure.

Proposition 1.5.68 ([46, Theorem A]). R is ultra-F -regular if and only if R has log
terminal singularities.

Definition 1.5.69 ([45, Definition 4.3]). Let R be as above.

(1) R is said to be weakly B-regular if R→ B(R) is cyclically pure, i.e., for any ideal
I of R, we have IB(R) ∩R = I.

(2) R is said to be B-regular if every localization of R at a prime ideal is weakly
B-regular.

1.5.5 Big Cohen-Macaulay algebras in equal characteristic zero

Here we provide a brief overview of the canonical big Cohen-Macaulay algebra in equal
characteristic zero, constructed by Schoutens [45]. Suppose that (R,m) is a local
domain essentially of finite type over C and Rp is an approximation of R.
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Definition 1.5.70 ([45, Section 2]). Suppose that R is a local domain essentially of
finite type over C. Then we define the canonical big Cohen-Macaulay algebra B(R) of
R by

B(R) := ulim
p

R+
p .

Remark 1.5.71. (1) B(R) is an R+-algebra by [45, Proposition 3.2].

(2) R is BCMB(R)-rational if and only if R has rational singularities. This follows
from [45, Theorem 4.2].

The following is a useful lemma to compare local cohomologies of B(R) and R+
p .

Lemma 1.5.72. The natural homomorphism Hd
m(B(R))→ ulimpH

d
mp

(R+
p ) is injective.

Proof. Let x = x1 · · ·xd be the product of a system of parameters and [ z
xt

] be an
element of Hd

m(B(R)) such that the image in ulimpH
d
mp

(R+
p ) is zero. Then there exists

sp ∈ N such that x
sp
p z ∈ (x

sp+t
1p , . . . , x

sp+t
dp )R+

p for almost all p. Since R+
p is a big Cohen-

Macaulay Rp-algebra for almost all p, z ∈ (xt1p, . . . , x
t
dp)R

+
p for almost all p. Hence,

z ∈ (xt1, . . . , x
t
d)B(R) and [ z

xt
] = 0 in Hd

m(B(R)).



Chapter 2

On the behavior of adjoint ideals
under pure morphisms

2.1 Test submodules along divisors

In this section, we develop the theory of test submodules along divisors. Throughout
this section, we work with the following setting.

Setting 2.1.1. Let R be an F -finite normal domain of characteristic p > 0, D be a
reduced divisor on X := SpecR and Γ be an effective Q-Weil divisor on X that has no
common components with D. We assume that F !ω•

X
∼= ω•

X , where F : X → X is the
Frobenius morphism and ω•

X is a normalized dualizing complex for X. This condition
is satisfied, for example, when R is essentially of finite type over an F -finite local ring
(see [4, Example 2.15]).

Definition 2.1.2. Let the notation be as in Setting 2.1.1. The parameter test submod-
ule τD(ωR,Γ) of the pair (R,Γ) along D is defined as the unique smallest submodule
M of ωR(D) satisfying the following conditions:

(a) M coincides with ωR(D) at every generic point of D.

(b) For every integer e ⩾ 0 and every ϕ ∈ HomR(F e
∗ωR(peD+d(pe−1)Γe), ωR(D)) ⊆

HomR(F e
∗ωR(D), ωR(D)), one has ϕ(F e

∗M) ⊆M .

Remark 2.1.3. Given an ideal a ⊆ R such that a∩R◦,D 6= ∅ and a real number t ⩾ 0, we
can define the parameter test submodule τD(ω, at) of the pair (R, at) along D similarly.
This is the unique smallest submodule M of ωR(D) satisfying the following conditions:

(a) M coincides with ωR(D) at every generic point of D.

(b’) For every integer e ⩾ 0 and every ϕ ∈ HomR(F e
∗ωR(peD), ωR(D)), which is viewed

as an element of HomR(F e
∗ωR(D), ωR(D)), one has ϕ(F e

∗ a
⌈t(pe−1)⌉M) ⊆M .

35
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Lemma 2.1.4. With notation as in Setting 2.1.1, choose a canonical divisor KX of
X := SpecR such that −(KX + D) is an effective Weil divisor G with no common
components with D, and fix ωR = R(KX) to be the corresponding fractional ideal of R.
Then

τD(ωR,Γ) = τD(R,D + Γ +G)

as fractional ideals of R. In particular, τD(ωR,Γ) exists.

Proof. By the definition of test ideals along D, we see that τD(R,D + Γ + G) is a
submodule of ωR(D) = R(−G) ⊆ R. Since

HomR(F e
∗R(d(pe − 1)(D + Γ +G)e), R) ∼= HomR(F e

∗ωR(peD + d(pe − 1)Γe), ωR(D)),

τD(R,D+ Γ +G) is the smallest submodule M of ωR(D) with M ∩R◦,D 6= ∅ satisfying
the condition (b) in Definition 2.1.2. On the other hand, a submodule N of ωR(D)
satisfies that N ∩ R◦,D 6= ∅ if and only if there exists an element c ∈ R◦,D such that
cωR(D) ⊆ N , which is equivalent to the condition (a) in Definition 2.1.2. Therefore,
τD(R,D + Γ +G) coincides with τD(ωR,Γ).

Remark 2.1.5. Thanks to Lemma 2.1.4, several basic properties of τD(ωR,Γ) can be
deduced from the corresponding properties of τD(R,∆). For example,

(1) the formation of τD(ωR,Γ) commutes with localization,

(2) if (R,m) is local, then the formation of τD(ωR,Γ) commutes with m-adic comple-
tion, and

(3) if B is an effective Cartier divisor on SpecR such that B has no common com-
ponent with D, then τD(ωR,Γ +B) = τD(ωR,Γ)⊗R R(−B).

For each integer e ⩾ 1, let

R→ F e
∗R ↪→ F e

∗R(d(pe − 1)(D + Γ)e) (?)

be the composite of the e-times iterated Frobenius map R→ F e
∗R and the pushforward

of the natural inclusion R ↪→ R(d(pe − 1)(D + Γ)e) by F e.

Definition 2.1.6. With notation as in Setting 2.1.1, suppose that (R,m) is local of
dimensional d. Tensoring (?) with ID := R(−D) and taking local cohomology, one has
a map

F e
D,Γ : Hd

m(ID)→ Hd
m(ID(d(pe − 1)Γe)),

where ID(d(pe − 1)Γe) := R(−D + d(pe − 1)Γe). The submodule 0∗DΓ

Hd
m(ID)

of Hd
m(ID)

consists of all elements z ∈ Hd
m(ID) for which there exists an element c ∈ R◦,D such

that
cF e

D,Γ(z) = 0 ∈ Hd
m(ID(d(pe − 1)Γe))

for all large e.
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Lemma 2.1.7. With notation as in Setting 2.1.6, let ER(R/m) be an injective hull of
the residue field R/m. Then

τD(ωR,Γ) = AnnωR(D) 0∗DΓ

Hd
m(ID)

,

the annihilator of 0∗DΓ

Hd
m(ID)

in ωR(D) with respect to the duality pairing

ωR(D)×Hd
m(ID)→ ER(R/m).

Proof. This follows from an argument analogous to [51, Theorem 6.3].

In Proposition 2.1.8 and Lemma 2.1.9, we assume that D is a prime divisor for
simplicity. We then fix a choice of I+D and use the following notation. Given a module-
finite extension S of R contained in R+ with S normal, we define the submodule
IS(ωR(D),Γ) of ωR(D) as

IS(ωR(D),Γ) = Im(Trπ : π∗ωS(DS − bπ∗Γc)→ ωR(D)),

where π : SpecS → SpecR is the finite surjective morphism induced by the inclusion
R ↪→ S and DS is the prime divisor on SpecS such that I+D ∩ S = S(−DS). When
Γ = 0, this submodule is simply denoted by IS(ωR(D)).

Proposition 2.1.8. With notation as above and as in Setting 2.1.1, suppose that D
is a prime divisor and Γ is Q-Cartier.

(1) For every module-finite extension S of R contained in R+ with S normal, one
has

τD(ωR,Γ) ⊆ IS(ωR(D),Γ).

(2) There exists a module-finite extension S of R contained in R+ such that S is
normal, π∗Γ is Cartier, and the equality holds in (1), that is,

τD(ωR,Γ) = IS(ωR(D),Γ).

Proof. (1) First note that the formation of IS(ωR(D),Γ) commutes with localization.
Therefore, by Remark 2.1.5 (1), we may assume that (R,m) is local. By the minimality
of τD(ωR,Γ), it suffices to show that the submodule IS(ωR(D),Γ) of ωR(D) satisfies
conditions (a) and (b) in Definition 2.1.2.

To verify the condition (a), by localizing at the generic point of D, we may assume

that R is an F -finite DVR, S is a Dedekind domain and Γ = 0. Let R̂ denote the
completion of R, D̂ denote the flat pullback of D via the canonical morphism Spec R̂→
SpecR, and set Ŝ := S ⊗R R̂. The R̂-algebra Ŝ is isomorphic to a finite product
S1 × · · · × Sr of complete DVRs (Si, ni), and S(−DS)Ŝ is a maximal ideal of Ŝ. After

reindexing, we may assume that S(−DS)Ŝ ∼= n1 × S2 × · · · × Sr. Then one has

IS(ωR(D))⊗R R̂ = Im
(
π1∗ωS1(DS1)→ ωR̂(D̂)

)
+

r∑
i=2

Im
(
πi∗ωSi

→ ωR̂(D̂)
)
,
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where πi : SpecSi → Spec R̂ is the finite surjective morphism induced by R̂ → Ŝ →
Si and DS1 is the prime divisor on SpecS1 corresponding to n1. To verify that

IS(ωR(D)) = ωR(D), it suffices to show that Im(π1∗ωS1(DS1) → ωR̂(D̂)) = ωR̂(D̂).
Therefore, we can restrict our attention to the case where R and S are both complete
DVRs. It follows from Proposition 1.4.11 and Lemma 2.1.4 that τD(ωR) ⊆ IS(ωR(D)).
Conversely, since R is an F -finite DVR and D is the divisor corresponding to the max-
imal ideal m, it is straightforward to check that τD(ωR) = ωR(D). Consequently, we
conclude that IS(ωR(D)) = ωR(D).

It remains to verify that IS(ωR(D),Γ) satisfies the condition (b) in Definition 2.1.2.
For any nonzero element F e

∗ c ∈ F e
∗R, we have the following commutative diagram:

F e
∗π∗ωS(DS − bπ∗Γc) � � //

F e
∗Trπ

��

F e
∗π∗ωS(peDS − bπ∗Γc)π∗TrFe (F e

∗ c· )//

F e
∗Trπ

��

π∗ωS(DS − bπ∗Γc)
Trπ

��
F e
∗ωR(D) �

� // F e
∗ωR(peD)

TrFe (F e
∗ c· ) // ωR(D).

Since

HomR(F e
∗ωR(peD + d(pe − 1)Γe), ωR(D)) ⊆ HomR(F e

∗ωR(peD), ωR(D))

and HomR(F e
∗ωR(peD), ωR(D)) is generated by TrF e : F e

∗ωR(D)→ ωR(D) as an F e
∗R-

module, the commutativity of the above diagram ensures that IS(ωR(D),Γ) satisfies
the condition (b).

(2) By [4, Lemma 4.15], there exists a finite separable extension R′ of R contained
in R+ such that R′ is normal and ν∗Γ is Cartier, where ν : SpecR′ → SpecR is the
finite surjective morphism induced by the inclusion R ↪→ R′. Since Γ has no component
equal to D, the morphism ν is étale over the generic point of D by its construction
(see the first paragraph of the proof of [39, Theorem 6.6]). Let D′ be the prime divisor
on SpecR′ such that I+D ∩R′ = R(−D′). It then follows from [39, Proposition 6.5] and
Lemma 2.1.4 that

τD(ωR,Γ) = Trν(ν∗τD′(ωR′ , ν∗Γ)).

On the other hand, for every finite surjective morphism ρ : SpecS → SpecR′ with S
normal, one has

Trν◦ρ((ν ◦ ρ)∗ωS(DS − b(ν ◦ ρ)∗Γc)) = Trν(ν∗Trρ(ρ∗ωS(DS − bρ∗ν∗Γc))).

Therefore, replacing R with R′ and Γ with Γ′, we may assume that Γ is a Cartier
divisor. Furthermore, by Remark 2.1.5 (3) and the projection formula, we can reduce
the problem to the case where Γ = 0.

Finally, we will prove that there exists a module-finite extension S of R contained
in R+ such that S is normal and τD(ωR) = IS(ωR(D)). It follows from repeated
applications of Lemma 2.1.9.



39

Lemma 2.1.9. With notation as in Proposition 2.1.8, let S be a module-finite exten-
sion of R contained in R+ with S normal. Note that τD(ωR) ⊆ IS(ωR(D)) by Propo-
sition 2.1.8 (1). If τD(ωR) 6= IS(ωR(D)), then there exists a module-finite extension T
of S contained in R+ such that T is normal and

Supp IT (ωR(D))/τD(ωR) ( Supp IS(ωR(D))/τD(ωR).

Proof. Let η be a minimal prime of Supp IS(ωR(D))/τD(ωR), and Rη, Sη and Dη

denote the localization of R, S and D at η, respectively, and let d = dimRη. Note that
taking absolute integral closure commutes with localization, that is, (R+)η ∼= (Rη)

+ and
(I+D)η ∼= I+Dη

. Since the formation of IT (ωR(D)) and τD(ωR) commutes with localization
(see Remark 2.1.5 (1)), we have the following sequence:

ωSη(DSη) ↠ ISη(ωRη(Dη))/τDη(ωRη) ↪→ ωRη(Dη)/τDη(ωRη).

By Lemma 2.1.7, applying the Matlis dual functor (−)∨ := HomRη(−, ERη(Rη/ηRη))
yields the sequence

Hd
ηRη

(Sη(−DSη))←↩ (ISη(ωRη(Dη))/τDη(ωRη))∨ ↞ 0
∗DηDη

Hd
ηRη

(IDη )
.

Here, to obtain the isomorphism (ωRη(Dη)/τDη(ωRη))∨ ∼= 0
∗DηDη

Hd
ηRη

(IDη )
, we utilized the

fact that the formation of τDη(ωRη) commutes with completion (see Remark 2.1.5 (2)).
We will show below that there exists a module-finite extension T of S contained in
R+ such that T is normal and the image of (ISη(ωRη(Dη))/τDη(ωRη))∨ vanishes in
Hd
ηRη

(Tη(−DTη)). By the commutativity of the diagram

Hd
ηRη

(Sη(−DSη))

��

(ISη(ωRη(Dη))/τDη(ωRη))∨? _oo

����
Hd
ηRη

(Tη(−DTη)) (ITη(ωRη(Dη))/τDη(ωRη))∨,? _oo

this vanishing ensures that (ITη(ωRη(Dη))/τDη(ωRη))∨ = 0. Consequently, η does not
lie in the support of IT (ωR(D))/τD(ωR), which implies the assertion of Lemma 2.1.9.

Set NS := (ISη(ωRη(Dη))/τDη(ωRη))∨. The Rη-module NS has finite length by the
choice of η, and we have the following commutative diagram:

0
∗DηDη

Hd
ηRη

(IDη )

� � //

����

Hd
ηRη

(IDη) // //

��

Hd
ηRη

(Rη)

��
NS

� � // Hd
ηRη

(Sη(−DSη)) // // Hd
ηRη

(Sη).

Since the image of 0
∗DηDη

Hd
ηRη

(IDη )
in Hd

ηRη
(Rη) is stable under Frobenius action, the image

of NS in Hd
ηRη

(Sη) is also stable under Frobenius action. It then follows from the equa-

tional lemma [30, Lemma 2.2] (see also [4]) that the image of NS vanishes in Hd
ηRη

(R+
η ).
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Noting that R+
η is a big Cohen-Macaulay Rη-algebra, and therefore Hd−1

ηRη
(R+

η ) = 0, we
can consider the following commutative diagram with exact rows:

Hd−1
ηRη

(Sη/Sη(−DSη)) //

��

Hd
ηRη

(Sη(−DSη)) //

α

��

Hd
ηRη

(Sη)

β

��

// 0

0 // Hd−1
ηRη

((Rη/IDη)+)
f // Hd

ηRη
(I+Dη

)
g // Hd

ηRη
(R+

η ) // 0.

Simple diagram chasing shows the existence of a finitely generated Rη-submodule M+

of Hd−1
ηRη

((Rη/IDη)+) such that f(M+) = α(NS). Since 0
∗DηDη

Hd
ηRη

(IDη )
is stable under the

map FDη : Hd
ηRη

(IDη) → Hd
ηRη

(IDη), its image α(NS) is also stable under the induced

map Hd
ηRη

(I+Dη
) → Hd

ηRη
(I+Dη

). The injectivity of f consequently ensures that M+ is
stable under Frobenius action. Applying the equational lemma again, we deduce that
α(NS) ∼= M+ = 0. Thus, by the finite generation of NS, there exists a module-finite
extension T of S contained in R+ such that T is normal and the image of NS vanishes
in Hd

ηRη
(Tη(−DTη)).

Corollary 2.1.10. With notation as in Setting 2.1.1, suppose that D is a prime divisor
and KX +D + Γ is Q-Cartier. Fix a choice of I+D .

(1) For every module-finite extension S of R contained in R+ with S normal, one
has

τD(R,D + Γ) ⊆ Im(Trπ : π∗OY (KY − bπ∗(KX +D + Γ)c+DS)→ K(X)),

where Y := SpecS
π−→ X is the finite morphism induced by the inclusion R ↪→ S

and DS is the prime divisor such that S(−DS) = I+D ∩ S.

(2) There exists a module-finite extension S of R contained in R+ such that S is a
normal domain and the equality holds in the inclusion in (1).

Proof. The assertion follows directly from combining Lemma 2.1.4 with Proposition
2.1.8.

2.2 A generalization of plus closure

In this section, we introduce a generalization of plus closure to give another description
of test ideals along divisors. For the theory of classical plus closure, the reader is
referred to [24] and [53].

We work with the following setting.

Setting 2.2.1. Let R be a d-dimensional F -finite normal local domain, ∆ be an effec-
tive Q-Weil divisor and D be a prime divisor on X := SpecR such that no component
of ∆ is equal to D. We fix a choice of I+D , and let Λ denote the set of module-finite
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extensions Rλ of R, contained in R+, such that each Rλ is a normal domain. When
Rλ belongs to Λ, we write the morphism corresponding to the inclusion R ↪→ Rλ by
πλ : Xλ := SpecRλ → X.

Definition 2.2.2. With notation as in Setting 2.2.1, for each Rλ ∈ Λ, let Dλ denotes
the prime divisor on SpecRλ such that Rλ(−Dλ) = I+D ∩Rλ.

(1) The R+-module I+D(D + ∆) is defined as

I+D(D + ∆) = lim−→
Rλ

Rλ(bπ∗
λ(D + ∆)−Dλc).

(2) Given an ideal J of R, the (D+∆)-plus closure J+D(D+∆) of J along D is defined
to be the ideal J(I+D(D + ∆)) ∩R.

(3) Given an R-module M , the (D+∆)-plus closure 0
+D(D+∆)
M of the zero submodule

along D is defined to be the kernel of the natural map M →M ⊗R I+D(D + ∆).

Remark 2.2.3. An element x ∈ R belongs to J+D(D+∆) if and only if x does to 0
+D(D+∆)
R/J ,

where x is the image of x under the canonical surjection R→ R/J .

Proposition 2.2.4. With notation as in Setting 2.2.1, suppose that KX + D + ∆ is
Q-Cartier, that is, r(KX + D + ∆) = div f for some integer r ⩾ 1 and some nonzero
element f ∈ R. Then

0
∗D(D+∆)

Hd
m(ωR)

= ker

(
Hd

m(ωR)
·f

1
r−−→ Hd

m(I+D)

)
,

where Hd
m(ωR)

·f
1
r−−→ Hd

m(I+D) is a map induced by the multiplication by f
1
r .

Proof. By Corollary 2.1.10, there exists a module-finite extension Rλ ∈ Λ such that
f 1/r ∈ Rλ and

τD(R,D + ∆) = Im(Trπµ : πµ∗OXµ(KXµ − π∗
µ(KX +D + ∆) +Dµ)→ OX)

holds for all Rµ ∈ Λ containing Rλ. Taking its Matlis dual, one has

0
∗D(D+∆)

Hd
m(ωR)

= ker

(
Hd

m(ωR)
·f

1
r−−→ Hd

m(IDλ
)

)
.

Then taking its direct limit yields the desired equality

0
∗D(D+∆)

Hd
m(ωR)

= ker

(
Hd

m(ωR)
·f

1
r−−→ Hd

m(I+D)

)
.
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Lemma 2.2.5. In the setting of Proposition 2.2.4,

Hd
m(ωR ⊗R I+D(D + ∆))

·f
1
r−−→ Hd

m(I+D)

is an isomorphism.

Proof. We consider only Rλ ∈ Λ such that f
1
r ∈ Rλ, that is, π∗

λ(KX + D + ∆) is a
Cartier divisor on SpecRλ. A natural injection

ωR ⊗R Rλ(π
∗
λ(D + ∆)−Dλ) ↪→ Rλ(π

∗
λ(KX +D + ∆)−Dλ).

is an isomorphism on the regular locus of X, that is, an isomorphism in codimension
one, which yields an isomorphism

Hd
m(ωR ⊗R Rλ(π

∗
λ(D + ∆)−Dλ)) ∼= Hd

m(Rλ(π
∗
λ(KX +D + ∆)−Dλ)).

Therefore, we have

Hd
m(ωR ⊗R I+D(D + ∆)) ∼= lim−→

Rλ

Hd
m(ωR ⊗R Rλ(π

∗
λ(D + ∆)−Dλ))

∼= lim−→
Rλ

Hd
m(Rλ(π

∗
λ(KX +D + ∆)−Dλ))

∼= Hd
m(lim−→

Rλ

(Rλ(π
∗
λ(KX +D + ∆)−Dλ)))

∼= Hd
m(I+D ⊗Rλ

Rλ(div f
1
r ))

∼= Hd
m(I+D),

where the last isomorphism is induced by the multiplication by f
1
r .

Proposition 2.2.6. With notation as in Proposition 2.2.4, we have

τD(R,D + ∆) =
⋂
J

(J : J+D(D+∆)),

where J runs through all ideals of R.

Proof. By Proposition 2.2.4 and Lemma 2.2.5,

0
∗D(D+∆)

Hd
m(ωR)

= ker(Hd
m(ωR)→ Hd

m(ωR ⊗R I+D(D + ∆)))

= ker(Hd
m(ωR)→ Hd

m(ωR)⊗R I+D(D + ∆))

= 0
+D(D+∆)

Hd
m(ωR)

.

Since R is approximately Gorenstein, the assertion follows from an argument similar
to [12, Proposition 3.3.1 (4)] and [23, Proposition 8.23].
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2.3 A characterization of adjoint ideals via ultra-

products

In this section, we give a characterization of the adjoint ideal adjD(X,D + ∆) via
ultraproducts when KX +D + ∆ is Q-Cartier. We work with the following setting.

Setting 2.3.1. Let (R,m) be a d-dimensional normal local domain essentially of finite
type over C, ∆ be an effective Q-Weil divisor and D be a prime divisor on X := SpecR
such that no component of ∆ is equal to D. Let (Rp)p∈P , (Dp)p∈P and (∆p)p∈P be
approximations of R, D and ∆, respectively. Fix choices of I+Dp

, which is equivalent to

fixing local ring homomorphisms R+
p → (Rp/IDp)+, for almost all p.

First we generalize Schoutens’ “canonical” big Cohen-Macaulay algebras B(R) to
the pair setting.

Definition 2.3.2. With notation as in Setting 2.3.1, the R+-algebra B(R) is defined
as

B(R) = ulim
p

R+
p .

The B(R)-modules B(ID) and B(ID, D + ∆) are defined as

B(ID) = ulim
p

(I+Dp
), B(ID, D + ∆) = ulim

p
(I+Dp

(Dp + ∆p)),

respectively.

Remark 2.3.3. Definition 2.3.2 is an abuse of notation since B(ID) and B(ID, D + ∆)
depend on the choices of (I+Dp

)p∈P and are not uniquely determined by ID and D +
∆. If σ : B(R) → B(R/ID) is the homomorphism induced by the fixed local ring
homomorphisms (Rp)

+ → (Rp/IDp)+, then

0→ B(ID)→ B(R)
σ−→ B(R/ID)→ 0

is an exact sequence.

We define a closure operation in equal characteristic zero, using B(ID, D + ∆).

Definition 2.3.4. (1) Given an ideal J ⊆ R, the ideal JBD(D+∆) ⊆ R is defined to
be JB(ID, D + ∆) ∩R.

(2) Given an R-module M , the submodule 0
BD(D+∆)
M is defined to be the kernel of

the natural map M →M ⊗R B(ID, D + ∆).

(3) The following ideals are equal to each other (cf. [23, Proposition 8.23] and [12,
Proposition 3.3.1]), and are collectively denoted by τB,D(R,D + ∆).

(a)
⋂
M AnnR 0

BD(D+∆)
M , where M runs through all R-modules.
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(b) AnnR 0
BD(D+∆)
E , where E = ER(R/m) is an injective hull of the residue field

R/m.

(c)
⋂
J(J : JBD(D+∆)), where J runs through all ideals of R.

In order to prove the main theorem in this section, we need the following two
lemmas.

Lemma 2.3.5. If KX +D+ ∆ is Q-Cartier, then (τDp(Rp, Dp+ ∆p))p∈P is an approx-
imation of the adjoint ideal adjD(X,D + ∆).

Proof. When KX + D + ∆ is Q-Cartier, modulo p reductions of the adjoint ideal
adjD(X,D + ∆) coincide with the test ideals τDµ(Rµ, Dµ + ∆µ), where (Rµ, Dµ,∆µ)
are modulo p reductions of (R,D,∆), by essentially the same argument as the proof of
[59, Theorem 5.3]. The assertion then follows from an argument similar to Proposition
1.5.48.

Lemma 2.3.6. With notation as in Setting 2.3.1, the natural map

βD : Hd
m(B(ID))→ ulim

p
Hd

mp
(I+Dp

)

is injective.

Proof. As mentioned in Remark 2.3.3, the exact sequences

0→ I+Dp
→ R+

p → (Rp/IDp)+ → 0

for almost all p induce the exact sequence

0→ B(ID)→ B(R)→ B(R/ID)→ 0.

Note that R+
p and (Rp/IDp)+ are big Cohen-Macaulay algebras for almost all p by [24]

and that B(R) and B(R/ID) are big Cohen-Macaulay R+-algebras by [45]. Thus, we
have the following commutative diagram with exact rows:

0 // Hd−1
m (B(R/ID)) //

α

��

Hd
m(B(ID))

βD
��

// Hd
m(B(R)) //

γ

��

0

0 // ulim
p

Hd−1
mp

((Rp/IDp)+) // ulim
p

Hd
mp

(I+Dp
) // ulim

p
Hd

mp
(R+

p ) // 0.

Since α and γ are injective by Lemma 1.5.72, so is the homomorphism βD.

The main result in this section is now stated as follows.

Theorem 2.3.7. If KX +D + ∆ is Q-Cartier, then

0
BD(D+∆)

Hd
m(ωR)

= AnnHd
m(ωR) adjD(X,D + ∆).

Taking the annihilator of both sides in R yields the equality

τB,D(R,D + ∆) = adjD(X,D + ∆).
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Proof. First we will prove that 0
BD(D+∆)

Hd
m(ωR)

⊆ AnnHd
m(ωR) adjD(X,D + ∆). It suffices to

show that τB,D(R,D + ∆) ⊇ adjD(X,D + ∆), that is, J : JBD(D+∆) ⊇ adjD(R,D + ∆)
for every ideal J ⊆ R. Fix x ∈ JBD(D+∆) and a ∈ adjD(R,D+ ∆), and let (xp)p∈P and
(ap)p∈P be approximations of x and a, respectively. By the definition of JBD(D+∆), xp

is contained in JpI
+
Dp

(Dp+∆p), that is, xp ∈ J
+Dp (Dp+∆p)
p for almost all p. On the other

hand, by Lemma 2.3.5, ap is contained in τDp(Rp, Dp + ∆p) for almost all p. It follows
from Proposition 2.2.6 that apxp ∈ Jp for almost all p, which implies that ax ∈ J .
Thus, we have the desired containment.

Next we will prove the reverse containment. We may assume that d ⩾ 1. Take a
log resolution µ : Y → X of the pair (X,D+ ∆) and let Z = µ−1(m) denote the closed
fiber of µ. Set

L = OY (µ∗(KX +D + ∆)− µ−1
∗ D)

and let δ : Hd
m(ωR)→ Hd

Z(Y,L) be the map induced by the edge maps of the spectral
sequence Hp

m(Rqµ∗L) =⇒ Hp+q
Z (L). Let (Yp)p∈P , (Zp)p∈P and (Lp)p∈P be approxima-

tions of Y , Z and L, respectively. Note that one has log resolutions µp : Yp → SpecRp

and Zp = µ−1
p (mp) for almost all p. Then we have a commutative diagram

Hd−1(X \ {m}, ωR)

γ

��

// // Hd
m(ωR)

δ
��

Hd−1(Y,L)

��

// Hd−1(Y \ Z,L) //

ud−1

��

Hd
Z(Y,L)

Hd−1
∞ (Y,L)

ρd−1
∞ // Hd−1

∞ (Y \ Z,L),

where the top horizontal map is surjective and the middle row is exact (see Definition
1.5.62 for the definition of H∞). Similarly, we have the following commutative diagram
where the top horizontal map is surjective and the bottom row is exact for almost all
p:

Hd−1(Xp \ {mp}, ωRp)

γp

��

// // Hd
mp

(ωRp)

δp
��

Hd−1(Yp,Lp)
ρd−1
p // Hd−1(Yp \ Zp,Lp) // Hd

Zp
(Lp).

It is enough to show that ker δ ⊆ 0
BD(D+∆)

Hd
m(ωR)

, because δ is the Matlis dual of the

inclusion adjD(X,D + ∆) ↪→ R and ker δ = AnnHd
m(ωR) adjD(X,D + ∆). Suppose

η ∈ ker δ and take an element ζ ∈ Hd−1(X \ {m}, ωR) that maps to η. Let (ηp)p∈P
and (ζp)p∈P be approximations of η and ζ, respectively. By the commutativity of the
first diagram, ud−1(γ(ζ)) ∈ Im ρd−1

∞ , which implies that γp(ζp) ∈ Im ρd−1
p for almost all

p. Then by the commutativity of the second diagram, ηp ∈ ker δp for almost all p. It
follows from the dual form of Lemma 2.3.5, Proposition 2.2.4 and Lemma 2.2.5 that

ker δp = 0
∗Dp (Dp+∆p)

Hd
mp (ωRp )

= ker(Hd
mp

(ωRp)→ Hd
mp

(ωRp ⊗Rp I
+
Dp

(Dp + ∆p)))
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for almost all p. Therefore, the image of η vanishes in ulimpH
d
mp

(ωRp⊗Rp I
+
Dp

(Dp+∆p)).
Since KX + D + ∆ is Q-Cartier, r(KX + D + ∆) = div f for some integer r ⩾ 1 and
some nonzero element f ∈ R. Fix a module-finite extension S of R contained in R+

such that S is normal and f 1/r ∈ S, and let π : SpecS → SpecR = X denote the
morphism corresponding to the inclusion R ↪→ S. We now consider a commutative
diagram

Hd
m(ωR)

//

∼=
��

ulim
p

Hd
mp

(ωRp)

·f1/r

��

Hd
m(ωR ⊗R R(D)⊗R R(−D))

��
Hd

m(ωR ⊗R S(π∗(D +∆))⊗S B(ID))
·f1/r
∼=

//

��

Hd
m(B(ID))

βD // ulim
p

Hd
mp

(I+Dp
)

Hd
m(ωR ⊗R B(ID, D +∆))

∼=
��

Hd
m(ulimp

ωRp ⊗Rp I
+
Dp

(Dp +∆p)) // ulim
p

Hd
mp

(ωRp ⊗Rp I
+
Dp

(Dp +∆p)),

∼= ·f1/r

OO

where βD is injective by Lemma 2.3.6 and the isomorphisms in the lower left and
lower right are consequences of Lemma 1.5.56 and Lemma 2.2.5, respectively. By the
commutativity of this diagram, the image of η has to be zero in Hd

m(ωR ⊗R S(π∗(D +
∆))⊗S B(ID)). Thus,

η ∈ ker(Hd
m(ωR)→ Hd

m(ωR ⊗R B(ID, D + ∆)))

= ker(Hd
m(ωR)→ Hd

m(ωR)⊗R B(ID, D + ∆))

= 0
BD(D+∆)

Hd
m(ωR)

.

2.4 Pullback of divisors

In this section, we discuss how to pullback Weil divisors. Our main reference is [14,
Section 2]. Although morphisms are assumed to be birational in loc. cit., essentially
the same arguments work in our setting.

Definition 2.4.1 (cf. [14, Section 2]). Let R ↪→ S be an injective homomorphism be-
tween Noetherian normal domains and ϕ : SpecS → SpecR denote the corresponding
morphism.
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(1) Suppose that D is a Weil divisor D on SpecR. The cycle-theoretic pullback ϕ♮D
of D under ϕ is the Weil divisor

ϕ♮D =
∑
E

vE(R(−D))E,

where E runs through all prime divisors on SpecS and vE is the discrete valuation
associated to E.

(2) Suppose that Γ is a Q-Weil divisor on SpecR. The pullback ϕ∗Γ of Γ under ϕ is
the R-Weil divisor

ϕ∗Γ =
∑
E

(
inf
m

vE(R(−mΓ))

m

)
E,

where E runs through all prime divisors on SpecS and the infimum is taken over
all integers m ⩾ 1 such that mΓ is an integral Weil divisor. If Γ is Q-Cartier,
then this definition coincides with the classical definition of pullback.

Remark 2.4.2. (1) S(−ϕ♮D) = (R(−D)S)∗∗, where (−)∗∗ denotes the reflexive hull
as an S-module.

(2) If D1 and D2 are Weil divisors on SpecR, then ϕ♮(D1 +D2) ⩽ ϕ♮D1 +ϕ♮D2 holds
and the inequality is strict in general.

(3) One generally has the inequality ϕ∗D ⩽ ϕ♮D. If ϕ is flat, then ϕ♮D = ϕ∗D,
which also coincides with the flat pullback of D under ϕ.

(4) Definition 2.4.1 can be generalized to the case of dominant morphisms ϕ : Y →
X between normal (not necessarily affine) varieties. If ϕ is a small birational
morphism, then ϕ∗D is nothing but the strict transform of D on Y (see [9,
Remark 2.12]).

Throughout this section, we work with the following setting.

Setting 2.4.3. Let k be an algebraically closed field. Suppose that R ↪→ S is an
injective k-algebra homomorphism between normal domains essentially of finite type
over k and ϕ : SpecS → SpecR is the corresponding morphism. Let Λ (resp. M)
be the set of module-finite extensions Rλ (resp. Sµ) of R (resp. S), contained in R+

(resp. S+), such that each Rλ (resp. Sµ) is a normal domain. When Rλ (resp. Sµ)
belongs to Λ (resp. M), we write the morphism corresponding to the inclusion R ↪→ Rλ

(resp. S ↪→ Sµ) by πλ : SpecRλ → SpecR (resp. ρµ : SpecSµ → SpecS).

Proposition 2.4.4. With notation as in Setting 2.4.3, take Rλ ∈ Λ and Sµ ∈M such
that Rλ is contained in Sµ and let ϕλµ : SpecSµ → SpecRλ denote the corresponding
morphism. For a Weil divisor D on SpecR, one has an inequality

ρ∗µϕ
♮D ⩾ ϕ♮λµπ

∗
λD

of Weil divisors on SpecSµ.
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Proof. Let Fµ be a prime divisor on SpecSµ and F = ρµ(Fµ) denote the image of Fµ
under ρµ. Then

ordFµ(ϕ♮λµπ
∗
λD) = vFµ((IDRλ)

∗∗) ⩽ vFµ(ID)

= vFµ(IF )vF (ID)

= ordFµ(F ) ordF (ϕ♮D)

= ordFµ(ρ∗µϕ
♮D),

where (IDRλ)
∗∗ is the reflexive hull of IDRλ as an Rλ-module.

Remark 2.4.5. Cycle-theoretic pullback does not commute with finite pullback, that is,
the inequality in Proposition 2.4.4 is strict in general. For example, let S = C[x, y, z]
be the 3-dimensional polynomial ring over C and R = C[xy2, xyz, xz2] be a subring of
S. Consider the module-finite extension Rλ = C[

√
xy,
√
xz] of R and the module-finite

extension Sµ = C[
√
x, y, z] of S.

SpecC[
√
x, y, z]

φλµ //

ρµ

��

SpecC[
√
xy,
√
xz]

πλ
��

SpecC[x, y, z]
φ // SpecC[xy2, xyz, xz2]

Let D be a prime divisor on SpecC[xy2, xyz, xz2] defined by the prime ideal (xy2, xyz)
of height one. Then π∗

λD = div
√
xy and ϕ♮λµπ

∗
λD = div

√
x+div y. On the other hand,

ϕ♮D = div x+ div y and ρ∗µϕ
♮D = 2 div

√
x+ div y.

Proposition 2.4.6. With notation as in Setting 2.4.3, suppose in addition that R ↪→ S
is a pure local homomorphism. For a prime divisor D on SpecR, one has

S(−ϕ♮D) ∩R = R(−D).

Proof. First note that ϕ is surjective since R ↪→ S is pure. Pick a prime ideal r of S
lying over R(−D). Let A and B be normal domains of finite type over k and let p
and q be prime ideals of A and B, respectively such that R ∼= Ap, S ∼= Bq and the
inclusion R ↪→ S is induced by a k-algebra homomorphism A → B. Take a minimal
prime divisor s of (ID ∩ A)B contained in r ∩ B. It is easy to see from [40, Theorem
15.1] that ht s = 1. Then sS is a height one prime of S and we have containments
IDS ⊆ sS ⊆ r, which implies that Iφ♮D ⊆ sS and consequently Iφ♮D ∩R = ID.

The following proposition is one of the key ingredients in the study of the behavior
of adjoint ideals under pure morphisms.

Proposition 2.4.7. With notation as in Setting 2.4.3, let D be a prime divisor on
SpecR, and suppose that the cycle-theoretic pullback E := ϕ♮D of D under ϕ is a
prime divisor and dominates D. Let Γ (resp. ∆) be an effective Q-Weil divisor on
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SpecR (resp. SpecS) that has no component equal to D (resp. E), and suppose that
∆ ⩾ ϕ∗Γ. Fix choices of I+D and I+E such that the following diagram commutes:

0 // I+D
//

��

R+ //

��

(R/ID)+ //

��

0

0 // I+E
// S+ // (S/IE)+ // 0

Then there exists a natural inclusion

I+D(D + Γ) ↪→ I+E (E + ∆).

Proof. Take λ ∈ Λ and µ ∈M such that Rλ is contained in Sµ, and let ϕλµ : SpecSµ →
SpecRλ denote the corresponding morphism and Dλ (resp. Eµ) denote the prime
divisor on SpecRλ (resp. SpecSµ) such that Rλ(−Dλ) = I+D ∩ Rλ (resp. Sµ(−Eµ) =
I+E ∩ Sµ). It suffices to show the inclusion

Rλ(bπ∗
λ(D + Γ)−Dλc) ↪→ Sµ(bρ∗µ(E + ∆)− Eµc).

For any nonzero element f ∈ Rλ(bπ∗
λ(D + Γ) − Dλc) and any prime divisor Fµ on

SpecSµ, we will show that ordFµ(divSµ f + ρ∗µ(E + ∆) − Eµ) ⩾ 0. First consider the
case where Fµ 6= Eµ. By assumption,

inf
m

vFµ(R(−mΓ))

m
= ordFµ(ρ∗µϕ

∗Γ) ⩽ ordFµ(ρ∗µ∆),

where the infimum is taken over all integers m ⩾ 1 such that mD is an integral Weil
divisor. Since

fmRλ(−π∗
λD)mR(−mΓ) ⊆ Rλ(−mDλ) ⊆ Sµ

for such m, one has

ordFµ(divSµ f + ρ∗µ(E + ∆)− Eµ) = ordFµ(divSµ f + ρ∗µE + ρ∗µ∆)

⩾ ordFµ(divSµ f + ϕ♮λµπ
∗
λD + ρ∗µ∆)

⩾ 0,

where the middle inequality follows from Proposition 2.4.4.
Next we treat the case where Fµ = Eµ. Since E dominates D, the prime divisor

Eµ dominates Dλ. Also, ordDλ
π∗
λΓ = ordEµ ρ

∗
µ∆ = 0 by assumption. Therefore, by

Proposition 2.4.4,

ordEµ(divSµ f + ρ∗µ(E + ∆)− Eµ) ⩾ ordEµ(divSµ f + ϕ♮λµπ
∗
λD)− 1

⩾ ordDλ
(divRλ

f + π∗
λD)− 1

= ordDλ
(divRλ

f + π∗
λ(D + Γ)−Dλ)

⩾ 0.
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Cycle-theoretic pullback commutes with taking approximations.

Proposition 2.4.8. Suppose that R ↪→ S is an injective local C-algebra homomorphism
between normal local rings essentially of finite type over C and ϕ : SpecS → SpecR is
the corresponding morphism. Let D be a Weil divisor on SpecR and E := ϕ♮D be the
cycle-theoretic pullback of D under ϕ. If (ϕp : SpecSp → SpecRp)p∈P , (Dp)p∈P , (Ep)p∈P
are approximations of ϕ,D,E, respectively, then Ep is the cycle-theoretic pullback of
Dp under ϕp for almost all p.

Proof. Suppose that p1, . . . , pn are all the minimal prime ideals of IDS. Let (pip)p∈P be
an approximation of pi for each i = 1, . . . , n, and then by [44, Theorem 4.4], p1p, . . . , pnp
are all the minimal prime ideals of IDpSp for almost all p. By reindexing, if necessary,
we may assume that ht pi = 1 for i = 1, . . . ,m and ht pi ⩾ 2 for i = m+ 1, . . . , n. Let
Ei denote the prime divisor on SpecS defined by pi and li denote the positive integer
such that IDSpi = tlii Spi , where ti is a uniformizer of the DVR Spi , for i = 1, . . . ,m. It
then follows from Remark 2.4.2 (1) that E =

∑
1⩽i⩽m liEi.

On the other hand, let Eip be the prime divisor on SpecSp defined by pip for
i = 1, . . . ,m and for almost all p. Since IDp(Sp)pip = (IDSpi)p and ht pi = ht pip for
almost all p (see [44, Theorem 4.5] for the second equality), the cycle-theoretic pullback
of Dp under ϕp is

∑
1⩽i⩽m liEip for almost all p, which completes the proof.

The pullback of an approximation of a Weil divisor can be estimated from above
by using an approximation of the pullback of this divisor.

Proposition 2.4.9. Suppose that R ↪→ S is an injective local C-algebra homomorphism
between normal local domains essentially of finite type over C and ϕ : SpecS → SpecR
is the corresponding morphism. Let Γ be an effective Q-Weil divisor on SpecR, and fix
an integer m ⩾ 1 such that mΓ is an integral Weil divisor. Considering approximations
of Γ, ϕ∗Γ and ϕ♮mΓ, for every real number ε > 0, one has

(ϕ∗Γ)p + ε(ϕ♮mΓ)p ⩾ ϕ∗
pΓp

for almost all p.

Proof. Fix a real number ε > 0 and take a sufficiently large integer n so that

vE(R(−mnΓ))

mn
⩽ ordE(ϕ∗Γ + εϕ♮mΓ)

for all prime divisors E on SpecS. Since vEp(Rp(−mnΓp)) = vE(R(−mnΓ)) for almost
all p, where (Ep)p∈P is an approximation of E, this inequality implies that

ordEp ϕ
∗
pΓp ⩽

vEp(Rp(−mnΓp))

mn
⩽ ordEp((ϕ∗Γ)p + ε(ϕ♮mΓ)p)

for almost all p.
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2.5 Faithfully flat descent of adjoint ideals

In this section, we prove the faithfully flat descent property of adjoint ideals. First,
following an idea from [9], we extend the correspondence between adjoint ideals and
test ideals along divisors to rings with finitely generated anti-canonical algebras.

Lemma 2.5.1. Suppose that X is an F -finite normal integral scheme, D is a reduced
divisor and ∆ is an effective Q-Weil divisor on X such that D and ∆ have no common
components and the OX-algebra

⊕
i⩾0OX(b−i(KX +D+∆)c) is finitely generated. Let

a ⊆ OX be an coherent ideal sheaf whose zero locus contains no components of D and
t > 0 be a rational number. Choose an integer m ⩾ 1 such that mt is an integer, m∆ is
an integral Weil divisor, and the m-th Veronese subring of

⊕
i⩾0OX(b−i(KX+D+∆)c)

is generated in degree one. Then

τD(X,D + ∆, at) = τD(ωX , (O(−m(KX +D + ∆))atm)
1
m ).

For the definition of the right hand side, see Remark 2.1.3.

Proof. This follows from an argument similar to [9, Lemma 5.2].

Lemma 2.5.2. Suppose that X is a normal complex variety, D is a reduced divisor and
∆ is an effective Q-Weil divisor on X such that D and ∆ have no common components
and the OX-algebra ⊕i⩾0OX(b−i(KX +D+∆)c) is finitely generated. Let a ⊆ OX be a
coherent ideal sheaf whose zero locus contains no components of D and t > 0 be a real
number. Let ρ : X ′ = Proj

⊕
i⩾0OX(b−i(KX +D+∆)c)→ X be the Q-Cartierization

of −(KX +D + ∆). Then

adjD(X,D + ∆, at) = ρ∗adjρ∗D(X ′, ρ∗(D + ∆), (aOX′)t).

Proof. An argument analogous to that in [9, Corollary 2.25] is applicable here, by

utilizing adj
(m)
D (X,D+ ∆, at) in the proof of Proposition 1.1.2 instead of Jm(X,∆, at).

We now briefly explain the method for reducing triples (X,D, a), consisting of
varieties, divisors and ideal sheaves, from characteristic zero to positive characteristic.
Our main reference is [26, Chapter 2]. For the case of local rings, see Definition 1.3.9.

Let X be a normal variety over a field k of characteristic zero, D =
∑

i diDi be
an Q-Weil divisor on X and a ⊆ OX be a nonzero coherent ideal sheaf. Choosing a
suitable finitely generated Z-subalgebra A of k, we can construct a scheme XA of finite
type over A and closed subschemes Di,A ⊆ XA such that there exist isomorphisms

X
∼= // XA ×SpecA Spec k

Di

∼= //
?�

OO

Di,A ×SpecA Spec k,
?�

OO
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and set aA := ρ∗a ∩ OXA
, where ρ : X → XA is the projection. We can enlarge A

by localizing at a single nonzero element and subsequently replace XA and Di,A with
their corresponding open subschemes. This enables us to assume that XA, Di,A and aA
are flat over SpecA due to generic freeness. Further enlarging A if necessary, we can
then assume that XA is a normal integral scheme, Di,A is a prime divisor on XA and
aAOX = a. We refer to the triple (XA, DA :=

∑
i diDi,A, aA) as a model of (X,D, a)

over A.
Given an closed point µ ∈ SpecA, let Xµ (resp. Di,µ) denote the fiber of XA →

SpecA (resp. Di,A → SpecA) over µ, and set Dµ =
∑

iDi,µ and aµ = aAOXµ . Then Xµ

is a scheme of finite type over the finite field A/µ. Furthermore, Xµ is a normal variety
over A/µ and Dµ is a Q-Weil divisor on Xµ for general closed points µ ∈ SpecA.

Theorem 2.5.3. With notation as in Lemma 2.5.2, suppose that t is a rational number.
Given a model over a finitely generated Z-subalgebra A of C, we have

adjD(X,D + ∆, at)µ = τDµ(Xµ, Dµ + ∆µ, a
t
µ)

for general closed points µ ∈ SpecA.

Proof. By virtue of Lemmas 2.5.2 and 2.5.1, this follows from an argument similar to
[9, Theorem 6.4].

We remark that flatness is preserved under reduction modulo p.

Proposition 2.5.4. Let g : B → C be a C-algebra homomorphism between rings of
finite type over C, and q be a prime ideal of C. Moreover, set p = q ∩ B, R = Bp

and S = Cq, and suppose that the induced local ring homomorphism gp : R → S
is flat. Given a model over a finitely generated Z-subalgebra A of C, the local ring
homomorphism gp,µ : Rµ → Sµ is flat for general closed points µ ∈ SpecA.

Proof. Since the flat locus of g : B → C is open, by localizing C at a nonzero element
if necessary, we may assume that g is flat. Then, enlarging A if necessary, we may
assume that TorBA

1 (BA/pA, CA) = 0. It follows from [26, Theorem 2.3.5 (e)] that

Tor
Rµ

1 (κ(pµ), Sµ) = Tor
Bµ

1 (Bµ/pµ, Cµ)⊗Cµ Sµ

= TorBA
1 (BA/pA, CA)⊗CA

Sµ

= 0,

which implies that gp,µ : Rµ → Sµ is flat, for general closed points µ ∈ SpecA.

The following lemma is seemingly well-known to experts. However, we include it
here due to the lack of a direct reference.

Lemma 2.5.5. R → S be a flat local ring homomorphism between Noetherian local
rings and M be an R-module. If R is complete, then we have

(AnnRM)S = AnnS(M ⊗R S).
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Proof. For each element x of M , tensoring the exact sequence

0→ AnnR x→ R
·x−→M

with S yield an exact sequence

0→ (AnnR x)S → S
·(x⊗1)−−−→M ⊗R S,

which implies that (AnnR x)S = AnnS(x⊗ 1). Therefore, we have

(AnnRM)S =

(⋂
x∈M

AnnR x

)
S =

⋂
x∈M

((AnnR x)S)

=
⋂
x∈M

AnnS(x⊗ 1)

= AnnS(M ⊗R S),

where the second equality follows from the fact that the homomorphism R → S is
intersection flat by [27, Proposition 5.7 (e)].

Proposition 2.5.6. Let (R,m) → (S, n) be a flat local homomorphism between F -
finite normal local rings of characteristic p > 0, and let ϕ : SpecS → SpecR denote
the corresponding morphism. Let D be a reduced divisor and Γ be an effective Q-Weil
divisor on X := SpecR such that D and Γ have no common components. Suppose that
the flat pullback E := ϕ∗D of D under ϕ is a reduced divisor on Y := SpecS. For any
ideal a ⊆ R whose zero locus contains no components of D and for any real number
t > 0, one has

τE(S,E + ϕ∗Γ, (aS)t) ⊆ τD(R,D + Γ, at)S.

Proof. The inclusion R ↪→ S induces the flat injective local ring homomorphism R̂ ↪→ Ŝ
(see, for example, [54, 0C4G]), and let ϕ̂ : Spec Ŝ → Spec R̂ denote the corresponding
morphism. Then we have the commutative diagram

Spec Ŝ
φ̂ //

ιS

��

Spec R̂

ιR

��
SpecS

φ // SpecR,

where ιR : Spec R̂ → SpecR and ιS : Spec Ŝ → SpecS are the canonical morphisms,
and therefore, ϕ̂∗ι∗RD = ι∗SE. Note that both ι∗RD and ι∗SE are reduced divisors. Since
the formation of test ideals along divisors commutes with completion, we can reduce
the problem to the case where both R and S are complete.

For each integer e ⩾ 1, the inclusion R ↪→ S induces an inclusion

R((pe − 1)D + dpeΓe) ↪→ S((pe − 1)E + dpef ∗Γe).
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Additionally, it induces a containment R◦,D ⊆ S◦,E. This follows from the fact that
every irreducible component of E dominates an irreducible component of D by the

flatness of ϕ. It is then easy to see that 0
∗D(D+Γ,at)
M ⊗R S ⊆ 0

∗E(E+f∗Γ,(aS)t)
M⊗RS

for all
R-modules M , which implies that⋂

M

AnnS(0
∗D(D+Γ,at)
M ⊗R S) ⊇

⋂
M

AnnS(0
∗E(E+f∗Γ,(aS)t)
M⊗RS

)

⊇
⋂
N

AnnS 0
∗E(E+f∗Γ,(aS)t)
N

= τE(S,E + f ∗Γ, (aS)t),

where M (resp. N) runs through all R-modules (resp. S-modules). On the other hand,
R ↪→ S is intersection flat by the completeness of R and [27, Proposition 5.7 (e)], and
consequently, ⋂

M

AnnS(0
∗D(D+Γ,at)
M ⊗R S) =

⋂
M

(
(AnnR 0

∗D(D+Γ,at)
M )S

)
=

(⋂
M

AnnR 0
∗D(D+Γ,at)
M

)
S

= τD(R,D + Γ, at)S,

where the first equality follows from Lemma 2.5.5. Thus, we obtain the desired con-
tainment.

Here is the main result of this section.

Theorem 2.5.7. Let f : Y → X be a faithfully flat morphism between normal complex
varieties. Let D be a reduced divisor and Γ be an effective Q-Weil divisor on X such
that D and Γ have no common components. Suppose that the flat pullback E := f ∗D of
D under f is a reduced divisor on Y and the OX-algebra

⊕
i⩾0OX(b−i(KX +D+ Γ)c)

is finitely generated. For any coherent ideal sheaf a ⊆ OX whose zero locus contains
no components of D and for any real number t > 0, one has

adjE(Y,E + f ∗Γ, (aOY )t) ⊆ adjD(X,D + Γ, at)OY .

Proof. Take an effective Q-Weil divisor ∆ on Y such that ∆ and E have no common
components, KY + E + f ∗Γ + ∆ is Q-Cartier and

adjE(Y,E + f ∗Γ, (aOY )t) = adjE(Y,E + f ∗Γ + ∆, (aOY )t).

After a small perturbation, we may assume that t is a rational number. Given that
the question is local, we can further assume that X = SpecR and Y = SpecS, where
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R and S are normal local rings essentially of finite type over C. Given a model over a
finitely generated Z-subalgebra A of C, it follows from Theorem 2.5.3 that

adjD(X,D + Γ, at)µ = τDµ(Xµ, Dµ + Γµ, a
t
µ),

adjE(Y,E + f ∗Γ + ∆, (aS)t)µ = τEµ(Yµ, Eµ + f ∗
µΓµ + ∆µ, (aµSµ)t)

for general closed points µ ∈ SpecA. Therefore, it is enough to show that

τEµ(Yµ, Eµ + f ∗
µΓµ + ∆µ, (aµSµ)t) ⊆ τDµ(Xµ, Dµ + Γµ, a

t
µ)Sµ

for general closed points µ ∈ SpecA. By observing that all assumptions are preserved
after reduction to characteristic p � 0, such as fµ being flat for general closed points
µ ∈ SpecA by Proposition 2.5.4, this is a direct consequence of Proposition 2.5.6.

The assertion of Theorem 2.5.7 does not hold for pure morphisms.

Example 2.5.8. Let S = C[x, y, z](x,y,z) be a localization of the three-dimensional
polynomial ring over the field C of complex numbers, equipped with an action of the
multiplicative group G = C× defined by

t :


x 7−→ t2x
y 7−→ t−1y
z 7−→ t−1z

,

where t ∈ G. Then the subring R := SG of invariants under the action of G is described
as

C[xy2, xz2, xyz](xy2,xz2,xyz) ∼= (C[u, v, w]/(uv − w2))(u,v,w).

Note that the inclusion R ↪→ S is pure and not flat. Writing X := SpecR, Y := SpecS,
and m for the maximal ideal of R, we observe that J (X,m) = m and J (Y,mOY ) =
(xy, xz)OY , which implies that

J (Y,mOY ) ∩ OX ⊆ J (X,m), J (Y,mOY ) * J (X,m)OY .

2.6 The behavior of adjoint ideals under pure ex-

tensions

In this section, we study the behavior of adjoint ideals under pure ring extensions.
This gives a generalization of [65, Theorem 1.2].

In the first half of this section, we work with the following setting.

Setting 2.6.1. Let (R,m) be a d-dimensional normal local domain essentially of finite
type over C, ∆ be an effective Q-Weil divisor and D be a prime divisor on X := SpecR
such that no component of ∆ is equal to D. Let a be an ideal of R not contained in
R(−D) and t > 0 be a real number.
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First we generalize the definition of τB,D(R,D + ∆) to the case of triples.

Definition 2.6.2. (1) Given an R-module M , the submodule 0
BD(D+∆,at)
M of M is

defined as
0
BD(D+∆,at)
M =

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BD(D+∆+ 1

n
div f)

M ,

where the first intersection is taken over all positive integers n and the second
intersection is taken over all nonzero elements f ∈ a⌈tn⌉ ∩R◦,D.

(2) The following ideals are equal to each other (cf. [23, Proposition 8.23]), and are
collectively denoted by τB,D(R,D + ∆, at).

(a)
⋂
M AnnR 0

BD(D+∆,at)
M , where M runs through all R-modules.

(b) AnnR 0
BD(D+∆,at)
E , where E = ER(R/m) is an injective hull of the residue

field R/m.

Lemma 2.6.3. If KX +D + ∆ is Q-Cartier, then

adjD(X,D + ∆, at) =
∑
n⩾1

∑
f∈a⌈tn⌉∩R◦,D

adjD(X,D + ∆ +
1

n
div f),

where the first summation is taken over all positive integers n and the second summation
is taken over all nonzero elements f ∈ a⌈tn⌉ ∩R◦,D.

Proof. It is clear that the right hand side is contained in the left hand side. We will show
the reverse containment. First note that the filtration of adjoint ideals adjD(X,D +
∆, at) is right continuous in t, that is, adjD(X,D + ∆, at) = adjD(X,D + ∆, at+ε) for
all 0 ⩽ ε � 1. Therefore, we may assume that t is a rational number. Let f1, . . . , fl
be a system of generators for a such that fi /∈ R(−D) for each i = 1, . . . , l. Since the
adjoint ideal adjD(X,D + ∆, at) coincides after reduction to characteristic p� 0 with
the test ideal τD(R,D+ ∆, at) along D by [59], it follows from an argument similar to
the proof of [58, Theorem 3.2] that

adjD(X,D + ∆, at) =
∑

λ1+···+λl=t

adjD(X,D + ∆ + λ1 div f1 + · · ·+ λl div fl),

where the summation is taken over all nonnegative rational numbers λ1, . . . , λl with
λ1 + · · · + λl = t. Fix such nonnegative rational numbers λ1, . . . , λl and choose an
integer m ⩾ 1 so that mλi is an integer for each i = 1, . . . , l. Then f := fmλ11 . . . fmλll

is an element of amt ∩R◦,D and 1
m

div f = λ1 div f1 + · · ·+ λl div fl. Thus,

adjD(X,D+ ∆ +λ1 div f1 + · · ·+λl div fl) ⊆
∑
n⩾1

∑
f∈a⌈tn⌉∩R◦,D

adjD(X,D+ ∆ +
1

n
div f),

which completes the proof.
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We can now generalize Theorem 2.3.7 to the case of triples.

Proposition 2.6.4. If KX +D + ∆ is Q-Cartier, then

τB,D(R,D + ∆, at) = adjD(X,D + ∆, at).

Proof. It follows from Theorem 2.3.7, Lemma 2.6.3 and Matlis duality that

τB,D(R,D + ∆, at) = AnnR 0
BD(D+∆,at)

Hd
m(ωR)

= AnnR

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

AnnHd
m(ωR) adjD(X,D + ∆ +

1

n
div f)


= AnnR AnnHd

m(ωR)

∑
n⩾1

∑
f∈a⌈tn⌉∩R◦,D

adjD(X,D + ∆ +
1

n
div f)


= AnnR AnnHd

m(ωR) adjD(X,D + ∆, at)

= adjD(X,D + ∆, at).

Theorem 2.6.5. With notation as in Setting 2.6.1, let R ↪→ S be a pure local C-
algebra homomorphism between normal local domains essentially of finite type over C,
and ϕ : Y := SpecS → SpecR = X denote the corresponding morphism. Suppose that
KX + D + ∆ is Q-Cartier and the cycle-theoretic pullback E := ϕ♮D of D under ϕ is
a prime divisor. Then

adjE(Y,E + ϕ∗∆, aSt) ∩R ⊆ adjD(X,D + ∆, at).

Proof. Choose an integer m ⩾ 1 such that m∆ is a Weil divisor. Note by Proposition
2.4.6 that ϕ♮m∆ has no component equal to E. We take an effective Cartier divisor G
on Y whose support contains that of ϕ♮m∆ and which has no component equal to E.
We also take an effective Q-Weil divisor Γ on Y such that no component of Γ equal to
E, KY + E + ϕ∗∆ + Γ is Q-Cartier and

adjE(Y,E + ϕ∗∆, aSt) = adjE(Y,E + ϕ∗∆ + Γ, aSt).

Let (Rp)p∈P , (Dp)p∈P and (Ep)p∈P be approximations of R, D and E, respectively. Fix
choices of I+Dp

and I+Ep
so that the diagram

0 // I+Dp
//

��

R+
p

//

��

(R/ID)+p //

��

0

0 // I+Ep
// S+
p

// (S/IE)+p // 0
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commutes for almost all p. Considering approximations of ∆,Γ and G, and applying
Proposition 1.5.33, Proposition 2.4.7 and Proposition 2.4.9, we find that the following
inclusion holds for any rational number ε > 0:

I+Dp
(Dp + ∆p) ↪→ I+Ep

(Ep + (ϕ∗∆)p + εGp + Γp)

for almost all p. Furthermore, for every nonzero element f ∈ R◦,D and every rational
number s > 0, this inclusion induces an inclusion

I+Dp
(Dp + ∆p + s divRp fp) ↪→ I+Ep

(Ep + (ϕ∗∆)p + εGp + Γp + s divSp fp)

for almost all p, and consequently, an inclusion

B(ID, D + ∆ + s divR f) ↪→ B(IE, E + ϕ∗∆ + εG+ Γ + s divS f).

Given an R-module M , we now have the following commutative diagram:

M � � //

��

M ⊗R S

��
M ⊗R B(ID, D + ∆ + s divR f) //M ⊗R B(IE, E + ϕ∗∆ + εG+ Γ + s divS f),

where the upper horizontal map is injective due to the purity of the inclusion R ↪→ S.
Therefore, 0

BD(D+∆+sdivR f)
M can be viewed as a submodule of 0

BE(E+φ∗∆+εG+Γ+s divS f)
M⊗RS

.
When combined with Proposition 2.6.4, this yields

adjD(X,D + ∆, at) =
⋂
M

AnnR

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BD(D+∆+ 1

n
divR f)

M


⊇
⋂
M

AnnR

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BE(E+φ∗∆+εG+Γ+ 1

n
divS f)

M⊗RS


⊇
⋂
N

AnnS

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BE(E+φ∗∆+εG+Γ+ 1

n
divS f)

N

 ∩R,
where M and N run through all R-modules and all S-modules, respectively. On
the other hand, by an argument similar to the proof of [43, Proposition 3.9] (cf. [23,
Proposition 8.23]), we have

⋂
N

AnnS

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BE(E+φ∗∆+εG+Γ+ 1

n
divS f)

N


= AnnS

⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BE(E+φ∗∆+εG+Γ+ 1

n
divS f)

He
n(ωS)

 ,
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where e = dimS, n is the maximal ideal of S and N runs through all S-modules. It
follows from Theorem 2.3.7 that⋂

n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

0
BE(E+φ∗Γ+εG+∆+ 1

n
divS f)

He
n(ωS)

=
⋂
n⩾1

⋂
f∈a⌈tn⌉∩R◦,D

AnnHe
n(ωS) adjE(Y,E + ϕ∗∆ + εG+ Γ +

1

n
divS f)

= AnnHe
n(ωS)

∑
n⩾1

∑
f∈a⌈tn⌉∩R◦,D

adjE(Y,E + ϕ∗∆ + εG+ Γ +
1

n
divS f)


= AnnHe

n(ωS) adjE(Y,E + ϕ∗∆ + εG+ Γ, (aS)t),

with the last equality deduced from essentially the same argument as the proof of
Lemma 2.6.3 by noting that R◦,D ⊆ S◦,E. Summing up the above containments and
applying Matlis duality (see, for example, [18, Lemma 3.3]), we obtain

adjD(X,D + ∆, at) ⊇
(
AnnS AnnHe

n(ωS) adjE(Y,E + ϕ∗∆ + εG+ Γ, (aS)t)
)
∩R

= adjE(Y,E + ϕ∗∆ + εG+ Γ, (aS)t) ∩R.

As ε approaches zero, the limit results in the desired inclusion

adjD(X,D + ∆, at) ⊇ adjE(Y,E + ϕ∗∆ + Γ, (aS)t) ∩R
= adjE(Y,E + ϕ∗∆, (aS)t) ∩R.

We now shift our focus to a global setting. First, we recall the definition of purity
in the non-affine context.

Definition 2.6.6 ([67, Appendix]). A morphism f : Y → X between Noetherian
schemes is said to be pure if for all x ∈ X, there exists y ∈ Y such that f(y) = x and
the local ring homomorphism OX,x → OY,y is pure.

Remark 2.6.7. If X = SpecA and Y = SpecB are affine schemes, then f : Y → X
is pure if and only if the induced ring homomorphism A → B is pure by [25, Lemma
2.2].

In the global setting, Theorem 2.6.5 can be reformulated as follows.

Corollary 2.6.8. Let f : Y → X be a pure morphism between normal complex vari-
eties, D be a reduced divisor and Γ be an effective Q-Weil divisor on X that has no
common components with D. Suppose that KX + D + Γ is Q-Cartier and the cycle-
theoretic pullback E := f ♮D of D under f is a disjoint union of prime divisors on Y .
For any coherent ideal sheaf a ⊆ OX whose zero locus contains no components of D
and for any real number t > 0, one has

f∗adjE(Y,E + f ∗Γ, (aOY )t) ∩ OX ⊆ adjD(X,D + Γ, at).
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Proof. Since E is a disjoint union of prime divisors, the same holds true for D. Con-
sidering that the question is local, we may assume that both X and Y are spectra of
local rings and that both D and E are prime divisors. The assertion is then simply
Theorem 2.6.5.

Next we consider the case where KX +D + Γ is not necessarily Q-Cartier but the
log anti-canonical ring

⊕
i⩾0OX(b−i(KX +D + Γ)c) is finitely generated.

Lemma 2.6.9. Let Y be a normal affine variety such that the OY -algebra
⊕

i⩾0O(iB)
is finitely generated for every Weil divisor B on Y and let V ⊆ Y be an open subset.

(1) Let V1 = SpecH0(OV ). Then the natural morphism V → V1 is an open immer-
sion whose complement has codimension greater than or equal to 2.

(2) Suppose that E is a prime divisor and F is an effective R-Weil divisor on Y such
that no component of F is equal to E, with their strict transforms on V1 denoted
by E1 and F1, respectively. Let b ⊆ OY be an ideal not contained in OY (−E)
and t > 0 be a real number. For any element

c ∈ adjE(Y,E + F, bt),

there exists an effective R-Weil divisor ∆1 on V1 such that KV1 + E1 + F1 + ∆1

is Q-Cartier, no component of ∆1 is equal to E1, and

c ∈ adjE1
(V1, E1 + F1 + ∆1, (bOV1)t).

Proof. The assertion follows from an argument similar to that in [67, Lemma 2.6], but
we include the proof here for the reader’s convenience.

Let D be the divisorial part of Y \ V , considered as a reduced divisor on Y , and

then take the Q-Cartierization Y ′ := Proj
⊕

i⩾0OX(iD)
ρ−→ Y of D. Since the strict

transform D′ := ρ−1
∗ D of D is ρ-ample, the complement Y ′ \ D′ is affine. By the

choice of D, we note that V ∼= ρ−1(V ) and ρ−1(V ) is an open subset of Y ′ \D′ whose
complement has codimension greater than or equal to 2. Consequently, we obtain

V1 = SpecH0(OV ) = SpecH0(OY ′\D′) = Y ′ \D′.

Therefore, the complement of the inclusion V ∼= ρ−1(V ) ↪→ Y ′ \ D′ ∼= V1 also has
codimension greater than or equal to 2.

Choose an effective R-Weil divisor ∆ on Y such that ∆ has no component equal
to E, KY + E + F + ∆ is Q-Cartier and adjE(Y,E + F, bt) = adjE(Y,E + F + ∆, bt).
Let E ′, F ′, and ∆′ denote the strict transforms of E,F , and ∆ on Y ′, respectively,
and take a log resolution π : Ỹ → Y ′ of (Y ′, E ′ + F ′ + ∆′, bOY ′) such that the strict

transform π−1
∗ E ′ of E ′ is smooth and bOỸ = OỸ (−B̃) is invertible. Then the condition

c ∈ adjE(Y,E + F, bt) is equivalent to the inequality

KỸ − bπ
∗(KY ′ + E ′ + F ′ + ∆′) + tB̃c+ π−1

∗ E ′ + divỸ c ⩾ 0.
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Viewing V1 as a open subset of Y ′, we set Ṽ := π−1(V1) and πṼ := π|Ṽ : Ṽ → V1.

Restricting the above inequality to Ṽ yields the inequality

KṼ − bπ
∗
Ṽ

(KV1 + E1 + F1 + ∆1) + tB̃|Ṽ c+ πṼ
−1
∗ E1 + divṼ c ⩾ 0,

where ∆1 is the strict transform of ∆ on V1. This implies that

c ∈ adjE1
(V1, E1 + F1 + ∆1, (bOV1)t) ⊆ adjE1

(V1, E1 + F1, (bOV1)t).

Theorem 2.6.10. Let f : Y → X be a pure morphism between normal complex
varieties, D be a reduced divisor and Γ be an effective Q-Weil divisor on X that has no
common components with D. Suppose that the OX-algebra

⊕
i⩾0OX(b−i(KX+D+Γ)c)

is finitely generated, the OY -algebra
⊕

i⩾0OY (iB) is finitely generated for every Weil

divisor B on Y , and the cycle-theoretic pullback E := f ♮D of D is a disjoint union of
prime divisors on Y . For any coherent ideal sheaf a ⊆ OX whose zero locus contains
no components of D and for any real number t > 0, one has

f∗adjE(Y,E + f ∗Γ, (aOY )t) ∩ OX ⊆ adjD(X,D + Γ, at).

Proof. Since the question is local, we may assume that X and Y are both affine and D
and E are both prime divisors. We use a similar strategy to the proof of [67, Lemma
2.8]. Take any nonzero element

c ∈ adjE(Y,E + f ∗Γ, (aOY )t) ∩ OX .

Let π : X ′ := Proj
⊕

i⩾0OX(b−i(KX + D + Γ)c) → X be the Q-Cartierization of
−(KX+D+Γ), that is, a projective birational morphism such that the strict transform
of −(KX +D + Γ) is Q-Cartier and ample. By Lemma 2.5.2, we have

adjD(X,D + Γ, at) = π∗adjD′(X ′, D′ + Γ′, (aOX′)t),

where D′ and Γ′ are the strict transforms on X ′ of D and Γ, respectively. Since
−(K ′

X + D′ + Γ′) is ample, take an effective Cartier divisor G′ on X ′ that is linearly
equivalent to −m(KX′ +D′+Γ′) for sufficiently divisible integer m� 0. Consequently,
U1 = X ′ \ G′ is an affine open subset of X ′. As G′ varies, the corresponding U1 cover
X ′. Therefore, it suffices to show that c ∈ adjD′|U1

(U1, (D
′ + Γ′)|U1 , (aOU1)

t).

Set G := π∗G
′, U := X \ (Xsing ∪ G) and V := f−1(U) ⊆ Y , where Xsing is the

singular locus of X. By [67, Lemma 2.2], H0(OU1) = H0(OU) is a pure subring of
H0(OV ). By setting V1 := SpecH0(OV ), this inclusion induces the morphism of affine
varieties g : V1 → U1. Note that g∗(D′|U1) is a prime divisor on V1 and g∗(Γ′|U1) has
no component equal to g∗(D′|U1). Applying Lemma 2.6.9, one can find an effective
R-divisor ∆1 on V1 such that ∆1 has no component equal to g∗(D′|U1), KV1 + g∗((D′ +
Γ′)|U1) + ∆1 is Q-Cartier and

c ∈ adjg∗(D′|U1
)(V1, g

∗((D′ + Γ′)|U1) + ∆1, (aOV1)t).

It follows from the definition of U1 that KU1 + (D′ + Γ′)|U1 is Q-Cartier. Thus, by
applying Corollary 2.6.8, we have c ∈ adjD′|U1

(U1, (D
′ + Γ′)|U1 , (aOU1)

t).
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The following corollary generalizes Zhuang’s result [67, Theorem 2.10] and provides
an affirmative answer to his question [67, Question 2.13] in the klt case.

Corollary 2.6.11 (cf. [67, Theorem 2.10]). Let f : Y → X be a pure morphism
between normal complex varieties, D be a reduced divisor and Γ be an effective Q-Weil
divisor on X that has no common components with D. Suppose that the cycle-theoretic
pullback E = f ♮D of D under f is a reduced divisor on Y . If (Y,E + f ∗Γ) is of plt
type along E, then (X,D+ Γ) is of plt type along D. In particular, if (Y, f ∗Γ) is of klt
type, then (X,Γ) is of klt type as well.

Proof. Given that Y is of klt type, theOY -algebra
⊕

i⩾0OY (iB) is finitely generated for
every Weil divisor B on Y . TheOX-algebras

⊕
i⩾0OX(b−iΓc) and

⊕
i⩾0OX(b−i(KX+

Γ)c) are also finitely generated, as shown in [67, Lemma 2.7]. Note that f ∗Γ is a Q-Weil
divisor due to the finite generation of the former graded ring. Since (Y,E + f ∗Γ) is of
plt type along E, which forces E to be supported on a disjoint union of prime divisors,
it follows from Theorem 2.6.10 that

adjD(X,D + Γ) ⊇ f∗adjE(Y,E + f ∗Γ) ∩ OX = f∗OY ∩ OX = OX .

Thus, the pair (X,D + Γ) is of plt type along D.

We conclude this section by focusing on the lc case. The following lemma gives a
characterization of lc singularities in terms of multiplier ideals.

Lemma 2.6.12 (cf. [57, Lemma 1.3]). Let X be a normal affine variety over an alge-
braically closed field of characteristic zero. Take a nonzero element f of the multiplier
ideal J (X). If X is of lc type, then f ∈ J (X, (1− ε) div f) for every 0 < ε < 1. When
X is Q-Gorenstein, then converse also holds.

Proof. The latter assertion follows immediately from [57, Lemma 1.3], and therefore,
we suppose that X is of lc type. By taking an m-compatible boundary of the pair
(X, div f) for sufficiently divisible m (see Definition 5.1 and Theorem 5.4 in [14] for
the definition and the existence of m-compatible boundaries), we can find an effective
Q-Weil divisor on X such that KX+∆ is Q-Cartier, (X,∆) is lc and J (X) = J (X,∆).
Let µ : Y → X be a log resolution of the pair (X,∆ + div f) with exceptional divisor
E =

⋃
iEi. The containment f ∈ J (X) = J (X,∆) implies that

dKY − µ∗(KX + ∆)e+ div f ⩾ 0.

On the other hand, since (X,∆) is lc, ordEi
(KY − µ∗(KX + ∆)) ⩾ −1 for all i. If

ordEi
(KY − µ∗(KX + ∆)) = −1, then by the above inequality, ordEi

div f must be
positive. Therefore, for all 1 > ε > 0, one has

dKY − µ∗(KX + ∆)− (1− ε) div fe+ div f =dKY − µ∗(KX + ∆) + ε div fe ⩾ 0,

which is equivalent to saying that f ∈ J(X,∆+(1−ε) div f) ⊆ J (X, (1−ε) div f).
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As an application of Corollary 2.6.8, which has its roots in [65, Theorem 1.2], we
can provide a partial affirmative answer to another question posed by Zhuang [67,
Question 2.11].

Theorem 2.6.13. Let f : Y → X be a pure morphism between normal complex
varieties, and suppose that X is Q-Gorenstein. Assume in addition that one of the
following conditions holds.

(i) There exists an effective Q-Weil divisor ∆ on Y such that KY + ∆ is Q-Cartier
and no non-klt center of (Y,∆) dominates X.

(ii) The non-klt-type locus of Y has dimension at most one.

If Y is of lc type, then X has lc singularities.

Proof. Since the question is local, we may assume that X and Y are both affine. First,
we consider case (i). This condition is equivalent to stating that J (Y ) ∩OX 6= 0, and
therefore, we take a nonzero element f ∈ J (Y )∩OX . Since Y is of lc type, by Lemma
2.6.12, f lies in J (Y, (1− ε) div f) for all 1 > ε > 0. Applying Corollary 2.6.8, we have

f ∈ J (Y, (1− ε) divY f) ∩ OX ⊆ J (X, (1− ε) divX f)

for all 1 > ε > 0. Then, by Lemma 2.6.12 once again, we can conclude that X has
only lc singularities.

Next, we turn our attention to case (ii). If J (Y )∩OX 6= 0, then we can reduce this
to case (i). Thus, we may assume that J (Y ) ∩ OX = 0. Given that J (Y ) defines the
non-klt-type locus Z of Y , this implies that Z dominates X. However, by assumption,
Z has dimension at most one, which forces X to be the same. Therefore, X is smooth,
and in particular, has lc singularities.

2.7 B-regularity
In this section, as an application of Theorem 2.3.7, we prove the equivalence of some
classes singularities introduced by Schoutens (see Subsection 1.5.4 for their definitions).

Proposition 2.7.1. With notation as in Subsection 1.5.4, then we have

0
B̂(R),KR

E = 0
clB̂(R)

E ,

where E is an injective hull of the residue field of R and the right hand side is defined
by

0
clB̂(R)

E = ker(E → E ⊗R̂ B̂(R)).



64

Proof. Let f ∈ R be a nonzero element such that rKR = div(f) for some r ∈ N and S
be a normal domain such that S is a finite extension of R in B(R) and contains f 1/r.

Since the reflexive hull (S ⊗R ωR)∗∗ is equal to S(div(f
1
r )), we have Hd

m(S ⊗R ωR) ∼=
Hd

m(S(div(f
1
r ))). Hence, we have

B̂(R)⊗R̂ E ∼= B(R)⊗S Hd
m(S ⊗R ωR)

∼= B(R)⊗S Hd
m(S(div(f

1
r ))).

Then there exists a commutative diagram

E ∼= Hd
m(ωR) //

��

B̂(R)⊗R̂ E
∼=
��

B(R)⊗S Hd
m(S(div(f

1
r )))

id⊗(·f1/r)
��

B(R)⊗S Hd
m(S)

∼=
��

Hd
m(B(R)⊗R ωR)

ψ
// Hd

m(B(R))

,

where ψ is the second map of

·f
1
r : Hd

m(B(R))→ Hd
m(B(R)⊗R ωR)→ Hd

m(B(R)).

The conclusion follows from the above commutative diagram.

Theorem 2.7.2. With notation as above. Then the following are equivalent:

(1) R has log-terminal singularities.

(2) R is ultra-F -regular.

(3) R is weakly generically F -regular.

(4) R is generically F -regular.

(5) R is weakly B-regular.

(6) R is B-regular.

(7) R̂ is BCMB̂(R)
-regular.
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Proof. The equivalence of (1) and (2) follows from Proposition 1.5.68 and the equiva-
lence of (1) and (7) follows from Theorem 2.3.7 (let D = ∆ = 0). Since if R has log
terminal singularities, then every localization of R at a prime ideal is log terminal, it
is enough to show the equivalence of (1), (3) and (5). (1) is equivalent to (3) by [62,
Theorem 5.24, Proof of Theorem 5.25]. Lastly, we will show the equivalence of (5)
and (7). Let E be the injective hull of the residue field of R. By Proposition 2.7.1,

we have 0
clB̂(R)

E = 0
B̂(R),KR

E . Hence, E → B(R) ⊗R E is injective if and only if R̂ is
BCMB̂(R)

-regular. R→ B(R) is pure if and only if E → B(R)⊗R E is injective by [25,

Lemma 2.1 (e)]. R → B(R) is pure if and only if R → B(R) is cyclically pure by [22,
Theorem 1.7]. Therefore, (5) is equivalent to (7).

Remark 2.7.3. For the equivalence of (5) and (7), see [37, Proposition 6.14].





Chapter 3

F -pure and F -injective singularities
in equal characteristic zero

3.1 p-standard sequences and ultraproducts

In this section, we define p-standard sequences following [31] and apply them to the
non-standard setting.

Definition 3.1.1 ([31, Definition 2.2]). Let R be a Noetherian ring, M be an R-module
and d be a positive integer. A sequence x1, . . . , xd in R is said to be a p-standard
sequence on M if

(xnλ
λ |λ ∈ Λ)M : xni

i x
nj

j = (xnλ
λ |λ ∈ Λ)M : x

nj

j

for any positive integers n1, . . . , nd, any subset Λ ( {1, ..., d} and i, j ∈ {1, . . . , d} \ Λ
such that i ⩽ j.

Given a Noetherian local ring (R,m), for a finitely generated R-module M , the
ideal a(M) is defined to be

a(M) =
∏

0⩽i<dimM

AnnRH
i
m(R).

Definition 3.1.2 ([31, Definition 3.1]). Let R be a Noetherian local ring with a du-
alizing complex, M be a finitely generated R-module and d = dimM . A system of
parameters x1, . . . , xd for M is said to be a p-standard system of parameters for M if

xi ∈ a(M/(xi+1, . . . , xd)M)

for 1 ⩽ i ⩽ d.

The following are important properties of p-standard systems of parameters.

67
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Proposition 3.1.3. Suppose that R is a Noetherian local ring with a dualizing complex
and M is a finitely generated R-module.

(1) ([10, p. 482]) There exists a p-standard system of parameters for M .

(2) ([31, Theorem 3.3]) A p-standard system of parameters for M is a p-standard
sequence on M .

Lemma 3.1.4. Let R be a local ring essentially of finite type over C, and M and
N be finitely generated R-modules. Then (ExtRp(Mp, Np))p is an approximation of
ExtR(M,N).

Proof. Comparing approximations with reductions modulo p, this follows from [26,
Theorem 2.3.5 (e)].

Proposition 3.1.5. Let (R,m) be a local ring essentially of finite type over C and
M be a finitely generated R-module of dim s. If x1, . . . , xs is a p-standard system of
parameters for M , then x1,p, . . . , xs,p is a p-standard system of parameters for Mp for
almost all p.

Proof. Since x1, . . . , xs is a system of parameters for M , x1,p . . . , xs,p is a system of
parameters for Mp for almost all p. Let (S, n) be a regular local ring essentially of finite
type over C such that R is isomorphic to a homomorphic image of S and t = dimS.
By the local duality, we have

H i
m(M) ∼= H i

n(M) ∼= HomS(Extt−iS (M,S), ES)

for 1 ⩽ i ⩽ t, where ES is the injective hull of S/n as an S-module. Hence, we have

AnnS H
i
m(M) = AnnS Extt−iS (M,S).

Similarly, we have AnnSp H
i
mp

(Mp) = AnnSp Extt−iSp
(Mp, Sp) for almost all p. By Lemma

3.1.4, (Extt−iSp
(Mp, Sp)) is an approximation of Extt−iS (M,S). Given an element x of

AnnS Extt−iS (M,S), we have xp ∈ AnnSp Extt−iSp
(Mp, Sp) for almost all p. Therefore,

xi,p ∈ a(Mp/(xi+1,p, . . . , xs,p)Mp) for any 1 ⩽ i ⩽ s for almost all p, which completes
the proof.

Proposition 3.1.6. Let R be a reduced local ring essentially of finite type over C and
ε ∈ ∗N. A p-standard system of parameters x1, . . . , xd for R is a p-standard sequence
on F ε

∗R∞ and Rupf .

Proof. Take any ε = ulimp ep ∈ ∗N. For any n1, . . . , nd ∈ N, any subset Λ ( {1, . . . , d}
and any i, j ∈ {1, . . . , d} \ Λ such that i ⩽ j, take y ∈ (xnλ

λ |λ ∈ Λ)F ε
∗R∞ : xni

i x
nj

j .

Suppose that y = ulimp yp = ulimp F
ep
∗ zp. Then we have xnip

ep

i,p x
njp

ep

j,p zp ∈ (xnλp
ep

λ,p |λ ∈
Λ)Rp for almost all p. Since x1,p, . . . , xd,p is a p-standard sequence on Rp for almost all

p by Proposition 3.1.3 and Proposition 3.1.5, x
njp

ep

j,p zp ∈ (xnλp
ep

λ,p |λ ∈ Λ)Rp for almost

all p. Therefore, yp = F
ep
∗ zp ∈ (xnλ

λ,p|λ ∈ Λ)F
ep
∗ Rp : x

nj

j,p for almost all p. Hence,

y ∈ (xnλ
λ |λ ∈ Λ)F ε

∗R∞ : x
nj

j . Similarly, we can also show the result for Rupf .
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Proposition 3.1.7. Let (R,m) be a Noetherian local ring of dimension d and M be
an R-module. Suppose that there exists a system of parameters x1, . . . , xd for R such
that x1, . . . , xd is a p-standard sequence on M . Then we have

H i
(x1,...,xt)

(M) = H0
m(H i

(x1,...,xt)
(M))

for any 1 ⩽ t ⩽ d and i < t.

Proof. We work by induction on t. If t = 1 and y ∈ H0
(x1)

(M), then there exists n ∈ N
such that xn1y = 0. For any j ⩾ 1, we have xn1xjy = 0. Since x1, . . . , xd is a p-standard
sequence on M , we have y ∈ 0 :M xn1xj = 0 :M xj. Hence, xjy = 0. Since x1, . . . , xd is
a system of parameters for R, we have y ∈ H0

m(H0
(x1)

(M)). Next, assume that t > 1.
Take any n ∈ N and consider an exact sequence

0→ 0 :M xn1 →M
·xn1−−→M →M/xn1 → 0.

Since x1, . . . , xd is a p-standard sequence on M , (x1, . . . , xd)(0 :M xn1 ) = 0. Hence, we
get a long exact sequence

0 // 0 :M xn1 // H0
(x1,...,xt)

(M)
·xn1 // H0

(x1,...,xt)
(M) // H0

(x1,...,xt)
(M/xn1M)

// H1
(x1,...,xt)

(M)
·xn1 // H1

(x1,...,xt)
(M) // H1

(x1,...,xt)
(M/xn1M)

// . . .

For any i < t and for any η ∈ H i
(x1,...,xt)

(M), there exists n ∈ N such that xn1η = 0. If

i = 0, then we have η ∈ H0
m(H0

(x1,...,xt)
(M)) since (x1, . . . , xd)(0 :M xn1 ) = 0. If i > 0,

then there exists an element ξ ∈ H i−1
(x1,...,xt)

(M/xn1M) mapped to η. By the induction
hypothesis, there exists m ∈ N such that mmξ = 0. Hence, we have mmη = 0.

The next corollary is a variant of the Nagel-Schenzel isomorphism.

Corollary 3.1.8. With notation as in Proposition 3.1.7, for any 0 ⩽ t ⩽ d, we have

H t
m(M) = H0

m(H t
(x1,...,xt)

(M)).

Proof. Considering the spectral sequence

Eij
2 = H i

m(Hj
(x1,...,xt)

(M))⇒ Ei+j = H i+j
m (M),

the conclusion follows from Proposition 3.1.7 and the proof of [42, Lemma 3.4].



70

Proposition 3.1.9. Let (R,m) be a reduced local ring essentially of finite type over C
and ε = ulimp ep ∈ ∗N. Then the morphisms

H i
m(F ε

∗R∞)→ ulim
p

H i
mp

(F ep
∗ Rp)

and

H i
m(Rupf)→ H i

mp
(R1/p∞

p )

are injective for any i ⩾ 0.

Proof. Since the proofs are similar, we will only show thatH i
m(F ε

∗R∞)→ ulimpH
i
mp

(F
ep
∗ Rp)

is injective. We may assume 0 ⩽ i ⩽ d. Let x1, . . . , xd be a p-standard system of pa-
rameters for R. By Corollary 3.1.8, we have

H i
m(F ε

∗R∞) ∼= H0
m(H i

(x1,...,xi)
(F ε

∗R∞))

and

H i
mp

(F ep
∗ Rp) ∼= H0

mp
(H i

(x1,...,xi)
(F ep

∗ Rp))

for almost all p. Considering the Čech complex, any element η of H i
(x1,...,xi)

(F ε
∗R∞) can

be represented by [
y

(x1 · · ·xi)t

]
,

where y ∈ F ε
∗R∞ and t ∈ N. We show that

H i
(x1,...,xi)

(F ε
∗R∞)→ ulim

p
H i

(x1,p,...,xi,p)
(F ep

∗ Rp)

is injective. Suppose that the image of η in ulimpH
i
(x1,p,...,xi,p)

(F
ep
∗ Rp) equals zero. Let

x′ := x1 · · ·xi. Then there exists sp ∈ N such that (x′p)
spyp ∈ (x

sp+t
1,p , . . . , x

sp+t
i,p )F

ep
∗ Rp.

Hence, (x′p)
spp

ep
yp

ep

p ∈ (x
(sp+t)p

ep

1,p , . . . , x
(sp+t)p

ep

i,p )Rp for almost all p. Since x1,p, . . . , xi,p is
a p-standard sequence of Rp for almost all p by Proposition 3.1.3 and Proposition 3.1.5,

we have (x′p)
pepyp

ep

p ∈ (x
(t+1)pep

1,p , . . . , x
(t+1)pep

i,p )Rp for almost all p by [31, Proposition

2.4]. Therefore we have x′pyp ∈ (xt+1
1,p , . . . , x

t+1
i,p )F

ep
∗ Rp for almost all p. Hence, we

have x′y ∈ (xt+1
1 , . . . , xt+1

i )F ε
∗R∞ and η = 0 in H i

(x1,...,xi)
(F ε

∗R∞). Then the conclusion
follows from the following commutative diagram:

H i
m(F ε

∗R∞) �
� //

��

H i
(x1,...,xi)

(F ε
∗R∞)

� _

��
ulim
p

H i
mp

(F ep
∗ Rp)

� � // ulim
p

H i
(x1,p,...,xi,p)

(F ep
∗ Rp)

.
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3.2 Ultra-F -purity

We introduce a new notion, ultra-F -pure singularities, and show that dense F -pure
type descends under pure ring extensions.

Setting 3.2.1. Let (R, at) be a pair consisted of the following data:

(1) (R,m) a reduced local ring essentially of finite type over C of dimension d,

(2) a ⊆ R an ideal such that a ∩R◦ 6= ∅,

(3) t > 0 a real number.

Definition 3.2.2. With notation as in Setting 3.2.1, (R, at) is said to be sharply ultra-
F -pure if for all ε0 ∈ ∗N, there exist ε ⩾ ε0 and f ∈ a⌈(tπ

ε−1)⌉ such that fF ε : R→ R∞
is pure. We simply say that R is ultra-F -pure if (R,Rt) is sharply ultra-F -pure.

Remark 3.2.3. (1) This definition depends on a choice of ultrafilter on P and iso-
morphism ulimp Fp ∼= C.

(2) R is ultra-F -pure if and only if R→ Rupf is pure by Proposition 1.5.44.

Example 3.2.4. Let R = (C[x, y, z]/(x3 + y3 + z3))(x,y,z). If Rp = (Fp[x, y, z]/(x3 +
y3 + z3))(x,y,z), then (Rp)p is an approximation of R for any non-principal ultrafilter F
on P and any isomorphism ulimp Fp ∼= C. We observe that Rp is F -pure if and only if
p ≡ 1 (mod 3). Then R is ultra-F -pure if and only if {p ∈ P|p ≡ 1 (mod 3)} ∈ F (cf.
Proposition 3.2.6 and the proof of Proposition 3.2.13).

Lemma 3.2.5. Let F be a subfield of C such that F/Q is finitely generated field
extension. Given two field homomorphisms f, g : F → C. Then there exists an field
automorphism α of C such that g = α ◦ f .

Proof. Let {ei}ni=1 be a transcendental basis of F/Q. Take {aλ}, {bλ} ⊆ C such that
{f(ei)} ∪ {aλ} and {g(ei)} ∪ {bλ} are transcendental bases of C/Q. Let β : C→ C be
an automorphism of C such that β(f(ei)) = g(ei) and β(aλ) = bλ for any i and λ. We
define G to be Q(g(e1), . . . , g(en)). Then β(f(F ))/G and g(F )/G are finite extensions
and g ◦ (β ◦ f)−1 : β(f(F )) → g(F ) is an isomorphism which fixes G. Hence, there
exists an automorphism γ of C such that γ is an extension of g ◦ (β ◦ f)−1. Then
α := γ ◦ β is a desired automorphism.

Proposition 3.2.6. With notation as in Setting 3.2.1, if (R, at) is of dense sharply
F -pure type, then there exist a non-principal ultrafilter F on P and an isomorphism
α : ulimp Fp ∼= C such that (Rp, a

t
p) is sharply F -pure for almost all p.

Proof. Suppose that R is a localization of a finitely generated C-algebra S at a prime
ideal p, and b = a ∩ S. Since (R, at) is of dense sharply F -pure type, there exists
a model (A, SA, pA, bA) such that there exists a subset D of SpmA such that D is
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dense in SpecA and for all µ ∈ SpecA, a pair (Rµ, a
t
µ) is sharply F -pure. We define

ϕ : SpmA → N by ϕ(µ) := charA/µ and we can write A \ {0} = {xi}∞i=1 since A is
countable. Inductively take a sequence {µi}∞i=1 ⊆ D such that ϕ(µi) > ϕ(µi−1) and
x1, . . . , xi−1 /∈ µi. Let pi := ϕ(µi) and take a non-principal ultrafilter F on P such that
{pi|i ∈ N} ∈ F (see Proposition 1.5.2). For any i ∈ N, we define γpi : A → Fpi to be
the composite morphism A→ A/µi → Fpi . Note that γp is defined for almost all p in
this setting. Then we have a ring homomorphism ulimp γp : A → ulimp Fp. Note that
ulimp γp is injective since for any x ∈ A \ {0}, there exists i0 ∈ N such that for any
i ⩾ i0, x /∈ µi by construction. Since ulimp Fp ∼= C, there exists an isomorphism α such
that the diagram

A
ulimp γp

||zz
zz
zz
zz
z

� n

��;
;;

;;
;;

;;

ulim
p

Fp α // C

commutes by Lemma 3.2.5. Then (γp)p defined above coincides with one in [45, Lemma
4.9]. Hence, approximation Sp of S with respect to F and α is isomorphic to Sµ ⊗ Fp
for almost all p. By Proposition 1.3.5 and the proof of Proposition 1.5.48, (Rpi , a

t
pi

) is
sharply F -pure for all i. Hence, (Rp, a

t
p) is sharply F -pure for almost all p.

Proposition 3.2.7. With notation as in Setting 3.2.1, suppose that a = (f1, . . . , fn)
and (Rp, a

t
p) is sharply F -pure for almost all p. Then for any ε0 ∈ ∗N, there exist

ε ⩾ ε0 and µ1, . . . , µn ∈ ∗N such that µ1 + · · · + µn = dt(πε − 1)e and fF ε : R → R∞
is pure, where f =

∏n
i=1 f

µi
i . In particular, (R, at) is sharply ultra-F -pure.

Proof. Take any ε0 = ulimp e0,p ∈ ∗N. Since (Rp, a
t
p) is sharply F -pure for almost all p,

we have ∑
e⩾e0,p

∑
φ

ϕ(F e
∗ a

⌈t(pe−1)⌉
p ) = Rp,

for almost all p, where ϕ runs through all elements of HomRp(F e
∗Rp, Rp). Hence, for al-

most all p, there exist ep ∈ N and ϕp ∈ HomRp(F
ep
∗ Rp, Rp) such that ϕp(F

ep
∗ a

⌈t(pep−1)⌉
p ) =

Rp. Since

ϕp(F
ep
∗ a⌈t(p

ep−1)⌉
p ) =

∑
m1,...,mn

m1+···+mn=⌈t(pep−1)⌉

ϕp(F
ep
∗ f

m1
1,p . . . f

mn
n,pRp),

there exist m1,p, . . . ,mn,p ∈ N such that m1,p + · · ·+mn,p = dt(pep − 1)e and

ϕp(F
ep
∗ f

m1,p

1,p . . . fmn,p
n,p Rp) = Rp.

Let fp := f
m1,p

1,p . . . f
mn,p
n,p , f := ulimp fp, ε := ulimp ep and µi := ulimpmi,p. Then we

have fpF
ep : Rp → Rp is pure for almost all p. It is enough to show the cyclic purity

by [22]. Take any ideal I ⊆ R and x ∈ R such that fF ε(x) ∈ fF ε(I)R∞. Then
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fpF
ep(xp) ∈ fpI [p

ep ]
p for almost all p. Since fpF

ep : Rp → Rp is pure for almost all p,
xp ∈ Ip for almost all p. Then we have x ∈ I = IR∞ ∩ R since R → R∞ is faithfully
flat, which completes the proof.

Definition 3.2.8. LetR be a local normal Q-Gorenstein domain and r be the minimum
positive integer such that rKR = div(f) is Cartier, and fix a canonical ideal R(KR) =

ωR ⊆ R. We define a canonical covering R̃ of R to be a Z/rZ-graded R-algebra

r−1⊕
i=0

ω
(i)
R t

i,

where ω
(i)
R is the i-th symbolic power of ωR and tr = 1/f .

Remark 3.2.9. A canonical covering R̃ of R is a local normal quasi-Gorenstein domain.

Lemma 3.2.10. Let R be a Q-Gorenstein normal local domain essentially of finite
type over C. Let r be the minimum positive integer such that rKR is Cartier and let
R̃ be a canonical cover of R. Then (R̃)∞ ∼= R∞ ⊗R R̃.

Proof. Let S be a normal Q-Gorenstein domain of finite type over C such that ω
(r)
S is

free and p ∈ SpecS such that R ∼= Sp. Let S̃ ∼=
⊕r−1

i=0 ω
(i)
S t

i such that (S̃)p ∼= R̃. Take a

Z-subalgebraA of C such that there exist models (A, SA) and (A, S̃A) as in [64, Theorem

3.8]. Since (R̃)p ∼= ((S̃)p)pp for almost all p, it is enough to show (R̃)∞ ∼= R∞ ⊗S S̃.

This follows from the fact that the reductions modulo p� 0 of S̃ as a finite S-module
coincide with those as a ring of finite type over C.

Proposition 3.2.11. With notation as in Setting 3.2.1, suppose that R is Q-Gorenstein
normal, (R, at) is sharply ultra-F -pure, and R̃ is a canonical covering of R. Then

(R̃, (aR̃)t) is sharply ultra-F -pure.

Proof. For any ε0 ∈ ∗N, there exist ε = ulimp ep ∈ ∗N and f ∈ a⌈t(π
ε−1)⌉ such that

fF ε : R → R∞ is pure. Let r be the minimum positive integer such that rKR is
Cartier. Let x ∈ S̃ be a homogeneous element with deg x = i and ε ∈ ∗N. Then
F ε(x) is a homogeneous element of degree iπε mod r, where j ≡ iπε mod r if and
only if j ≡ ipep mod r for almost all p. Since p does not divide r for almost all p, if
i 6≡ 0 mod r, then we have iπε 6≡ 0 mod r. Hence, we have the commutative diagram

R̃
·F ε

∗ f //

pr0

��

F ε
∗ (R̃)∞

F ε
∗ pr0

��
R

·F ε
∗ f // F ε

∗R∞

,
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where pr0 are the 0-th projections with respect to Z/rZ-grading induced by the defi-

nition of R̃ and Lemma 3.2.10. Tensoring the above diagram with Hd
m(ωR), we have

Hd
m(ωR)⊗R R̃

id⊗(·F ε
∗ f) //

��

Hd
m(ωR)⊗R F ε

∗ (R̃∞)

��
Hd

m(ωR)
id⊗(·F ε

∗ f) // Hd
m(ωR)⊗R F ε

∗R∞

.

Note that Hd
m(ωR)⊗RR̃ ∼= Hd

m(ωR̃). Take η ∈ Hd
m(ωR)⊗RR̃ such that (id⊗(·F ε

∗ f))(η) =
0. Since SocRH

d
m(ωR) = SocR̃H

d
m(ωR̃) by [18, Lemma 2.3], we may assume that η ∈

SocRH
d
m(ωR). Since fF ε : R → R∞ is pure, the bottom horizontal morphism is

injective and we have η = 0. Hence, the top horizontal morphism is also injective.

Proposition 3.2.12. With notation as in Setting 3.2.1, suppose that R→ S is a pure
local C-algebra homomorphism between reduced local rings essentially of finite type over
C. If (Sp, (apSp)

t) is sharply F -pure for almost all p, then (R, at) is sharply ultra-F -
pure.

Proof. By Proposition 3.2.7, for any ε0 ∈ ∗N, there exist ε ⩾ ε0 and f ∈ a⌈t(π
ε−1)⌉ such

that fF ε : S → S∞ is pure. Then we have a commutative diagram

R
fF ε

//

��

R∞

��
S

fF ε
// S∞

.

Since R → S and fF ε : S → S∞ are pure, fF ε : R → R∞ is also pure. Therefore,
(R, at) is sharply ultra-F -pure.

Proposition 3.2.13. With notation as in Setting 3.2.1, suppose that R is quasi-
Gorenstein and (R, at) is sharply ultra-F -pure. Then (R, at) is of dense sharply F -pure
type.

Proof. Suppose that (Rp, a
t
p) is not sharply F -pure for almost all p. Then, for almost all

p, there exists e0,p ∈ N such that for any e ⩾ e0,p and any f ∈ a
⌈t(pe−1)⌉
p , fF e : R→ R

is not pure. Let ε0 := ulimp e0,p. Since (R, at) is sharply ultra-F -pure, there exist
ε = ulimp ep ⩾ ε0 and f ∈ a⌈t(π

ε−1)⌉ such that fF ε : R→ R∞ is pure. Then we have a
commutative diagram

Hd
m(R) �

� ·F ε
∗ f //

��

Hd
m(F ε

∗R∞)� _

��
ulim
p

Hd
mp

(Rp)
·(ulimp F

ep
∗ fp) // ulim

p
Hd

mp
(F ep

∗ Rp)

,
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where the injectivity of the right vertical morphism follows from Proposition 3.1.9.
Let η be a nonzero element of SocRH

d
m(R). Then ηp ∈ SocRp H

d
mp

(Rp) for almost
all p. Since fpF

ep : Rp → Rp is not pure for almost all p, the image of ulimp ηp
in ulimpH

d
mp

(F
ep
∗ Rp) is zero. This is a contradiction. Hence, (Rp, a

t
p) is sharply F -

pure for almost all p. Comparing approximations with reductions modulo p, (R, at)
is of dense sharply F -pure type (cf. Proposition 1.3.5 and the proof of Proposition
3.2.6).

Theorem 3.2.14. With notation as in Setting 3.2.1, suppose that R is Q-Gorenstein
normal, S is a reduced local ring essentially of finite type C, and R→ S is a pure local
C-algebra homomorphism. If (S, (aS)t) is of dense sharply F -pure type, then (R, at) is
also of dense sharply F -pure type.

Proof. If (S, (aS)t) is of dense sharply F -pure type, then there exist a non-principal
ultrafilter F on P and an isomorphism α : ulimp Fp ∼= C such that (Sp, (apSp)

t) is
sharply F -pure for almost all p by Proposition 3.2.6. Since R → S is a pure local
C-algebra homomorphism, (R, at) is ultra-F -pure by Proposition 3.2.12. Let R̃ be

a canonical covering of R. Then (R̃, (aR̃)t) is sharply ultra-F -pure by Proposition

3.2.11. Since R̃ is quasi-Gorenstein and (R̃, (aR̃)t) is sharply ultra-F -pure, (R̃, (aR̃)t)

is of dense sharply F -pure type by Proposition 3.2.13. Since R→ R̃ is finite and split,
(R, at) is also of dense sharply F -pure type.

3.3 Ultra-F -injectivity

In this section, we discuss a non-standard variant of F -injectivity in the same setting
as Setting 3.2.1.

Definition 3.3.1. With notation as in Setting 3.2.1, (R, at) is said to be sharply
ultra-F -injective if for any integer i, for any nonzero element η ∈ H i

m(R) and for any
ε0 ∈ ∗N, there exist ε ⩾ ε0 and f ∈ a⌈t(π

ε−1)⌉ such that the image of η under the
following composite morphism

H i
m(R)→ H i

m(F ε
∗R∞)

·F ε
∗ f−−→ H i

m(F ε
∗R∞)

is nonzero.

Remark 3.3.2. If a = R, then (R, at) is sharply ultra-F -injective if and only if

H i
m(R)→ H i

m(Rupf)

is injective for all i ∈ Z. When this condition holds, we say that R is ultra-F -injective.

Proposition 3.3.3. With notation as in Setting 3.2.1, if (R, at) is of dense sharply F -
injective type, then there exist a non-principal ultrafilter F on P and an isomorphism
α : ulimp Fp ∼= C such that (Rp, a

t
p) is sharply F -injective for almost all p.
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Proof. By Proposition 1.3.8, the conclusion follows from an argument similar to Propo-
sition 3.2.6.

Proposition 3.3.4. With notation as in Setting 3.2.1, assume that a = (f1, . . . , fn)
and (Rp, (ap)

t) is sharply F -injective for almost all p. Then for any i ∈ Z, for any
nonzero element η ∈ H i

m(R) and for any ε0 ∈ ∗N, there exist ε ⩾ ε0 and µ1, . . . , µn ∈ ∗N
such that µ1 + · · ·+µn = dt(πε− 1)e and the image of η under the following composite
morphism

H i
m(R)→ H i

m(F ε
∗R∞)

·F ε
∗ f−−→ H i

m(F ε
∗R∞)

is nonzero, where f =
∏n

i=1 f
µi
i . In particular, (R, at) is sharply ultra-F -injective.

Proof. Take any i ∈ Z, any nonzero element η ∈ H i
m(R) and any ε0 = ulimp e0,p ∈

∗N. Since H i
m(R) → ulimpH

i
mp

(Rp) is injective by Proposition 3.1.9, ηp ∈ H i
mp

(Rp) is
nonzero for almost all p. By the assumption, for almost all p, there exist ep ⩾ e0,p and
m1,p, . . . ,mn,p ∈ N such that m1,p + · · ·+mn,p = dt(pep− 1)e and the image of ηp under

the morphism H i
mp

(Rp)
·F ep

∗ fp−−−−→ H i
mp

(F
ep
∗ Rp) is nonzero, where fp := f

m1,p

1,p · · · f
mn,p
n,p . Let

ε = ulimp ep and f = ulimp fp. Then the image of η under the morphism

H i
m(R)

·F ε
∗ f−−→ H i

m(F ε
∗R∞)

is nonzero, which completes the proof.

Definition 3.3.5 ([8, Section 2]). Let R be a ring and S be an R-algebra. A ring
homomorphism R→ S is said to be strongly pure if for any q ∈ SpecS, Rq∩R → Sq is
pure.

Remark 3.3.6. If R→ S is faithfully flat, then R→ S is strongly pure.

Since strongly pure morphisms are a somewhat limited class, we consider the fol-
lowing condition enough strong to show the descent of ultra-F -injectivity.

Definition 3.3.7. Let (R,m) be a local ring and S be an R-algebra. A ring homo-
morphism R → S is said to satisfy the condition (*) if there exists a prime ideal q of
S minimal among primes of S lying over m such that R→ Sq is pure.

Example 3.3.8. (1) Let R = (C[xy, xz])(xy,xz), S = (C[x, y, z])(x,y,z), q1 = (x)S and
q2 = (y, z). Then q1∩R = q2∩R = (xy, xz)R. R→ Sq1 is not pure and R→ Sq2

is pure. Hence, R→ S satisfies the condition (*) but is not strongly pure.

(2) Let R = (C[xz, xw, yz, yw])(xz,xw,yz,yw), S = (C[x, y, z, w])(x,y,z,w). Let q be a
prime ideal of S minimal among primes of S lying over m. Then we have q =
(x, y)R or q = (z, w)R. In both cases, R → Sq is not pure. Hence, R → S is
pure but does not satisfy the condition (*).



77

Proposition 3.3.9. With notation as in Setting 3.2.1, suppose that S is a reduced
local ring essentially of finite type over C, and a local C-algebra homomorphism R→ S
satisfies the condition (*). If (Sp, (apSp)

t) is sharply F -injective for almost all p, then
(R, at) is sharply ultra-F -injective.

Proof. We argue similarly to [11, Theorem 3.8]. Let q be a prime ideal that is minimal
among primes of S lying over m and such that R → Sq is pure. Then R → Sq is
pure and Sq/mSq is of dimension zero. Take any i ∈ Z, any nonzero element η ∈
H i

m(R) and any ε0 ∈ ∗N. Since R → Sq is pure, the image of η under the morphism
H i

m(R) → H i
mSq

(Sq) ∼= H i
qSq

(Sq) is nonzero. By Proposition 3.3.4, there exists ε ⩾ ε0
and f ∈ a⌈t(π

ε−1)⌉ such that the image of η under the composite morphism

H i
m(R)→ H i

qSq
(Sq)

·F ε
∗ f−−→ H i

qSq
(F ε

∗ (Sq)∞)

is nonzero. Considering a commutative diagram

H i
m(R) //

·F ε
∗ f

��

H i
mSq

(Sq)
∼= //

·F ε
∗ f

��

H i
qSq

(Sq)

·F ε
∗ f

��
H i

m(F ε
∗R∞) // H i

mSq
(F ε

∗ (Sq)∞)
∼= // H i

qSq
(F ε

∗ (Sq)∞)

,

the image of η under the morphism H i
m(R)

·F ε
∗ f−−→ H i

m(F ε
∗R∞) is nonzero. Therefore,

(R, a)t is sharply ultra-F -injective.

Proposition 3.3.10. With notation as in Setting 3.2.1, assume that (R, at) is sharply
ultra-F -injective and R/m ∼= C. Then (R, at) is dense sharply F -injective type.

Proof. Suppose that (Rp, (ap)
t) is not sharply F -injective for almost all p. Then there

exists i ⩾ 0 such that for almost all p, there exist ep ∈ N and fp ∈ a
⌈t(pep−1)⌉
p such that

H i
mp

(Rp)
·F ep

∗ fp−−−−→ H i
mp

(F
ep
∗ Rp) is not injective. Let ε = ulimp ep ∈ ∗N and f = ulimp fp.

Then we have a commutative diagram

H i
m(R) //

� _

��

H i
m(F ε

∗R∞)� _

��
ulim
p

H i
mp

(Rp) // ulim
p

H i
mp

(F ep
∗ Rp)

,

where the vertical maps are injective by Proposition 3.1.9.

Claim. SocRH
i
m(R) ∼= SocR∞

(
ulimpH

i
mp

(Rp)
)

.

Proof of Claim. Take a regular local ring (S, n) essentially of finite type over C such
that R is a homomorphic image of S and let t = dimS. Then

H i
m(R) ∼= H i

n(R) ∼= HomS(Extt−iS (R,S), ES),
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where ES is the injective hull of R/m ∼= S/n as an S-module. Hence, we have

SocS H
i
m(R) ∼= SocS(HomS(Extt−iS (R,S), ES))

∼= HomS(Extt−iS (R,S), S/n).

Therefore,
lR(SocRH

i
m(R)) = lR(HomS(Extt−iS (R,S), S/n)).

On the other hand,

lR(HomS(Extt−iS (R,S), S/n)) = lRp(HomSp(Extt−iSp
(Rp, Sp), Sp/np)

for almost all p. By a similar argument, we have

lR(SocRH
i
m(R)) = lRp(SocRp H

i
mp

(Rp))

for almost all p. Hence, SocR∞(ulimpH
i
mp

(Rp)) ∼= ulimp(SocRp H
i
mp

(Rp)) is a finite

R∞-module of length lR(SocRH
i
m(R)). Since R/m ∼= C by the assumption, we have

R∞/mR∞ ∼= C. Therefore, SocR∞(ulimpH
i
mp

(Rp)) is also a finite R-module of length

lR(SocRH
i
m(R)). By Proposition 3.1.9, H i

m(R) → ulimpH
i
mp

(Rp) is injective. Hence,
the morphism

SocRH
i
m(R)→ SocR∞(ulim

p
H i

mp
(Rp))

is an isomorphism.

Since H i
m(R)

·F ε
∗ f−−→ H i

m(F ε
∗R∞) is injective by the assumption,

ulim
p

H i
mp

(Rp)
·F ep

∗ fp−−−−→ ulim
p

H i
mp

(F ep
∗ Rp)

is injective by the above claim. However, this is a contradiction. Hence, (Rp, (ap)
t)

is sharply F -injective for almost all p. Comparing approximations with reductions
modulo p > 0, (R, at) is of dense sharply F -injective type.

Combining above propositions, we get the following theorem.

Theorem 3.3.11. With notation as in Setting 3.2.1, suppose that S is a reduced local
ring essentially of finite type over C, a local C-algebra homomorphism R→ S satisfies
the condition (*) and R/m ∼= C. If (S, (aS)t) is of dense sharply F -injective type, then
(R, at) is of dense sharply F -injective type.

Proof. By Proposition 3.3.3, there exist a non-principal ultrafilter F on P and an
isomorphism ulimp Fp ∼= C such that (Sp, (apSp)

t) is sharply F -injective for almost
all p. By Proposition 3.3.9, (R, at) is sharply ultra- F -pure. Since R/m ∼= C, by
Proposition 3.3.10, (R, at) is of dense sharply F -injective type.

Remark 3.3.12. We expect that the conclusion holds even if we only suppose that
R→ S is pure because it follows from the main result of Godfrey and Murayama [17]
and the weak ordinarity conjecture (see [3]).
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