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Abstract

The current development of Web applications such as Blogs and Wiki enables users

to easily create and disseminate their contents in the Web. As the contents on the

Web are rapidly growing, the quantity of information is recently becoming more

important in the Web. With the large quantity of information, the Web has now

turned to the huge corpus that can be easily accessible using search engines, that

opens new possibility to handle the vast relevant information and mine important

structures and knowledge.

In addition to the trend of “Web as corpus”, another important aspect of the cur-

rent Web is that our daily life is reflected in the Web. For example, social networking

services (SNSs) where users maintain an online network of friends have recently re-

ceived much attention on the Web. Information about tens of millions of people and

their relationships are currently available in the Web. Communication and informa-

tion sharing in the real world are also reflected in the Web. As users publish their

daily activities and communicate in the Web, the Web is now becoming another form

of our society.

With the current trends of “Web as Corpus” and “Web as Society”, the large

amount of information that are originated from our daily activities in the real world

are available on the Web. On top of these trends in the Web, there is a new require-

ment for information retrieval that users try to find the “entity-based” information

rather than documents. Here, entity is defined as the object in the real world such as

person, location, and organization. In addition to single entity information, relation

information among entities from the Web are also becoming important information

to be retrieved by users.
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Users are currently searching for entity-based information and entity relations

on top of existing document-based Web information.The Semantic Web is one ap-

proach to realize the entity-based information retrieval. In the Semantic Web, every

resource is annotated with metadata using ontology. Users can easily search and

find the entity-based information using the annotated metadata. However, because

data should be annotated with metadata in advance to fully use the Semantic Web

technologies, there is a major problem of metadata annotation in the Semantic Web.

Therefore, there is still a huge gap between the Semantic Web and the current Web

where most data are unstructured.

Aiming at realizing information services based on entity-based information and

entity relations as a next stage of current information retrieval, in this thesis we pro-

pose methods for extracting entity information and entity relations from the Web.

The key features of our approach are to leverage existent search engine and obtain

several Web-scale statics such as hit counts and snippets in order to assess entity-

related information. We construct the entity model using the information obtained

from search engine. Applying several text processing techniques such as term weight-

ing, similarity measure, and clustering to the entity model, our methods extract entity

information, entity relations and social networks. The extracted information can be

applied to several applications. We first develop the researcher search system in which

the information about researchers and relationships are automatically extracted from

the Web. We also develop the information sharing system and the expert finding

system using the extracted social networks.

Overall, in this thesis we address two research questions for extracting entity

information from the Web: (1) how search engines can be used to access the Web

corpus and extract entity information from the Web and (2) how the extracted entity

information can be used to support users in entity-based information services.

For first question, we first propose a method for constructing the entity model

using the information obtained from search engine. We then propose a method of

keyword extraction for extracting entity information from the Web. The proposed

method is based on the statistical features of word co-occurrence obtained from search

engine. We also propose a method that extracts descriptive labels of relations among
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entities automatically such as affiliations, roles, locations, part-whole, social relation-

ships. Fundamentally, the method clusters similar entity pairs according to their

collective contexts obtained from search engine. The descriptive labels for relations

are obtained from the results of clustering. Finally, We propose a method that auto-

matically extracts social networks from the Web. The method leverages co-occurrence

information obtained from search engine to estimate the relation between entities.

For second question, we develop the researcher search system. The system is

a Web-based system for an academic community to facilitate communication and

mutual understanding based on entity information and social networks extracted

from the Web. We also develop a real-world-oriented information sharing system.

The system enables users to determine who has access to particular information based

on the social networks and network analysis. We finally develop the expert finding

system that locates relevant and socially close experts for information seekers. The

system leverages the entity information and social networks of a Web community in

order to find experts who have appropriate expertise.
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1.1 Motivation

Current Web: from Quality to Quantity

The current development of Internet infrastructure such as broadband and wireless

network enables users to easily access the Web. Nearly 87 million people 1 in Japan

are currently using Internet. Moreover, the current development of Web applications

enables users to easily create and disseminate their contents in the Web. For example,

using Blogs which are diary-like sites including multimedia contents such as photos

and videos, users can easily publish their information. Nearly 8.68 million people 2

in Japan are currently using Blog services.

With the rapidly growing contents on the Web, the recent Web has witnessed the

transition from quality to quantity of information. A few years ago, when people

tried to find information in the Web, they relied on the several “authority” sites

that aggregate and disseminate valuable information. The algorithms for ranking

the Web sites such as HITS and Pagerank have been developed and applied to find

such sites. However, the recent information explosion and distribution where users

can easily publish their information on the Web has made it difficult to find valuable

information only by using such hub and authority-based algorithms. As the contents

on the Web are rapidly increasing, the quantity of information is recently becoming

more important in the Web.

Web as Corpus

The importance of quantity of information has been explained with recent “collective

intelligence” in the Web. Collective intelligence is the capacity of communities to co-

operate intellectually in creation, innovation and invention. For example, Wikipedia,

an online encyclopedia is based on the notion that every user can add an entry, is

a successful site using the idea of the collective intelligence. Folksonomy, a style of

1The number is based on the survey of Japan Ministry of Internal Affairs and Communications
in 2006.

2The number is based on the survey of Japan Ministry of Internal Affairs and Communications
in 2006.



CHAPTER 1. INTRODUCTION 3

collaborative categorization of Web sites using freely chosen keywords (or tags), is

another example of the collective intelligence. As seen in Wikipedia, every single user

contributes to creating large quantity of information and then as seen in Folksonomy,

the information is organized and guided by user communities.

The collective intelligence is also emerging in huge language resources of the Web

documents that contain hundreds of billions of words of text. Therein, search engine

plays an important role to access the resources. The simple way to access the language

resources in the Web is to leverage hit counts of search engine as word frequencies. For

example, when checking the spell, speculater or speculator, Google gives 4,700 for the

former and 1,210,000 for the latter. As seen in this example, the collective intelligence

of majority decision in the Web can be easily obtained simply by exploiting Google

hit counts. With the large quantity of information, the Web has turned to the huge

corpus that can be easily accessible source of language material using search engines,

which in turn opens new possibility to handle the vast relevant information and mine

important structures and knowledge.

Web as Society

In addition to the trend of “Web as corpus”, another important aspect of the current

Web is that our daily life is reflected in the Web. For example, social networking

services (SNSs) have recently received considerable attention on the Web. SNSs en-

able users to maintain an online network of friends or associates for social or business

purposes. Therein, the users can create their contents such as profiles and Blogs and

communicate with their friends. Information about tens of millions of people and

their relationships are published in several SNSs. For example, more than 10 million

users 3 are using mixi, the largest SNS in Japan.

As users publish their daily activities and social relationships in Blogs and SNSs,

the Web is currently reflecting the information in the real world and the information

is constantly updated through the contents that the users create online. Communi-

cation and information sharing in the real world are also reflected in the Web. Using

3The number based on the survey of mixi, inc in May 2007.
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several communication tools such as Email, Instant Messenger, and SNSs, users can

communicate each other and share information online as they do in the real world.

As information and communication in the real world have been reflected in the Web.

The Web is becoming another form of our society.

Information Retrieval: from Document to Entity

With the current trends of “Web as Corpus” and “Web as Society”, the large amounts

of information that are originated from our daily activities in the real world are

available on the Web. On top of these trends in the Web, there is a new requirement

for information retrieval that users try to find the “entity-based” information rather

than documents. Here, entity is defined as the object in the real world such as person,

location, and organization. Large amounts of information about people, places and

other entities are currently available in the Web. To extract and deduce information

about these named entities has many practical applications. For example, if you

are browsing the news site it would be interesting to be able to click on a name

and get information about the entity associated with that name. A user might also

be interested in finding people related to the entity. In addition to single entity

information, as we can see the recent trend of social networks which are basically

representing the structure of relations among entities, relation information among

entities from the Web (e.g. relation between two persons or relation between a person

and an organization) are also becoming important information to be retrieved by

users.

The entity-based information retrieval should exist on top of current document

retrieval. For example, when a user wants to know “Prof. Mitsuru Ishizuka”, he might

put the query “Mitsuru Ishizuka” into a search engine and try to find the information

about Prof. Ishizuka from the search results. Therein, the final goal of the user is not

to find the documents that include descriptions about Prof. Ishizuka but to find the

related information of Prof. Ishizuka such as his students, research fields, affiliations,

and projects. In other words, what the user wants to know is the information or

attributes about Prof. Ishizuka as a person (or more precisely researcher) entity. In
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order to know about him further, the user might try to find the relation between Prof.

Ishizuka and his student, co-author, or colleague. The user might be also interested

in the relation between Prof. Ishizuka and his affiliation. As seen in this example,

users are currently searching for entity-based information and entity relations on top

of existing document-based Web information.

In current information retrieval, a user has a specific information need, and the

system provides a list of documents that satisfy all or parts of that information need.

Typically the list is presented in an order of decreasing relevance, where relevance

is determined by the system. It is often the user’s job to connect the pieces of

information together in order to satisfy a precise information need such as finding

specific entity information. The Semantic Web is one approach to realize the entity-

based information retrieval. In the Semantic Web, every resource is annotated with

metadata using ontology. For example, “Prof. Ishizuka” is explicitly represented as

an instance of Person class and related information about him such as affiliations and

research fields are described with metadata. Users can easily search for and find the

information about Prof. Ishizuka using the annotated metadata. However, because

data should be annotated with metadata in advance to fully use the Semantic Web

technologies, the annotation of metadata is a major problem to realize the Semantic

Web. Therefore, there is still a huge gap between the Semantic Web and the current

Web where most data are unstructured. Now the question is how to fill the gap

between the current and the Semantic Web to realize entity-based information.

1.2 Contributions of the Thesis

Aiming at realizing information services based on entity-based information and entity

relations toward a next stage of current information retrieval, in this thesis we propose

the methods for extracting entity information and entity relations from the Web. The

key features of our approach are to leverage existent search engine and obtain several

Web-scale static such as hit counts and snippets in order to assess entity-related

information. We construct the entity model using the information obtained from

search engine. Applying several text processing techniques such as term weighting,



CHAPTER 1. INTRODUCTION 6

similarity measure, and clustering to the entity model, our methods extract entity

information, entity relations and social networks. The extracted information can

be applied to several applications that are based on the entity information. We

first develop the researcher search system that the information about researchers

and relationships are automatically extracted from the Web. We also develop the

information sharing system and the expert finding system using the extracted social

networks.

Overall, in this thesis we address two major research questions for extracting entity

information from the Web: (1) how the search engine can be used to access the Web

corpus and extract entity information from the Web and (2) how the extracted entity

information can be used to support users in entity-based information services. Our

main contributions in this thesis include:

Methods for Modeling Entity Information from the Web

We propose a basic method to construct the entity model using the information

obtained from search engine. The information includes hit counts, co-occurrence,

and snippets. Applying several text processing techniques such as term weighting,

similarity measure, and clustering to the entity model, we develop following methods

for extracting entity information, entity relations, and social networks from the Web.

Method for Extracting Entity Information from the Web using

Search Engine

We propose a method of extracting entity information in form of keyword from the

Web. The proposed method is based on the statistical features of word co-occurrence

that are obtained from search engine. The basic idea is a following: if a word co-

occurs with an entity in many Web pages, the word might be a relevant keyword

about the entity. Importantly, our method extracts relevant keywords depending on

the context of the entity. Our evaluation shows better performance to tfidf -based

keyword extraction. Publications based on this research are: [53] [56] [57] [52].
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Method for Extracting Entity Relations from the Web using

Search Engine

We propose a method that automatically extracts descriptive labels of relations among

entities automatically such as affiliations, roles, locations, part-whole, social relation-

ships. Fundamentally, the method clusters similar entity pairs according to their col-

lective contexts in Web documents. The descriptive labels for relations are obtained

from results of clustering. The proposed method is entirely unsupervised and is easily

incorporated with existing social network extraction methods. Our experiments con-

ducted on entities in researcher social networks and political social networks achieved

clustering with high precision and recall. The results showed that our method is

able to extract appropriate relation labels to represent relations among entities in the

social networks. Publications based on this research are: [60] [55]

Method for Extracting Social Networks from the Web

We propose a method that automatically extracts social networks from the Web.

The Web is currently a huge source of information for the relation between entities.

Our method leverages co-occurrence information obtained from a search engine to

extract a social network among entities. The basic idea is a following: if two entities

co-occurs in many Web pages, they might have a relation. We evaluated several

co-occurrence measures to find the robast measure for extracting a social network

from the Web. Combining several information about entity and relation that are also

extracted automatically from the Web, we develop a method for extracing a social

network in the way that the social network is easy to understand and applicable for

practical applications. Publications based on this research are: [54] [138] [168]



CHAPTER 1. INTRODUCTION 8

Application of Social Networks: Researcher Search System,

Information Sharing System, and Expert Finding System

• Researcher Search System

We develop a researcher search system that is a Web-based system for an aca-

demic community to facilitate communication and mutual understanding based

on a social network extracted from the Web. The system provides various types

of retrieval are possible on the social network: researchers can be sought by

name, affiliation, keyword, and tag; related researchers to a retrieved researcher

are listed; and a search for the shortest path between two researchers can be

made.

• Information Sharing System

We develop a real-world oriented information sharing system that uses social

networks extracted from the Web. The system automatically obtains users’ so-

cial relationships by mining various external sources. It also enables users to

analyze their social networks to provide awareness of the information dissemi-

nation process. Users can determine who has access to particular information

based on the social relationships and network analysis.

• Expert Finding System

We propose a method that employs the user profile and social structure of a

Web community in order to find experts who have appropriate expertise and

are likely to be able to reply to a information request. We addressed the issue in

the scenario from the actual social network service for sharing recipes. Utilizing

the user information and social structure from the existing Web community, we

implemented and operated the community mining system which locates relevant

and socially close experts for information seekers.

Publications based on these researches are: [59] [58]
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1.3 Organisation of the Thesis

This thesis is organized as follows: In Chapter 2, we review background and related

work. Then, in Chapter 3, we present a basic method for modeling entity information

from the Web. In Chapter 4, we present a method for extracting entity information

from the Web. Later, in Chapter 5, we present a method for extracting entity rela-

tions. We then shift our focus to how to extract social networks from the Web and

apply to the information system. First, in Chapter 6, we present a basic method

for extracting social networks from the Web and we also present a researcher search

system using social networks. In Chapter 7, we present a information sharing system

using social networks. In Chapter 8, we present an expert finding system using so-

cial networks. Finally, in Chapter 9, we conclude this thesis and describe some open

questions and future research directions.



Chapter 2

Background and Related Work

10
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In this thesis, we mainly address the extraction of entity information and social

networks using a search engine from the Web. Therefore, our work touches on tree

major research areas: information extraction, Semantic Web and social network.

This chapter reviews related work in these areas. First, we summarize the research

on information extraction, emphasizing Web mining-based techniques that are most

closely related to our work (Section 2.1). Then, we review recent work on the Semantic

Web and discuss its connection to information extraction (Section 2.2). Finally, we

summarize relevant work on social networks, and comment on its connection to our

social network extraction and applications.

2.1 Information Extraction and Web mining

Aiming at extracting entity information, our method is regarded as an IE (Information

Extraction) method. Up to now, many IE methods have relied on predefined tem-

plates and linguistic rules or machine learning techniques to identify certain entities in

text documents [131]. For example, some previous IE researches have addressed the

extraction of entity information. In [118], the authors propose a method to extract

artist information from Web pages, such as name and date of birth, and automati-

cally generate his or her biography. In [124], they address the extraction of entity

information such as name, project, publication in a specific department using unsu-

pervised information extraction. These methods usually define properties, domains,

or ontology beforehand. Many methods for extracting entity information from doc-

uments such as newspapers and scientific papers have been studied. In contrast to

those documents, Web pages are too diverse and heterogeneous to apply the previous

methods since they include free text and unstructured data, lack regular sentences.

We extract entity information based on Web-scale statistic such as hit counts and

snippets using a search engine without any predefined restrictions. We also use exist-

ing probabilistic measures such as mutual information [121] and Log-Likelihood [125]

as newly defined Web-based measures.

Extracting relations between entities is related closely to existing extraction meth-

ods of social networks. Several studies have addressed extraction of social networks
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automatically from various sources of information such as the Web, e-mail, and con-

tacts [6, 46, 137, 168]. While most approaches for social network extraction have

focused on the strength of the relation, few studies have addressed automatic identifi-

cation of underlying relations. Matsuo et al. employed a supervised machine learning

method to classify four types of relations in a research community [138].

There have also been several important works that have examined supervised

learning of relation extraction in the field of natural language processing and in-

formation extraction [151, 152, 153]. However, a supervised method requires large

annotated corpora, which cost a great deal of time and effort. In addition, it is nec-

essary to gather the domain specific knowledge a priori to define extracted relations.

Our method is fully unsupervised and requires no annotated corpora. Furthermore,

our method works domain independently and requires no pre-defined relations. For

further improvement of our method, it might be worth considering exploitation of

weakly supervised and bootstrapping methods [154, 155] that rely on a small set of

pre-defined initial seeds instead of a large annotated corpus.

Several studies have proposed relation extractionfrom a large language corpus

using a bag-of-words of context [68, 33]. Our method can be considered as an appli-

cation of relation extraction methods in NLP to social networks and a Web mining.

We are aiming at easily incorporating into extraction methods of social network from

the Web. Therefore, our method uses context information that is obtained during

extraction of social networks. Consequently, it serves to enrich such networks by

adding relation labels.

Aiming at extraction of the relation labels in automatically extracted social net-

work from the Web, our method is a Web mining method. Recent approaches of Web

mining toward the Semantic Web use the Web as a huge language corpus and combine

it with a search engine. This trend is observed not only in recent social network ex-

traction [137, 138] but also in ontology population for entities [165, 166] and relations

[160, 167]. The underlying concept of these methods is that it uses globally available

Web data and structures to annotate local resources semantically to bootstrap the

Semantic Web. In line with this, our approach utilizes the Web to obtain the collec-

tive contexts that engender extracting representative relations in social network. As
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pointed in [168], we claim that relations should be defined not by local information,

but rather by a global viewpoint of a network composed of individual relations.

As for modeling entity information from the Web, Conrad and Utt considered

breaking up the corpus into what they called pseudo documents. They ran an entity

recognizer through a corpus. All paragraphs containing a mention of an entity were

collapsed into a single document called a pseudo document. They applied this to in-

formation visualization. We provide a more formal framework for the representation

of these pseudo documents and extend the number of uses of this method of repre-

sentation. Raghavan et al. explored the use of entity language models for tasks such

as questio answering and clustering entities. To build the models, they recognized

the named entities in the TREC-8 corpus and computed the probability distributions

over words occurring within a certain distance of any instance labeled as Person of the

canonical surface form of 162 famous people. In contrast, our approach for modeling

entity information focus on the Web information. Therefore, we propose algorithms

to model entity information from the Web using the information obitained from a

search engine.

2.2 Semantic Web

With currently growing interest in the Semantic Web [119] and new standards for

metadata description such as the Resource Description Framework (RDF) [132], meta-

data has gradually been becoming popular in the Web. Another recent trend in the

Web is that the user is gradually coming to play a central role in Web contents.

For example, in Weblog variety of contents is created by a user. And several Social

Networking sites through which users can maintain an online network of friends or

associates for social or business purposes have been launched recently. Therein, data

about millions of people and their connections is publicly available on the Web.

With these recent Web trends, expressing semantics about people and their rela-

tionships has been gained interest. The Friend of a Friend (FOAF) project [169] is

one of the Semantic Web’s largest and most popular ontologies [123]. It is essentially

a vocabulary for describing people and whom they know. The FOAF ontology isn’t
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the only one people use to publish social information on the Web. For example, it

is reported that more than 360 RDF Schema or OWL classes defined with the local

name “person” 1. In fact, many vocabularies and frameworks for user semantics have

being developed [133][122][175].

Users are begining to accept FOAF and its extensions as something of a stan-

dardized ontology for representing user semantics on the Semantic Web. However,

as a major problem of the Semantic Web is in metadata annotation, metadata for

users must also overcome the problem so that every user can easily annotate his or

her data. The key clue to facilitate and accelerate metadata generation is to reuse

much information which already has existed on the Web. In fact, while some FOAF

files are from users who have authored their own data, others are from Web sites

that publish data from their databases using the FOAF ontology. For example, imag-

ine a researcher: that researcher’s information can be found in an affiliation page, a

conference page, an online paper, or in a Weblog.

Because recent studies have shown that social networks greatly contribute to on-

tology extraction [135], identifying underlying relations is important for ontology

development. Currently, several studies are examining the use of relation extraction

for ontology learning and population [156]. Although ontology learning and popula-

tion share the common goal of facilitating ontology construction, they differ slightly.

Whereas ontology learning mainly addresses extraction of taxonomic relations among

concepts, the goal of ontology population is extraction of non-taxonomic relations

among instances of concepts [157]. In our case, because the labels (non-taxonomic

relations) of relations are assigned to pairs of entities of social networks (relation in-

stances), our work can be regarded as a specific case of ontology population in the

context of social networks.

Relation extraction for ontology population is typically an unsupervised approach.

Because ontology population is usually intended to extract information about in-

stances from large and heterogeneous sources such as the Web, a fully supervised

approach that assumes numerous training instances is not feasible for large-scale ex-

ploitation, as pointed out in some precedent studies [158]. Therefore, several studies

1http://swoogle.umbc.edu
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have exploited unsupervised or semi-supervised approaches. Particularly, the cur-

rent approaches for relation extraction in ontology population are classifiable into

two types: those that exploit certain patterns or structures, and those that rely on

contextual features.

Pattern-based approaches [159, 160, 161] seek phrases or sentence structures that

explicitly show relations between instances. However, most Web documents have

a very heterogeneous structure, even within individual web pages. Therefore, the

effectiveness of the pattern-based approach depends on the domain to which it is

applied. Rather than exploiting patterns or structures, context-based approaches

[162, 163, 164] assess contextual syntactic, semantic, and co-occurrence features.

Several studies have employed contextual verb arguments to identify relations in

text [162, 164], assuming that verbs express a relation between two ontology classes

that specify a domain and range. Although verbs are relevant features to identify

relations, we assume that syntactic and dependency analyses are applicable to text

collections. Because the Web is highly heterogeneous and often unstructured, syntac-

tic and dependency structures are not always available. For that reason, we employed

a contextual model that uses a bag-of-words to assess context. Therefore, the method

is applicable to any unstructured documents in the Web. As shown in our experi-

ment, the simple context model performed well to extract descriptive relation labels

without depending on any syntactic features in text.

In the context of the Semantic Web, a study by Cimiano and his group is one of the

most relevant works to ours. That system, Pattern-based ANnotation through Knowl-

edge On the Web (PANKOW), assigns a named entity into several linguistic patterns

that convey semantic meanings [80, 81]. Ontological relations among instances and

concepts are identified by sending queries to a Google API based on a pattern library.

Patterns that are matched most often on the Web indicate the meaning of the named

entity, which subsequently enables automatic or semi-automatic annotation. The un-

derlying concept of PANKOW, self-annotating Web, is that it uses globally available

Web data and structures to annotate local resources semantically to bootstrap the

Semantic Web.
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2.3 Social Network

Social networks play important roles in our daily lives. People conduct communi-

cations and share information through social relations with others such as friends,

family, colleagues, collaborators, and business partners. Our lives are profoundly

influenced by social networks without our knowledge of the implications. Potential

applications of social networks in information systems are presented in [114]: Exam-

ples include viral marketing through social networks (also see [95]) and e-mail filtering

based on social networks.

A social network is a social structure made of nodes which are generally individuals

or organizations. It indicates the ways in which they are connected through various

social familiarities ranging from casual acquintance to close familial bonds. Social

network analysis is a technique in sociology, where a node is called an actor and an

edge is called tie. From 1930’s, social network analysis is applied to various kinds

of network data. Recently, researchers such as D. Watts, Strogatz, and A. Newman

develops the new network research area known as complex network.

Social networking services (SNSs) have been given much attention on the Web

recently. As a kind of online application, SNSs are useful to register personal infor-

mation including a user’s friends and acquaintances on these systems; the systems

promote information exchange such as sending messages and reading Weblogs. Friend-

ster2 and Orkut3 are among the earliest and most successful SNSs. Increasingly, SNSs

especially target focused communities such as music, medical, and business communi-

ties. In Japan, one of large SNSs has more than three million users, followed by more

than 70 SNSs that have specific characteristics for niche communities. Information

sharing on SNSs is a promising application of SNSs [86, 106] because large amounts of

information such as private photos, diaries and research notes are neither completely

open nor closed: they can be shared loosely among a user’s friends, colleagues and

acquaintances. Several commercial services such as Imeem4 and Yahoo! 360◦5 provide

2http://www.friendster.com/
3http://www.orkut.com/
4http://www.imeem.com/
5http://360.yahoo.com/
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file sharing with elaborate access control.

In the context of the Semantic Web, social networks are crucial to realize a web

of trust, which enables the estimation of information credibility and trustworthiness

[87]. Because anyone can say anything on the Web, the web of trust helps humans and

machines to discern which contents are credible, and to determine which information

can be used reliably. Ontology construction is also related to a social network. For

example, if numerous people share two concepts, the two concepts might be related

[103, 104]. In addition, when mapping one ontology to another, persons between the

two communities play an important role. Social networks enable us to detect such

persons with high betweenness.

Several means exist to demarcate social networks. One approach is to make a user

describe relations to others. In the social sciences, network questionnaire surveys

are often performed to obtain social networks, e.g., asking “Please indicate which

persons you would regard as your friend.” Current SNSs realize such procedures

online. However, the obtained relations are sometimes inconsistent; users do not

name some of their friends merely because they are not in the SNS or perhaps the

user has merely forgotten them. Some name hundreds of friends, while others name

only a few. Therefore, deliberate control of sampling and inquiry are necessary to

obtain high-quality social networks on SNSs.

In contrast, automatic detection of relations is also possible from various sources

of information such as e-mail archives, schedule data, and Web citation information

[72, 115, 105]. Especially in some studies, social networks are extracted by measuring

the co-occurrence of names on the Web. Pioneering work was done in that area by H.

Kautz; the system is called Referral Web [92]. In the mid-1990s, Kautz and Selman

developed a social network extraction system from the Web, called Referral Web [92].

The system focuses on co-occurrence of names on Web pages using a search engine. It

estimates the strength of relevance of two persons X and Y by putting a query “X and

Y” to a search engine: If X and Y share a strong relation, we can find much evidence

that might include their respective homepages, lists of co-authors in technical papers,

citations of papers, and organizational charts. Interestingly, a path from a person to

a person (e.g., from Henry Kautz to Marvin Minsky) is obtained automatically using
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the system. Later, with development of the WWW and Semantic Web technology,

more information on our daily activities has become available online. Automatic

extraction of social relations has much greater potential and demand now compared

to when Referral Web is first developed.

Recently, P. Mika developed a system for extraction, aggregation and visualization

of online social networks for a Semantic Web community, called Flink [103]6. Social

networks are obtained using analyses of Web pages, e-mail messages, and publications

and self-created profiles (FOAF files). The Web mining component of Flink, similarly

to that in Kautz’s work, employs a co-occurrence analysis. Given a set of names as

input, the component uses a search engine to obtain hit counts for individual names

as well as the co-occurrence of those two names. The system targets the Semantic

Web community. Therefore, the term ”Semantic Web OR Ontology” is added to the

query for disambiguation.

Similarly, Y. Matsuo et al develops social network mining system from the Web

[138, 168]. Their methods are similar to Flink and Referral Web, but they further

developed to recognize the different types of relations and addressed the scalability.

Their system, called Polyphonet, was operated at the 17th, 18th and 19th Annual

Conferences of the Japan Society of Artificial Intelligence (JSAI2003, JSAI2004, and

JSAI2005) and at The International Conference on Ubiquitous Computing (UbiComp

2005) in order to promote the communication and collaboration among conference

participants.

A. McCallum and his group [83, 74] present an end-to-end system that extracts a

user’s social network.That system identifies unique people in e-mail messages, finds

their homepages, and fills the fields of a contact address book as well as the other

person’s name. Links are placed in the social network between the owner of the web

page and persons discovered on that page. A newer version of the system targets

co-occurrence information on the entire Web, integrated with name disambiguation

probability models.

Other studies have used co-occurrence information: Harada et al. [90] develop a

6http://flink.semanticweb.org/. The system won a 1st prize at the Semantic Web Challenge in
ISWC2004.
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system to extract names and also person-to-person relations from the Web. Faloutsos

et al. [85] obtain a social network of 15 million persons from 500 million Web pages

using their co-occurrence within a window of 10 words. Knees et al. [93] classify artists

into genres using co-occurrence of names and keywords of music in the top 50 pages

retrieved by a search engine. Some particular social networks on the Web have been

investigated in detail: L. Adamic has classified the social network at Stanford and

MIT students, and has collected relations among students from Web link structure and

text information [72]. Co-occurrence of terms in homepages can be a good indication

to find communities, even obscure ones. Analyses of FOAF networks is a new research

topic. To date, a couple of interesting studies have analyzed FOAF networks [123,

103]. Aleman-Meza et al. proposed the integration of two social networks: “knows”

from FOAF documents and “co-author” from the DBLP bibliography [6]. They

integrate the two networks by weighting each relationship to determine the degree of

Conflict of Interest among scientific researchers.

Most of those studies use co-occurrence information provided by a search engine

as a useful way to detect the proof of relations. Use of search engines to measure the

relevance of two words is introduced in a book, Google Hacks [78], and is well known

to the public. Co-occurrence information obtained through a search engine provides

a large variety of new methods that had been only applicable to a limited corpus so

far.

We add some comments on the stream of research on Web graphs. Sometimes

the link structure of Web pages is seen as a social network; a dense subgraph is

considered as a community [94]. Numerous studies have examined these aspects of

ranking Web pages (on a certain topic), such as PageRank and HITS, and identifying

a set of Web pages that are densely connected. However, particular Web pages or sites

do not necessarily correspond to an author or a group of authors. In our research,

we attempt to obtain a social network in which a node is a person and an edge is

a relation, i.e., in Kautz’s terms, a hidden Web. Recently, Weblogs have come to

provide an intersection of the two perspectives. Each Weblog corresponds roughly to

one author; it creates a social network both from a link structure perspective and a

person-based network perspective.
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3.1 Entity Information

Large amounts of information about people, places and other entities are currently

available in the Web. To extract and deduce information about these named entities

has many practical applications. For example, if you are browsing the news site it

would be interesting to be able to click on a name and get information about the

entity associated with that name. A user might want to learn more about an entity

by reading a summary of his or her identity, or might want specific questions about

the entity answered. A user might also be interested in finding people related to the

entity. It would also be interesting to find hidden attributes about an entity.

How is the entity represented so that information about entities can be used for

pracitcal applications ? If we consider current information retrieval, it has been

concerned with “document retrieval” rather than “entity retrieval” from a document

collection, each represented as a bag of words. A user has a specific information

need, and the system provides a list of documents that satisfy all or parts of that

information need. Typically the list is presented in an order of decreasing relevance,

where relevance is determined by the system. Often it is the user’s job to connect

the pieces of information together in order to satisfy a precise information need.

On the other hand, there is increasing interest in more structured data in the Web.

The Semantic Web relies on structured data and organized with rich ontologies. From

this structured representation, a user can retrieve the data accoding his or her specific

information requirement. However, one major issue of the Semantic Web approach

is that much data in the Web is currently provided in the form of free text, lacking

this structure.

In this thesis, we explore a middle ground between bag-of-words document re-

trieval and highly structured Semantic Web approach. The basic idea is that an

entity can be represented as a weighted distribution of words that are likely to be

used to describe the entity. Our hypothesis is that the highly weighted words will

provide a useful representation of an entity. According to this basic assumption, we

create a document-style representation of an entity using the contextual language

around an entity in the Web. As processing documents, we can leverage the apply
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Algorithm 3.2.1: ConstructEntityModel(e)

comment: Given entity e, return its entity model EM(e)

Query q ← DisambiguateEntity(e)
Document set D ← WebSearch(q, n)
for each document d in D

S ← Snippet(e, d,m)
for each snippet s in S

Term w ← TermExtraction(s)
Add term w into term set W

for each term w in W
Assigning a entity type to term w using NamedEntity(w)
Assigning a weight to term w using WeightFunction(w)

NormalizeEntityModel(EM(e))
return (EM(e))

Figure 3.1: Constructing Entity Model

the representation of an entity to several methods: extracting keywords about enti-

ties (Chapter 4), classifying entity relations and describing the semantics of the entity

relations (Chapter 5), and extracting social network among entities (Chapter 6).

3.2 Constructing Entity Information Model

We represent an entity as a weighted distribution of words that are likely to be used

to describe the named entity. We call the entity representation Entity Model (EM).

For example, an entity model for “Shinzo Abe” would have “prime minister”, “liberal

democratic party”, “cabinet”, and other such words with high weight. It would also

include names of strongly associated people (e.g., Junichiro Koizumi), places (Japan),

and so on.

Constructing the entity model from the Web is outlined in Figure 3.1. We con-

struct a model for an entity e as follows. First we create a search engine query from

e. We collect the top n documents from a search result. For each document, we
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Algorithm 3.2.2: ConstructEntityTupleModel(e1, e2)

comment: Given entity pair e1 and e2, return entity tuple model ETM(e1,e2)

Query q1 ← DisambiguateEntity(e1)
Query q2 ← DisambiguateEntity(e2)
Document set D ← WebSearch(q1 and q2, n)
for each document d in D

S ← Snippet(e1 and e2, d,m)
for each snippet s in S

Term w ← TermExtraction(s)
Add term w into term set W

for each term w in W
Assigning a entity type to term w using NamedEntity(w)
Assigning a weight to term w using WeightFunction(w)

NormalizeEntityModel(ETM(e1, e2))
return (ETM(e1, e2))

Figure 3.2: Constructing Entity Tuple Model

find text contexts (we call these fragments snippets) that include e. The length of

each snippet is defined with a text context spanning the m words to the right and

to the left of e. For each snippet, we extract a term and add into a term list. After

processing all snippets, we calculate a weight for each term in the term list. We also

use a named entity extraction to provide an entity type (e.g., person, location, orga-

nization) for the term. Finally we obtain the Enitity Model (EM) for an entity e as

a weighted distribution of terms. Each term is assigned a weight and an entity type

(if the term is an entity). The entity model can be extended to higher-order features

such as syntax. However, as we will show experimentally, our initial simple model is

sufficient to make useful applications.

Using the same idea with a single entity model, we can also construct a Entity

Tuple Model (ETM) that is a model of an entity pair. Constructing the entity tuple

model from the Web is outlined in Figure 3.2. In case of an entity tuple model, we

search for occurrences of the entity tuple in the text. If the number of intervating
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words between the entities is less than a certain number, then we add up to the

intervating words, up to the specified number of words to the right of the leftmost

entity, and up to the specified number of words to the left of the rightmost entity to

a snippet.

We define following functions for constracting entity model.

• DisambiguateEntity: Given an entity, it returns a search query including the

entity and additional words to disambiguate the entity with other same-name

entities.

• WebSearch: Given a search query, it returns top k documents that are retrieved

by the query.

• Snippet: Given a text, an entity, the number of words to be included in a snippet

, it returns text contexts (snippets) that include the entity.

• TermExtraction: Given a snippet, it returns terms in the snippet.

• NamedEntity: Given a term, it returns an entity type of the term.

• WeightFunction: Given a term and an entity, it returns a weight of the term in

relation to the entity.

Below, we explain in details of above mentioned functions.

Entity Name Disambiguation

More than one person entity might have the same name. Such namesakes cause

problems when constructing entity model. Several studies have addressed personal

name disambiguation on the Web [74, 88, 97, 98]. In addition, the natural language

community has specifically addressed name disambiguation as a class of word sense

disambiguation [116, 99].

Bekkerman and McCallum uses probabilistic models for the Web appearance dis-

ambiguation problem [74]: the set of Web pages is split into clusters, then one cluster

can be considered as containing only relevant pages: all other clusters are irrelevant.
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Li et al. proposes an algorithm for the problem of cross-document identification and

tracing of names of different types [96]. They build a generative model of how names

are sprinkled into documents.

These works identify a person from appearance in the text when a set of documents

is given. However, to use a search engine for constructing entity model, a relevant

keyphrase to identify a person is useful because it can be added to a query. For

example, an affiliation (a name of organization one belongs to) together with a name

could be used to disambiguate namesakes. Given an entity, the Disambiguate entity

function adds a couple of words that distinguish the entity from others. To this

purpose, we cluster Web pages that are retrieved by each name into several groups

using text similarity. It then outputs characteristic keyphrases that are suitable for

adding to a query. For more details, please referer to [75].

Named Entity Extraction

Several studies in named entity recognition task have addressed identifying the type

of named entities (such as people, locations, and organization). The named en-

tity recognition task comprised three entity identification and labeling subtasks:

ENAMEX (proper names and acronyms designating persons, locations, and orga-

nizations), TIMEX (absolute temporal terms) and NUMEX (numeric expressions,

monetary expressions, and percentages). Several tools for identifing the type of named

entities have been developed [177]. We combine these existing tools for the Name-

dEntity function to assign an entity type of a term.

Term Extraction

When extracting a term from a snippet, we have to deal with a compound noun that

is made up of two or more words. To identify a compound noun, we use web counts

information. Keller and Lapata investigated the validity of web counts for a range of

predicate-argument bigrams (verb-object, adjective-noun, and noun-noun bigrams)

[178]. They presented a simple method for retrieving bigram counts from the web

by querying a search engine and showed that web-based frequencies can be a viable
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alternative to bigram frequencies obtained from smaller corpora or recreated using

smoothing. Following Keller and Lapata, we obtained web counts for n-grams using

a simple heuristic based on queries to the search engine. In this approach, the web

count for a given n-gram is simply the number of hits (pages) returned by the search

engine for the queries generated for this n-gram. Using n-gram obtained from the

search engine, we detect a compound noun.

Term Weighting

Our entity model is represented as a weighted distribution of words. Because our

assumption is that high weighted words would provide a useful representation of an

entity, the weighting function should evaluate relevancy that a word would represent

an entity. If we regard an entity as a document, the word weighting is similar to

weighting terms representing a document, which have been studied in information

retrieval area.

In information retrieval, the weight functions are expressed as a product of a local

weight function and a global weight function [179]. The local weight function presents

the weight of the term in a document. The global weight function is used to express

the weight of the term across the entire document set. If we apply these functions

to our task of weighting terms in an entity model from the Web, the local weight

corresponds to the weight of the term in documents from the search results of an

entity and the global weight corresponds to the weight of the term across the entire

Web documents.

We define two local weight functions: term frequency (tfweb) and logarithm (logtfweb).

tfweb(w) is defined as the term frequeny of term w in Document set D from the search

results of an entity e. The term frequency in logarithmic scale is used to diminish the

large numbers as follows:

logtfweb(w) = log(tfweb(w)) + 1).

As global weight functions, we define the following two functions: idfweb and
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entropyweb. The global weight function idfweb is defined by:

idfweb = 1 + log(Nweb/Hit(w)),

where Nweb is the number of documents indexed by the search engine. In our case, we

set N = 1010 according to the number of indexed pages reported by Google. Hit(w)

is the hit counts retrieved by a query w.

The global weight function entropyweb is defined by:

entropyweb = 1 − H(d|w)/H(d),

where H(d) is the entropy of the disbribution (uniform) of the documents and H(d|w)

is the entropy of the conditional distribution given that the term w appeared.

Combining two local weight functions and two global weight functions, we have 4

weight functions. For example, using tfweb and idfweb, we obtain a tf · idf weighting

that is often used as a weighting function in document retrieval.

Term Similarity

The similarity between an entity and a term can be also used as a weighting that

express the relevancy of the term in relation to the entity. Many different methods

have been proposed to measure the strength of word similarity [180] [68]. We use

several word similarity measures as weighting funcitions as follows:

Diceweb =
2 ∗ Hit(e ∩ w)

Hit(e) + Hit(w)
,

Overlapweb =
Hit(e ∩ w)

min(Hit(e), Hit(w))
,

Jaccardweb =
Hit(e ∩ w)

Hit(e) + Hit(w) − Hit(e ∩ w)
,

PMIweb =
Hit(e ∩ w) ∗ Nweb

Hit(e) ∗ Hit(w)
,

where e is an entity, w is a term, and Hit is the hit counts from the search engine.
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If the probability distributions of an entity and a term are available, the following

similarity functions can be used as weighing functions.

KL − divergence(p||q) = Σplog
p

q
,

Jensen − Shannon(p, q) =
D(p||avg(p, q)) + D(q||avg(p, q))

2
,

SkewDivergence(p, q) = D(q||αp + (1 − α)q),

Euclidean(p, q) =
√

Σ(p − q)2,

L1(p, q) = Sigma|p − q|,

Cosine(p, q) =
Σpq√

Σp2
√

Σq2
,

where p and q are probability distributions. The probability ditribution is calculated

by using same algorithm of entity model construction and simply counting the term

frequencies in all snippets.

3.3 Application of Entity Model

Our model is completely unstructured and based only on the text in the Web. In

addition we do not employ any deep natural language processing beyond simple tech-

niques nor do we use a knowledge base to improve our representation. Therefore, we

expect that it can be ported to new domains with little difficulty. In particular our

modeling approach provides an interesting new way to represent an entity, and it has

broad applicability.

• Extracting keywords and populating Metadata of an entity

Entity model could be used to extract the keywords of the entity. The keywords

could be used for searching for an entity and answering to questions of an entity.

Further, the keywords could be used to populate the Metadata together with

the Semantic Web technologies.
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• Classifying an entity into various categories

Entity model could be used to group entities into classes.

• Linking entities that are similar and finding descriptions of why they are similar

Entity model could be used to find links between entities and to provide meaning-

ful descriptions of how two entities are related.

We demonstrate these applications of our entity model in following chapters: ex-

tracting keywords about entities (Chapter 4), classifying entity relations and describ-

ing the semantics of the entity relations (Chapter 5), and extracting social network

among entities (Chapter 6).
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In this chapter, we propose a method of extracting entity information in form of

keyword from the Web. The proposed method is based on the statistical features

of word co-occurrence that are obtained from search engine. The basic idea is a

following: if a word co-occurs with an entity in many Web pages, the word might

be a relevant keyword about the entity. Importantly, our method extracts relevant

keywords depending on the context of the entity. Our evaluation shows better perfor-

mance to tfidf -based keyword extraction. The keywords could be used to populate

Metadata for the Semantic Web.

4.1 Introduction

With currently growing interest in the Semantic Web [119] and new standards for

metadata description such as the Resource Description Framework (RDF) [132], meta-

data has gradually been becoming popular in the Web. Another recent trend in the

Web is that the user is gradually coming to play a central role in Web contents.

For example, in Weblog variety of contents is created by a user. And several Social

Networking sites through which users can maintain an online network of friends or

associates for social or business purposes have been launched recently. Therein, data

about millions of people and their connections is publicly available on the Web.

With these recent Web trends, expressing semantics about people and their rela-

tionships has been gained interest. The Friend of a Friend (FOAF) project [169] is

one of the Semantic Web’s largest and most popular ontologies [123]. It is essentially

a vocabulary for describing people and whom they know. The FOAF ontology isn’t

the only one people use to publish social information on the Web. For example, it

is reported that more than 360 RDF Schema or OWL classes defined with the local

name “person” 1. In fact, many vocabularies and frameworks for user semantics have

being developed [133][122][175].

Users are begining to accept FOAF and its extensions as something of a stan-

dardized ontology for representing user semantics on the Semantic Web. However,

as a major problem of the Semantic Web is in metadata annotation, metadata for

1http://swoogle.umbc.edu
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users must also overcome the problem so that every user can easily annotate his or

her data. The key clue to facilitate and accelerate metadata generation is to reuse

much information which already has existed on the Web. In fact, while some FOAF

files are from users who have authored their own data, others are from Web sites

that publish data from their databases using the FOAF ontology. For example, imag-

ine a researcher: that researcher’s information can be found in an affiliation page, a

conference page, an online paper, or in a Weblog.

One of our research goals is to find information about person entity which already

have been on the Web, and apply Semantic Web technologies to them. Therein,

question is how we can find user’s relevant information. In this chapter, we propose

a novel keyword extraction method to extract entity information from the Web. The

proposed method is based on the statistical feature of word co-occurrence. The basic

idea is a following: if a word co-occurs with a person’s name in many Web pages,

the word might be a relevant keyword about his or her information. Importantly, our

method extracts relevant keywords depending on the context of a person.

The remainder of this chapter is organized as follows: section 2 describes the

proposed keyword extraction method. In section 3, we evaluate the method. In

section 4, we discuss the limitation and application of our method in the Semantic

Web. In section 5, we compare our method with related works. Finally, we conclude

this chapter in section 6.

4.2 Keyword Extraction

4.2.1 Basic Idea

The simple approach to find someone’s keyword is to use word co-occurrence infor-

mation. Here, we define co-occurrence of two words as word appearance in the same

Web page. If two words co-occur in many pages, it is assumed that those two have

a strong relation. The co-occurrence information is acquired by the number of re-

trieved documents of a search engine result. For example the search result of a query

“Alfred Kobsa and User Modeling” returns about 3100 documents while about 450
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documents for a query “Alfred Kobsa and Software engineering”. In this manner, we

can guess that “User Modeling” is more relevant to “Alfred Kobsa” than “Software

engineering”. Our first hypothesis that:

Hypothesis1: The word that co-occurs with a person’s name in many Web pages

could be his or her keyword.

Although we can find many Web pages that contain a person’s name, each page

may contain personal information in different contexts. For example, imagine that

one person who is both a researcher and an artist, we can expect that his name may

appear not only in academic-related pages, but also in other pages related to his art

activities. Even among his academic-related pages, there might be different pages

depending on his acquaintances, affiliations, and projects. In this way, different Web

pages reflect different contexts of a person. Here, we introduce the notion of a context

to extract the keyword that captures the context of a person. We define a context

word as word that describes someone’s context. For example, “Art” and “Research”

can be respectively context words for his art activities and research activities. Our

second hypothesis that:

Hypothesis2: The word that co-occurs with a context word in many Web pages

could be the keyword in the context.

4.2.2 Scoring Keywords based on Word Co-occurrence

Figure shows the algorihtm of the proposed keyword extraction and Fig. 4.2 shows

procedures of the proposed keyword extraction. The proposed method has two main

steps: (1) First step is to extract words that co-occur with a person’s name in Web

pages. (2) Second step is to give a score to each word using the degree of word

co-occurrence in Web pages.

First, in order to extract words that co-occur with a person’s name, we put his

or her full name to a search engine As a search engine, we used Google 2 which

currently addresses data from more than 8 billion Web pages. From the search result,

2http://www.google.com
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Algorithm 4.2.1: KeywordExtraction(e)

comment: Given entity e and context c, return its keywords Keywords(e)

Query q ← DisambiguateEntity(e)
Document set D ← WebSearch(q, n)
for each document d in D

S ← Snippet(e, d,m)
for each snippet s in S

Term w ← TermExtraction(s)
Add term w into term set W

for each term w in W
Assigning a entity type to term w using NamedEntity(w)
Assigning a weight to term w using Jaccardweb(e, w)
Assigning a weight in relation to context c using Jaccardweb(c, w)
Score s(w) ← score(Jaccardweb(e, w), Jaccardweb(c, w))

SortTerm(Keywords(e))
return (Keywords(e))

Figure 4.1: Algorithm of keyword extraction

we used the top 10 html files as initial documents. The initial documents are pre-

processed with html-tag deletion and part-of-speech (POS) tagging . Then, using

the term extraction tool, Termex 3, we extract terms from pre-processed html files.

Termex extracts terms from POS data based on statistical information of conjunctions

between parts of speech. It can also extract nominal phrases that include more than

two nouns such as “User Modeling”. After the whole procedure of extraction, we

extract about 1000 terms per person.

Based on the previous basic idea, the relevant keyword for a person is chosen

based on word co-occurrence information. As a measure of co-occurrence, we use

Jaccard coefficient that captures the degree of co-occurrence of two terms by their

mutual degree of overlap. Jaccard coefficient is often used to evaluate tie strength

between two objects [139]. Assume we are to measure the relevance of name n and

3http://gensen.dl.itc.u-tokyo.ac.jp/win.html
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Name Initial documents
Term set Context Name 2. Pre-processing

4. Co-occurrencecalculationKeywordsof “Name”in “Context”

1. Retrieve “Name”Retrieved documents Searchengine

Searchengine
3. Retrieve “Name”, “Context”, “Term”,“Name and Term”, “Context and Term”

The numberof matcheddocuments
Figure 4.2: Procedure of keyword extraction

term w. We first put a query, “n and w”, to a search engine and obtain the number of

retrieved documents that is denoted by Hit(N ∩W ). Therein, N denotes a Web page

set that includes n and W denotes a Web page set that includes w. We continuously

apply a query, “n” and “w”, and obtain the number of retrieved documents for each,

Hit(N) and Hit(W ). Then, the relevance between name n and term w, denoted by

Jaccardweb(n, w), is approximated by the following Jaccard coefficient.

Jaccardweb(n,w) =
Hit(N ∩ W )

Hit(N ∪ W )
=

Hit(N ∩ W )

Hit(N) + Hit(W ) − Hit(N ∩ W )

To extract the keyword in relation to a certain context, we need to estimate the

relevance between the term and the context. If we replace the name n with the



CHAPTER 4. ENTITY INFORMATION EXTRACTION FROM WEB 36

context c in the relevance, Jaccardweb(n,w), we can obtain the relevance between

context c and term w, Jaccardweb(c, w), in the same manner. Then, the relevance of

person n and term w in the context c, denoted by Score(n, c, w), is calculated as the

following.

Score(n, c, w) = Jaccardweb(n, w) + αJaccardweb(c, w)

Therein, α denotes the relevance between the person and the context. We define

threshold k for Jaccardweb(n, c) to exclude terms that are not relevant for a person,

but that have strong relation to the context. α and k are currently decided based on

a heuristic method 4. The term w with the higher Score(n, c, w) is considered to be

a more relevant keyword for person n in context c.

If we consider the relation between two persons in terms of their contexts, one

person can be regarded as a part of the context of another person. Hence, we can

apply the previous formula to keyword extraction of the relation between persons as

follows:

RScore(n1, n2, c, w) = Score(n1, n2, w) + β Jaccardweb(c, w)

Therein, n1 and n2 denote each person’s names in the relation. Context c can be

considered in the relation between persons. β is the parameter of relevance between

the persons and the context. This formula shows the term relevance of the relation

between person n1 and n2 in the context c.

As an example of extracted keywords, Table 4.1 shows higher-ranked keywords of

“Mitsuru Ishizuka”. Each column in the table shows higher-ranked keywords based

on tfidf , co-occurrence without the context, co-occurrence with the context “Artifi-

cial Intelligence”, respectively, from the left column. Table 4.2 shows higher-ranked

keywords with the context “University”. Note that depending on the context word,

context-related words (in bold type) come to appear in higher-ranked keywords. The

4For keywords in Table 4.1-4.3, we used as α = avg(Jaccardweb(n,w))/(3 ∗
avg(Jaccardweb(c, w))), k = 0.001
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Table 4.1: Higher-ranked keywords of “Mitsuru Ishizuka” using tfidf and co-
occurrence based method

tfidf Co-Occurrence Co-Occurrence
(without the context) (with the context

“Artificial Intelligence”)
University of Tokyo Yutaka Matsuo AI society

University Hiroshi Dohi Yutaka Matsuo
JAVA application Character Agent Natural Language

Character Koichi Hashida Koichi Hashida
Scenario Emergence Life-like Interface Hiroshi Dohi

Research Institute Naoaki Okazaki Character Agent
Electronics University of Tokyo Life-Like Interface

Microsoft Life-like Agent Naoaki Okazaki
Iba laboratory Hypothetical Reasoning University of Tokyo
Yukio Osawa Sadao Kurohashi Life-like Agent

Program Committee Life-like Internface AI journal

order of higher-ranked keywords also changes in relation to the context. As an ex-

ample of the relation keywords, Table 4.3 shows higher-ranked keywords between

“Mitsuru Ishizuka” and “Yutaka Matsuo”.

4.3 Evaluation

To evaluate the proposed method and validate our hypotheses, we extracted keywords

of 10 Artificial Intelligence researchers. For each subject, we showed keywords that

are extracted from the Web by tf (term freqeucy), tfidf (term frequency inverse

document frequency), co-occur (co-occurrence without the context), and our method

(co-occurrence with the context). tfidf is a method widely used by many keyword

extraction systems to score individual words within text documents in order to select

concepts that accurately represent the content of the document. tfidf score of a

word can be calculated by looking at the number of times the word appears in a

document and multiplying that number by the log of the total number of documents

(corpora) divided by the number of documents that the word resides in. As corpora,

we used 3981 html files which are collected from the search results of 567 Japanese AI
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Table 4.2: Higher-ranked keywords of “Mitsuru Ishizuka” with the context “Univer-
sity”

Co-occurrence with the context “University”
Yutaka Matsuo

Graduate School of Engineering
Hiroshi Dohi

Character Agent
Life-Like Interface

Artificial Intelligence
University of Tokyo

Faculty of Engineering
Life-life agent

Table 4.3: Higher-ranked keywords of the relation between “Mitsuru Ishizuka” and
“Yutaka Matsuo”

Co-occurrence with the context “Artificial Intelligence”
National Institute of Advanced–

–Industrial Science and Technology
Artificial Intelligence
Ishizuka Laboratory

Naoaki Okazaki
Hiroshi Dohi
Yukio Osawa

Koishi Hashida
Naohiro Matsumura
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Table 4.4: Precision, Coverage, Context Precision for 6 subjects
Method tf tfidf co-occur ours
precision 0.13 0.18 0.60 0.63
coverage 0.20 0.24 0.48 0.56
context precision 0.05 0.04 0.15 0.19

researchers’name. The idf is defined by log(D/df(w))+1, where D is the number of

all documents and df(w) is the number of documents including word w. In co-occur,

keywords were extracted based on only co-occurrence between the name and term.

In our method, we used “Artificial Intelligence” as the context word .

Using each method we extracted and shuffled the higher-ranked 20 terms derived

each method. Then, the subjects were asked following three instructions:

I1 Check terms that are relevant to your research activities.

I2 Choose five terms that are indispensable for your research activities.

I3 Check terms that are relevant to your research activities from the viewpoint of

Artificial Intelligence.

Precision was calculated by the ratio of the checked terms to 20 terms derived by

each method (I1). Coverage of each method was calculated by taking the ratio of

the indispensable terms included in the 20 terms to all the indispensable terms (I2).

It is desirable to have the indispensable term list beforehand. However, it is very

demanding for subjects to provide a keyword list without seeing a term list. In our

experiment, we allowed subjects to add any terms to the indispensable term list even

if they were not derived by any of the methods. Context precision is an evaluation

criterion to measure how well context-related keywords are extracted. It is calculated

by the ratio of the checked terms to 20 terms derived by each method (I3). Results are

shown in Table 4.4. Compared with tf and tfidf , co-occurrence based methods exceed

both in precision and coverage. tf and tfidf select terms that appear frequently in the

document (although tfidf considers frequencies in other documents). On the other

hand, co-occurrence based methods extract keywords in relation to another term even



CHAPTER 4. ENTITY INFORMATION EXTRACTION FROM WEB 40

if they do not appear frequently. This leads to better performance of co-occurrence

based methods. With regard to context precision, our method that considers the

context performs better than other methods. This means that our method can extract

keywords in relation to the context (in this case, “Artificial Intelligence”) better than

other methods.

4.4 Discussion

Name Disambiguation

One problem of retrieving a person’s name in a search engine is the case of two or

more people having the same full name. One way to alleviate this same-name problem

is to add a person’s affiliation to the query. However, this degrades the coverage of

search results. In particular, this makes the search focus more on one’s activity in

relation to the affiliation. It also excludes other contexts. It is necessary to solve the

same-name problem without losing various contexts of people.

Privacy

While it is easy to obtain the information about researchers, ordinary people hardly

expose their information in the Web. For further improvement of the proposed

method, we must analyze what information is available about who in the Web, and

its reliability. In this regard, Weblog and Social Network sites where people write

variety of information are noteworthy subjects for the future. On the other hand, we

should take care not to intrude on a user’s privacy even in information extracted from

the Web. A person sometimes does not know that his or her information is extracted

from the Web only by name. We must clarify the use of information only for useful

services for a user.

Dependency on Search Engine

The more we use Web pages and select keywords from whole pages, the greater the

number of queries must be posted to a search engine later. For that reason, we used
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Figure 4.3: Distance between a name and a keyword vs. the number of correct
keywords

the top 10 documents of search results to reduce the load of using a search engine.

However, it is arguable how many documents of search results are to be used and

whether the distance between a person’s name and a keyword in a document is taken

into account. Figure 4.3 shows the graph with the y-axis as the number of correct

keywords that users chose in the experiment and the x-axis as the distance between a

person’name and a keyword in a Web page. and Figure 4.4 shows the relation between

the number of correct keywords and page-rank order of a search result. While most of

keywords appear around a person’s name and are contained in a higher-ranked page,

some keywords are acquired indepedently of the distance and page-rank. We must

examine these optimal parameters to extract adequate keywords.

Populating Medata from keywords

As shown Tables 4.1-4.3, keywords include various personal information such as per-

son’s name, organization, research project, and research interest. These are easily
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incorporated in personal metadata, for example, FOAF properties:

foaf:knows, foaf:currentorganization, foaf:currentproject, foaf:interest

Currently, we are developing a method to automatically classify properties of key-

words and generate personal metadata [127]. Figure 4.5 shows a FOAF file which is

generated based on keywords. Using the keywords, we can facilitate the creation of

a personal metadata file. We can also apply the metadata to partially annotate Web

pages where keywords are extracted.

Once personal metadata or annotated Web pages is acquired, it can be very useful

for a user profile in the Semantic Web. User adaptive system can use the profile for

service such as recommendation and personalization. For example, the system might

adapt to following user requests: Who knows this person? Who is involved in this

project? Who knows this research topic well? Which pages include this person’s

information?

We addressed the importance of a person’s context in keyword extraction. The

context often defines kinds of properties. Currently, there is no FOAF vocabulary or
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<foaf:Person>
<foaf:mbox rdf:resource=""/>
<foaf:name>Mitsuru Ishizuka</foaf:name>
<foaf:interest rdfs:label="Character agent" rdf:resource=""/>
<foaf:currentProject rdfs:label ="Life-like interface"

rdf:resource=""/>
<foaf:workplaceHomepage rdfs:label="University of Tokyo"

rdf:resource=""/>
<foaf:knows>
<foaf:Person>
<foaf:mbox rdf:resource=""/>
<foaf:name>Yutaka Matsuo</foaf:name>
......

Figure 4.5: An example of FOAF file based on extracted keywords.

its extensions to define a context. One way to introduce a personal context to those

metadata frameworks is to prepare schema that corresponds to respective contexts.

Regarding the expression of user semantics, we need further consideration to make it

expressive and usable.

4.5 Related Work

Aiming at extracting keywords, our method is regarded as an IE (Information Ex-

traction) method. Up to now, many IE methods have relied on predefined templates

and linguistic rules or machine learning techniques to identify certain entities in text

documents [131]. For example, some previous IE researches have addressed the ex-

traction of personal information. In [118], the authors propose a method to extract

artist information from Web pages, such as name and date of birth, and automati-

cally generate his or her biography. In [124], they address the extraction of personal

information such as name, project, publication in a specific department using unsu-

pervised information extraction. These methods usually define properties, domains,

or ontology beforehand. In contrast, we extract various information based on statisti-

cal word co-occurrence using only a name and a search engine without any predefined
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restrictions.

Many keyword extraction methods for documents such as newspapers and scien-

tific papers have been studied. In contrast to those documents, Web pages are too

diverse and heterogeneous to apply the previous methods since they include free text

and unstructured data, lack regular sentences. It is also difficult to apply probabilis-

tic co-occurrence measures such as mutual information [121] and Log-Likelihood [125]

since it is hard to estimate relevant population (the total number of Web pages and

words) on the Web.

Some researches have focused on using a search engine to measure the stregth of

relation between words [139, 176, 130]. They focus on extracting user’s relationships

or social network from the Web or the domain-specific terms. In our method, we can

capture the various aspects of personal information from different Web pages using

the notion of a context.

4.6 Conclusions

As users are gradually coming to play a central role in the Web contents, eliciting and

representing personal information will increasingly be important in the user modeling

research. In particular, with the currently growing trend toward the Semantic Web,

expressing user semantics about people and the relations among them has been gained

interest. This chapter proposed a novel method to extract entity information as

keywords from the Web. Our evaluation showed better performance to tfidf -based

keyword extraction.

Importantly, we use the Web as huge database and a search engine as its interface

to obtain personal information in different contexts. While plenty of information is

getting available on the Web, reusing and integrating online information of users will

have significantly impact on personalization in the Semantic Web.



Chapter 5

Entities Relation Extraction from

Web

45



CHAPTER 5. ENTITIES RELATION EXTRACTION FROM WEB 46

In this chapter, we propose a method that automatically extracts descriptive la-

bels of relations among entities automatically such as affiliations, roles, locations,

part-whole, social relationships. Fundamentally, the method clusters similar entity

pairs according to their collective contexts in Web documents. The descriptive labels

for relations are obtained from results of clustering. The proposed method is entirely

unsupervised and is easily incorporated with existing social network extraction meth-

ods. Our experiments conducted on entities in researcher social networks and political

social networks achieved clustering with high precision and recall. The results showed

that our method is able to extract appropriate relation labels to represent relations

among entities in the social networks.

5.1 Introduction

Social networks have recently attracted considerable interest. For the Semantic Web,

there is great potential to utilize social networks for myriad applications such as trust

estimation [134], ontology construction [135], and end-user ontology [136].

Aiming at using social networks for AI and the Semantic Web, several studies

have addressed extraction of social networks automatically from various sources of

information. Mika developed a system for extraction, aggregation, and visualization

of online social networks for a Semantic Web community, called Flink [137]. In that

system, social networks are obtained using Web pages, e-mail messages, and publica-

tions. Using a similar approach, Matsuo et al. developed a system called Polyphonet

[138, 168]. In line with those studies, numerous studies have explored automatic ex-

traction of social networks from the Web [6]. We also address the extraction of social

networks in Chapter 6.

Given social network extraction using the methods described above, the next step

would be to explore underlying relations behind superficial connections in those net-

works. In the field of social network analysis, it has been shown that rich information

about underlying social relationships engenders more sophisticated analysis [143].

However, most automatic methods to extract social networks merely provide a clue

to the strength of relations. For example, a link in Flink [137] is only assigned the



CHAPTER 5. ENTITIES RELATION EXTRACTION FROM WEB 47

strength of its relation. A user might wonder what kind of underlying relation exists

behind the link.

One reason for the lack of information about underlying relations is that most au-

tomatic extraction methods [137, 6, 138] use a superficial approach (e.g. co-occurrence

analysis) instead of profound assessment to determine the type of relation. Matsuo

et al. defines four kinds of relations in a research community and classifies the ex-

tracted relations. They adopt a supervised machine learning method, which requires

a large annotated corpus which costs great deal of time and effort to construct and

administer. In addition, it is necessary to gather domain-specific knowledge a priori

to define the extracted relations.

Our goal is to extract underlying relations among entities (e.g., person, loca-

tion, company) from social networks (e.g., person-person, person-location network).

Thereby, we are aiming at extracting descriptive labels of relations automatically

such as affiliations, roles, locations, part-whole, social relationships. In this chapter,

we propose a method that automatically extracts the labels that describe relations

among entities in social networks. We obtain a local context in which two entities

co-occur on the Web, and accumulate the context of the entity pair in different Web

pages. Given the collective contexts of each entity pair, the key idea is clustering all

entity pairs according to the similarity of their collective contexts. This clustering us-

ing collective contexts is based on our hypothesis that entity pairs in similar relations

tend to occur in similar contexts. The representative terms in context can be regarded

as representing a relationship. Therefore, the labels to describe the relations among

entities are extracted from the clustering process result. As an exemplary scenario

for our approach, we address two kinds of social network. a researcher social network

and a political social network.

The proposed method is entirely unsupervised. For that reason, our method

requires neither a priori definition of relations nor preparation of large annotated

corpora. It also requires no instances of relations as initial seeds for weakly supervised

learning. Our method uses context information that is obtained during extraction of

social networks. Consequently, the proposed method contributes to

• incorporating into existing methods of social network extraction and enriching
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the social network by adding relation labels.

In addition, as a Web mining approach our method contributes to

• extracting information from the Web and bootstrapping the Semantic Web by

annotating relation information to social networks and Web contents.

The remainder of this chapter is structured as follows. Section 2 compares our

approach to other ongoing relevant research in social network extraction, relation

extraction, and ontology population. Section 3 describes basic ideas of our approach

and detailed steps of the proposed method. Section 4 describes our experiment.

Section 5 describes results and evaluation. We end our presentation with a discussion

of future work, after which we provide concluding remarks in section 6.

5.2 Related Work

Aiming at extracting underlying relations in social networks from the Web, our

method is related closely to existing extraction methods of social networks. Sev-

eral studies have addressed extraction of social networks automatically from various

sources of information such as the Web, e-mail, and contacts [6, 46, 137, 168]. While

most approaches for social network extraction have focused on the strength of the

relation, few studies have addressed automatic identification of underlying relations.

Matsuo et al. employed a supervised machine learning method to classify four types

of relations in a research community [138]. There have also been several important

works that have examined supervised learning of relation extraction in the field of

natural language processing and information extraction [151, 152, 153]. However, a

supervised method requires large annotated corpora, which cost a great deal of time

and effort. In addition, it is necessary to gather the domain specific knowledge a

priori to define extracted relations.

Identifying underlying relations has been also addressed in ontology population

[156]. Particularly, the current approaches for relation extraction in ontology pop-

ulation are classifiable into two types: those that exploit certain patterns or struc-

tures, and those that rely on contextual features. Pattern-based approaches [165]
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seek phrases or sentence structures that explicitly show relations between instances.

However, most Web documents have a very heterogeneous in structure, even within

individual web pages. Therefore, the effectiveness of the pattern-based approach

depends on the domain to which it is applied.

Rather than exploiting patterns or structures, context-based approaches [162, 164]

assess contextual features such as syntactic, semantic, and co-occurrence. Several

studies have employed contextual verb arguments to identify relations in text [162,

164], assuming that verbs express a relation between two ontology classes that spec-

ify a domain and range. Although verbs are relevant features to identify relations,

it assumes that syntactic and dependency analyses are applicable to text collections.

Because the Web is highly heterogeneous and often unstructured, syntactic and de-

pendency structures are not always available. For that reason, we employed context

model that uses a bag-of-words to assess context. Therefore, the method is appli-

cable to any unstructured documents in the Web. As shown in our experiment, the

simple context model performed well to extract descriptive relation labels without

depending on any syntactic features in text. In the field of NLP, several studies have

proposed relation extraction from a large language corpus using a bag-of-words of

context [68, 33]. Our method can be considered as an application of relation ex-

traction methods in NLP to social networks and a Web mining. We are aiming at

easily incorporating into extraction methods of social network from the Web. There-

fore, our method uses context information that is obtained during extraction of social

networks. Consequently, it serves to enrich such networks by adding relation labels.

5.3 Method

5.3.1 Concept

In this chapter, as an exemplary scenario for our approach, we use two types of social

network: a researcher network that is composed of researcher entities and a political

social network that is composed of two types of entities: politicians and geo-political-

entities. Figure 5.2 and 5.2 shows a political social network and a social network
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Figure 5.1: Political social network extracted from the Web: a circular node represents
a location entity and a ellipse node represents a person entity. Each edge in the
network implies that there is relation between entities.

of Japanese AI researchers respectively. The social networks were automatically ex-

tracted from the Web using the method proposed in Chapter 6. The method uses

co-occurrence of entities on the Web to access the relation between entities.

Given entity pairs in the social network, our present goal is to extract labels

to describe the relations of respective entity pairs (to discover relevant keyphrases

that relate entities). The simple approach to extract the labels that are useful for

describing relations in social networks is to analyze the surrounding local context in

which entities of interest co-occur on the Web, and to seek clues to describe that

relation. Local context is often used to identify entities or relations among entities in

tasks of natural language processing or information extraction [145, 146, 147].
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Figure 5.2: Social network of Japanese AI researchersextracted from the Web: a
circular node represents a researcher entity. Each edge in the network implies that
there is relation between researchers.

Table 5.1 shows keywords 1 that were extracted from local contexts of four entity

pairs (Junichiro Koizumi-Japan, Yoshiro Mori-Japan, Junichiro Koizumi-Kanawaga,

Yoshiro Mori-Ishizuka) using keyword extraction method [138]. The keywords were

extracted from the collective local contexts where co-occurrence of each entity pair

is found. For each entity pair, the local contexts from 100 Web pages were collected.

The keywords are ordered according to TF-IDF-based scoring, which is a widely used

method in many keyword extraction methods to score individual words within text

documents to select concepts that accurately represent the documents’ contents. The

keywords scored by TF-IDF can be considered as a bag-of-words model to represent

1In our experiment, we mainly used Web pages in Japanese. Therefore, keywords in the table
are translated from their original Japanese.
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Table 5.1: Keywords obtained from each local context of four kinds of entities
pairs: Junichiro Koizumi-Japan, Yoshiro Mori-Japan, Junichiro Mori-Kanagawa, and
Yoshiro Mori-Ishikawa

(1) Junichiro Koizumi-Japan
pathology, Fujiwara, prime minister, Koizumi, Kobun-sha,
politics, visit, page, products, cabinet,...

(2) Yoshiro Mori-Japan
rugby, prime minister, chairman, bid, minister,
association, science, administration, director, soccer, Africa,...

(3) Junichiro Koizumi-Kanagawa
election, prime minister, Yokosuka, candidate,
congressional representative, Saito,
Liberal Democratic Party, Miura,..

(4) Yoshiro Mori-Ishikawa
Ichikawa, Yasuo, prime minister,election,
Liberal Democratic Party, Okuda, candidate, komatsu,
congressinal representative,...

the local context surrounding an entity pair.

If we examine the common keywords (shown in bold typeface in the table) shared

by (1) and (2) or (3) and (4), we note that the keywords that describe the relations of

each entity pair, such as “prime minister” and “candidate”, are commonly shared 2.

In contrast, if we compare Koizumi’s keywords (1) with another of his keywords (3),

we find that different keywords appear because of their respective links to different

locations: Japan and Kanagawa. (although both keywords are Koizumi’s.)

Based on the observations described above, we hypothesize that if the local con-

texts of entity pairs in the Web are similar, then the entity pairs share a similar

relation. Our hypothesis resembles previously tested hypotheses related to context

[148, 147]: words are similar to the extent that their contextual representations are

2Junichiro Koizumi is the current Prime Minister of Japan and Yoshiro Mori is a former Prime
Minister. Kanagawa is the prefecture where Koizumi was elected and Ishikawa is the prefecture
where Mori was elected.
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similar. According to that hypothesis, our method clusters entity pairs according to

the similarity of their collective contexts. Then, the representative terms in a cluster

are extracted as labels to describe the relations of each entity pair in the cluster,

assuming that each cluster represents different relations and that the entity pair in a

cluster is an instance of a certain relation. The key point of our method is that we

determine the relation labels not by examining the local context of one single entity

pair, but by the collective local contexts of all entity pairs of interest. In the following

section, we explain the precise steps of our proposed method.

5.3.2 Procedure

Our method for extraction of relation labels in social networks includes the following

steps.

1. Collect co-occurrence information and local context of an entity pair

2. Extract a social network that is composed of entity pairs.

3. Generate a context model of each entity pair.

4. Calculate context similarity between entity pairs.

5. Cluster entity pairs.

6. Select representative labels to describe relations from each cluster.

Figure 5.3 depicts the outline of our method. Figure ?? shows the algorithm of

our method. Our method requires a list of entities (e.g., personal name, location

name) to form a social network as the input; it then outputs the social network and

a list of relation labels for each entity pair. Although collection of a list of entities is

beyond the scope of this chapter, one might use named entity recognition to identify

entities and thereby generate a list of entities of interest.

As shown in Fig. 5.3, our method (upper box) can be processed in parallel with

existing methods of social network extraction (bottom box). The first step is to

collect co-occurrence and local contexts of each entity pair from the Web. Many
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Junichiro KoizumiJapanGeorge W. BushU.S.A……
Input: a list of entity

Search engineWeb
Query each entities pair Hit countsof query 

Hit pagesof queryCollect contextsand Generate context model
Output: social network of entities

context modelCi = t1…tn 
Collect and analysis co-occurrence

Calculate context similarityand Clustering
C1, C2 Ci CjClusters Output: relation labels of entitiesLabel extraction

Relation label extarction
Social network extraction Networkextraction

Figure 5.3: Outline of the proposed method

existing methods of social network extraction use a search engine and its query hit

counts to obtain co-occurrence information of entities from the Web. In line with

such methods, we use Google 3 to collect co-occurrence information and generate a

social network, as shown in Fig. 5.2 and 5.2.

Using co-occurrence information, we also collect local contexts in which elements

of an entity pair of interest co-occur within a certain contextual distance of one

another within the text of a Web page. For this, we downloaded the top 100 web

pages included in the search result of corresponding search query to each entity pair

(in our example of a politician and location name, the query is “Junichiro Koizumi

AND Japan”). This can be accomplished in the process of collecting co-occurrence

information, which uses search query hit counts.

5.3.3 Context Model and Similarity Calculation

For each entity pair, we accumulate the context terms surrounding it; thereby, we

obtain the contexts of all entity pairs. As the next step, to calculate the similar-

ity between collective contexts of each entity pair, we require a certain model that

represents the collected context. In our method, we propose a context model that

represents the context using a bag-of-words and a word vector [149]. We define the

3http://www.google.com
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Algorithm 5.3.1: RelationExtraction(e)

comment: Given a list of entity pairs EP in social network,

comment: return its relation labels RL(EP)

for each entity pair e1 and e2 in EP
Context model C(e1, e2) ← ConstructContextModel(e1, e2)
Add context model C(e1, e2) into context model set Cs
for each pair C1 and C2 in Cs

Calculating context similarity using sim(C1, C2)
Clustering(EP )
LabelExtraction(EP )
return (RL(EP ))

Figure 5.4: Algorithm of the propsed method

context model as a vector of terms that are likely to be used to describe the context

of an entity pair (e.g., the keywords list shown in Table 5.1 can be considered as an

example of the context model.).

Figure 5.5 shows the algorithm for constructing the context model of an entity

pair. A context model Ci,j of an entity pair (ei, ej) is defined as the set of N terms

t1, ..., tN that are extracted from the context of an entity pair as Ci,j(n,m) = t1, ..., tN ,

where both n and m are parameters of the context window size, which defines the

number of terms to be included in the context. In addition, m is the number of

intervening terms between ei and ej; n is the number of words to the left and right

of either entity.

Each term ti in the context model Ci,j(n,m) of an entity pair (ei, ej) is assigned

a feature weight according to TF-IDF-based scoring defined as

tf(ti) · idf(ti).

Therein, tf(ti) is defined by the term frequency of term ti in all the contexts of the

entity pair (ei, ej). Furthermore, idf(ti) is defined as log(|C|/df(ti))+1, where |C| is
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Algorithm 5.3.2: ConstructContextModel(e1, e2)

comment: Given entity pair e1 and e2, return entity tuple model C(e1,e2)

Query q1 ← DisambiguateEntity(e1)
Query q2 ← DisambiguateEntity(e2)
Document set D ← WebSearch(q1 and q2, 100)
for each document d in D

S ← Snippet(e1 and e2, d,m, n)
for each snippet s in S

Term w ← TermExtraction(s)
Add term w into term set W

for each term w in W
Assigning a weight to term w using tf(w) · idf(w)

NormalizeContextModel(C(e1, e2))
return (C(e1, e2))

Figure 5.5: Algorithm of constructing context model

the number of all context models and df(ti) is the number of context models including

term ti. With the weighted context model, we calculate the similarity sim(Ci,j, C
′
i,j)

between context models according to the cosine similarity as follows:

sim(Ci,j, C
′

i,j) = Ci,jC
′

i,j/(|Ci,j||C
′

i,j|).

In our exploratory experiment we tried probability distribution-based scoring and

several similarities such as L1 norm, Jensen-Shannon and Skew divergence [146].

According to that results, TFIDF-based cosine similarity performs well.

5.3.4 Clustering and Label Selection

Calculating the similarity between the context models of entity pairs, we cluster all

entity pairs according to their similarity. This is based on our hypothesis: the local

contexts of entity pairs in the Web are similar, the entity pairs share a similar relation.

In our clustering process, we do not know in advance what kinds of relation pertain
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and therefore how many clusters we should make. Therefore, we employ hierarchical

agglomerative clustering. Several clustering methods exist for hierarchical clustering.

According to our exploratory experiment, complete linkage performs well because

it is conservative in producing clusters and does not tend to generate a biased large

cluster. In complete linkage, the similarity between the clusters CL1, CL2 is evaluated

by considering the two most dissimilar elements as follows.

minCi,j∈CL1,C
′
i,j∈CL2

sim(Ci,j, C
′

i,j).

The clustering process terminates when cluster quality drops below a predefined

threshold. The cluster quality is evaluated according to two measures [150]: the

respective degree of similarity of entity pairs within clusters and among clusters.

After the clustering process terminates and creates a certain number of clusters, we

extract the terms from a cluster as labels to describe the relations of each entity pair

in the cluster. This is based on our assumption that each cluster represents a different

relation and each entity pair in a cluster is an instance of similar relation. The term

relevancy, as a cluster label, is evaluated according to a TFIDF-based measure in the

same manner as weighting the terms in a context model. However, in this process,

the term frequency is determined for all contexts of a cluster. The underlying idea is

to extract terms that appear in the cluster, but which do not appear in other clusters.

With a cluster CL’s labels l1, ..., ln scored according to the term relevancy, an entity

pair, ei and ej, that belongs to the CL can be regarded as holding the relations

described by l1, ..., ln.

5.4 Experiment

Using our proposed method, we extracted labels to describe relations of each entity

pair in a social network. We chose 143 distinct entity pairs (pair of a politician and

a geo-political entity) from a political social network and 421 entity pairs (pair of

Japanese AI researchers) from a researcher network [168].

We created a context model of each entity pair using nouns and noun phrases from
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part-of-speeches (POS) of surrounding entity pairs in a Web page. We exclude stop

words, symbols and highly frequent words. For each entity pair, we download the top

100 web pages in the process of collecting co-occurrence information for extraction of

social network. For the context size, we used two parameters, m and n, as explained

in Sect. 5.3.3. As a baseline of the context size, we assigned 10 and 5, respectively,

to m, n.

We used complete-linkage agglomerative clustering to cluster all entity pairs.

Thereby, we created five distinct clusters for the political social network and twelve

distinct clusters for the researcher network according to the predefined thresholds of

two quality measures within the clusters and among the clusters explained in Sect.

5.3.4. To evaluate the clustering results and the extracted labels, two human subjects

analyzed the context terms of each entity pair and manually assigned the relation la-

bels (three or fewer possible labels for each). Then, a cluster label was chosen as

the most frequent term among the manually assigned relation labels of entity pairs

in the cluster. The manually assigned relation labels are used as ground truth in the

subsequent evaluation stage.

In Table 5.2, the left column shows the label of each cluster. The right column

shows the highly-scored terms4 that are extracted automatically from each cluster,

which can be considered as the labels to describe relations of each entity pair in the

cluster. The terms are sorted by relevancy score.

5.5 Evaluation

We first evaluated the clustering results using a political social network. For each

cluster cl, we counted the number of entity pairs EPcl,correct whose manually assigned

relation labels include the label of cluster cl. We also counted the entity pairs EPcl,total

in the cluster cl. Next, for each relation label l, we counted the number of entity pairs

EPl,correct that have the relation label l whose cluster label is l. We also counted the

entity pairs EPl,total that have the relation label l. Then, precision and recall of the

4Terms in the table are translated from their original Japanese.
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Table 5.2: Cluster label (left) and automatically extracted relation labels from a
cluster (right)

political social network (5 clusters)
1 mayor mayor, citizen, hosting, president, affairs, officer, mutter,

answer, city, conference
2 president president, administration, world, Japan, economics, policy,

war, principle, politics, Iraq
3 prime minister prime minister, administration, politics, article, election,

prime minister, government, peace
4 governor prefectural governor, president, prefectural government,

committee, Heisei, prefectural administration, mayor
5 congressional congressional representative, election, Liberal Democratic Party,

representative candidate, lower house, Democratic Party, proportional representation

researcher social network (6 representative clusters among 12 clusters)
1 co-authorship of conference paper paper, author, conference venue, presentation,

title, program
2 co-authorship of book edit, book, publishing, programming,

recommendation, co-author
3 co-edit of book edit, revision, article, publishing,

educational material, editor
4 collaborative project representative person, contributor,

minister, acceptance
5 co-authorship of journal paper journal, Shogi, distribution, computer,

information processing society of Japan
6 same affiliation University of Tokyo, metropolitan,

techonolgy, University, science

cluster were calculated as:

precision = Σcl∈CL
EPcl,correct

EPcl,total

, recall = Σl∈L
EPl,correct

EPl,total

.

According to precision and recall, we evaluated clusters based on the F measure.

The graph depicted in Fig. 5.6 shows that the clustering results vary depending

on the context size. Consequently, to find the optimal context size, we calculate the

F-measure by changing two size parameters: m and n. Expanding the context size

from the minimum, the F-measure takes an optimal value when m is around 30 and

n is around 10 (Fig. 5.6 and Table 5.4) . We employed this optimal context size to
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Figure 5.6: F measure of clustering results vs. Context window size

Table 5.3: Clustering performance in parameters of context window size
Context window size n,m Precision Recall F-measure
n = 10, m = 30 0.992 0.995 0.994
n = 5, m = 10 0.88 0.85 0.86
All terms in a Web page 0.76 0.677 0.716

extract the relation labels in our experiment. After reaching the peak, the value of

the F-measure decreases as the context size increases. The wider context window

tends to include noise terms that are not appropriate to represent the context, thus

rendering the similarity calculation between the contexts irrelevant. The optimal

context size depends on the structural nature of language. Consequently, we must

choose the context size carefully when applying our methods to a different language.

To evaluate the automatically extracted relation labels, we compared the cluster

label (left column of Table 5.2) with the automatically extracted relation labels (right

column of Table 5.2). For a political social network, we found that the relation



CHAPTER 5. ENTITIES RELATION EXTRACTION FROM WEB 61

label that has the highest score is equal to the corresponding cluster’s relation label.

Precision of the clustering results in our experiment is quite high, as shown above.

Therefore, we can say that each entity pair in a cluster is represented properly by

the highest-scored relation labels. For a researcher social network, extracted relation

labels are highly correlated with a manually assigned clustering label. Matsuo et

al. defined four kinds of relations for a research social network: co-authorship, same

affiliation, same project, and same conference [138]. We found that extracted clusters

and relation labels are corresponding those relations.

5.6 Conclusions and Future Work

We propose a method that automatically extracts labels that describe relations be-

tween entities in social networks. The proposed method is entirely unsupervised and

domain-independent; it is easily incorporated into existing extraction methods of so-

cial networks.

Recent important approaches of a Web mining toward the Semantic Web use the

Web as a huge language corpus and combine with a search engine. The underlying

concept of these methods is that it uses globally available Web data and structures

to annotate local resources semantically to bootstrap the Semantic Web. In line with

this, our approach utilizes the Web to obtain the collective contexts which engender

extracting representative relations in social network. As pointed in [168], we claim

that relations should be defined not by local information but rather by a global

viewpoint of a network composed of individual relations.

Future studies will explore the possibilities of extending the proposed method

to relations in other types of social networks. Enriching social networks by adding

relation labels, our method might contribute to several social network applications

such as finding experts and authorities, trust calculation, community-based ontology

extraction, and end user ontology.
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In this chapter, we propose a method that automatically extracts social networks

from the Web. The Web is currently a huge source of information for the relation

between entities. Our method leverages co-occurrence information obtained from a

search engine to extract a social network among entities. The basic idea is a following:

if two entities co-occurs in many Web pages, they might have a relation. We evaluated

several co-occurrence measures to find the robast measure for extracting a social

network from the Web. Combining several information about entity and relation that

are also extracted automatically from the Web, we develop a method for extracing a

social network in the way that the social network is easy to understand and applicable

for practical applications.

6.1 Introduction

Social networks play important roles in our daily lives. People conduct communi-

cations and share information through social relations with others such as friends,

family, colleagues, collaborators, and business partners. Our lives are profoundly

influenced by social networks without our knowledge of the implications. Potential

applications of social networks in information systems are presented in [114]: Exam-

ples include viral marketing through social networks (also see [95]) and e-mail filtering

based on social networks.

A social network is a social structure made of nodes which are generally individuals

or organizations. It indicates the ways in which they are connected through various

social familiarities ranging from casual acquintance to close familial bonds. Social

network analysis is a technique in sociology, where a node is called an actor and an

edge is called tie. From 1930’s, social network analysis is applied to various kinds

of network data. Recently, researchers such as D. Watts, Strogatz, and A. Newman

develops the new network research area known as complex network.

Social networking services (SNSs) have been given much attention on the Web

recently. As a kind of online application, SNSs are useful to register personal infor-

mation including a user’s friends and acquaintances on these systems; the systems
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promote information exchange such as sending messages and reading Weblogs. Friend-

ster1 and Orkut2 are among the earliest and most successful SNSs. Increasingly, SNSs

especially target focused communities such as music, medical, and business communi-

ties. In Japan, one of large SNSs has more than three million users, followed by more

than 70 SNSs that have specific characteristics for niche communities. Information

sharing on SNSs is a promising application of SNSs [86, 106] because large amounts of

information such as private photos, diaries and research notes are neither completely

open nor closed: they can be shared loosely among a user’s friends, colleagues and

acquaintances. Several commercial services such as Imeem3 and Yahoo! 360◦4 provide

file sharing with elaborate access control.

In the context of the Semantic Web, social networks are crucial to realize a web

of trust, which enables the estimation of information credibility and trustworthiness

[87]. Because anyone can say anything on the Web, the web of trust helps humans and

machines to discern which contents are credible, and to determine which information

can be used reliably. Ontology construction is also related to a social network. For

example, if numerous people share two concepts, the two concepts might be related

[103, 104]. In addition, when mapping one ontology to another, persons between the

two communities play an important role. Social networks enable us to detect such

persons with high betweenness.

Several means exist to demarcate social networks. One approach is to make a user

describe relations to others. In the social sciences, network questionnaire surveys

are often performed to obtain social networks, e.g., asking “Please indicate which

persons you would regard as your friend.” Current SNSs realize such procedures

online. However, the obtained relations are sometimes inconsistent; users do not

name some of their friends merely because they are not in the SNS or perhaps the

user has merely forgotten them. Some name hundreds of friends, while others name

only a few. Therefore, deliberate control of sampling and inquiry are necessary to

obtain high-quality social networks on SNSs.

1http://www.friendster.com/
2http://www.orkut.com/
3http://www.imeem.com/
4http://360.yahoo.com/



CHAPTER 6. SOCIAL NETWORK EXTRACTION FROM WEB 65

In contrast, automatic detection of relations is also possible from various sources

of information such as e-mail archives, schedule data, and Web citation information

[72, 115, 105]. Especially in some studies, social networks are extracted by measuring

the co-occurrence of names on the Web. Pioneering work was done in that area by

H. Kautz; the system is called Referral Web [92]. Several researchers have used that

technique to extract social networks, as described in the next section.

In this chapter, we propose a method that automatically extracts social networks

from the Web. The Web is currently a huge source of information for the relation

between entities. Our method leverages co-occurrence information obtained from a

search engine to extract a social network among entities. The basic idea is a following:

if two entities co-occurs in many Web pages, they might have a relation. We evaluated

several co-occurrence measures to find the robast measure for extracting a social

network from the Web. Combining several information about entity and relation that

are also extracted automatically from the Web, we develop a method for extracing a

social network in the way that the social network is easy to understand and applicable

for practical applications.

This chapter is organized as follows. The following section describes related studies

and motivations. Section 3 addresses basic algorithms to obtain social networks

from the Web. In Section we discuss some issues and future trends in the social

network extraction. We describe the research search system as an application of

social networks in Section 4. Then we conclude this chapter.

6.2 Related Work

In the mid-1990s, Kautz and Selman developed a social network extraction system

from the Web, called Referral Web [92]. The system focuses on co-occurrence of

names on Web pages using a search engine. It estimates the strength of relevance

of two persons X and Y by putting a query “X and Y” to a search engine: If X

and Y share a strong relation, we can find much evidence that might include their

respective homepages, lists of co-authors in technical papers, citations of papers, and

organizational charts. Interestingly, a path from a person to a person (e.g., from
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Henry Kautz to Marvin Minsky) is obtained automatically using the system. Later,

with development of the WWW and Semantic Web technology, more information

on our daily activities has become available online. Automatic extraction of social

relations has much greater potential and demand now compared to when Referral

Web is first developed.

Recently, P. Mika developed a system for extraction, aggregation and visualization

of online social networks for a Semantic Web community, called Flink [103]5. Social

networks are obtained using analyses of Web pages, e-mail messages, and publications

and self-created profiles (FOAF files). The Web mining component of Flink, similarly

to that in Kautz’s work, employs a co-occurrence analysis. Given a set of names as

input, the component uses a search engine to obtain hit counts for individual names

as well as the co-occurrence of those two names. The system targets the Semantic

Web community. Therefore, the term ”Semantic Web OR Ontology” is added to the

query for disambiguation.

Similarly, Y. Matsuo et al develops social network mining system from the Web

[138, 168]. Their methods are similar to Flink and Referral Web, but they further

developed to recognize the different types of relations and addressed the scalability.

Their system, called Polyphonet, was operated at the 17th–21st Annual Conferences

of the Japan Society of Artificial Intelligence (JSAI2003–2007) and at The Interna-

tional Conference on Ubiquitous Computing (UbiComp 2005) in order to promote

the communication and collaboration among conference participants.

A. McCallum and his group [83, 74] present an end-to-end system that extracts a

user’s social network.That system identifies unique people in e-mail messages, finds

their homepages, and fills the fields of a contact address book as well as the other

person’s name. Links are placed in the social network between the owner of the web

page and persons discovered on that page. A newer version of the system targets

co-occurrence information on the entire Web, integrated with name disambiguation

probability models.

Other studies have used co-occurrence information: Harada et al. [90] develop a

5http://flink.semanticweb.org/. The system won a 1st prize at the Semantic Web Challenge in
ISWC2004.
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system to extract names and also person-to-person relations from the Web. Faloutsos

et al. [85] obtain a social network of 15 million persons from 500 million Web pages

using their co-occurrence within a window of 10 words. Knees et al. [93] classify artists

into genres using co-occurrence of names and keywords of music in the top 50 pages

retrieved by a search engine. Some particular social networks on the Web have been

investigated in detail: L. Adamic has classified the social network at Stanford and

MIT students, and has collected relations among students from Web link structure and

text information [72]. Co-occurrence of terms in homepages can be a good indication

to find communities, even obscure ones. Analyses of FOAF networks is a new research

topic. To date, a couple of interesting studies have analyzed FOAF networks [123,

103]. Aleman-Meza et al. proposed the integration of two social networks: “knows”

from FOAF documents and “co-author” from the DBLP bibliography [6]. They

integrate the two networks by weighting each relationship to determine the degree of

Conflict of Interest among scientific researchers.

In the context of the Semantic Web, a study by Cimiano and his group is one of the

most relevant works to ours. That system, Pattern-based ANnotation through Knowl-

edge On the Web (PANKOW), assigns a named entity into several linguistic patterns

that convey semantic meanings [80, 81]. Ontological relations among instances and

concepts are identified by sending queries to a Google API based on a pattern library.

Patterns that are matched most often on the Web indicate the meaning of the named

entity, which subsequently enables automatic or semi-automatic annotation. The un-

derlying concept of PANKOW, self-annotating Web, is that it uses globally available

Web data and structures to annotate local resources semantically to bootstrap the

Semantic Web.

Most of those studies use co-occurrence information provided by a search engine

as a useful way to detect the proof of relations. Use of search engines to measure the

relevance of two words is introduced in a book, Google Hacks [78], and is well known

to the public. Co-occurrence information obtained through a search engine provides a

large variety of new methods that had been only applicable to a limited corpus so far.

This study seeks the potential of Web co-occurrence and describes novel approaches

that can be accomplished surprisingly easily using a search engine.
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We add some comments on the stream of research on Web graphs. Sometimes

the link structure of Web pages is seen as a social network; a dense subgraph is

considered as a community [94]. Numerous studies have examined these aspects of

ranking Web pages (on a certain topic), such as PageRank and HITS, and identifying

a set of Web pages that are densely connected. However, particular Web pages or sites

do not necessarily correspond to an author or a group of authors. In our research,

we attempt to obtain a social network in which a node is a person and an edge is

a relation, i.e., in Kautz’s terms, a hidden Web. Recently, Weblogs have come to

provide an intersection of the two perspectives. Each Weblog corresponds roughly to

one author; it creates a social network both from a link structure perspective and a

person-based network perspective.

6.3 Social Network Extraction from the Web

This section introduces the basic algorithm that uses a Web search engine to obtain a

social network. Most related works use one of the algorithms in this section. We use

JSAI (Japan Society for Artificial Intelligence) community as an example, and show

some results on extracting the community.

6.3.1 Node and Edge Extraction

Figure 6.1 shows the algorithm for extracting social networks. A social network is

extracted through two steps. First we obtain nodes, then we add edges. Starting

from a center node, we subsequently create new nodes by finding person names from

the search results iteratively. Therefore, we can expand the network one node at a

time. Several studies including the Referral Web and McCallum’s study also have

employed same approach to expand the network. In some studies, nodes in a social

network are given, namely a list of persons is given beforehand.

Next, edges between nodes are added using a search engine. For example, assume

we are to measure the strength of relations between two names: Yutaka Matsuo and

Peter Mika. We put a query Yutaka Matsuo AND Peter Mika to a search engine.
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Algorithm 6.3.1: ExtractSocialNetwork(e)

comment: Given entity e, return its social network SN(e,V,E)

Query q ← DisambiguateEntity(e)
Document set D ← WebSearch(q, n)
for each document d in D

S ← Snippet(e, d,m)
for each snippet s in S

Term w ← TermExtraction(s)
Assigning a entity type to term w using NamedEntity(w)
if entity type is PERSON AND w /∈ N

cooc ← Measuring cooccurrence using Overlapweb(e, w)
if cooc > threshold

Adding w into a node List V
Adding a edge between e and w into a edge List E

for each node v in V
ExtractSocialNetwork(n)

return (SN(e, V, E))

Figure 6.1: Algorithm for extracting social networks

Consequently, we obtain 44 hits6 We obtain only 10 hits if we put another query

Yutaka Matsuo AND Lada Adamic. Peter Mika itself generates 214 hits and Lada

Adamic generates 324 hits. Therefore, the difference of hits by two names shows the

bias of co-occurrence of the two names: Yutaka Matsuo is likely to appear in Web

pages with Peter Mika than Lada Adamic. We can guess that Yutaka Matsuo has a

stronger relationship with Peter Mika. Actually in this example, Yutaka Matsuo and

Peter Mika participated together in several conferences; they also co-authored one

short paper.

That approach estimates the strength of their relation by co-occurrence of their

two names. We add an edge between the two corresponding nodes if the strength

6As of October, 2005 by Google search engine. The hit count is that obtained after the omission
of similar pages by Google.



CHAPTER 6. SOCIAL NETWORK EXTRACTION FROM WEB 70

of relations is greater than a certain threshold. Several indices can measure the co-

occurrence [100]:

Matchingweb = Hit(e1 ∩ e2),

Diceweb =
2 ∗ Hit(e1 ∩ e2)

Hit(e1) + Hit(e2)
,

Overlapweb =
Hit(e1 ∩ e2)

min(Hit(e1), Hit(e2))
,

Jaccardweb =
Hit(e1 ∩ e2)

Hit(e1) + Hit(e2) − Hit(e1 ∩ e2)
,

PMIweb =
Hit(e1 ∩ e2) ∗ Nweb

Hit(e1) ∗ Hit(e2)
,

where e1 and e2 are entities. Nweb is the number of documents indexed by the search

engine. In our case, we set N = 1010 according to the number of indexed pages

reported by Google. Hit(e) is the hit counts retrieved by a query e.

Depending on the co-occurrence measure that is used, the resultant social network

varies. Generally, if we use a matching coefficient, a person whose name appears on

numerous Web pages will collect many edges. The network is likely to be decomposed

into clusters if we use mutual information. The Jaccard coefficient is an appropriate

measure for social networks: Referral web and Flink use this coefficient. In POLY-

PHONET, the overlap coefficient [101] is used because it fits our intuition well: For

example, a student whose name co-occurs almost constantly with that of his super-

visor strongly suggests an edge from him to the supervisor. A professor thereby

collects edges from her students. The overlap coefficient is verified to perform well

by investigating the probability of co-authorship [102]. We also employ the overlap

coefficient.

The overlap coefficient is defined as

Overlapweb(e1, e2) =


Hit(e1 ∩ e2)

min(Hit(e1), Hit(e2))
if Hit(e1) > k and Hit(e2) > k,

0 otherwise

We set k = 30 for our case. Alternatively, we can take some techniques for smoothing.
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Figure 6.2: Part of the JSAI social network

For each pair of nodes where co-occurrence is greater than the threshold, an edge is

invented. Eventually, a network G=(V,E) is obtained in which V is a set of nodes

and E is a set of edges.

There is an alternative means to measure co-occurrence using a search engine,

i.e., to use top retrieved documents. In this case, we can use the number of mentions

and the number of co-occurrence of mentions in a given document set. Some of

the related works employ this algorithm, in which we can use more tailored NLP

methods by processing the documents. However, when the retrieved documents are

much more numerous than k, we can process only a small fraction of the documents.

Although various studies have applied co-occurrence by a search engine to extract a

social network, most of them are summarised into the algorithm in Figure 6.1.

Figure 6.2 and 6.3 show the extracted social network of Japanese AI researcher

using the proposed method.
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Figure 6.3: JSAI social network
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Table 6.1: Keywords for “Mitsuru Ishizuka”

AI society, Yutaka Matsuo, Natural Language
Koichi Hashida, Hiroshi Dohi, Character Agent

Life-Like Interface, Naoaki Okazaki, University of Tokyo
Life-like Agent, AI journal

6.3.2 Node Information

Person names co-occur along with many words on the Web. For example, a particular

researcher’s name will co-occur with many words that are related to that person’s

major research topic. Keywords for a person, in other words personal metadata,

are useful for information retrieval and recommendations on a social network. For

example, if a system has information on a researcher’s study topic, it is easy to find a

person of a certain topic on a social network. PANKOW also provides such keyword

extraction from a person’s homepage [83].

The simple method to obtain keywords for a researcher is to search a person’s

homepage and extract words from the page. However, homepages do not always

exist for each person. Moreover, a large amount of information about a person is not

recorded in homepages, but is recorded in other resources such as conference programs,

introductions in seminar Webpages, and profiles in journal papers. Therefore, we uses

co-occurrence information to search the entire Web for a person’s name.

We use co-occurrence of a person’s name and a word (or a phrase) on the Web.

The algorithm that is introduced in Chapter 4 is used for the keyword extraction.

Collecting documents retrieved by a person name, we obtain a set of words and phrases

as candidates for keywords. We use Termex [108] for term extraction in Japanese as

ExtractWords. Then, the co-occurrence of the person’s name and a word / phrase is

measured.

This algorithm is simple but effective. Figure 6.1 shows an example of keywords for

Mitsuru Ishizuka. He have beenn working in the University of Tokyo and Japanese AI

society; his research topics include Life-like agent and Natural Language Processing.
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Table 6.2: Keywords for 6 kinds of relationships among Japanese AI researchers

1 co-authorship of conference paper paper, author, conference venue, presentation,
title, program

2 co-authorship of book edit, book, publishing, programming,
recommendation, co-author

3 co-edit of book edit, revision, article, publishing,
educational material, editor

4 collaborative project representative person, contributor,
minister, acceptance

5 co-authorship of journal paper journal, Shogi, distribution, computer,
information processing society of Japan

6 same affiliation University of Tokyo, metropolitan,
techonolgy, University, science

6.3.3 Edge Information

If we think about relations in the real-world, we find that various interpersonal rela-

tions exist: friends, colleagues, families, teammates, and so on. RELATIONSHIP [84]

defines more than 30 kinds of relationships we often have as a form of subproperty of

the knows property in FOAF. For example, we can write “I am a collaborator of John

(and I know him)” in our FOAF file. Various social networks are obtainable if we

can identify such relationships. A person is central in the social network of a research

community while not in the local community. Actually, such overlaps of communi-

ties exist often and have been investigated in social network analyses [117]. It also

provides interesting research topics recently in the context of complex networks [111].

Targetting the relations in a researcher community are targeted, Matsuo defined

four kinds of relations according to the ease at identifying them and their importance

in reality [138, 168].

• Co-author: co-authors of a technical paper

• Lab: members of the same laboratory or research institute

• Proj: members of the same project or committee

• Conf: participants in the same conference or workshop
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Each edge might have multiple labels. For example, X and Y have both “Co-author”

and “Lab.” relations.

Matsuo propose a method to classifying th relation into these four kinds of rela-

tions using the supervised learning. They first fetch the top five pages retrieved by the

X AND Y query. Then they extract features from the content of each page. Classifier

such as Naive Bayes, maximum entropy or support vector machine is trained with

the data of features and the classification rules are obtained. For example, the rule

for Co-author is simple: if two names co-occur in the same line, they are classified as

co-authors. However, the Lab relationship is more complicated.

Obtaining the class of relationship is reduced to a text categorization problem.

A large amount of research pertains to text categorization. We can employ more

advanced algorithms. For example, using unlabeled data also improves categorization

[109]. Relationships depend on the target domain; therefore, we must define classes

to be categorized depending on a domain.

In contrast to the supervised learning, the unsupervised learning approach that

requires neither a priori definition of relations nor preparation of large annotated

corpora is possible. The method that is introduced in Chapter 5 is used as the unsu-

pervised learning for extracting the relations in social networks. Table 6.2 showed the

automatically extracted keywords for relations among Japanese AI researchers. The

left column shows the relation labels that Mastuo defined. We found that extracted

clusters and relation labels are corresponding those relations.

6.4 Discussion

Disambiguate a Person Name

More than one person might have the same name. Such namesakes cause problems

when extracting a social network. To date, several studies have produced attempts at

personal name disambiguation on the Web [74, 88, 97, 98]. In addition, the natural

language community has specifically addressed name disambiguation as a class of

word sense disambiguation [116, 99].
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Bekkerman and McCallum uses probabilistic models for the Web appearance dis-

ambiguation problem [74]: the set of Web pages is split into clusters, then one cluster

can be considered as containing only relevant pages: all other clusters are irrelevant.

Li et al. proposes an algorithm for the problem of cross-document identification and

tracing of names of different types [96]. They build a generative model of how names

are sprinkled into documents.

These works identify a person from appearance in the text when a set of documents

is given. However, to use a search engine for social network mining, a good keyphrase

to identify a person is useful because it can be added to a query. For example, in the

JSAI case, we use an affiliation (a name of organization one belongs to) together with

a name. We make a query “X AND (A OR B OR . . .)” instead of “X” where A and

B are affiliations of X (including past affiliations and short name for the affiliation).

Flink uses a phrase Semantic Web OR Ontology for that purpose.

Matsuo and Bollegara developed a name-disambiguation method [75]. Its concept

is this: for a person whose name is not common, such as Yutaka Matsuo, we need to

add no words; for a person whose name is common, we should add a couple of words

that best distinguish that person from others. In an extreme case, for a person whose

name is very common such as John Smith, many words must be added. The module

clusters Web pages that are retrieved by each name into several groups using text

similarity. It then outputs characteristic keyphrases that are suitable for adding to a

query.

Scalability

The number of queries to a search engine becomes a problem when we apply extraction

of a social network to a large-scale community: a network with 1000 nodes requires

500,000 queries and grows with O(n2), where n is the number of persons. Considering

that the Google API limits the number of queries to 1000 per day, the number is huge.

Such a limitation might be reduced gradually with the development of technology,

but the number of queries remains a great problem.

In fact social networks are often very sparse. For example, the network density

of the JSAI2003 social network is 0.0196, which means that only 2% of possible
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edges actually exist. How can we reduce the number of queries while maintaining the

extraction performance? One idea is to filter out pairs of persons that seem to have

no relation. The computational complexity of this algorithm is O(nm), where n is the

number of persons and m is the average number of persons that remain candidates

after filtering. Although m can be a function of n, it is bounded depending on k

because a Web page contains a certain number of person names in the average case.

Therefore, the number of queries is reduced from O(n2) to O(n), which enables us to

crawl a social network as large as n = 7000.7

6.4.1 Future Trends

Social network extraction has some concrete applications for Semantic Web and in-

formation retrieval. It also contributes as a more general data mining potentially.

One of the possible directions is to expand the applicability to other named entities

such as cooperates, organizations, books, and so on. Actually, some studies try

such expantion [91]. Because there are lots of entities which are interests of Web

users, mining the structure and show the overview is a promising application: It

helps users decision making and information gathering. Depending on the target

entities, appropriate methods will vary: In case of researchers, the Web count is

useful to detect the strength of ties among them, while in corporates case, the Web

count does not produce a good index. Some relations of corporates are paid much

more attentions than others, thus returns huge hit counts. Therefore more advanced

language processing is necessary to identify the individual different relations.

Increasing number of studies are done that uses a search engine. In natural lan-

guage processing research, much works begin using a search engine. For example, F.

Keller et al. [178] use the web to obtain frequencies for unseen bigrams in a given cor-

pus. They count for adjective-noun, noun-noun, and verb-object bigrams by querying

a search engine, and demonstrate that web frequencies (web counts) correlate with

frequencies from a carefully edited corpus such as British National Corpus (BNC).

Besides counting bigrams, various tasks are attainable by web-based models: spelling

7In case of the disaster mitigation research community in Japan.
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Table 6.3: Number of participants at conferences.
JSAI03 JSAI04 JSAI05 UbiComp05

#participants 558 639 about 600 about 500
#users 276 257 217 308

correction, adjective ordering, compound noun bracketing, countability detection and

so on [178]. For some tasks, simple unsupervised models outperform better when n-

gram frequencies are obtained from the web rather than a standard large corpus; the

web yields better counts than BNC. In the future, there will be more and more studies

using a search engine, which can be considered as a database interface to the huge

amount of information on social and linguistic activities.

6.5 Application: Researcher Search System using

Social Networks

To demonstrate our Web mining approach in the real application, we develop a re-

searcher mining and retrieval system called Polyphonet. The system is an example

of an end-user application that integrates Web mining into the Semantic Web. The

system has been operated at the 17th–21st Annual Conferences of the Japan Soci-

ety of Artificial Intelligence (JSAI2003–2007) and at The International Conference

on Ubiquitous Computing (UbiComp 2005) to promote participants’ communication.

More than 500 participants attended each conference; about 200 people actually used

the system. POLYPHONET is incorporated with a scheduling support system [89]

and a location information display system [110] in the ubiquitous computing environ-

ment at the conference sites. Below, we take the JSAI cases as examples: a system is

developed in Japanese language for JSAI conferences and in English language for the

UbiComp conference. Differences of languages affect many details of algorithms. For

that reason, we try to keep the algorithms as abstract as possible. We have various

evaluations of algorithms of Japanese versions, but we have insufficient evaluations

for the English version. Therefore, we show some evaluations in the Japanese version

if necessary, in order to provide meaningful insights to readers.

The system is intended to provide a search function based on the relation of
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researchers and promote efficient collaboration. A social network of participants

is displayed in the to illustrate a community overview. Various types of retrieval

are possible on the social network: researchers can be sought by name, affiliation,

keyword, and research field; related researchers to a retrieved researcher are listed;

and a search for the shortest path between two researchers can be made. Even more

complicated retrievals are possible: e.g., a search for a researcher who is nearest to

a user on the social network among researchers in a certain field. For example, a

user can find what research topic a researcher is doing or whom she is working with.

Social networks is used for finding path to other researchers or recommending related

researchers. If the researcher is not found in the system, a user can register his name.

Subsequently, the system automatically extracts information from the Web using the

proposed Web mining method.

Figure 6.4 is a portal page that is tailored to an individual user, called my page.

The user’s presentations, bookmarks of the presentations, and registered acquain-

tances are shown along with the social network extracted from the Web. Figure 6.5

shows the obtained shortest path between two persons on a social network. Figure

6.6 is a screenshot that illustrates when three persons come to an information kiosk

and the social network including the three is displayed. More than 200 users used

the system during each three-day conference, as shown in Table 6.3. Comments were

almost entirely positive; they enjoyed using the system.

Extracted users’ information is easily incorporated in the RDF representation

[127]. For example, the network ties and the interest associations are represented

in RDF using the foaf:knows and foaf:interst properties. Similarly, the relation

become foaf:Persons with the appropriate relations. Some extensions of the FOAF

model are necessary for expressing the relation labels. Figure 4 shows a FOAF file that

was generated based on extracted information. Each researcher can have metadata

included in the system. because extracted information is stored as a FOAF file.

Trust gives an authoritativeness of a person which is useful when finding an im-

portant researcher in the field. If we trace the node which has high individual trust

from antecedent node, we can find the circle of trust which comprises the small “Web

of Trust” in a community.
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6.6 Conclusions

This chapeter describes a method for extracting social network from the Web. The

Web is currently a huge source of information for the relation between entities. Our

method leverages co-occurrence information obtained from a search engine to extract

a social network among entities. As an actual application that utilizes the proposed

method, we presented a researcher search system.

Merging the vast amount of information on the Web and producing higher-level

information might contribute many knowledge-based systems in the future. Acquiring

knowledge through Googling is becoming a popular concept. We intend to apply

our approach in the future to extract much structural knowledge aside from social

networks.
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Figure 6.4: My page on POLYPHONET
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Figure 6.5: Shortest path from a person to a person on POLYPHONET
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Figure 6.6: Social network among three persons on POLYPHONET
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<rdf:RDF

xmlns:rdf=’’http://www.w3.org/1999/02/22-rdf-syntax-ns#’’

xmlns:foaf=’’http://xmlns.com/foaf/0.1’’

xmlns:acsn=’’http://www.carc.aist.go.jp/ y.matsuo/acsn/0.1’’>
<foaf:Person>
<foaf:mbox rdf:resource="ishizuka@miv.t.u-tokyo.ac.jp"/>
<foaf:name>Mitsuru Ishizuka</foaf:name>
<foaf:interest rdfs:label="Character agent"

rdf:resource="http://www.miv.t.u-tokyo.ac.jp"/>
<foaf:currentProject rdfs:label ="Life-like interface"

rdf:resource="http://www.miv.t.u-tokyo.ac.jp"/>
<foaf:workplaceHomepage rdfs:label="University of Tokyo"

rdf:resource="http://www.miv.t.u-tokyo.ac.jp"/>
<acsn:Coauthor>
<foaf:Person>
<foaf:mbox rdf:resource="y.matsuo@aist.go.jp"/>
<foaf:name>Yutaka Matsuo</foaf:name>
</foaf:Person>
</acsn:Coauthor>
</foaf:Person>

Figure 6.7: An example of a FOAF file tha tis based on extracted information from
the Web.
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While users disseminate various information in the open and widely distributed

environment of the Semantic Web, determination of who shares access to particular

information is at the center of looming privacy concerns. We propose a real-world-

oriented information sharing system that uses social networks. The system automat-

ically obtains users’ social relationships by mining various external sources. It also

enables users to analyze their social networks to provide awareness of the information

dissemination process. Users can determine who has access to particular information

based on the social relationships and network analysis.

7.1 Introduction

With the current development of tools and sites that enable users to create Web

content, users have become able to easily disseminate various information. For ex-

ample, users create Weblogs, which are diary-like sites that include various public

and private information. Furthermore, the past year has witnessed the emergence of

social networking sites that allow users to maintain an online network of friends or

associates for social or business purposes. Therein, data related to millions of people

and their relationships are publicly available on the Web.

Although these tools and sites enable users to easily disseminate information on

the Web, users sometimes have difficulty in sharing information with the right people

and frequently have privacy concerns because it is difficult to determine who has access

to particular information on such applications. Some tools and applications provide

control over information access. For example, Friendster, a huge social networking

site, offers several levels of control from “public information” to “only for friends”.

However, it provides only limited support for access control.

An appropriate information sharing system that enables all users to control the

dissemination of their information is needed to use tools and sites such as Weblog,

Wiki, and social networking services fully as an infrastructure of disseminating and

sharing information. In the absence of such a system, a user would feel unsafe and

would therefore be discouraged from disseminating information.

How can we realize such an information sharing system on the Web? One clue
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exists in the information sharing processes of the real world. Information availability

is often closely guarded and shared only with the people of one’s social relationships.

Confidential project documents which have limited distribution within a division of

company, might be made accessible to other colleagues who are concerned with the

project. Private family photographs might be shared not only with relatives, but

also with close friends. A professor might access a private research report of her

student. We find that social relationships play an important role in the process of

disseminating and receiving information. This chapter presents a real-world oriented

information sharing system using social networks. It enables users to control the

information dissemination process within social networks.

The remainder of this chapter is organized as follows: section 2 describes the

proposed information sharing system using social networks. In section 3, we describe

the application of our system. Finally, we conclude this chapter in section 4.

7.2 Information Sharing

using Social Networks

Figure 7.1 depicts the architecture of the proposed information sharing system. The

system functions as a “plug-in” for applications so that external applications enable

users to leverage social networks to manage their information dissemination. A user

can attach an access control list to his content using his social network when creating

content on an application. Then, when the application receives a request to access

the content, it determines whether to grant the request based on the access control

list.

Because users determine the access control to information based on the social

network, the system requires social network data. The system obtains users’ social

networks automatically by mining various external sources such as Web, emails, and

sensor information; subsequently, it maintains a database of the social network infor-

mation. Users can adjust the network if necessary.

The system enables users to analyze their social network to provide awareness
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Social network analysis
Applications for Information Sharinge.g. Weblog, Wiki, CMS, SNS etc

ContentsDataAccess control List Editor Access control Data (XACML)
Social networks extraction

WebWeb pages, SNS, FOAF, etc Email Sensors
Social networks Editor Social networks Data (FOAF)
Edit social networks Edit access control list Contents dataAccess to contents Access permissionUser data

Figure 7.1: Architecture of the proposed information sharing system

of the information dissemination process within the social network. Using social

relationships and the results of social network analyses, users can decide who can

access their information.

Currently, the proposed system is applied to an academic society because re-

searchers have various social relationships (e.g., from a student to a professor, from

a company to a university) through their activities such as meetings, projects, and

conferences. Importantly, they often need to share various information such as pa-

pers, ideas, reports, and schedules. Sometimes, such information includes private

or confidential information that ought only to be shared with appropriate people.

In addition, researchers have an interest in managing the information availability of

their social relationships. The information of social relationships of an academic so-

ciety, in particular computer science, is easily available online to a great degree. Such

information is important to obtain social networks automatically.

Hereafter, we explain in detail how social networks are modeled, extracted and

analyzed. Then we explain how users can decide to control information access using

social networks.
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Figure 7.2: Two kinds of relationships

7.2.1 Representation of Social Relationships

With the variety of social relationships that exist in the real world, a salient problem

has surfaced: integration and consolidation on a semantic basis. The representation

of social relationships must be sufficiently fine-grained that we can capture all details

from individual sources of information in a way that these can be recombined later

and taken as evidence of a certain relationship.

Several representations of social relationships exist. For example, social network

sites often simplify the relationship as “friend” or “acquaintance”. In the Friend of

a Friend (FOAF) [169] vocabulary, which is one of the Semantic Web’s largest and

most popular ontologies for describing people and whom they know, many kinds of

relationships between people are deliberately simplified as “knows” relations. A rich

ontological consideration of social relationships is needed for characterization and

analysis of individual social networks.
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We define two kinds of social relationship (Fig. 7.2) [175]. The first basic struc-

ture of social relationship is a person’s participation in an event. Social relationships

come into existence through events involving two or more individuals. Such events

might not require personal contact, but they must involve social interaction. From

this event, social relationships begin a lifecycle of their own, during which the char-

acteristics of the relationship might change through interaction or the lack thereof.

An event is classified as perdurant in the DOLCE ontology [174], which is a popular

ontology. For example, an event might be a meeting, a conference, a baseball game,

a walk, etc. Assume that person A and person B participate in Event X. In that

situation, we note that A and B share an event co-participation relationship under

event X.

A social relationship might have various social roles associated with it. For exam-

ple, a student-professor relationship within a university setting includes an individual

playing the role of a professor; another individual plays the role of a student. If A and

B take the same role to Event X, they are in a same role relationship under event X

(e.g., students at a class, colleagues in a workspace). If A cannot take over B’s role or

vice versa, A and B are in a role-sharing relationship (e.g., a professor and students,

a project leader and staff).

Another kind of social relationship is called a common property relationship. Shar-

ing the same property value generates a common property relationship between peo-

ple. For example, person A and person B have a common working place, common

interests, and common experiences. Consequently, they are in a common property

relationship with regard to those common properties.

7.2.2 Extraction of Social Networks

If two persons are in either an event co-participation relationship or a common prop-

erty relationship, they often communicate. The communication media can be diverse:

face-to-face conversation, telephone call, email, chat, online communication on We-

blogs, and so on. If we wish to discover the social relationship by observation, we

must estimate relationships from superficial communication. The emerging field of
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social network mining provides methods for discovering social interactions and net-

works from legacy sources such as web pages, databases, mailing lists, and personal

emails.

Currently, we use three kinds of information sources to obtain social relationships

using mining techniques. From the Web, we extract social networks using a search

engine and the co-occurrence of two persons’ names on the Web. Consequently, we can

determine the following relationships among researchers: Coauthor, Same affiliation,

Same project, Same event (participants of the same conference, workshop, etc.) [176].

Coauthor and Same event correspond to an event co-participation relationship. Same

affiliation and same project correspond to a common property relationship. We are

also using other sources such as email and sensors (we are developing a device that

detects users within social spaces such as parties and conferences) to obtain social

relationships.

Necessarily, the quality of information obtained by mining is expected to be in-

ferior to that of manually authored profiles. We can reuse those data if a user has

already declared his relationships in FOAF or profiles of social networking services.

Although users might find it difficult and demanding to record social relations, it

would be beneficial to ask users to provide information to obtain social relationships.

In addition to the relationship type, another factor of the social relationship is

tie strength. Tie strength itself is a complex construct of several characteristics of

social relations. It is definable as affective, frequency, trust, complementarity, etc.

No consensus for defining and measuring them exists, which means that people use

different elicitation methods when it comes to determining tie strength. For example,

Orkut, a huge social networking service, allows description of the strength of friend-

ship relations on a five-point scale from “haven’t met” to “best friend”, whereas other

sites might choose other scales or terms.

In our system, we use trust as a parameter of tie strength. Trust has several very

specific definitions. In [172], Golbeck describes trust as credibility or reliability in a

human sense: “how much credence should I give to what this person speaks about”

and “based on what my friends say, how much should I trust this new person?” In the

context of information sharing, trust can be regarded as reliability regarding “how
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Figure 7.3: Editor for social relationships

a person will handle my information”. Users can give trust directly in a numerical

value to a person in his relation. Alternatively, trust is obtainable automatically as

authoritativeness of each person using the social network [176].

The obtained social network data are integrated as extended FOAF files and stored

in database. Users can adjust networks if needed (Fig. 7.3). The social relationship

and its tie strength become guiding principles when a user determines an access

control list to information.
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7.2.3 Social Network Analysis for Information Sharing

The system enables users to analyze their social networks to provide awareness of the

information dissemination process within the social network.

Social network analysis (SNA) is distinguishable from other fields of sociology by

its focus on relationships between actors rather than attributes of actors, a network

view, and a belief that structure affects substantive outcomes. Because an actor’s

position in a network affects information dissemination, SNA provides an important

implication for information sharing on the social network. For example, occupying a

favored position means that the actor will have better access to information, resources,

and social support.

The SNA models are based on graphs, with graph measures, such as centrality,

that are defined using a sociological interpretation of graph structure. Freeman pro-

poses numerous ways to measure centrality [170]. Considering a social network of

actors, the simplest measure is to count the number of others with whom an actor

maintains relations. The actor with the most connections, the highest degree, is most

central. This measure is called degreeness. Another measure is closeness, which cal-

culates the distance from each actor in the network to every other actor based on

connections among all network members. Central actors are closer to all others than

are other actors. A third measure is betweenness, which examines the extent to which

an actor is situated among others in the network, the extent to which information

must pass through them to get to others, and consequently, the extent to which they

are exposed to information circulation within the network. If the betweenness of

an actor is high, it frequently acts as a local bridge that connects the individual to

other actors outside a group. In terms of network ties, this kind of bridge is well

known as Granovetter’s “weak tie” [173], which contrasts with “strong tie” within a

densely-closed group.

As the weak tie becomes a bridge between different groups, a large community

often breaks up to a set of closely knit group of individuals, woven together more

loosely according to occasional interaction among groups. Based on this theory, social

network analysis offers a number of clustering algorithms for identifying communities

based on network data.
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Figure 7.4: Editor for analyzing social networks and assigning an access control list
to content

The system provides users with these network analyses (Fig. 7.4) so that they can

decide who can access their information. For example, if user wants to diffuse her

information, she might consider granting access to a person (with certain trust) who

has both high degreeness and betweenness. On the other hand, she must be aware

of betweenness when the information is private or confidential. Clustering is useful

when a user wishes to share information within a certain group.

7.3 Application

To demonstrate and evaluate our system, we developed a community site (Fig. 7.5)

using communication tools such as Weblogs, Wikis, and Forums. By that system,
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Figure 7.5: Web site for sharing research information

studies from different organizations and projects can be disseminated and their in-

formation thereby shared. Users can share various information such as papers, ideas,

reports, and schedules at the site. Our system is integrated into a site that pro-

vides access control to that information. Integrating our system takes advantage of

the open and information nature of the communication tools. It also maintains the

privacy of the content and activities of those applications.

Users can manage their social networks (Fig. 7.3) and attach the access control

list to their content (e.g., Blog entries, profiles, and Wiki pages) using extracted social

relationships and social network analysis (Fig. 7.4).

Once a user determines the access control list, she can save it as her information

access policy for corresponding content. The access policy is described using extended

eXtensible Access Control Markup Language (XACML) and is stored in a database.

She can reuse and modify the previous policy if she subsequently creates a similar

content.
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One feature of our system is that it is easily adaptable to new applications because

of its plug-and-play design. We are planning to integrate it into various Web sites

and applications such as social network sites and RSS readers.

7.4 Related Works and Conclusions

Goecks and Mynatt propose a Saori infrastructure that also uses social networks for

information sharing [171]. They obtain social networks from users’ email messages

and provide sharing policies based on the type of information. We obtain social

networks from various sources and integrate them into FOAF files. This facilitates

the importation and maintenance of social network data. Another feature is that

our system enables users to analyze their social networks. Thereby, users can control

information dissemination more effectively and flexibly than through the use of pre-

defined policies.

As users increasingly disseminate their information on the Web, privacy concerns

demand that access to particular information be limited. We propose a real-world

oriented information sharing system using social networks. It enables users to control

the information dissemination process within social networks, just as they are in the

real world. Future studies will evaluate the system with regard to how it contributes

to wider and safer information sharing than it would otherwise. We will also develop

a distributed system that can be used fully on the current Web.
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Recent advances of the Web and ubiquitous environment enable users to accumu-

late and share their experiences. Since humans usually also take others’ experiences

into account for decision making, an intriguing extension of this idea is to assist users

in the sharing of such experiences. One important issue in sharing experience is to

select relevant sharing partners who have appropriate knowledge and information on

current specific topics. We propose a method which employs the user profile and

social structure of a Web community in order to find sharing partners who have ap-

propriate expertise and are likely to be able to reply to a request. We addressed

the issue in the scenario from the actual social network service for sharing recipes.

Utilizing the user information and social structure from the existing Web community,

we implemented and operate the community mining system which locates relevant

and socially close experts for information seekers.

8.1 Introduction

Human decision making usually takes not only the decision maker’s personal experi-

ences into account, but also experiences and opinions of other persons. This behavior

can be supported by a personal assistant, which has access to experiences of people

known to the user. Actually, the recent Web communities such as blogs and social

network services provides huge collections of experiences which could be exploited

for realizing such support. In addition to the Web communities, recent development

of ubiquitous technologies also enable users to share experiences by automatically

capturing and recording their actions. The data from ubiquitous environments may

be recorded in a way easy to process by machines, therefore it can also be exploited

for ubiquitous user support (e.g., recommenders, teaching systems) beneficial for re-

cipients of such experiences.

Although large amount of user experiences from the Web and the ubiquitous

environments are currently available, there is still the question of whose experiences

should be applied for support. Candidates can be found in various places, for instance,

in the user’s previous contacts, among people physically nearby, or on the Web. Their

count might be large, which suggests to support the user explicitly in this selection
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problem. Here, we propose to exploit that people interested in some domain are

frequently organized in a Web-based community—which might hold for the candidates

as well. Thus, an analysis of a candidate’s social relationships within a community

matching the user’s problem is a promising way of not only estimating expertise—but

also of the candidate’s will to assist the user.

In this chapter, aiming at helping a user find relevant sharing partners of experi-

ences, we propose the method for mining Web communities. In particular we address

the issue of finding experts from the Web community who have appropriate knowl-

edge and information on specific topics. We focus on the scenario from the actual

social network service for sharing recipes. Utilizing the user information and social

structure from the existing Web community, we implemented and operate the commu-

nity mining system which locates relevant and socially close experts for information

seekers.

In the next Section 2, we compare our approach with related research. We continue

in Section 3 with a description of our example scenario. Then, in Section 4 we explain

in details about the proposed method to find experts in the Web community. Finally,

we conclude the chapter with an outlook on future work in Section 5.

8.2 Related Work

One of the central questions addressed in this chapter is how to find relevant sharing

partners of experiences, who might be able to answer a given information need. This

issue is closely related to the recommendation community members in social matching

systems (cf. [67]). For instance, an expertise recommender [47] may help members of

an organization to locate other members who have specific expertise. Such expertise

finders have been explored in a series of studies [66, 2]. Here, systems such as Referral

Web [38], ER [47], and MARS [70] leveraged social networks as a means of finding

people.

Most of these expert finding systems mainly focus on specific domains within or-

ganizations. However, there is a growing interest in exploiting ubiquitous information

for this task: recent research has shown that social networks and communities could
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also be obtained from the sensor information [34]. In addition, due to the popularity

of blogging and social network services, a tremendous amount of sharing-related in-

formation is becoming available online. Thus, the task of expert finding now becomes

the problem not only for specific users but also for every single end user. Thereby,

the research question which should be newly addressed in this area is how to find

appropriate sharing partners for end users by using the ubiquitous information and

other information from the Web.

Social visualization systems (e.g., [65, 27]) offer rich graphical representations of

a community’s social activity to support a user in finding someone to communicate

with. However, most social visualizations only highlight personal contacts or repre-

sent the exchange of information. They rarely address the issue of finding appropriate

users for a given information need. Reputation systems such as ebay　 and expertise

finders highlight users who may be reliable or experts in general in a domain, which is

of interest for our system, but recommendations are usually the result of algorithms

which are due to their complexity hidden from the user. Consequently, those mecha-

nisms cannot be controlled and influenced by the user. Therefore, with respect to the

variety of situations in which the user may need community members’ experiences in

our case, we researched on flexible ways to allow the user to specify which kinds of

persons are likely to be of interest in these particular situations.

8.3 Example Scenario: Finding Experts in Recipe

Sharing

There currently exist many online communities aiming at information sharing on the

Web, where users can share their interests, maintain their relationships and commu-

nicate with each other. Among recent online communities, social networking services

(SNSs) have received much attention on the Web. SNSs enable users to register

their friends. Therein, the users can create their contents such as profiles and Blogs

and communicate with their friends. One important feature on SNSs is information

sharing because information on SNSs such as private profiles, photos, and Blogs are
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Figure 8.1: Bakespace.

neither completely open nor closed: they can be shared loosely among user’s friends,

colleagues and acquaintances with elaborate access control. For sharing various in-

formation, several SNSs have increasingly emerged targeting niche communities such

as music, medical, cooking, and business communities.

Recipe information is one of actively shared experiences in these SNSs. Users are

eager to share their recipes and try to find relevant sharing partners. Recipe often

involves complex constraints such as availability of ingredients, food allergies, dietary

rules, and religious food preferences. Thus, finding relevant experts are important for

the users. However, it is difficult for the users to find experts from the SNSs just by

looking at each Web page. For example, suppose one user is looking for someone to
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Figure 8.2: System Overview of Mining Community Module.

ask advices about vegetarian foods and recipes. The user has to manually check who

is creating vegetarian recipes from the recipe list. Even if the user could find a right

expert to ask advices, the user is not sure whether the expert is socially close and

therefore is likely to answer the question.

In order to address this issue of finding experts in the Web community for sharing

recipes, we focus on BakeSpace (Fig. 1) 1 which is a Web community that combines

recipe sharing with comprehensive social networking. Users on BakeSpace can create

their profiles and blogs, make new friend and share recipes with other users. In the

following, we will explain in details about how to mine the Bakespace community and

find appropriate experts who could be potential sharing partners.

8.4 Expert Finding in Social Networks

8.4.1 System Overview

Figure 8.2 show an overview of the proposed system for mining community (mining

community module). This mining community module works as an external add-on

1http://bakespace.com
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Figure 8.3: User Interface of Mining Community Module.

module of existing Web communities. The system first extracts information from

external online communities by processing html pages. In our example, the system

extract user profiles, friend lists, and recipe information from BakeSpace. Extracted

information are stored in the database of mining community module. When the

system receives a query from a user who tries to find experts, the system searches the

user’s social network on BakeSpace and compute the expertise of neighboring users.

The expertise is scored according to relevancy to the given query. Finally the system

returns the list of expert candidates and shows the referral chain which is a network

path from the user to the expert.

Now we go in details about our method to find experts. In our example scenario,

a user is not familiar with vegetarian foods and recipes therefore she would like to

find an expert who could share some useful experience about vegetarian stuff and

answer some questions. In addition she would like to find someone who is socially

close to her (e.g., a friend of a friend) so that she can easily contact a expert. To

achieve these goals, we now address following two questions: (1) Who are the experts
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on a certain topic (Expert Model) and (2) How the experts can be accessed (Search

Social Networks).

8.4.2 Expert Model

Our expert model is based on probabilistic language model [7] which has been success-

fully applied in many Information Retrieval tasks. In our expert finding task, when

the system is given a topic q (e.g. a recipe category such as meat and vegetable), it

returns a list of candidate experts which are ranked according to their expertise on

q. For this, we calculate the probability p(u|q) that a candidate u is an expert given

the query topic q. And we rank the candidates according to this probability. The

top candidates are deemed the most probable experts for the given query. Using the

Bayes’ Theorem, we compute the probability p(u|q) as

p(u|q) =
p(q|u)p(u)

p(q)
,

where p(u) is the probability of a candidate and p(q) is the probability of a query

and p(q|u) the probability of the query given the candidate. p(u) is estimated as the

number of recipes that a candidate u has created in Bakespace. p(q) is estimated

as the number of recipes that are categorized into a recipe category q (Bakespace

provides recipe categories and every recipe is categorized into one of the categories).

p(q|u) is estimated as the number of recipes that are created by a candidate u and

categorized into a recipe category q.

8.4.3 Search Social Networks

To find a expert who is socially close to a user, the system searches his or her social

network. Following the classic study by Travers and Milgram about the “small world”

and “six degree of separation” [51], several studies have addressed the methods for

searching social networks, which can also be adapted to locating experts. Adamic

proposes best connected search (BCS) algorithm which makes use of the skewed degree

distribution of many networks [4]. Breadth First Search (BFS) searches a user’s ego
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centric network by starting from ego and expanding its search to neighboring nodes

along with the network paths. Because BFS has the strength of finding the target

closest to the source, which matches our requirement to find socially close experts,

we employ BFS for searching social networks.

Searching social networks according to BFS, we also consider the network central-

ity of a expert. In social network analysis (SNA) several ways to measure centrality

for socialogical interpretation of network structure have been proposed [26]. The

simplest measure, called degreeness, is to count the number of links that each node

has. We employ this degreeness to estimate the accessibility to a expert. Here, our

assumption is that if a expert has less links, he or she can be more accessible than

other experts who have many links therefore are overloaded with many seekers. In

summary our algorithm of searching social network find a expert e in the list of expert

candidates such that

arg min
e

path(e) degreeness(e),

where path(e) is the length of network path from a user to a expert e and degreeness(e)

is the degree centrality of a expert e.

Figure 8.3 shows the user interface of our mining community module. A user can

find experts by querying keywords or choosing recipe categories. The system returns

the list of expert candidates and some evidence such as the link to expert’s page in

Bakespace and the number of recipes. After selecting the expert, the user can see

additional information about the expert and contact the expert.

Using the interface, a user can explore his or her social network. Visualising the

social network help the user contact a expert by providing the referral chain which is

a network path from the user to the expert. This can also be used by the user both to

assess the credibility of the expert and as a source of people who might introduce the

seeker to the expert. As for supporting the user to communicate with the experts,

the user can use the message system in the site or other external interaction means

such as emails and Instant Messengers.
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8.5 Conclusion and Future Work

Recent advances of the Web and ubiquitous environment enable users to accumulate

and share their experiences. By sharing such augmented personal memories, users

can be supported in exchanging opinions, guiding others, or just telling stories One

important issue in sharing experience is to select relevant sharing partners who have

appropriate knowledge and information on current specific topics. In this chapter, we

reported about our ongoing research efforts towards expert finding in social networks.

Our method employs the user profile and social structure of a Web community in or-

der to find sharing partners who have appropriate expertise and are likely to be able

to reply to a request. We addressed the issue in the scenario from the actual social

network service for sharing recipes. Utilizing the user information and social struc-

ture from the existing Web community, we showed our implementation of community

mining system which locates relevant and socially close experts for information seek-

ers.

In the future, we will extend the presented work in ubiquitous environments.

Social relations among users are currently available not only from the Web information

but also ubiquitous information such as location data. Our approach for finding

experts in social networks could be applied to help a user find relevant sharing partners

of experiences in ubiquitous environments
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With the large quantity of information that users publish on the Web, the Web has

now turned to the huge corpus that can be easily accessible using search engines, which

opens new possibility to handle the vast relevant information and mine important

structures and knowledge. As users publish their daily activities and communicate

in the Web, the Web is now becoming another form of our society. Therein, eliciting

and representing entity information is increasingly important to link the Web to the

real world. In particular, with the currently growing trend toward the Semantic Web,

extracting information about entities and the relations among them has been gained

interest.

This thesis proposed novel methods for extracting entity information and entity

relations from the Web. The key features of our approach are to leverage existent

search engine and obtain several Web-scale statics such as hit counts and snippets in

order to assess entity-related information. Applying several text processing techniques

such as named entity recognition and clustering to the information obtained from

search engine, our methods extract entity information, entity relations and social

networks. The extracted information can be applied to several applications. We

developed the researcher search system in which the information about researchers

and relationships are automatically extracted from the Web. We also developed the

information sharing system and the expert finding system using the extracted social

networks.

Overall, in this thesis we address two research questions for extracting entity

information from the Web: (1) how search engines can be used to access the Web

corpus and extract entity information from the Web and (2) how the extracted entity

information can be used to support users in entity-based information services.

For first question, we propose a method of keyword extraction for extracting

entity information from the Web. The proposed method is based on the statistical

features of word co-occurrence that are obtained from search engine. We also propose

a method that extracts descriptive labels of relations among entities automatically

such as affiliations, roles, locations, part-whole, social relationships. Fundamentally,

the method clusters similar entity pairs according to their collective contexts obtained

from search engine. The descriptive labels for relations are obtained from the results of
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clustering. Finally, We propose a method that automatically extracts social networks

from the Web. The method leverages search engine to build social networks by

merging the information distributed on the Web.

For second question, we develop the researcher search system. The system is

a Web-based system for an academic community to facilitate communication and

mutual understanding based on entity information and social networks extracted

from the Web. We also develop a real-world-oriented information sharing system.

The system enables users to determine who has access to particular information based

on the social networks and network analysis. We finally develop the expert finding

system which locates relevant and socially close experts for information seekers. The

system leverages the entity information and social networks of a Web community in

order to find experts who have appropriate expertise.

Importantly, our approach use the Web as huge database and a search engine as

its interface to obtain entity information. Recent important approaches of a Web

mining toward the Semantic Web use the Web as a huge language corpus and com-

bine with a search engine. The underlying concept of these methods is that it uses

globally available Web data and structures to annotate local resources semantically

to bootstrap the Semantic Web. Merging the vast amount of information on the

Web and producing higher-level information might contribute many knowledge-based

systems in the future.

Future studies will explore the possibilities of extending the proposed method to

several types of entities and relations. Enriching entities information extracted from

the Web automatically, our method might contribute to several information services

such as information retrieval, question answering, summarisation, and recommenda-

tion.
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