Chapter 4

Time-Domain Motion Detection

Architecture

4.1 Introduction

Visual motion processing plays essential roles in various applications, such as in automotive
guidance. robotics control, and security surveillance. Since motion-related algorithms are gener-
ally computationally very expensive, software solutions cannot attain real-time response capability.
Therefore, hardware solutions employing smart vision chip architecture are being pursued very ex-
tensively [16,22.27.52].

In smart vision sensors. photodiodes are integrated with an array of SIMD (single instruction
multiple data) processing elements, and real-time performance is achieved by massively parallel
processing on the chip. In most cases, analog circuitry is used to build a processing element because
it allows compact and power-efficient implementation [16,22,52]. However. it is difficult to change
functions in hardwired analog circuits, while digital processing is very flexible in implementing
algorithms. Therefore. where to place the boundary between the analog processing and the digital

processing is an important issue in the design of vision processing systems.
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The purpose of this chapter is to present an analog VLSI motion sensor chip in which the most
time consuming part. the computations of spatial and temporal derivatives at each pixel, are carried
out in analog processing, while other processing are all in digital. The time domain technique
has been employed in the analog processing [53]. Namely, the pixel intensities are represented by
pulse widths and the derivatives are simply calculated by XOR gates, then being analog-to-digital
converted using binary counters. In addition, due to the four-way photodiode shared architecture
developed in this work. a seamless operation of photo integration, spatial derivative operation and
temporal derivative operation has been established. A proof-of-concept chip containing a 31x31
detector array was fabricated in a 0.35-um CMOS technology and the operation of the chip at a rate

of 400 frames/sec was successfully demonstrated under a 3.3V power supply.

4.2 System Organization

4.2.1 Overall Architecture

Fig. 4.1 shows a simplified block diagram of the proposed motion sensor chip architecture.
The chip contains an array of gradient detectors. counters for time-to-digital conversion, and row-
selector and column-selector circuitry for controlling the array. The gradient detector array is con-
trolled by PE Control Signals and Common Ramp signal. Each gradient detector calculates tempo-
ral and spatial gradients at the location using the time domain technique. The time-domain signals
(pulse-width modulated signals) thus obtained are converted to digital values by counters allocated

at the bottom of the array, and the digital values are provided as an output from the chip.

4.2.2 Unit Structure of Array

Fig. 4.2 illustrates the detailed diagram of a unit structure of the gradient detector array, which
consists of a gradient detector, photodiodes (PD’s) and PD readout control circuits (C1 ~ C4).

Both PD’s and gradient detectors are laid out in the same square lattice arrangement, where the two
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Figure 4.1: System organization of proposed architecture.

lattices are shifted from each other by a half pixel pitch in both x and y directions. Each PD is
shared by four readout control circuits. The readout circuit has two ports, A and B, which transfer
the PD signal to two neighboring gradient detectors.

The detailed schematics of PD and its readout control circuits are illustrated in Fig. 4.3. The
readout control circuit is composed of a shared photodiode as mentioned above, a reset transistor
(M1). a switching transistor that controls exposure time (M2), a sampling capacitor, a source fol-
lower to read out the sampled voltage, and a series of transistors which control the pixel data transfer
to output ports A and B. The signals MODE T and MODE _S are common in all four circuits C1 ~
C4. while the destination-select signal SEL n is connected to only two circuits in such a way that
SEL.2 is connected to the readout circuits of C2 and C1. and SEL_3 to C3 and C2, etc.

The transistors M1 and M2 are activated independently in each circuit. thus allowing different-

timing data sampling from the same photodiode. Then, by controlling the series of transistors, the
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Figure 4.2: The detail block diagram of the gradient detectors array.

following two functions are realized by a gradient detector.

Temporal Gradient Mode

in order to compute a temporal gradient, MODE _T and one of SEL.n’s are activated. For exam-
ple. when MODE T and SEL_2 are activated, the circuit of C1 transfers the sampling voltage from
the port Al. and the circuit C2 transfers the sampling voltage from the port B2. As a result, the
sampling voltages of the same photodiode at different timing are delivered to the detector (See Fig.

4.2).

Spatial Gradient Mode

a spatial gradient is evaluated when MODE S and one of SEL.n’s are activated. In this case,
only one of readout circuits works, i.e. the sampled voltage in the circuit C1 is transmitted to the

detectors locating at both above and below CI through the ports Bl and Al, respectively. when
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Figure 4.3: Schematic of photodiode and readout control circuits.
MODE _S and SEL_1 are activated.

4.2.3 Time-domain Gradient Detector

Fig. 4.4 illustrates the basic configuration of the time-domain gradient detector. The gradient
detector consists of two differential amplifiers (Diff. Amps. A and B), a flag comparator, and three
tri-state inverters for output control, as shown in Fig. 4.4(a). The output ports of surrounding PD
readout control circuits are connected to the positive terminal of either differential amplifier A or
B. in such a way that the four ports A from circuit CI ~ C4 (noted as Al ~ A4 in Fig. 4.2) are
connected to the amplifier A, and four ports of B are assigned to the amplifier B. As described in the
previous section, only one of the four ports is selectively activated, then an analog value transferred

from the activated port is converted to time-domain signal in the following way.
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Figure 4.4: Schematic of time-domain gradient detector. (a) Gradient detector and its operation. (b)
Flag comparator.

The common analog ramp signal is fed to the negative nodes of all amplifiers. Each output of
the amplifier ("Flag” in the figure) is high ("17) at the beginning of operation. then it change to low
("0") as the ramp exceeds the analog voltage applied to the positive node. Namely, the magnitude
of each input voltage of the amplifier is converted to the timing of signal transition, as shown in the
figure. These two time-domain signals are then processed in a flag comparator.

The flag comparator depicted in Fig. 4.4(b) illustrates the XOR circuit designed specific to our

purpose based on a pass-transistor logic. An XOR function generates a pulse width representing
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the absolute value of the timing difference between the two flag signals as shown in 4.4(a). Besides
the XOR output, the plus and minus signs that indicate which flag reaches first are generated. As a
result, a gradient is computed in combination of these signals.

The time-domain gradient detection is conducted in the row parallel operation. Namely. the row
selector activates one of the rows, and time-domain gradient detections are carried out in parallel in
the row (See Fig. 4.1). Time-domain signals generated in the detectors are transferred to counters
locating at the bottom of the array, and time-to-digital conversion is accomplished by the counters.
The counters utilized in this architecture is designed as an up/down counter. The pulse of the XOR
flag generated by the comparator activates the counter, and one of the sign flags is employed as
up/down control. In this way, on-chip conversion of the gradient to the signed digit value is realized.

A ratio of temporal to spatial gradients gives a “normal optical flow™ which is the apparent
velocity of movement in the obtained image |[54]. However, a small value of a spatial gradient
causes divergence of optical flow. Therefore, small spatial gradients below certain threshold must be
ignored in the calculation of optical flow. Digital processing provides flexibility in such operations,
thus the procedures following the gradient detection are performed by an external digital processor

in this architecture.

4.24 Seamless Operation

Fig. 4.5 shows an example of the timing chart, which describes the operations conducted in the
readout control circuits C1 ~ C4, and in the gradient detector.

Although the gradient evaluation in each readout control circuit is conducted after the resetting
and exposing PD, parallel operation can be achieved since the PD is shared by four readout circuits.
Therefore. continuous evaluation is achieved in the gradient detector.

Regarding the entire system, the gradient detection must be conducted by every row of the array
as mentioned above, thus the sequential scanning for the rows is required to obtain all gradients of

the entire array. However, it is not critical in terms of processing time since the total scanning time
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Figure 4.5: Timing-chart example of seamless operation.

is at most a few hundred micro seconds. while the typical photo integration time is in the order of
msec. Namely. required evaluation of temporal and spatial gradients for optical flow calculation is
realized with two readout circuits without waiting for resetting and exposing PD as shown in the

figure. In this manner, high frame rates can be achieved.

4.3 Experimental Results

4.3.1 Prototype Chip

In order to verify the proposed architecture, the proof-of-concept chip was designed and fabri-
cated using 0.35um standard CMOS technology. The chip includes 3131 gradient detectors and
32x32 PD’s. The photomicrograph of the chip is shown in Fig. 4.6(a) and the specifications are

summarized in Table 4.1. Fig. 4.6(b) shows the pattern layout of the gradient detectors and its
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Figure 4.6: (a) The photomicrograph of proof-of-concept chip. (b) The pattern layout of the unit of
gradient detector array.

Table 4.1: Specification summary of proof-of-concept chip

Process Technology {].35;1;!1 CMOS., 3-_Mcl_u_|

Core Size  2.9x2.9 mm?
Supply Voltage 3.3V
Operating Frequency 20M Hz
Maximum Frame Rate 400 frames per sec.

Power Consumption  ~ 25 mW (W/O Ramp Generation)

Array Size 31x3]
Size of 1 Unit  80x80 um?’

Number of Transistors 40 Tr. (Gradient Detector)
40 Tr. (PD and Readout Circuits)

Fill Factor 4.5 %
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Figure 4.7: Measured waveforms of prototype chip with temporal gradient mode. (a) The experi-
mental situation which emulates the illuminance was changed as the proportion of the step function
The waveforms under the dim illuminance (b) and under the bright illuminance (c).

peripheral circuits (The dashed line in this figure contains the unit circuitry allocated repeatedly in
the array). Since the top metal layer was used to cover the array to prevent from exposure, only two
metal layers were utilized for wiring between circuits. As a result, the 60% of the area has been
occupied by the metal lines. Therefore, by introducing a process technology dedicated for digital

circuitry which allows to use more metal layers. the unit size would be made much more compact.

4.3.2 Measured Waveforms

.

Fig. 4.7 displays the measured waveforms of the prototype chip executing the “remporal
gradient mode.” The setting prepared for the measurement is illustrated in Fig. 4.7(a). The wave-
forms were obtained from the unit circuit allocated in the periphery of the array. The results are

plotted in Fig. 4.7(b) and (c).
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Although the illumination was kept constant during the operation, the readout control circuits
were controlled as in the following to emulate the temporal gradient measurement. The switching
transistor M2 in the circuit C1 was always closed, thus the sampling voltage in C1 was held on the
reset voltage. On the other hand, the transistor M2 in the circuit C2 was opened for 2.5ms, thus only
the voltage in C2 was changed by the illumination. The gradient detector evaluated the temporal
gradient between circuit C1 and C2. As a result, the examination emulated the situation in which
the illuminant of the light changes as a step function. shown in Fig. 4.7(a).

The common ramp signal and the XOR flag generated by the flag comparator are plotted in
Fig. 4.7(b) and (c), and the pulse-width of the XOR flag dependent on the illumination intensity
is observed. The edges of the XOR waveform were blurry, because the brightness of the external
lamp changed waveringly and the waveforms were obtained as the average of cyclic sampling by

the oscilloscope.

4.3.3 Optical Flow Detection

Fig. 4.8 demonstrates the experimental results of normal optical flow detection. The object
moved diagonally to left-up in front of the chip. and the obtained images of the temporal gradient,
the spatial gradients of horizontal and vertical directions, and the sequence of normal optical flow
are plotted.

The pixel data of the gradient images in Fig. 4.8(a)~(c) are normalized, thus gray pixel rep-
resents the value of zero, and negative values are presented as dark pixels. and positive values are
bright pixels. Some isolated black and white pixels are presumable due to unstable operation of the
digital counters, and improvements are now under study. The sequence of optical flow shown in
the Figs. from (d) to (f) were obtained by digital processing. In addition to dividing the value of
the temporal gradients by spatial gradient values, threshold detection to eliminate the divergence of
flows was realized by the processor. The timing differences between images are 75ms and the flows

indicating the left-up diagonal movement are demonstrated in the figure.
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Figure 4.8: Experimental results of normal optical flow detection for the object moving to left-up
diagonal direction. (a) Temporal gradient (b) Spatial gradient of X-direction (c) Spatial gradient of
Y-direction (d) ~ (f) The sequence of normal optical flow calculated off-chip processor.

The maximum frame rate was 400frames/sec, which was measured with 20MHz of the operating

frequency and 3.3V power supply. The power consumption was 25mW at the maximum without

the ramp signal generation.

44 Summary

In this paper. we have presented an architecture to realize high-speed gradient detection for
analog motion sensor chips. A time-domain gradient detector computes and generates pulse-width

signals representing both temporal and spatial gradients, and these signals are converted to signed
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digit values by on-chip processing. Furthermore. the seamless capturing operation is introduced
by a shared photodiode configuration. Experimental results obtained from the fabricated test chip
using 0.35 um CMOS technology have been demonstrated and the frame rate of 400 frames/sec

was successfully achieved.



Chapter 5

Mixed-Signal Focal-Plane Image

Processor

5.1 Introduction

Focal-plane image processing plays essential roles in real time vision systems such as image
recognition, object tracking, surveillance, security systems, and so forth. Since the processing in-
volves various spatiotemporal convolutions at each pixel location, the computation is very expen-
sive. making it very difficult to achieve a real-time response capability using only software solutions
running on general-purpose processors. Therefore, hardware solutions employing dedicated archi-
tectures are essential for real-time vision systems. Among those, smart image sensor architecture
are being pursued very extensively because of its capability for massively parallel operations.

In the smart image sensor architecture. photodetectors are integrated with an array of SIMD
(single instruction multiple data) processing elements, and real-time performance is achieved by
massively parallel processing on the chip. Since analog circuitry makes possible o implement
much simpler and power-efficient configuration, integration of photodetecting elements and analog

processing circuits on the same chip has been discussed from the late 1980's [16]. This configura-
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tion is often refereed to as “silicon retina.” and has inspired many engineers to develop retinomor-
phic vision systems that also imitate these parallel processing capabilities [18,23-26]. However,
the major drawback of the analog circuitry is that it is difficult to change functions in hardwired
analog circuits. Therefore, most of analog smart image sensors are often optimized to realize spe-
cialized image processing. On the other hand, digital implementations offer a large flexibility and
programmability in accommodating the system to various algorithms. For example. Ishikawa et. al.
have proposed a digital SIMD vision chip aiming at high-speed target tracking [27-30], in which
Ib general purpose ALU is integrated into each pixel. However, one of the drawbacks in digital im-
plementation is a volume of the circuitry. The digital processing element requires analog-to-digital
conversion and one or many digital processing components such as registers. memories. Therefore,
the scale of the circuitry becomes relatively large, thus making power consumption being increased.
As a result, where to place the boundary between the analog processing and the digital processing
is an important issue in the design of image processing systems.

A time-domain technique is proposed as analog-digital merged circuit architecture where pulse
width modulation (PWM) signals are utilized for processing [53.55], and the concept has been
introduced to a smart image sensor which realizes spatial image processing [56]. In their works,
a PWM signal represents analog information on its pulse width while having a binary amplitude.
Analog circuits are employed to process the information based on the concept of a switched current
integration technique, while digital logic gates are exploited to serve as operators of continuous
pulse widths as just the signals pass through. As a result, the signals have both analog and digital
features so that their processing circuits can enjoy the architectural advantages of both of techniques.

One of the challenges in the time-domain signal processing is where to implement storage ele-
ments for results of processing. PWM signals are not able to be stored as it is, thus requiring domain
conversion from time to analog or digital in the storage devices, which requires relatively larger area
than that of processing devices. In the conventional time-domain smart image sensor [56], the pro-

cessing elements are connected in series and the storage device is equipped at a edge of processing.
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Namely, pixel-level processing is carried out continuously, and domain-conversion is conducted at a
gclobal-level operation. However, it is difficult to carry out temporal image processing in such a con-
figuration because it often requires pixel information at different timings. As a result, it is essential
to implement storage elements even at a pixel for temporal image processing. which is necessary to
realize various motion-related algorithms.

In this chapter, we have developed a mixed-signal focal-plane image processor capable of per-
forming spatial and temporal convolutions adaptive to various kernels. Both the compactness of
analog and the programmability of digital have been achieved by employing the time-domain com-
putation technique in pixel level processing. Namely, pixel information is represented as the pulse
width as in [53], and all computations are carried out by simple digital logic and a binary counter
based on a time-domain arithmetic operation proposed in this work. In addition, operation results
are stored in digital format in every pixels. allowing any temporal computation without degradation
in pixel data. The concept has been verified by the proof-of-the concept chips fabricated in 0.18-pm

CMOS technology.

5.2 System Organization

5.2.1 Overall Architecture

Fig. 5.1 shows a block diagram of the proposed focal-plane image processor. The processor
contains a pixel array and a peripheral circuitry for controlling the array: row-selector, line regis-
ters and column-selector circuitry. The pixel array is composed of processing elements (PE’s) and
photodiode (PD) units. Both PE’s and PD units are laid out in the form of an identical lattice, but
the two lattices are shifted from each other by a half pixel pitch in both x and y directions [33].
Thanks to this arrangement, each PE can receive data either from four PD units or from four PE’s
in its neighborhood, thus allowing to gather data necessary for processing in minimal steps without

crossover interconnections.
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Figure 5.1: Array configuration with only-nearest-neighbor interconnection.

Each PD unit is composed of a photodiode (PD) and analog-to-time converters (ATC’s), where

photo current integration and conversion the analog voltage to pulse width modulation (PWM)

signals is conducted. The PE carries out convolution operations on the PWM signals received

from neighboring PD units or PE’s, and stores the result in itself. The PE also generates a pulse

signal proportional to the stored value. thus transmitting the pulse to neighbor PE’s. In this manner.

every data transmission among PE’s and PD units is carried out on a single interconnect by a pulse

bearing information in its width.

Up to 2x2 kernel size, convolution is realized by a single PE for each pixel site. For kernel sizes
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Figure 5.2: Processing for kernel sizes larger than 2x2. (a) Pixel data acquisition by PE-a’s: (b)
data transmission from PE-a’s to PE-b’s.

larger than 2x 2, Inter-PE data transmissions is required. Fig. 5.2 shows processing for kernel sizes
larger than 2x2. All PE's are divided into two groups (PE-a and PE-b) of a checker board pattern.
At first. PE-a’s gather the data from four PD units in the neighbor, as shown in Fig. 5.2(a). Then.
Each PE-a generates the pulse as the processing results. and PE-b’s carry out the convolution on
these pulses (Fig. 5.2(b)). After this. the roles of PE-a and PE-b are exchanged. By repeating such

processes, convolutions with any size of kernels can be accomplished.

5.2.2 Principle of Time-Domain Arithmetic Operation

The principle of time-domain arithmetic operation is shown in Fig. 5.3. The PE’s carry out
the convolution with PWM signals according to the principle. First of all, we define an operation
slot which has a particular number of clock cycles. It means the resolution of the operation. For

example. the clock cycles of the operation slot is set to 256 (=2%) in the figure. For convolution
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operation, a PWM signal (Pulse) is converted to the digital number by counting clock cycles where
the pulse is “17". If signed digit numbers are required in the operation, the maximum width of Pulse
is controlled to be smaller than half of the clock cycles on the slot. In this case. the inverted PWM
signal (Pulse) represents the minus values of the original PWM signal. This is because the width
of Pulse is equal to 256-X (X is the width of Pulse). and 256 disappears due to overflowing of the
operation slot. In addition, multiplication is realized by taking logical AND between Pulse and a
weight signal Weight as shown in the bottom of the figure. In this manner, basic arithmetic operation

in digital domain is accomplished by simple binary logic functions.
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5.3 Building Block Circuits

5.3.1 Photodiode Unit and Analog-to-Time Converters

Figure 5.4 illustrates the schematics and the operation timing chart of a PD unit containing a
photodiode (PD) and analog-to-time converters (ATC’s). The ATC is composed of a reset transistor,
a CMOS switch for electronic shutter, and an analog comparator. Two ATC's share one common
PD and they generate pulse signals according to the pixel intensity. Each ATC is controlled indepen-
dently. thus allowing data sampling from the same photodiode at different time stamps. In addition,
one ATC can be utilized for processing while another ATC carries out photo-current integration.

The operation of conversion from analog voltage to PWM signal is shown in Fig. 5.4(b). After
the photo-current integration, the sampled voltage is applied to the negative node of the comparator,
being compared with the common analog ramp-down signal fed to the positive node of all com-
parators. At start of the ramp signal. output of the comparator is “17. then changes to “0" when the
ramp goes below the sampled voltage. Namely. the magnitude of the pixel intensity is converted to
the width of a pulse signal. thus analog-to-time conversion being accomplished. The ramp-down
period from the begging to the end is controlled according to the operation slot of the processing.

For example. the ramp-down period is set to 128 clock cycles in the example shown in Fig. 5.3.

5.3.2 Processing Element

The processing element (PE) is depicted in Fig. 5.5. It consists of three major components: four
input controllers, a pulse width counter. and a pulse generator.

In each input controller. the selector decides which PWM signal to receive either from a PE or
from a PD unit in its neighbor. Then, the PWM signal is manipulated by a mask unit according to a
2b mask code, thus realizing the operation principles explained in Section 5.2.2. The schematic and
the operation table of the mask unit is shown in Fig. 5.6. The PWM signal is passed through as itis,

when the 2b mask code is “017”. On the other hand. The PWM signal is bit-inverted when the mask
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Figure 5.7: Variable-Stepping 11b Binary Counter

code is 10", which is regarded as a minus value of the pulse width. In addition to these functions,
the pulse signal is always converted to zero as NOP when the mask is “007, while the pulse is “1”
when mask code is “117. In this manner, four input controllers define a 2x2 kernel with & weight
values assigned as mask codes.

The manipulated PWM signals are accumulated in the pulse width counter, which consists of
a 4-input 1b adder circuit and a variable-step 11b counter. The number of “1" in the four PWM
signals from input controllers is counted by the 4-input adder. Then, the 3b result is provided as a
count-up step to the variable-step binary counter. Fig. 5.7 shows the details of the variable-step 11b
binary counter. The first stage of the counter is composed of a 3b full adder and a 3b register. In the
first stage, the 3b results from the 4-input adder (the sum of 1's in the input pulses) is added to the
values in the register. In addition. the signal Dataout is applied as Carry In to the lowest bit. Then,
the carry out signal of the 3b full adder is transfered to the second stage. The second stage is an
8b binary counter composed of a series of eight bit-slice circuits. Each bit-slice circuit consists of
a toggle flip-flop and a logical AND circuit, generating the sum and the carry of the corresponding

bit. The values in the 3b register and the sums of the 8b binary counter is concatenated as an 11b
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accumulated value Resulz. thus being read out as the processed result after the operation. In order to
control the resolution of the operation slot. one of the carry signals from upper four bit-slice circuits
can be selected as a pulse generation trigger. which is transfered to the pulse generator. A flip-flop

inserted after the selector is employed to eliminate signal hazards during the state transition.

Operation Slot 1 (256 clk) . Operation Slot 2 (256 clk)
NE , % e
Pulses from | NW ___| i P
PD Units SE : : :
W] — .
Sum of “1” ‘ - :
Pulses A xz ! 0
Dataout : A ; | ‘
resutr o JYNO000000000EX B || S
; i i X X+1 X+2 8501

idup 3up 2up lup : (

Outpui of ( , ,
Pulse Generator P : [

Carry

Figure 5.8: Operation timing chart.

An example of the operation chart in the PE is shown in Fig. 5.8. The left half of the figures
explains the chart of accumulation of four PWM signals. When four inputs are all “1”, the 11b
register value (Result) increases by 4 at each clock. If three of the inputs are “17, Resulr increases
by 3. and so forth. Consequently, Result yields the sum of pulse widths from all four inputs in digital
format.

A domino-logic inverter is used as the pulse generator to convert Result (o a pulse width signal.
When Dataout is 07, the output of the inverter is always “0". Then, a pulse genergtion begins

when Dataout is set to “1" and all inputs of the 4-input adder is “0”. In this setting, the value in the
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variable-stepping counter is counted up one by one (See Fig. 5.7). During count up. Carry from the
variable-step counter remains “0" until Resulf reaches 256 when Resolution is set to 8b. Only at the
transition of Resulr from 256 to 0. Carry becomes 1", and the domino inverter turns around. After
that, the output of the domino inverter remains “1" until operation stops. As a result, a pulse signal
having the width proportional to the initial value of Result is generated. In addition. Result restores

its initial value after 256 clocks. thus allowing the reuse of the data repeatedly.

5.4 Experimental Results and Discussions

5.4.1 Design of 31x31 Focal-Plane Image Processor
Chip Fabrication

To start with a feasibility study, a first version of a prototype chip containing 3131 PE’s and
3232 PD units have been designed and fabricated in 0.18-pm 1P5M CMOS technology. Since the
purpose of this development is to verify the design feasibility of the array arrangement. the time-
domain arithmetic operation explained in Section 5.2.2 have not been implemented. Therefore, the
convolution of plus and minus numbers are implemented as separated operations. The configuration
of the PE is modified as in the following.

Fig. 5.9 illustrates the details of the PE in the first version chip. which consists of four input
controllers, an up/down counter and a pulse generator. In each input controller, a logical AND
is taken with the received PWM signal and the mask bit in the 1b register. Namely. four input
controllers define a 2 x 2 kernel with |b weights assigned as mask bits. The major components in the
up/down counter are two adders: 4-input 1b adder (A); 8b ripple carry adder (B), and an 8b register.
The number of “1” in the signals from input controllers is counted by adder A. Then, each bit in the
3b output from adder A is taken XOR with the Up/Down signal. and then converted to an 8b number
by filling “00000" in upper 5 bits if Up/Down=0. (“IT1117is filled if Up/Down=1.) Finally, the

result is accumulated in the 8b register as Result using adder B. An example of the operation chart
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Figure 5.9: Processing element of the first version chip.

is shown in the figure. When four inputs are all “1"”, the 8b register value (Result) increases by 4 at
each clock. If three of the inputs are “17, Result increases by 3. and so forth. Consequently. Result
yields the sum of pulse widths from all four inputs in digital format. When Up/Down=1. the output
of adder A is bit-inverted and ﬁllied with “111117 in upper bits. In addition, if Dataour=0, Carry In
becomes “1”'. meaning the number is subtracted from Result as 2's complement. Thus convolution
of four input signals with =% signs is accomplished.

A photomicrograph of the first version chip is shown in Fig. 5.10 and the specifications are
summarized in Table 5.1. The maximum operating frequency is 20MHz with 1.0V supply. where
power dissipation is 6.7mW excluding ramp signal generation. Since it takes 256 clock cycles
for 2x2 kernel convolutions, the processor performs over 78,000 convolutions/s. The measured

waveforms are also given in Fig. 5.11. Due to the synchronization between the oscilloscope and the
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Figure 5.10: Photomicrograph of the first version chip.

Table 5.1: Specifications of the second version chip

Process Technology
Core Size

Effective Pixels

Pixel Pitch

Transistors Count

Fill Factor
Supply Voltage
Max. Clock Frequency

Power Consumption

Max. Operation Rate

0.18 ym CMOS. 5-Metal
3.0mm x 3.2 mm

31 x 31 Processing Elements
32 x 32 Photodiodes
89.25 um x 89.25 um
820,000

(824 Transistors / pixel)
3.63

1.0V

20M Hz

6.7mW (@ 20MHz, 1.0V)
(w/o Ramp Generation)

78.125 convolutions / sec




Chapter 5: Mixed-Signal Focal-Plane Image Processor ; 75

Data Acquisition from PD unit  Inter-PE Data Transferring

{Capturing data inte PE-a) {Transfering from PE-a to PE-b)

Ramp Signal s . ! ! U : L.
Sample Voltage [ T =
(externally applyed) Dati Captuting Count Down to Zero

1 T - - -]
Counter Value I i ; J [ 4
in PE-a 4 T N ]
(5bit from MSB) : H

\ A

( U
Counter Value : ; L
in PE-b { f 1 M
(5bit from MSB) - L ; : 7

\ o i L 1 e dos “i '--n\*J".

@ 1MHz, Vdd=1.0V

Figure 5.11: Measured waveforms.

external DAC for ramp signal generation in the measurement setup. the figure shows the processor

operating at IMHz with 1.0V supply.

Measurement Results

Measurement results of focal-plane image processing performed at 20MHz are demonstrated
in Fig. 5.12. For correlated double sampling (CDS), the reset voltage of each pixel is sampled
and stored as a minus number in the PE. After photo-current integration, the result is accumulated
onto the minus number, thus realizing digital double-sampling for FPN cancellation. The result of
spatial convolution for 45-degree edge enhancement is shown in Fig. 5.12(b). As shown in Fig.
5.13. the PE’s are divided into two groups (PE-a and PE-b). For convolution at the location of PE-
b's, there are three steps. At first, PE-a’s receive and accumulates the pulses from four PD units in

the neighbor. Next. each PE-a generates a pulse signal according (o its own convolution result, and
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Figure 5.12: Measurement results.

each PE-b accumulates the pulses from right and bottom of PE-a’s as plus numbers. Finally, each
PE-a generates the pulse again, and each PE-b accumulates the pulses from left and top PE-a’s as
minus number. In the case of the convolution at the location of PE-a’s, these steps are repeated by
exchanging the roles of PE-a and PE-b. The temporal intensity difference detection is demonstrated
in Fig. 5.12(c). where the pixel intensity differences between two consecutive frames are shown

along with the original sequence of a moving image.

5.4.2 Design of 64 x64 Focal-Plane Image Processor

We have designed a second version of the prototype chip with 64 x 64 processing elements (PE’s)
and 65 x 65 photodiodes using a 0.18um 1P5M standard CMOS technology. In this design. the time-
domain arithmetic operation is fully implemented, thus realizing the compact processing elements.

Fig. 5.14 shows a layout pattern of the chip and the specifications are summarized in Table 5.2
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Figure 5.13: Operation details of the convolution with the kernel shown in 5.12(b).

Since the chip is under fabrication at the time of this writing, the simulation results with Nanosim

simulator are shown in Fig. 5.15. The subtraction of the results among two processing elements

(PE-a and PE-b) is carried out after each PE gather the data from a neighbor PD unit. The operation

principle explained in Section 5.2.2 is verified at 100MHz under a power-supply voltage of 1.8V.

Figure 5.16 compares an area efficiency of the processing element between the first version chip

and the second version chip. The occupied area of the major components in the PE are shown in the

figure. Although the maximum bit length (the operation resolution) is extended from 8b to 11b in

the second version chip, the total area is reduced because it employs a normal binary counter while

the first version chip utilized the up/down counter. Namely, introducing time-domain arithmetic

improves significantly not only the performance in speed but also area efficiency of PE.
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Table 5.2: Specifications of the second version chip

Technology
Core Size

Effective Pixels

Pixel Pitch

# of Transistors

Fill Factor
Supply Voltage
Max. Clock Freq.

0.18um (7’\/1()8 ]-Pnly-—Si 5-Metal
3.8mm » 4.lmm

64 x 64 Processing Elements

65 x 65 Photodiodes

54.3um x 54.3um

2.600.000

(547 ina PE, 72 in a PD unit)

13.4 %

1.8V

100MHz (simulation)
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5.5 Summary

A mixed-signal focal-plane image processor for real-time spatiotemporal convolution has been
developed based on time-domain computation technique. Pixel information is represented as pulse
widths, and all computations are carried out by simple digital logic and a binary counter in each
processing element. In addition. the time-domain arithmetic operation has been developed to re-
alize both performance improvement in speed and reducing the circuit volume. As a result. the
compactness of analog and the programmability of digital have been achieved. Proof-of-concept
chips were designed in a 0.18-um 5-metal CMOS technology. and the concept has been verified
by the measurement of fabricated chips as well as by simulation. First version chip has demon-
strated over 78,000 convolutions/s with 1.0V supply by the measurement. Second version chip is
under fabrication and the operation principles was demonstrated at 100MHz with 1.8V supply by

simulation.



Chapter 6

Conclusions

In this work, parallel-processing VLSI architecture employing a logic-in-memory architecture
and a smart-image-sensor has been presented. In order to realize efficient execution of image pro-
cessing on two-dimensional image data, a quaternary-tiled pixel-mapping scheme has been devel-
oped for the image filtering processor. The concept has been extended to apply the DPS image
sensor, thus achieving the parallel readout of block-of-pixel data. And then, the smart image sensor
architecture has also been presented employing time-domain technique, which allows us (o build a
compact pixel processing element having programmability. The followings are summaries through
this thesis.

In Chapter 2. a low-power and high-speed image filtering processor conducting a single-clock-
cycle convolution with various kernel has been developed. In order to eliminate complicated mem-
ory address control and a large number of redundant memory access, a quaternary-tile pixel-mapping
method has been developed. In addition. a radix-2 signed digit data transfer scheme is employed
in a global data distribution in order to reduce not only wiring area but also power dissipations. A
prototype chip was designed and fabricated in a 0.18-m CMOS technology. Without pipelining,
the fabricated processor operated at SOMHz with a 1.8V supply is able to conducts image filtering

for a 256 x 256 image within 1.31ms, which demonstrates better performance than a 2.2GHz MPU
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systems.

In Chapter 3. a computational digital-pixel-sensor architecture which allows the parallel readout
of block-of-pixel data for image processing by SIMD processing units has been presented. This
architecture is capable of seamlessly scanning a 5x 5 pixel-kernel filter across the entire pixel array.
As a result. the proposed DPS architecture has compatibility to various image-processing algo-
rithms. In this work, a rank-order-filtering circuit has also been developed as one of the application
to demonstrate on-chip image processing. It unifies the rank order filtering algorithm and binary
search tree into one simplified circuit. The concept has been verified by a proof-of-concept chip
fabricated in a 0.35-um CMOS technology. The chip includes a 64x48 DPS array and eight units
of the rank-order-filtering circuit element.

In Chapter 4, we have presented an architecture to realize high-speed gradient detection for
analog motion sensor chips. A time-domain gradient detector computes and generates pulse-width
signals representing both temporal and spatial gradients, and these signals are converted to signed
digit values by on-chip processing. Furthermore. the seamless capturing operation is introduced
by a shared photodiode configuration. Experimental results obtained from the fabricated test chip
using 0.35 um CMOS technology have been demonstrated and the frame rate of 400 frames/sec
was successfully achieved.

In Chapter S, a mixed-signal focal-plane image processor for real-time spatiotemporal convo-
lution has been developed based on time-domain computation technique. This allows us to build a
compact pixel processing element having programmability. Proof-of-concept chips have been de-
signed and fabricated in a 0.18-um CMOS technology, and the concept has been verified by the
measurement as well as by simulation. The first version chip demonstrates over 78,000 convolu-
tions/s with 1.0V supply by measurement. The second version chip is under fabrication and the
operation principles was verified by Nanosim simulation at 100MHz with 1.8V supply.

Although the target application is specified to image filtering operations in this work, the ar-

chitectural concepts themselves are more general and applicable to other image processing VLSI's.
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Since block-readout access scheme for two-dimensional pixel data is essential in a number of image
processing algorithms, the single-clock-cycle access method presented in Chapter 2 and Chapter 3
can significantly improved the lafency of the system. Also, the smart image sensor architectures
proposed in Chapter 4 and Chapter 5 enable us to realize more compact and flexible configuration
in designing processing elements. Therefore. merging these two architectures would make contri-
butions to enhance performances or efficiency in various intelligent image processing systems. As
a result, VLSI architectures proposed in this work would become a driving force to realize real-time

advanced image-processing applications in the future.
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Time-Domain Winner-Take-All Circuit

A.1 Introduction

In the era of information technology, ever-increasing computational powers are demanded for
digital computers. However, further increase in the clock frequencies in microprocessors is encoun-
tering severe limitations due to the difficulties in device miniaturization, interconnect complexity
and large power dissipation in VLSI chips. Therefore, the replacement of a certain part of time-
consuming software processing by direct computation using dedicated VLSI circuits is essential in
reducing the number of microinstructions to be carried out in general purpose processors.

A winner-take-all (WTA) circuit is utilized to search for the maximum (or minimum) value in
a large data set and to identify its location. The WTA function is an integral part of the vector
quantization (VQ) algorithm, which is widely used in intelligent data processing such as in asso-
ciative memories, Kohonen’s self-organizing maps, and audio/visual data compression [57-59]. In
the intelligent VLSI system based on the psychological brain model proposed in [59], VQ process-
ing plays a principal role. In the VQ processing system, an input vector is matched with a large
number of template vectors stored in the system, and their similarities (or dissimilarities, i.e., the
distances between the input vector and template vectors) are calculated and the best-match template

vector is identified as the winner. Since this is a time-consuming processing when the number of
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template vectors becomes very large, several VLSI VQ processors have been developed both in dig-
ital [60-62] and analog {63, 64] technologies with the aim of using them in real-time applications.
In these VLSI accelerator chips, distances are calculated by SIMD (single-instruction multiple-data)
elements in a fully parallel architecture and the winner is identified by a WTA circuitry. In a fully
parallel SIMD architecture. the distance data are distributed over the entire chip area. Therefore,
fast and accurate searching must be conducted despite the signal delay and latency present in the
chip. The problem of signal delay is particularly important when a time domain technique is em-
ployed. The purpose of this study is to develop a fast and accurate WTA circuit operating in the
time-domain employing a ramp-voltage scan technique.

The first WTA circuit was developed using a current-mode technique in the MOS subthreshold
regime [65], and several other current-mode circuits have also been reported [66,67]. In most of
these circuits, a number of cells, each composed of a current source, competitively share the total
current specified by a global current sink. Each cell inhibits every other unit, thus the unit with the
highest initial activation strongly inhibits all the other units and survives as the winner. Since the
circuit operates in the subthreshold regime, very low power dissipation is achieved at the cost of
slow circuit operation.

A WTA in the voltage mode operation was first developed using the neuron MOS (neuMOS or
vMOS) technology [68.69]. The circuit is composed of an array of comparators each equipped with
a status latch function as shown in Fig. A.1(a). The multiple analog input voltages representing the
distance values are compared with a common reference voltage which is ramped up from 0 to Vpp as
a function of time. The comparator receiving the smallest input voltage is turned on first, followed
by the one with the second smallest voltage, and then the one with the third smallest voltage, and
so on. In this manner, the magnitudes of the input voltages are converted to turn-on timing signals,
i.e.. to time-domain data. The first turn-on signal is detected by a global OR circuit which receives
all signals from the comparators. The output signal of the OR is fed back to all comparators to latch

the output status at the moment of the first turn on. Then the latched status signal “1” identifies the
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Figure A.1: Conventional WTA circuits: (a) voltage mode WTA circuit employing an array of
vMOS comparators and a multiple-input OR for feedback; (b) open-loop delay time detector utiliz-
ing SR flip-flop tree architecture.
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location of the winner (the one with the minimum distance). Due to the signal propagation delay
present in the feedback loop via the OR, however, multiple comparators may have the chance to turn
on before the feedback signal arrives. This causes the problem of winner discrimination accuracy.
The accuracy can be enhanced by employing a very slow ramp rate. but at the cost of a long search
time. Namely. the accuracy and speed for winner search are in a trade-off relationship due to the
presence of the feedback signal.

An open-loop architecture for a WTA circuit working in the time domain was first proposed
in [70]. where the Hamming distance between an input binary code and a binary template code was
utilized as the dissimilarity measure (See Fig. A.1(b)). The exclusive OR of each bit comparison
digitally controls the delay in the respective stage in an inverter chain, thus converting the Hamming
distance to the delay of a propagating pulse in the inverter chain. Then the first arrival pulse is
detected as the winner signal. Winner detection is carried out using a binary tree of RS flip-flops
as shown in the figure. At each flip-flop, one of the two outputs is selectively activated by the first
arrival pulse, and the winner pulse propagates through the flip-flop tree, thus memorizing the winner
location as a binary flag pattern in the flip-flop tree. Since this is an open-loop configuration, there
is no problem due to the delay time in a feedback loop.

The purpose of this study is to develop a high-performance voltage-mode WTA circuit operating
in the time domain. The ramp-voltage technique was employed for voltage-to-delay-time conver-
sion because input signals are not digital Hamming distances but analog Manhattan or Euclidian
distances. For delay detection, the open-loop binary tree architecture was employed. The system
organization and the circuit details of the present WTA are described in Section A.2. In Section A.3,
the experimental results of a fabricated chip are presented and discussed. Finally. the conclusions

are given in Section A.4.
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A.2 System Organization and Circuit Details

A.2.1 System Organization
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Figure A.2: Time-domain WTA circuit employing open-loop binary tree architecture developed in
this study.

The block diagram of the WTA circuit developed in this work is shown in Fig. A.2. The circuit
consists of a voltage-to-delay-time converter using the ramp voltage, a winner-detection binary tree
and a winner address encoder. The inputs to the system are analog voltages and the output is a

digital code representing the address of the winner location.

A.2.2 Winner-detection binary tree

As shown in Fig. A.2. the winner-detection binary tree is composed of two-input OR circuits
cascaded in a binary-tree structure. A flip-flop is attached parallel to each of the OR circuits. The
flip-flop is employed only for comparing the timing difference in arrival between the two input

signals and for storing the result. As  already pointed out in [71], the replacement of the flip-flop
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Figure A.3: Schematic of two-input delay-detection unit composed of a flip-flop and an OR circuit.

tree in Fig. A.1(b) by a simple OR tree can resolve the problem of the metastable state occurring
in a flip-flop when the two input signals arrive almost simultaneously. Since the timing signal is
directly propagating to the next stage through the OR, no problem occurs in the propagation of the
winner signal even if the flip-flop enters a metastable state. The schematic of the two-input delay-
detection unit employed in the winner-detection OR tree is illustrated in Fig. A.3. It is composed of
a flip-flop circuit and an OR circuit. Dynamic logic gates are employed in order to realize a quick
response for timing signals. In addition, an NMOS transistor T3 is inserted at the bottom of the OR
circuit. The total sink current in the OR depends on whether either one or both of the NMOS TI
and T2 are activated. Variation in the sink current causes dispersion of the delay time in the OR.
Therefore, the transistor T3 is used to limit the sink current and reduces the variation in the logic
setup time. The variation in the logic setup time was evaluated by gate-level simulation using the
0.6itm CMOS technology. When the gate size (W/L) of T3 is 2.4um/0.6pm and those of T1 and T2

were the same at 4.81m/0.6p1m, the spread in the distribution of the logic setup time in the dynamic
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OR (~ 17 ps) was half as small as that in the normal CMOS logic OR (~ 33 ps). where the size
of the NMOS transistors was 4.8um/0.6um. On the other hand, the most important concern of the
flip-flop is not the circuit speed, but the sensitivity for detecting the difference between two input
voltages. Therefore, all transistors in the flip-flop were designed using the minimum feature size to
achieve a higher sensitivity by reducing the gate capacitance. In addition, special caution was taken

in the flip-flop pattern layout to make it as symmetric as possible for the two input signals.

A.2.3 Winner address encoder

When the winner signal has propagated through the winner-detection OR tree, the winner ad-
dress encoder starts to generate the binary address representing the location of the winner. The block
diagram of the circuit is illustrated in Fig. A.4 Two-input encoder units are connected in the shape
of a binary tree, which is a mirror image of the winner-detection OR tree. The two output flags
of the flip-flop in the winner-detection OR tree are transferred to the input Flag0 and Flag/ of the
corresponding two-input encoder unit. At first, the signal “Encode Start” is given to the two-input
encoder unit in the first stage. Then one of the two-input encoders in the next stage is selectively
activated depending on the input flag status in the first stage. In this manner, the path of the winner
signal propagation in the winner-detection OR tree is traced back in the encoder circuit. The nodes
“Address” and “Address” are precharged to Vpp before encoding. According to the input flags, the
NMOS transistor TO or T1 pulls down one of the precharged nodes of “Address™ and “Address”,

and the location of the winner is encoded into a binary address code.

A.2.4 Voltage-to-delay-time converter

The configuration of the voltage-to-delay-time converter is depicted in Fig. A.5, which employs
an array of chopper comparators and a ramp-signal generator. The chopper comparator is composed
of four-stage inverters where auto-zeroing reset switches are equipped in the first and the second in-

verters. During the sample period, the input analog voltage VIN is stored in the capacitor C1, while
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Figure A.5: Circuit diagram of voltage-to-delay-time converter.

the inverters are placed in the auto-zeroing step by closing the switches Resetl and Reset2. After
sampling the analog input voltages, the magnitude of the voltage is converted to the difference in the
timing signal utilizing the ramp-up voltage. The operational principle is the same as that described
in ref. 13, but the comparator configuration is different. The ascending ramp voltage Vramp is gen-
erated internally by the ramp signal generator utilizing a current source, which gradually charges up
capacitor C1's in all the comparators. Therefore. by controlling the drivability of the current source,
the ramp-up rate can be changed in the winner search. For example, the ramp-up rate of 100 mV/ns
converts the voltage difference of 100 mV to the timing gap of I ns. A lower ramp-up rate increases
voltage discrimination accuracy provided that the time resolution of the winner-detection tree is the
same. In this design, the ramp-up rate changes in the range of 0 ~ 200 mV/ns with an external

control signal.
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A.3 Results and Discussion

A.3.1 Chip fabrication

\WinnerAddress:Encodet

Figure A.6: Micrograph of the test chip and the pattern layout of the new WTA circuit.

The test chip was designed and fabricated using the double-poly. triple-metal 0.6um CMOS
technology. The chip includes a 64 input WTA circuit. A micrograph of the test chip is given in
Fig. A.6. The layout area of the circuit is 3.2mmx 1.0mm. It works at the power supply of 5V. An
example of the test chip measurements is demonstrated in Fig. A.7, where the output signals from
the flip-flops in the winner-detection OR tree are observed. (The ramp-up rate was set at 105mV/ns,

and the voltage difference between the winner and loser was set at 1.00V)

A.3.2 Two-input delay-detection unit

The performance of the two-input delay-detection unit in Fig. A.3 was evaluated by circuit
simulation and the results are shown in Fig. A.8 in comparison with the RS flip-flop that was
designed to fit the layout of our WTA circuit. The simulation was conducted on the post-layout

extracted circuits. The figure shows the waveforms observed at the OR output (the signal Next) in
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Figure A.8: Results of post-layout extracted circuit simulation of the two-input delay-detection
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The output characteristics of the two-input delay-detection unit are compared with those of the RS

flip-flop (b).
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Table A.1: Time resolution comparison between open-loop-type and feedback-type WTA circuits.

Open-loop-type WTA | Feedback-type WTA
’ (present work) (Fig. A.1(a))
Post-layout simulation 338 ps 3.300 ps
Measured result 400 ps -

the two-input delay-detection unit, and the output of the RS flip-flop. In the simulation, the timing
difference (At) between the two input signals changed from 0 to 300ps with a 5ps step as shown
in Fig. A.8(a). and the variations in the output setup characteristics are compared in Fig. A.8(b).
The RS flip-flop immediately latches the signal when the timing difference At is larger than 200ps.
However, the output delay time increases according to the decrease in At. For At = 0, the latching
of the flip-flop still occurs due to the slight difference in the parasitic capacitances arising from
the asymmetry still remaining in the layout pattern. Therefore, this is the worst-case simulation.
The delay time increases to as large as 400ps for the flip-flop to latch. In the two-input delay-
detection unit, on the other hand. the output signal Next settles fastest when the two input signals
arrive simultaneously since both transistors T1 and T2 are turned on simultaneously to discharge
the precharged node. When only one input signal arrives, the output signal Next settles slower.
However, the time dispersion of the delay time in the signal Next is only 17ps due to the current

limiting effect of T3 (See Fig. A.3).

A.3.3 64-input WTA circuit

Table A.1 shows the time-resolution comparison between the open-loop-type WTA circuit (present
work) and the conventional feedback-type WTA circuit (the one shown in Fig. A.1(a)). The number
of input voltages is 64 for both circuits. In the post-layout simulation of the feedback-type WTA
circuit, the ramp-up rate was set at 50mV/ns. The input voltage Vyo was set at 2.5V, and other
input voltages were set at a slightly larger value than Vno. This difference in the input voltages was

increased until only one comparator latched the winner signal. In this manner, the minimum volt-
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age difference for correct winner detection was determined to be 165mV, which is equivalent to the
time resolution of 3.3ns. On the other hand, in the simulation of the open-loop-type WTA circuit,
the input voltage Vyo was set at 2.5V, Vy33~V nes at a slightly larger value than Vv, and the
rest at VDD. As mentioned in Section A.3.2, the signal propagation through the OR tree is fastest
when input signals arrive simultaneously. Therefore, this condition is the worst case for winner
detection in the OR tree. For the ramp rate of 50mV/ns, a 16.9mV voltage difference between Vg
and Vyv12~Vnes is sufficient for the open-loop-type WTA circuit to identify Vg as the winner.
Therefore. the winner-detection OR tree achieves a time resolution as small as 338ps. This simula-
tion result was compared with the experimental data. The measured result for open-loop-type WTA
circuit demonstrates a time resolution of 400ps, which was calculated from the comparison with the
voltage differences between 2.000V (at V n32~Vne4) and 1.988 V (at V n¢) at a ramp-up rate of
30mV/ns.

The timing chart of the total circuit operation is illustrated in Fig. A.9, where typical time
values are shown as determined by circuit simulation. A system reset time of ~100ns is required for
auto-zeroing of chopper comparators composed of two-staged CMOS inverters. 100ns is sulficient
for resetting the OR tree. the address encoder, and the ramp signal generator. After the winner
detection by a ramp signal. the output signal from the winner-detection binary tree appears with a
typical delay time of Sns. The output signal is fed to the winner address encoder at node “Encode
Start” (See Fig. A.4). thus activating the encoding operation. This takes about 10ns. When the
address encoding is finished, the reset operation for the subsequent search can be initiated. In this
manner, the total period required for the winner detection is about 200 ~ 300ns depending on the
time for the winner search period. Power dissipation of the circuit is mostly occurs in the chopper
comparators due to the short-circuit currents flowing in the CMOS inverters during the auto-zeroing.
This can be reduced by selecting smaller aspect ratios (L/W) for inverter transistors at the cost of
slower operation. Design optimization in this regard was not conducted in the present work because

the main interest of this work is the open-loop architecture after the voltage-to-time conversion. A



Appendix A: Time-Domain Winner-Take-All Circuit 98

Single Search Period

éSystem Reset Winner Search
1 ~100ns . 100 ~200ns

i

+ Comparator Auto-zeroing
« OR tree/Encoder Reset

+ Ramp Signal Generator
Initialization

Common Ramp Signal :

Output of
Voltage-to-time :
Converter ‘

Qutput of 5ns
Winner—Detection X (OR Tred — |
Binary Tree : Propagation Delaﬁl)

[
t
£
'
'
¥
i
i
'
i
i
v
i

Output of
Winner Address
Encoder

i

! ‘_____mn:s

i

(Encoder Tree |
Propagation Delay)

'
[
[
i
i
i
f
i

Figure A.9: Timing chart of the total circuit operation.

possible solution to this issue is to employ the charge-transfer preamplifier concept, as presented

in [72].

A.4 Conclusions

A high-performance WTA circuit was developed based on the time-domain winner search regime.
By employing the open-loop OR-tree architecture, the problem of multiple winner detection due to
the feedback signal delay was eliminated. Experimental results obtained from the fabricated test
chip showed that the circuit achieves a time resolution of 400ps. The post-layout simulation con-

firms that the resolution is 9.5 times higher than that of the conventional WTA circuit utilizing a
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feedback scheme via multiple-input OR.
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