Chapter 9

User Study

While the evaluation of individual stages show that each stage has an accuracy between
60% and 98%, it is still essential to conduct a user study where the user retrieve their
own experiences in a home environment. We conducted such a user study with a family
who stayed in ubiquitous home during one of the real-life experiments. The coming

sections of this chapter describe this user study and the results.

9.1 Objectives
The user study was designed with the following objectives:
o Identify requirements for experience retrieval in the ubiquitous home, using
feedback from people who lived in the environment.
e Evaluate algorithms  that have been implemented so far for video
summarization and retrieval.
e Evaluate the usability of the system as a multimedia mining tool for use by
residents of a household with a non-technical background.

e Identify directions for future work and improvement of the existing algorithms.

Since there was no previously designed evaluation experiment that fulfills the
above objectives, we designed a detailed user study that is specific to our system. Since
the system was being developed at the time the user study was conducted, we used a

prototype system that did not have some of the functionality described in Chapters 6
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and 7. However, this was not a problem or weakness as one of the objectives of the user
study was to identify the user requirements, and the feedback received could be utilized

for implementing a better system.

9.2 Participants

We selected a family who stayed in ubiquitous home for two weeks, during one of the
real-life experiments. The family had three members; a married couple, and their 3-year
old daughter. On the working days, the husband went to work and the wife stayed most
of the time at home, taking care of the child. The family went out occasionally for meals,
shopping and other family activities, but returned every night as usual for an ordinary
household. There were a few guests, but they did not stay overnight. The subjects were

paid for participation in the user study.

9.3 Procedure
This study consisted of two parts; a requirements analysis for home experience retrieval,
and a hands-on session of the system we developed. Data captured during six hours on
the 12th of April 2005 (the 4™ day of the family’s stay in ubiquitous home) were used
for the study. This was equivalent to retrieving from 102 hours of video and 150 hours
of audio data. The date of the user study was the 12" of October 2005, exactly 6 months
later.

The experiment consisted of three sections. The first section was a requirement
study, where the subjects answered a questionnaire to specify what they would expect

from a system for retrieving experiences at home. This section of the experiment was
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conducted before demonstrating the system, to ensure that the user requirements are not
influenced by the functionality of the existing system.

In the second section, the subjects were given a demonstration on how to use the
system. Only one example for each type of retrieval was shown. Thereafter, they were
allowed to use the system themselves, submitting their own queries to retrieve their
experiences. The authors were available in case the subjects needed advice, but were not
involved in using the system. The subjects were asked to select video clips that they
would like to keep, so that we can provide them in a DVD. This was done both as a
factor of motivation and also to find out what kind of experiences generate interest in
keeping a permanent record. After using the system, the subjects rated the usability of
the system by answering a brief questionnaire based on the guidelines by Chin et al.[74].

In the third section, the subjects provided descriptive feedback about the system.
The subjects were asked to suggest additional requirements to what they proposed
previously, in case if there were any.

The user study took approximately 3 hours, and the subjects were paid for
participation. The subjects provided their responses in separate answer sheets but used
the system together. This helped to elicit more responses, rather than getting only those
both subjects agreed upon. Since the child is only 3 years old, only the parents actively
participated in the experiment. Other than for restarting the system due to an operating

system crash, no assistance was needed from the authors.

9.4 Results

The questions and the responses for the requirement study are stated below. The number

of subjects who provided each answer is stated in parentheses.
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1. Suppose it is possible to retrieve any event that happened anytime during your stay
in ubiquitous home. What are the things you would like to see from that stay?

e Things that I did (2)
« Things that the other family members did (2)
¢ How my child was playing when she was alone (2)
o Things that I have forgotten (2)
e Things we did together (1)
e A summary of what I did each day (1)
The subjects added the following after using the system.
s Recall what we did when my friend visited the house (1)
« See my own behavior and habits, e.g.: gait (1)

e See my child growing up over a long period of time (1)

2. Supposing it is possible to have the same facility at your home, and only your
family has access to the data:
(a) What would you like to use it for?
» For taking care of my old mother; check whether she took medicine properly,
or she ate too much sweets, etc. (1)
o For finding lost objects, discover our own habits, find out how the child is

behaving so that anything bad can be corrected (1)
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(b) How would you like to record the data?

¢ Record everything from daily life (2)

(c) Which parts of the house will you record everything?

» Non-private areas of the house, like the living room, the kitchen, etc. (2)

e Child’s room (1)

(d) Which parts of the house and times will you refrain from recording?

o Private places, such as bedrooms (2)

(e) Do you have any other preferences, such as times of day, about recording?
¢ Would like to see my child during day time and afternoon, when I am not

at home(1)
» Want to record leisurely times playing with the child (1)

e Would like to record busy hours of the day for discovering things that were

left behind (1)

For the usability assessment, the following were the responses from the two
subjects on a seven-point response scale with 1 being the worst rating and 7 being the
best.

e Learning to use the system — 6,6

« Ease of using the system — 4,5
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¢ Overall impression — 5,6

The following are the questions in the section for feedback about the system, and

the responses from the subjects.

1. How much did you remember from what you could see in the video and key frames?

e There were many things that I did not remember. For example, that I worked
that day (1)

e I roughly remembered what happened on that day. But the memory was

refreshed a lot after watching the video (1)

2. Was it possible to see interesting things that you did not see/know before?
e Yes(2)
e We could discover things like how our child woke up in the morning (1)

e [ was surprised to learn that I spend so much time with my child (1)

3. Out of what you saw, which parts of the video would you like to keep with you?

¢ Video of the child (2)

« Video of activities we did together, such as having meals (1)
4. State what you like about this software.

¢ Automatic camera change (1)

e Ability to see what happened when I was away (1)
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5. State what you don’t like about it.
« It might reveal things that are not nice to know (1)

e Too many video clips and key frames to look at (1)

6. For what kind of things will this software be useful to you?
o Family diary, security
o Taking care of family members
e Record of our child’s life

¢ See myself objectively.

The responses to the reqqirements show that the system can already match most
of the requirements the subjects had in their mind before using it. The subjects found
the system easy to use, as suggested by the high rankings for the usability assessment.
Descriptive feedback indicates that the subjects found the software useful and it helped
them to discover a few things that they were not conscious about or did not know at all.

The subjects managed to recall what happened in the entire session and to retrieve
video they wanted to watch, by using the system. They found two types of video more
interesting, and watched them repeatedly. One type contained video of the child when
she was alone: an example was the video clip created when the child woke up in the
morning, found that she was alone in the living room, and ran for the mother. The other
type corresponded to activities that they did together, such as taking meals and playing
with the child. They requested copies of both these types of video clips. The subjects

used key frames as an index to the original video, rather than viewing only the key
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frames as a summary. They liked using the system, and it was somewhat difficult to get

them to stop watching videos and answer the questionnaire.

9.5 Discussion

The behaviors of residents in the two types of experiments were significantly different.
While the subjects in students’ experiments were independent in their actions, the
behavior of the family in the real-life experiment was in the form of a group. This
affected the quality of the results, too. For student experiments, video clips and
summaries resulting from handover and key frame extraction were mostly exclusive
whereas those created during the real life experiment had a lot of overlap and
redundancy, due to behavior as a group. For instance, when the child was following or
walking by the side of a parent, the personalized video created for the child and the
parent have near 100% overlap, which results in redundancy. Therefore, video retrieval
for group behavior seems to be more important for a real-life situation. Furthermore, the
accuracy of footstep segmentation decreases because of complex walking patterns
created by a child walking with a parent. The accuracy is about 30% less than reported
previously for students’ experiments.

With only two persons actively taking part in the user study, the responses have
little statistical value. However, their keen interest on using the system and positive
feedback justifies the motivation and the current progress of this work. The responses
also provide valuable insights to identify further requirements and possible
improvements. Continuing further study with other families, as the system is being

developed, will help the system to evolve into one that is very useful.
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As the subjects indicated in their feedback, privacy of the residents should be
protected by recording data only in the public locations of the house. Although this
reduces the ability of the system to function as a memory assistant, it is an important
measure as individual privacy is important even for the members of the same family.
Furthermore, the system was helpful for the residents even with restrictions in locations.
It can be suggested that one of the reasons for the success of the real-life experiments
(in the sense that the residents enjoyed their stay and retrieval of their experiences) is
that the residents were not confined to the house, and their privacy was protected even

when they were in the house.
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Chapter 10

Conclusion and Future Work

10.1 Conclusion

We have implemented video retrieval and summarization for a home with a large
number of sensors, by analyzing both content and context data. While the inclusion of
multiple sensory modalities and the human centered aspect of the system made the
research fairly broad, it was possible to make a number of novel contributions.

Hierarchical clustering of floor sensor data followed by video handover enabled
the creation of personalized video clips using a large number of cameras. It was possible
to dub this video with reasonably good quality, using audio handover. An adaptive
algorithm enabled retrieval of more than 80% of the key frames required for a complete
summary of the video.

Silence elimination and false positive removal from audio data produced results
with a high accuracy of 98%. The scaled template matching algorithm we propose is
able to achieve generally accurate sound source localization despite the absence of
microphone arrays or a beam-forming setup. The accuracy of audio classification using
only time domain features is above 83%, suggesting that high accuracy of classification
is possible at the expense of further analysis using features from multiple domains.

Basic image analysis facilitated detection of events that are useful in
understanding the activities that take place inside the house. Action detection using

multiple sensory modalities yielded an average accuracy of approximately 78%.
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The user interface based on hierarchical media segmentation and Interactive
retrieval facilitated effective retrieval with a small amount of manual data input using
only a pointing device. Visualizations of different types of data at various levels of
detail helped the user to retrieve required media.

The residents who evaluated the system found it useful, and enjoyed using it.
They found the system easy to learn and usable. The requirements they identified and

the feedback they provided were valuable in improving the system.

10.2 Future Work

The accuracy of the existing algorithm for footstep segmentation can be improved for
more efficient retrieval of personalized video. Adding person recognition capability to
this stage will enable the creation of personal diaries for residents.

Use of frequency and Cepstral domain features for similarity matching is a
prospective approach for improving the performance of sound source localization.
Applying Independent Component Analysis (ICA) before Audio classification to
separate multiple simultaneous sound sources within the same region is an interesting
research direction.

Further analysis of sensor data, especially image data, can be used for detection
and recognition of higher-level actions and events, such as conversations, mealtimes,
etc., thereby enhancing the functionality of the system. Face detection in retrieved
images and video can provide additional information for searching within the data.

Novel techniques for user interaction and visualization of results can be designed,

to achieve more effective and efficient retrieval. Continuous evaluation of the system
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based on user studies and feedback is vital, as usability is one of the most important

criteria for an effective retrieval system for the home.
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Appendix A

Material used for Evaluation of Key Frame Extraction

Annexed starting from the following page are the instruction sheet, handouts and
answer sheets used for the experiment for evaluating the algorithms for key frame
extraction (Section 5.6). The key frames sets and the answer sheets for only one video

clip are included, as an example.
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Instruction Sheet

Overview

The objective of this experiment is to evaluate different methods of extracting key frames from a
video clip. Key frames, in our context, are frames that are selected such that they present a
summary of the events took place in the video clip. The motivation for creating a key frame set
is saving time taken to view an entire video clip to find out what happened.

Please follow these instructions while taking part in the experiment. If there is anything that is
not clear enough, please ask.

Instructions

e Before you start, please fill in your name and start time of the experiment, in the spaces
provided in the answer sheet.

e You have to repeat the following steps on four video clips (sequences). You can take a
break after each sequence.

1. Use the Image Sequence Viewer to watch the sequence. This is the original video,
which is not summarized yet. Try using the buttons for playing, pausing and moving
back and forth along the sequence. The durations of the sequences are:

o Sequence | - 36 seconds
o Sequence 2 - | minute
o Sequence 3 - 3 minutes
o Sequence 4 - 5 minutes
2. Select key frames for the sequence so that they represent a summary of the behavior of
the person shown in the video clip. There is no restriction on the number of frames you
can choose. There is no time limit for selecting key frames. Write the timestamps of the
frames, in the sheet provided.
Notes:
e Itis not necessary to write down the date component of the timestamp
o Example: 2004/09/03 13:2:45:13 can be written down as 13:2:45:13

e It is not necessary to write the timestamps in any particular order. Feel free to revise
and add more key frames. You may strike out the entrics you made (Example:
13+42:24:5) if you feel that they are not necessary.

3. Now, observe each set of printed key frames and fill in the corresponding column in the

table in Section A. There are seven sets of key frames for each sequence. You can go
back to view the sequence as many times as necessary.

4. Proceed to Section C only after completing Section B.

e At the end of the experiment, please record the time in the space provided.
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Experiment for Evaluation of Key Frame Extraction

Name

Date

Start time

End time

1



Test Sequence 1

Please use the numbers below the images to specify key frames.
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19 20 21

28 29 30
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37 38 39
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Sequence 1

Section A

Key frames selected for this sequence

Timestamp

Timestamp
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Section B

Evaluation of individual key frame sets

7 Key frame set
A | B C D E F G

1. Number of key frames as
compared to the duration of the
sequence

(a) Too few
(b) Fine

(c) Too many

2. Percentage of redundant frames
(a) None
(b) Less than 25%
(c) 25%-50%
(d) More than 50%

3. Number of important frames
missed
(a) None
(b)1to5
(c) 6to 10
(d) More than 10

Section C

2. Out of the 7 frame sets, which one do you think best key frame set for this
sequence?

3. For the selected frame set:

(a) Why do you find it better than other sequences?

(b) What are the ways that it can be improved?

4. Additional comments for this sequence and key frame sets, if any:
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Sequence 1

Frame set A

o Mtk

2004/9/3 13:41:2:28 2004/9/3 13:41:4:28 2004/9/3 13:41:5:28

2004/9/3 13:41:29:17 2004/9/3 13:41:30:23

2004/9/3 13:41:33:23
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Sequence 1

Frame set B

2004/9/3 13:41:1:22 2004/9/3 13:41:3:10 2004/9/3 13:41:5:4

2004/9/3 13:41:25:17 2004/9/3 13:41:30:23 2004/9/3 13:41:31:17
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Sequence 1

Frame set C

2004/9/3 13:41:2:28 2004/9/3 13:41:4:28 2004/9/3 13:41:5:28

2004/9/3 13:41:31:29 2004/9/3 13:41:32:29 2004/9/3 13:41:38:29
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Sequence 1

Frame set D

2004/9/3 13:41:1:16 2004/9/3 13:41:3:16 2004/9/3 13:41:5:16

2004/9/3 13:41:20:17 2004/9/3 13:41:30:17 2004/9/3 13:41:31:17



Sequence 1

Frame set E

2004/9/3 13:41:1:16 2004/9/3 13:41:3:16 2004/9/3 13:41:5:16

2004/9/3 13:41:30:17 2004/9/3 13:41:31:17



Sequence 1

Frame set F

2004/9/3 13:41:2:28 2004/9/3 13:41:17:17 2004/9/3 13:41:32:11

2004/9/3 13:41:38:29



Sequence 1

Frame set G

2004/9/3 13:41:2:28 2004/9/3 13:41:32:11 2004/9/3 13:41:38:29
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Appendix B
Simplified Mathematical Model for Sound Source

Localization

This appendix attempts to justify the scaled template matching using the energy

distribution templates, using a simplified approach.

Let us assume that the sound energy received by the microphones within a given region
of a closed environment is a linear combination of sound energy generated in each

region, and no noise is present. The sound energy received within region m, r, can be

stated as

F,=a.,8 +4,,8 +.+5, ..+ A yS(n-1y +a,.s,

m

where n is the number of sources in the closed environment and S, (i=1..n) is the

sound energy released by the i sound source.

The ubiquitous home is partitioned into 7 regions where sounds can be generated.
Sounds are captured by 25 microphones in 6 of those regions. For simplicity, we
assume that we have only one receiver in each of these regions. The equations for

received sound energy by the set of receivers can now be written in matrix form as
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The matrix A represents the proportion of sound energy that propagates from one
region to the other, in a normalized form. If matrix A can be obtained, the problem of
sound source localization can be reduced to solving this matrix equation for s given r

and A .

The energy distribution templates for the regions of ubiquitous home represent the
propagation of sound energy to individual microphones of each region. Hence, each of

the energy distribution templates serve as a detailed representation of each column of A.

However, it should be noted that the system cannot be solved by matrix inversion, since

the number of elements in r is smaller than that ofs. The scaled energy distribution

template matching technique is equivalent to solving the set of linear equations for s.
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Appendix C
Material used for the User Study

The annexed answer sheet was provided to the participants of the user study described

in Chapter 9.
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Answer Sheet

Part A: Requirements study

1. Suppose it is possible to retrieve any event that happened anytime during your stay
in ubiquitous home. What are the things you would like to see from that stay?
Please check any number of items as you like, and add your own choices.
U Things that I did
U Things that the other family members did
U Things we did together
O How my child was playing when she was alone

(J Things that I have forgotten

(U A summary of what I did each day

0 PP PRI e
.............................................................................................. .
I TR PSP cerreeeen
............................................................. ereeererr e
0 Tt
e e e r e e e e n e e r e e r e e e e e e e e e e e e e e e e e e e aeeaeeeeas
1 TP PP

N R R R R R N R
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2. Supposing it is possible to have the same facility at your home, and only your
family has access to the data:

(a) What would you like to use it for?

(b) How would you like to record the data?

(J Record everything from daily life so that I can find out anything if I
forget

() Record only the special events such as (please specify):

(c¢) Which parts of the house will you record everything?
U Everywhere

L] The following places (please specify):

------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------

------------------------------------------------------------------------------------------------
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Part B: Usability Ratings

Please answer the following questions after the demo and the hands-on session.

Circle the number corresponding to your ranking for each criterion

Learning to use the system

| 7
Difficult Easy
Overall impression
1 7
Difficult Easy to
to use use
1 7
Useless Very
useful
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Part C: Descriptive Feedback

Please be descriptive as and when necessary when answering the following
questions:

1. How much did you remember from what you could see in the video and key
frames?

2. Was it possible to see interesting things that you did not see/know before?

3. Out of what you saw, which parts of video would you like to keep with you?

4. State what you like about this software.

S. State what you don’ t like about it.

6. For what kind of things will this software be useful to you?
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