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Abstract

Identity based encryption (IBE) schemes have been flourishing since the very beginning of
this century. In IBE, it is widely believed that proving the security of a scheme in the sense of
IND-ID-CCAZ2 is sufficient to claim the scheme is also secure in the senses of both SS-ID-CCA2
and NM-ID-CCA2. The justification for this belief is the relations among indistinguishability
(IND), semantic security (SS) and non-malleability (NM). But these relations are proved only
for conventional public key encryption (PKE) schemes in previous works. The fact is that
between IBE and PKE, there exists a difference of special importance, i.e. only in IBE the
adversaries can perform a particular attack, namely the chosen identity attack.

We show that security proved in the sense of IND-ID-CCA?2 is validly sufficient for implying
security in any other sense in IBE. This is to say the security notion, IND-ID-CCA2, captures
the essence of security for all IBE schemes. To achieve this intention, we first describe formal
definitions of the security notions for IBE, and then present the relations among IND, SS
and NM in IBE, along with rigorous proofs. All of these results are proposed with the
consideration of the chosen identity attack.

Regarding concrete IBE schemes, there are (at least) two levels of secret information, i.e.,
the top-level secret, which is called the master key, and the end-level secrets, which are
the users’ secret keys. In order to minimize damage in case of an adversary successfully
expose users’ secret keys, forward security has been introduced into IBE. In a forward secure
identity based encryption (FSIBE) scheme, the adversary can obtain no information about
the compromised user’s secret encrypted before the breaking-in time point.

In this paper, we also construct such a scheme with master key update (FSIBEm) that
the top-level secret evolves as same as users’ secret keys do, so that even if at some time
point the adversary compromises the master key, he can no longer generate users’s secret
keys corresponding to passed time points. The provable security of our proposal is CPA,
strictly weaker than CCA2. This means in order to implement this scheme in real world, the
security needs to be enhanced.

To achieve CCA2 security, Fujisaki-Okamoto conversions (FOpPkc, FOCRYPTO) and RE-
ACT conversion are used specifically to enhance a weak IBE scheme’s security. However
whether they can be generically used for such purpose was unknown before this work. In
this paper, we discuss applications of Fujisaki-Okamoto conversions and REACT conversion
in IBE environment. Our results show that all the conversions are effective: plain REACT
already achieves a good security reduction while plain FOPKC and plain FOCRYPTO result
in bad additional running time of the simulator.

To solve this problem, we further propose a modification to plain Fujisaki-Okamoto con-
versions. Interestingly, our results may also show a separation between two different attack

models. Finally, we choose some concrete parameters to visually explain the effect of how

ii



Abstract

our modifications substantially improve security reduction comparing with the plain appli-
cations.

The last contribution of this paper addresses efficient IBE scheme design. In history, the
concept of stateful PKE (SPKE), where the senders are asked to maintain some state in-
formation, was introduced to reduce computation cost of PKE. Alternatively, the classical
PKE schemes are called stateless PKE. Informally speaking, SPKE is a technique of ran-
domness reusing. In such schemes, the sender maintains a state to encrypt single or multiple
messages. Thanks to this technique, compared with a PKE scheme, SPKE can surpris-
ingly achieve much better encryption performance, e.g., regarding the ElGamal based SPKE
scheme, compared with the stateless counterpart DHIES, the exponentiation computations
are reduced from two times to one time for the encryption algorithm. A stateful IBE (SIBE)
scheme has been discussed, but the security relies on a loose security reduction and a strong
complexity assumption.

This paper presents a new SIBE scheme whose security reduction is tighter and the under-
lying assumption is weaker. The impact can be considered significant because our scheme
allows much shorter parameters and more flexibility of choosing group. Furthermore, we
study the essence of SIBE scheme by pointing out that what we need to achieve high effi-
ciency is actually only a cryptographic primitive, and we name it stateful identity based key
encapsulation mechanism (SIBKEM). We formalize this primitive, and show a composition
theorem of SIBKEM and symmetric key encryption. Also, we propose a generic method of
constructing such SIBKEM schemes from a well-studied primitive.

Interestingly, our methodology does not stop only in SIBE field: it also affects SPKE
research. By employing our technique, one can achieve SPKE scheme based on weak as-

sumption, and also can formalize stateful (public key) key encapsulation mechanism.
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Chapter 1 INTRODUCTION

This dissertation argues nothing concrete about how better
identity based encryption is than the other cryptographic primitives.
This dissertation strictly focuses on techniques how better

we can improve identity based encryption.

Identity based encryption (IBE) is a public key encryption mechanism where an arbitrary
string, such as the recipient’s identity, can serve as a public key. This convenience eliminates
the need to distribute public key certificates. On the other hand, in conventional public
key encryption (PKE) schemes, it is unavoidable to access the online public key directory
in order to obtain the public keys. IBE schemes are largely motivated by many applications
such as encrypting emails with the recipient’s e-mail address.

Although the basic concept of IBE was proposed by Shamir [44] more than two decades
ago, it is extremely challenging to find a fully functional scheme. It took cryptographers
in the world more than 15 years to accomplish such a mission. Only very recently was
the first scheme proposed [16]. In 2001, Boneh and Franklin defined a security model and
gave the first fully functional solution provably secure in the random oracle model [6]. After
hierarchical IBE was introduced [28], subsequent researches further extended to the standard
model [19, 20, 14, 13, 48, 29, 18, 21, 12].

Every year, there are talks about IBE research in top-level information security confer-
ences. For many years, IBE has been one of the hottest research fields. People discusses
all aspects of IBE’s security where might exits a potential attack. People find new ways of
employing IBE to provide solutions in various scenarios in real world. People propose novel
cryptographic primitives based on basic IBE component. But, this dissertation argues noth-
ing about how better identity based encryption is than the other cryptographic primitives.
This dissertation strictly focuses on techniques how better we can improve identity based

encryption.

1.1 Research Motivation

First of all, from a high level, Figure 1.1 illustrates an overview of all topics that will
be discussed in this dissertation. Frame R, G and E represent improvement of reliability,
generality and efficiency, respectively. And the framework of security notions should be
considered as the very foundation that supports not only all the three aspect above, but also
every IBE research with provable security.

Before discussing how to establish such an important framework, we first review the case
of PKE.
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R1. Sufficient security requirement
R2. More natural assumption

R3. Tighter security reduction

R4. Less error-prone in security proof

0. ()

G1. General security enhancements E1. Maintenance of high efficiency
G2. General construction of novel of existing applications

cryptographic primitive E2. Acceleration of encryption speed

( Framework of security notions of identity based encryption )

Figure 1.1: Overview of Research Motivation
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Security Notions for PKE

A convenient way to formalize notions of security for cryptographic schemes is to consider
combinations of various security goals and possible attack models. Three essential security
goals being considered in the case of PKE are one-wayness (OW),indistinguishability (IND),
semantic security (SS) [32], and non-malleability (NM) [23], i.e. G; € {OW,IND,SS,NM}.
The attack models are the chosen plaintext attack (CPA) [32], the non-adaptive chosen
ciphertext attack (CCA1) [23] and the adaptive chosen ciphertext attack (CCA2) [42], i.e.
A; € {CPA,CCA1,CCA2}. Their combinations give nine security notions for PKE, e.g. IND-
CCA2.

SS is widely accepted as the natural goal of encryption scheme because it formalizes an
adversary’s inability to obtain any information about the plaintext from a given ciphertext.
The equivalence of SS-CPA and IND-CPA has been proved [32]; and the equivalences between
SS-CCA1,2 and IND-CCA1,2 have been proven only recently [47, 31]. On the other hand,
NM formalizes an adversary’s inability, given a challenge ciphertext y*, to output a different
ciphertext 3/ in such a way that the plaintexts  and z’ underlying these two ciphertexts
are meaningfully related, e.g., ' = x + 1. The implications from IND-CCA2 to NM under
any attack have been proved [5]. For these reasons, along with the convenience of proving
security in the sense of IND, in almost all concrete schemes, IND-CCA2 is considered to be

the “right” standard security notion for PKE.

Towards Defining Security Notions for IBE

In Boneh and Franklin’s milestone paper [16], the security notions are natural extensions
to the standard ones for PKE, namely indistinguishability-based ones. Actually, so far in
the literature, the security notion IND-ID-CCAZ2 is widely considered to be the adequate one
that captures the essence of security for IBE.

Due to a particular mechanism, the adversaries are granted more power in IBE than in
PKE. Essentially, the adversaries can access the key extraction oracle, which answers the
private key of any queried public key (identity). Including this particular adaptive chosen
identity attack, we formalize the security notions for IBE, e.g., IND-ID-CCA2, in this way:
G;-ID-A;, where G; € {IND,SS,NM}, ID denotes the particular attack mentioned above, and
A; € {CPA,CCA1,CCA2}. Boneh and Franklin were the first to define the security notion for
IBE, by naturally extending IND-CCA2 to IND-ID-CCA2.

Let us rigorously investigate whether IND-ID-CCA2 could be considered the “right” notion
for IBE, besides the intuitive reason that it is analogous to IND-CCA2. The natural approach
to justify the appropriateness for IBE is, analogously to the case of PKE, to (i) first define
SS- and NM- based security notions for IBE (ii) and then establish the relations among the
above security notions. To be more specific, we establish implications from IND-ID-CCA2 to
all the other notions; i.e., IND-ID-CCA2 is the strongest security notion for IBE.

Intuition tells us that task (i) can be simply achieved by considering the analogy to the
case of shifting IND-CCA to IND-ID-CCA2 as done in [16], and that task (ii) immediately
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follows from the relations among the notions as in the case of PKE because we shift all the
notions with the same additional attack power (namely, the accessibility to the key extraction
oracle). However, we emphasize that the tasks will not follow simply and immediately until
rigorous definitions for task (i) and rigorous proofs for task (ii) are presented. We accomplish

both tasks in this paper.

Protection of the Top-level Secret

There are (at least!) two levels of secret in an IBE scheme. They are the top-level secret,
which is called the master key, and the end-level secrets, which are the users’ secret keys.
In order to minimize damage in case of an adversary successfully expose users’ secret keys,
forward security [2, 8] has been introduced into IBE [19, 49, 15]. In a forward secure iden-
tity based encryption (FSIBE) scheme, the adversary can obtain no information about the
compromised user’s secret encrypted before the breaking-in time point.

In this paper, we focus on constructing such an FSIBE scheme with master key update
(FSIBEm) that the top-level secret evolves as same as users’ secret keys do, so that even
if at some time point the adversary compromise the master key, he can no longer generate
users’s secret keys corresponding to passed time points. Note this attack can be mounted in

all the other previous works.

On Achieving IND-ID-CCA2 Security

On the other hand, rather than building a IND-ID-CCA2 secure IBE directly, many re-
searches of IBE schemes first build a “basic scheme” with only lower-level security, other
than (IND-ID-CCA2) security, then specifically apply certain security enhancement to up-
grade the basic scheme to a new scheme with IND-ID-CCA2 security. However, these security
enhancements are proposed in the PKE environment; e.g., FOPKC [24] is known to enhance
IND-CPA secure scheme, FOCRYPTO [25] enhances OW-CPA, and REACT [38] enhances OW-
PCA. But, it is still unknown whether these enhancements could generically upgrade weak
security to IND-ID-CCA2 security in IBE environment.

FOCRYPTO is used to achieve IND-ID-CCA2 security in Boneh-Franklin’s paper [16] for
the first time. Galindo [27] has noticed a small flawed step in the proof of [16], however
the security reduction in the corrected proof was even looser. In order to achieve a better
security reduction, Galindo [27] employed FOPKC. We also note that, in fact, the proof given
in [16, 27] did not take account of applying generic FOPKC or FOCRYPTO transforms, but has
mainly considered how to reduce the security of the “full” scheme to that of an IND-CCA2
secure PKE.

Another variant of Boneh-Franklin scheme with tighter security reduction was given by
Libert and Quisquater [37], with a REACT-like appearance by adopting the KEM-DEM idea.
We note that this sense of “redundancy” is not the original sense of Phan and Pointchval,

since optimistically a point on a curve for bilinear pairing has a length of 171 bits, which

!For simplicity, here we only consider single layer IBE. And our following discussion affects HIBE case.
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is slightly longer than 160 bits of necessary “redundancy”. The more important thing is,
again, there is no clear discussion on generic transforms for IBE in their paper, since this is

not the theme of their work.

Acceleration of Encryption

Public key cryptosystems support the very foundation of the digital communication world.
A lot of PKE schemes, where the public keys seem meaningless random bit-strings, are
discrete-logarithm based. Since discrete-exponentiation computation is much heavier than
some other computation, e.g., hash computation and symmetric key encryption/decryption,
we can consider discrete-exponentiation computation consumes most of the energy of the
whole system consumption. Thus, a natural idea, which is also an important research aspect,
to improve such public key encryption schemes is to reduce these heavy computations.

In 2006, Bellare, Kohno and Shoup [9] introduced the concept of “stateful PKE” (SPKE),
where the senders are asked to maintain some state information. Alternatively, the classical
PKE schemes are called stateless PKE. Informally speaking, SPKE is a technique of ran-
domness reusing. In such schemes, the sender maintains a state to encrypt single or multiple
messages. In order to make SPKE immune from chosen ciphertext attack, the proposed
scheme combined an IND-CCA secure symmetric encryption scheme SE, resulting in a hybrid
encryption scheme. Thanks to this technique, the efficiency is much improved, e.g., for the
ElGamal based SPKE scheme in [9], compared with the stateless counterpart DHIES [1], the
exponentiation computations are reduced from two times to one time for the encryption
algorithm.

In IBE research field, Phong et al. [41] proposed the first “stateful identity based en-
cryption” (SIBE) scheme, which is based on [16]. The security reduction of their scheme is
relatively loose, which means to maintain the same security level, one has to adapt longer
keys. In real world, longer keys means larger group, and in consequence slower computation.
They left a question of how to improve the security reduction to be tighter.

Also, as in Bellare et al.’s paper [9], symmetric key encryption is considered in both of
the security model and the security proof. Can we simplify the model and the proof? We
want to achieve this goal because simpler model provides clear vision on the essence of a

cryptographic primitive, and shorter proof helps us evade human-error.

Towards Making Assumption Weaker

In the ElIGamal based SPKE scheme in [9], the security is reduced to the gap-Diffie-Hellman
(gap-DH) assumption, namely it is hard to solve the computational DH problem even with
a decision oracle. In order to implement gap-DH in practice, special elliptic curves are
required, e.g., supersingular curves or MNT curves, which greatly hinders the practicality of
the scheme.

The security is reduced to the gap bilinear DH (gap-BDH) assumption, namely it is hard

to solve a bilinear Diffie-Hellman problem with a decision oracle. Without any doubt, it is
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Chapter No.  Main proposal | Reliability Generality Efficiency Security model
C3 Forward Security | R1 4+ R2 - l standard model
C4 FOIBE R3 G1 E1l random oracle model
C5.2 Stateful IBKEM R4 G2 E2 standard model
C5.3 Twin SIBE R2 + R3 - 1 random oracle model

Table 1.1: Results of Each Chapter

preferable if we can replace this gap assumption with standard assumption.

To remove the gap assumption from previous constructions, we apply the idea of twin
public keys, an idea introduced by Crash, Kiltz and Shoup [21]. Furthermore, observe that
the security proof of [41] is acquired by first constructing a selectively secure SIBE and then
to convert the security to fully secure SIBE, such that Coron’s [22] optimization technique
cannot not be employed. We take this into account and manage to improve the security
reduction cost of the stateful IBE scheme of [41]. We first propose a stateful IBE scheme. In
addition to removing the gap assumptions from original schemes, we even get better security
reductions. We then propose a stateful PKE scheme. Compared with previously previously
proposed stateful PKE, the gap assumption is removed from the security proofs, while the

reduction cost remains the same.

1.2 Overview of Contributions

There are several contributions in this paper.

In Chapter 2, first, we formally present the definitions of the security notions for IBE
schemes. The overall definitions are built upon previous work [5, 16, 31]. With our framework,
we can formalize all the security notions for IBE.

Second, we rigorously prove the relations among these notions and conclude that, IND-
ID-CCA2 is the “right” security notion for IBE. Our intuition about those relations turns
out to be right: the implication Gi-ID-A; = Go-ID-As holds in IBE if and only if G;-A; =
Ga-Az holds in PKE, where the corresponding security goals G; and attack models A; are as
mentioned above.

Our results could be considered to have the same flavor as some historical results, to name
just one, the equivalence between IND-CCA2 and SS-CCA2 for PKE. There, although IND-
CPA and SS-CPA were defined and proved equivalent in 1984 [32], the equivalence between
IND-CCA2 and SS-CCA2 was not proved rigorously until 2003 [47]. During this long period
of time, people simply believed that shifting the attack power from CPA to CCA2 did not
affect the equivalence.

The main results of the remaining chapters can be listed in Table 1.1. Details of reliability,
generality and efficiency are given in Figure 1.1.

In Chaptper 3, our third contribution is that we combined Waters’ HIBE (Waters) [48] and
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Boneh-Boyen’s HIBE (BonehBoyen) [13] to a hierarchical FSIBE. We employed Waters as the
identity hierarchy and BonehBoyen as the time hierarchy.

In Chaptper 4, our fourth contribution is that we prove these conversions (FOPKC,
FOcrypTO, REACT) can be applied to IBE generically with polynomial security reduc-
tions. But in IBE, the reductions of FOPKC and FOCRYPTO turn significantly worse than in
PKE. Recall that in the conventional public key setting, FOPKC conversion can be proven
with a “tight” security reduction to its underlying primitives.

Under this circumstance, we propose a slight modification of FOPKC and FOCRYPTO con-
versions. Thanks to this modification, we can partially overcome the problem, say, we can
obtain better security reductions. The modification is very simple and computationally ef-
ficient: just hash the user’s identity with other inputs to the random oracle. However, this
simple idea actually works! Both the modified FOPKC and the modified FOCRYPTO admit
exactly much tighter reductions as their public key counterparts. This is our fifth contribu-
tion.

On the other hand, the plain REACT already gives a good reduction cost, without any
modification. Interestingly, these results may indicate a separation between the chosen
plaintext attack (CPA) and plaintext checking attack (PCA) in the IBE setting.

Our sixth contribution is that in order to intuitively explain how our modification im-
proves the security reduction, we further choose proper concrete parameters, and estimate
the average running time of the simulator. For the chosen parameters, using a single PC
(or a single dedicated hardware), an IND-ID-CCA2 adversary breaks the IND-ID-CCA2 secu-
rity of “basic Boneh-Franklin scheme + plain FOPKC conversion” with about 10?4 years in
addition to break the IND-ID-CPA security of the basic Boneh-Franklin scheme. This is to
say this additional time in plain FOPKC conversion is unacceptable in the realistic world.
On the other hand, it needs only additional 10® or 10° years in the case of the modified
FOPKC conversion. Consider possible paralleled computing, say 1 million personal comput-
ers, this value decreases to 102 ~ 103 years. Furthermore, after applying Moore’s law, in 15
years, this value will decrease to 1.30 years, which is acceptable.

In Chaptper 5, our seventh contribution is that we introduce a simpler primitive called
stateful identity based KEM (SIBKEM), which eventually enables a modular design approach
for SIBE schemes, together with IND-CCA secure symmetric encryption. We formally give a
composition theorem for such approach. Next, we give a generic construction for SIBKEM
based on so-called identity based non-interactive key exchange (IBNIKE). As its name sug-
gests, an IBNIKE scheme is a non-interactive key exchange scheme that two players set up
their shared key. Our construction is in a totally black-box manner: given any IBNIKE
scheme, we can construct an SIBKEM scheme without essential modifications of the algo-
rithms nor resorting to random oracles.

Our eighth contribution is that, we demonstrate several instantiations of our generic con-
structions and compare them with known stateful PKE schemes. Since our generic construc-
tions make no number-theoretic assumptions, one can even construct SIBE schemes without

pairings assumptions, with a cost of efficiency lost during secret key extraction.
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Finally, we compare our proposal with previous SIBE schemes. We conclude that efficient
instantiations of our generic construction are competitive to the most efficient schemes in

the literature.

1.3 Preliminary

In this chapter, we review the model of IBE and review several important concepts. We

also define some necessary notations.

1.3.1 Conventions

Notations. We use & < D(param, sk,¥) to denote that the vector Z is made up of the
plaintexts corresponding to every ciphertext in the vector if. The term M denotes a subset
of message space M, where the elements of M are distributed according to the distribution
designated by some algorithm. The function h : M — {0,1}* denotes the a-priori partial
information about the plaintext, and the function f : M- {0,1}* denotes the a-posteriori
partial information. [a]® denotes the first b bits of a string a, and [a], denotes the last b bits

of a string a.

Experiments. Let A be a probabilistic algorithm, and let A(z1,...,zy;r) be the result of
running A on inputs (z1,...,2,) and coins r. Let y « A(x1,...,x,) denote the experiment
of picking r at random, and let y be A(x1,...,z,;7). If S is a finite set, then let z «— S
denote the operation of picking an element randomly and uniformly from S. If « is neither
an algorithm nor a set, then let « «+ o denote a simple assignment statement. We say that

y can be output by A(z1,...,x,) if there is some r such that A(x1,...,z,;7r) = y.

Negligible Function. We say that a function ¢ : N — R is negligible if for every constant
¢ >0, an integer k. exists such that e(k) < k=€ for all k > k.

Random Oracle Model. The random oracle model [6] is an idealized security model to
validate the security of certain natural cryptographic constructions, by providing all parties
(good and bad alike) with a random function H from strings to strings. Roughly speaking, a
random oracle is a function H : X — Y chosen at random and uniformly from the set of all
functions {h : {0,1}* — {0,1}*°}. An algorithm can query the random oracle at any point

x € X and receive the value H(x) in response.

R-related Relation. We consider the R-related relation of arity ¢, where ¢ is polynomial in
the security parameter k. Rather than writing R(x1,xo, ..., x¢), we write R(x, ), denoting
that the first argument is special and bunching the others into a vector & where ‘f ‘ =t—1

and for every z; € ¥, R(x,z;) holds.
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~v-uniformity. A property y-uniformity is originally defined for conventional public key
encryption schemes [25]. Here, we define y-uniformity for IBE schemes. Let II = {S, X, £, D}
be an IBE scheme. For a given id € {0,1}*, the corresponding decryption key sk, z € M
and y € C, we define vy(param,id,x,y) = Prloc «— COIN(k) : y = E(param,id,z;0)]. We
say that II is «-uniform, if for any id € {0,1}*, any + € M and any y € C, we have
~v(param,id, x,y) < 7.

1.3.2 Security Models
Algorithms of IBE

Formally, an identity based encryption scheme consists of four algorithms, i.e. ZBE =
(S,X,E,D), where

e S, the setup algorithm, takes a security parameter k£ and outputs system parameters
param and a master-key, mk. The system parameters include a description of a mes-
sage space M and a description of a ciphertext space C. The system parameters should
be publicly known, while the mk should be known only by the “private key generator”
(PKG).

e X, the extract algorithm, takes three inputs, param, mk, and an arbitrary string id €
{0,1}*, and outputs a private key, sk = X (param, mk,id). Here, id will be used as the
public encryption key, and sk is the corresponding private decryption key. Intuitively,

this algorithm extracts the private key from a given public key.

e &, the encrypt algorithm, takes three inputs, param, id € {0,1}*, and a plaintext
x € M. Tt outputs the corresponding ciphertext y € C. Since this algorithm might
possibly be a probabilistic algorithm, it might take a random seed ¢ as additional input.
The random seed is picked up from a coin space COIN(k). That is o < COIN(k).

e D, the decrypt algorithm, takes three inputs, param, y € C, and the corresponding
private key sk. It outputs x € M.

The four algorithms must satisfy the standard consistency constraint; i.e., if sk is the
private key generated by the extract algorithm with the given id as the public key, then
Vz € M : D(param, sk,y) = x, where y = E(param,id, x).

Algorithms of Stateful IBE

A SBE scheme is specified by five algorithms, i.e., STBE= (Setup, Ext, NwSt, Enc, Dec).

e Setup: The setup algorithm produces the global system parameter param and the
secret global master key mk from the security parameter \. We write (param,mk) «—
Setup(17).
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e Ext: Any recipient who wants to decrypt has to verify himself to the trusted third
party, called private key generator (PKG). PKG runs the key extraction algorithms on

input param,mk and the user’s identity id. We write sk;q < Ext(param,mk,id).

e NwSt: The value of sender’s statement st is initially generated by the new sate algo-

rithm NwSt. We write st < NwSt(param).

e Enc: The encryption algorithm Enc computes the corresponding ciphertext of a plain-

text. We write C' — Enc(param,id, st,m).

e Dec(param, sk,C): The decryption algorithm recovers the plaintext from the a cipher-

text. We write m <« Dec(param, sk;q, C').

Algorithms of SPKE

An SPKE scheme is specified by five algorithms. SPKXE = {Setup, KeyGen, NwSt, Enc,

Dec}, where

Setup: The randomized setup algorithm takes as input security parameter 1* where \ € N.
It outputs the system parameters sp. It also specifies the message space M by sp. (M
may be included in sp.) We write sp < Setup(1?).

KeyGen: The (possibly randomized) key generation algorithm takes as input sp. It outputs
a key pair (pk, sk), where pk is a public key and sk is the corresponding secret key of
pk. pk will be published to every participant in the system, while sk will be securely
sent to its owner. We write (pk, sk) < KeyGen(sp).

NwSt: The randomized new state algorithm takes as input sp. It outputs a new state st of

a sender. We write st <« NwSt(sp).

Enc: The randomized encryption algorithm computes the corresponding ciphertext ¢ of
a plaintext m on sp, pk and st, where pk is the receiver’s public key. We write

¢ < Enc(sp, pk, st,m).

Dec: The deterministic decryption algorithm recovers the plaintext m from the a ciphertext

c on sp and sk. We write m « Dec(sp, sk, c¢).

Model of Symmetric Encryption

Here, we simply review the definition and security requirements of symmetric encryption
(SE).

An SE scheme consists of three algorithms, S€ = (K, E, D). The randomized key generation
algorithm K takes as input the security parameter A\ and outputs a session key dk. We write
dk — K(X). The (possibly randomized) encryption algorithm E takes as input a session key
dk and a plaintext m and computes a ciphertext C. We write C' < E(dk, m). The decryption

algorithm D takes as input a session key dk and a ciphertext C' and outputs a plaintext m

10
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(or “L” for invalid). We write m/L < D(dk,C). The standard consistency constraint is
that Vdk : m «— D(dk, E(dk,m)).

Symmetric encryption scheme must guarantee indistinguishability against chosen cipher-
text attack. We establish an IND-CCA game between an adversary A and a challenger C.

The game is described as follows.

Setup: C takes the security parameter A\, runs K to obtain a random key dk, and flips a
coin b «— {0,1}.

Query: A issues two types of queries ¢1,- -+ ,¢; where a query is one of
o Left-or-right queries on two messages (mg, m1). C responds with ciphertext
C — E(dk,mp).
¢ Decrypt-or-reject queries on a ciphertext C'. If b = 1, then C responds with
the message m « D(dk, C); otherwise C responds with L. The restriction is
that C' must be different from the output from left-or-right queries.

Guess: Finally, A outputs a bit ¥ € {0, 1}.

A’s advantage in this IND-CCA game is defined to be Adv4(A\) = |Pr[b = b'] — 1/2|. We
say that an SE scheme is secure if the advantage is negligible for any PPT algorithm A. In
this paper, we require SE to be multiple time secure, and such SE schemes can be generically

built from standard block ciphers and message authentication codes (MAC) [10].

Model of Identity Based Non-interactive Key Exchange

IBNIKE is not a new concept, since it is only a natural extension of its PKI counterpart.
The first IBNIKE was proposed by Sakai, Ohgishi and Kasahara [43]. We first review the
model of IBNIKE, and then define two security notions. However, here we shall give the
definition of type 2 first, since it is more complicated and type 1 security can be viewed as

a special case of type 2.

Algorithms. An identity based non-interactive key exchange scheme is specified by three
algorithms. ZBNZIKE = {Setup, Ext, Shr}, where

Setup: The randomized setup algorithm takes as input security parameter 1* where \ € N.
It outputs the system parameters sp and the master key mk. It also specifies the shared
key space SHK by sp. (SHK may be included in sp.) We write (sp, mk) « Setup(1*).

Ext: The (possibly randomized) extract algorithm takes as input sp, mk and an identity
id € {0,1}". Tt outputs a secret key sk;q corresponding to id. We write skjq «—
Ext(sp, mk,id).

Shr: The deterministic sharing algorithm takes as inputs sp, a private key sk;q, and a user’s
identities idp, where id4 # idp. It outputs the shared key K4 p € SHK between
A and B. This algorithm has symmetry. We write K4 p <« Shr(sp, skiq,,idp) =
Shr(sp, skiq,,,ida).

11
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Type 2 Security. We establish the T2-IND (type 2 indistinguishability, i.e., indistinguisha-
bility against adaptive chosen identity attack and adaptively reveal attack) game for IBNIKE

between an adversary A and a challenger C. The game is described as follows.

Setup: C takes the security parameter A and runs Setup of IBNIKE. It passes the resulting

system parameter sp to A and keeps the master key mk to himself.

Phase 1: A issues two types of oracle queries qi,- - - , ¢; where a query is one of

o Extraction queries on an identity ¢d. C responds with a corresponding
secrete key sk;q.
o Reveal queries on a pair of identities (id;,ids), C responds with the key

K o shared between these two identities.

These queries may be asked adaptively, that is, each query ¢; may depends on the
replies to g1, , qi_1-

Challenge: Once A decides phase 1 is over, he outputs two target identities id 4, idp, with
restriction that pair (id4,idp) has not appeared in previous reveal queries, and neither
id 4 nor idp has appeared in previous extraction queries. Then C flips a coin b € {0, 1}.
If b =0, C returns A a random value from key space SHI; otherwise C returns the

real key K4 .

Phase 2: A issues more queries g;4+1,-- - ,q; where a query is one of

o Extraction queries on an identity id & {id4,idp}. C responds as in phase
1.

o Reveal queries on a pair of identities (idy,id2) # (ida,idp),C responds as
in phase 1.

Guess: Finally, A outputs a bit b’ € {0,1}.

We refer to such an adversary A as a T2-IND adversary. A’s advantage in this T2-IND
security game is defined to be Adv4(\) = |Pr[t/ = b] — 1/2|. We say that an IBNIKE
scheme is secure in the sense of T2-IND if the advantage is negligible for any PPT algorithm

A.

Type 1 Security. The T1-IND (type 1 indistinguishability, i.e., indistinguishability against
adaptive chosen identity attack) game for IBNIKE is between an adversary A and a chal-
lenger C. It is similar to T2-IND, but A can issue only extraction queries, thus A is not
permitted to issue reveal queries.

Let b be the random coin flipped by C and b’ be the output of A. A’s advantage in this
T1-IND security game is defined to be Adv 4(\) = [Pr[t/ = b] —1/2|. We say that an IBNIKE
scheme is secure in the sense of T1-IND if the advantage is negligible for any PPT algorithm

A.

12
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1.3.3 Complexity Assumptions

Diffie-Hellman assumption. Let g be a group generator of group G of prime order p.
Let z,y « Zj,. The Diffie-Hellma assumption is that when given g* and ¢g¥, any probabilistic
polynomial time (PPT) algorithm Ag cannot compute ¢g*¥ with non-negligible probability.
That is, Advi(Ag) is negligible.

Gap Diffie-Hellman assumption. The gap Diffie-Hellman assumption requires it is hard
to compute g*¥ even with oracle access to a Diffie-Hellman decision oracle O(, -, -) in G. That
is, Adv([g}dh(Ag ) is negligible. Here, when queried by (g%, ¢¥, z), O outputs 1 when z = ¢g*¥,

or outputs 0 otherwise.

Strong twin Diffie-Hellman assumption. The strong twin Diffie-Hellman assumption
requires it is hard to compute (¢g*'¥, g*2¥) even with oracle access to Diffie-Hellman decision
oracle O(z;,-,-) where i = 1,2. That is, Adv%}dh(Bg ) is negligible. Here, when queried by

(g™, ¢Y, z), O outputs 1 when z; = ¢g™¥, or outputs 0 otherwise.

Relation between DH and 2DH. As proved in [21], the DH assumption holds if and
only if the strong twin DH assumption holds. That is, AdvZ™(BY) < Adv¥'(Ag) + Qa/p-

Here, B makes at most ()4 queries to O.

Bilinear Diffie-Hellman assumption. Let G; and G3 be two multiplicative cyclic groups
of prime order p, and g be a generator of G;. A bilinear map e : G; x G; — G satisfies the
following properties: (i) Bilinearity: For all z,y € Gy and a,b € Z, e(z®, y*) = e(z,y)?%. (ii)
Non-degeneracy: e(g,g) # 1. (iii) Computability: There is an efficient algorithm to compute
e(z,y) for any x,y € Gy.

The bilinear Diffie-Hellman (BDH) assumptions is that when given (g%, ¢¥,¢") there is
no PPT algorithm Ag, can compute e(g,¢)*¥"™ with non-negligible probability. That is,
Adve!(Ag,) is negligible.

Gap bilinear Diffie-Hellman assumption. The gap bilinear Diffie-Hellman assumption
is that there is no PPT algorithm Ag, can compute e(g, g)**Y with non-negligible probability.
even with oracle access to a decision BDH oracle O(-,-,-,-). That is, Advéﬁdh(Agl) is

TYW

negligible. Here, when queried by (¢, ¢, g, z), O outputs 1 when z = e(g, g)*¥", or outputs

0 otherwise.

Strong twin bilinear Diffie-Hellman assumption. The strong twin bilinear Diffie-

Hellman assumption requires it is hard to compute (e(g, g)**¥*, e(g, g)*2Y") even with oracle

access to Diffie-Hellman decision oracle O(z;,-,,-) where ¢ = 1,2. That is, Advéﬁdh(Bgl)
is negligible. Here, when queried by (g%, ¢¥, g%, z;), O outputs 1 when z; = e(g, g)*¥*, or

outputs 0 otherwise.

13
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Relation between BDH and 2BDH. As proved in [21], the BDH assumption holds if and
only if the strong twin BDH assumption holds. That is, Adv(%ybldh (Bgl) < Adv%‘ih(AGI) +
Qq/p- Here, B makes at most Q4 queries to O.

14



Chapter 2 FRAMEWORK OF SECURITY
NOTIONS

Before we discuss and prove security,

we should first define and systematize security notions.

This chapter provides formal definitions of security notions for IBE schemes. This may be
considered as a meaningful contribution of this paper, not only because this chapter formalize
all the common security notions for IBE schemes, but also because the following chapters of

this paper are based on the formalization of this chapter.

2.1 Introduction

Although the basic concept of IBE was proposed by Shamir [44] more than two decades
ago, only very recently was the first fully functional scheme proposed [16, 17]. In 2001, Boneh
and Franklin defined a security model and gave the first fully functional solution provably
secure in the random oracle model [6]. The security notions proposed in their work are
natural extensions to the standard ones for PKE, namely indistinguishability-based ones.
Subsequent researches further extended to the standard model [20, 14, 13, 48]. Actually, so
far in the literature, the security notion IND-ID-CCAZ2 is widely considered to be the adequate
one that captures the essence of security for IBE.

As mentioned above, IND-ID-CCA?2 is widely believed to be the “right” security notion for
IBE. However, this issue has not been investigated rigorously, yet. In this work we aim to
establish such an affirmative justification.

Before discussing how to define and achieve the “right” security notion for IBE, we first

review the case of IBE.

2.1.1 Security Notions for PKE

A convenient way to formalize security notions for cryptographic schemes is to consider
combinations of various security goals and possible attack models. Three essential security
goals being considered in the case of PKE are indistinguishability (IND), semantic security
(SS) [32], and non-malleability (NM) 23], i.e. G; € {IND,SS,NM}. The attack models are the
chosen plaintext attack (CPA) [32], the non-adaptive chosen ciphertext attack (CCA1) [23]
and the adaptive chosen ciphertext attack (CCA2) [42], i.e. A; € {CPA,CCAL1,CCA2}. Their
combinations give nine security notions for PKE, e.g. IND-CCA2.

SS is widely accepted as the natural goal of encryption scheme because it formalizes an

adversary’s inability to obtain any information about the plaintext from a given ciphertext.

15
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The equivalence of SS-CPA and IND-CPA has been proved [32]; and the equivalences between
SS-CCAL,2 and IND-CCA1,2 have been proven only recently [47, 31]. On the other hand,
NM formalizes an adversary’s inability, given a challenge ciphertext y*, to output a different
ciphertext 3/ in such a way that the plaintexts z and z’ underlying these two ciphertexts
are meaningfully related, e.g., 2’ = x + 1. The implications from IND-CCA2 to NM under
any attack have been proved [5]. For these reasons, along with the convenience of proving
security in the sense of IND, in almost all concrete schemes, IND-CCA2 is considered to be

the “right” standard security notion for PKE.

2.1.2 Towards Defining Security Notions for IBE

Due to a particular mechanism, the adversaries are granted more power in IBE than in
PKE. Essentially, the adversaries can access the key extraction oracle, which answers the
private key of any queried public key (identity). Including this particular adaptive chosen
identity attack, we formalize the security notions for IBE, e.g., IND-ID-CCA2, in this way:
G;-ID-A;, where G; € {IND,SS,NM}, ID denotes the particular attack mentioned above, and
A; e {CPA,CCA1,CCA2}. Boneh and Franklin were the first to define the security notion for
IBE, by naturally extending IND-CCA2 to IND-ID-CCA2.

Remark 2.1

Actually, in IBE, besides the security against adaptive chosen identity attack, there is an
another kind of weaker security for IBE, called security against selective identity (sID) at-
tack [19]. This kind of security notions are also very useful and have applications in con-
structing CCA2-secure PKE. However, with similar discussions of this paper, one can reach

similar results for sID secure IBE. More details are given in the Appendix.

Let us rigorously investigate whether IND-ID-CCA2 could be considered the “right” notion
for IBE, besides the intuitive reason that it is analogous to IND-CCA2. The natural approach
to justify the appropriateness for IBE is, analogously to the case of PKE, to (i) first define
SS- and NM- based security notions for IBE (ii) and then establish the relations among the
above security notions. To be more specific, we establish implications from IND-ID-CCA2 to
all the other notions; i.e., IND-ID-CCA2 is the strongest security notion for IBE.

Intuition tells us that task (i) can be simply achieved by considering the analogy to the
case of shifting IND-CCA to IND-ID-CCA as done in Ref. [16], and that task (ii) immediately
follows from the relations among the notions as in the case of PKE because we shift all the
notions with the same additional attack power (namely, the accessibility to the key extraction
oracle). However, we emphasize that the tasks will not follow simply and immediately until
rigorous definitions for task (i) and rigorous proofs for task (ii) are presented. We accomplish
both tasks in this paper.

First we define three sorts of queries.

X-query(id) Extraction queries. Let (id) be an extraction query issued by the adversary.

Then the adversary should be responded with the private key sk of id.
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NM-ID-CPA eerreeeeereveesnnnne NM-ID=CCATL ererrrrerrererersrnnns NM-1D-CCA?2
| l

IND-ID=CPA <eeeererrmeeeerennne IND-ID-CCAL <eerrerrrereerernns IND-ID-CCA2

SS-ID-CPA <eerreeeeererrmecereenns SS-ID-CCAL <errrermereererrmeeeens SS-ID-CCA?2

OW-ID=CPA < rrrrereeeeeereenans OW-ID-CCAT errerrrrrrrmrrrrreeens OW-ID-CCA2

Figure 2.1: Relations among notions of security for ZBE

E-query(id,z) Encryption queries. Let (id,z) be an encryption query issued by the adver-
sary. Then the adversary should be responded with ciphertext y of z under public key
id.

D-query(id,y) Decryption queries. Let (id,y) be a decryption query issued by the adver-

sary. Then the adversary should be responded with the plaintext x of y, which is
encrypted by public key id.

2.1.3 Contributions

First, we formally present the definitions of the security notions for IBE schemes. The
overall definitions are built upon previous work [5, 16, 31]. With our framework, we can
formalize all the security notions for IBE.

Second, we rigorously prove the relations among these notions and conclude that, IND-1D-
CCA2 is the “right” security notion of security for IBE. Our intuition about those relations
turns out to be right: the implication Gi-ID-A; = Gs-ID-As holds in IBE if and only if
G1-A1 = Ga-As holds in PKE, where the corresponding security goals G; and attack models
A; are as mentioned above.

The results of our second contribution are illustrated in Figure 2.1. The vertical line arrows
represent implications that are explicitly proven, and the horizontal dot arrows represent
implications that are self-evident. In both cases, an arrow from notion A to notion B
denotes that if an identity based encryption scheme is secure in the sense of A, then it is
also secure in the sense of B. The scripted numbers beside the arrows denote the theorem
or lemma in which the implication is proved.

Our results could be considered to have the same flavor as some historical results, to name
just one, the equivalence between IND-CCA2 and SS-CCA2 for PKE. There, although IND-
CPA and SS-CPA were defined and proved equivalent in 1984 [32], the equivalence between
IND-CCA2 and SS-CCA2 was not proved rigorously until 2003 [47]. During this long period
of time, people simply believed that shifting the attack power from CPA to CCA2 did not

affect the equivalence.
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2.2 Definitions of Security Notions

Let A = (Aq, A2) be an adversary. We say that A is polynomial time if both probabilistic
algorithms A; and As are polynomial time. In the first stage, given the system parameters,
the adversary computes and outputs a challenge template 7. The algorithm A; can output
some state information s, which will be transferred to As. In the second stage, the adversary
is issued a challenge ciphertext y* generated from 7 by a probabilistic function, in a manner
depending on the goal. We say that the adversary A breaks the scheme if she achieves her
goal.

We consider three security goals, IND, SS and NM, and we consider three attack models,
ID-CPA,ID-CCA1 and ID-CCA2, in order of increasing strength. The difference among the

models is whether A; or As is granted access to decryption oracles.

Remark 2.2

Inspecting the similarity between the adaptive chosen identity attack and the selective chosen
identity attack, we only discuss in details the former case (ID security). The results can
be extended to the latter case (sID security), because the strategies are similar. Roughly
speaking, the target public key id should be decided by the adversary in advance, before the
challenger runs the setup algorithm. The restriction is that the extraction query on id is
prohibited.

Under ID-CPA the adversary can issue £-queries to obtain ciphertexts of plaintexts of her
choice. In public key cryptographic schemes, this attack is unavoidable because the adversary
always gets access to the encryption function, a.k.a. encryption oracle. Under ID-CCAL, in
addition to the public key, the adversary is granted access to an oracle for the decryption
function, a.k.a. decryption oracle. The adversary A; may use this decryption function to
issue D-queries only for the period of time before she is given the challenge ciphertext y*.
(This non-adaptive attack is also named “lunchtime attack”.) Under ID-CCA2, in addition
to the public key, the adversary again gets access to the decryption oracle, but this time she
is permitted to issue only D-queries even on ciphertexts which are chosen after the challenge
ciphertext y* is issued. The only restriction is that As may not ask for the decryption of y*.
At last, under all of the three attacks, the adversary can issue X-queries to obtain private
keys of identities, but other than the attack target identity, of her choice.

We describe in Table 2.1 and Table 2.2 the ability with which the adversary in differ-
ent attack models accesses the Ezxtraction Oracle X(param,mk,-), the Encryption Oracle
E(param,id,-) and the Decryption Oracle D(param, sk,-). The only restriction is that in
ID-CCA2, A; must not ask the decryption oracle for the decryption of the challenge y*.

When we say O; = {X0;,£0;,D0O;} = {X(param,mk,-),E(param,id,-),c}, where i €
{1,2}, we mean that DO, is a function that returns an empty string ¢ for any input.
Remark 1.To have meaningful definitions, we insist that the target public key ¢d should not
be previously queried on; i.e., the definitions are completely meaningless if the adversary

already knows the corresponding private key of id.
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Table 2.1: Oracle set @7 in definitions of the notions for IBE

O, = {X0,£0,,D0;}

ID-CPA {X(param,mk,-),E(param,id,-),c}
ID-CCA1 | {X(param,mk,-),E(param,id,-), D(param, sk,-)}

ID-CCA2 {X (param,mk, ), E(param,id,-), D(param, sk, -)}

Table 2.2: Oracle set O in definitions of the notions for IBE

Oy = {X 04,05, DO,}

ID-CPA {X (param,mk,-),E(param,id,-), e}
ID-CCA1 {X (param,mk,-),E(param,id,-), e}
ID-CCA2 | {X(param,mk,-),E(param,id,-), D(param, sk,-)}

2.2.1 One-wayness

As far as we know, only one-wayness against full-identity chosen-plaintext attacks (referred
to as OW-ID-CPA in the following definition) has been previously considered in the literature.
Here we define one-wayness through a two-stage experiment. The algorithm A; is run on
the system parameters param as input. At the end of A;’s execution she outputs (s,id),
such that s is state information (possibly including param) that she wants to preserve, and
id is the public key which she wants to attack. One plaintext x* is randomly selected from
the message space M beyond adversary’s view. A challenge y* is computed by encrypting

x* with the public key id. The algorithm A, tries to computer what x* was.

Definition 2.1 (OW-ID-CPA, OW-ID-CCA1, OW-ID-CCA2)

Let ZBE = (S, X, &, D) be an identity based encryption scheme, and let A = (A;, A3) be an
adversary. For atk € {id-cpa,id-ccal,id-cca2} and k € N, let

Adv°pg*(A) = Pr[Expigg*(A) = 1] (2.1)

where for b,d € {0, 1},
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Experiment Exp®y2¥(A)
(param,mk) — S(k);
(M, 5,id) — A (param);
¥ — M;
y* — E(param,id,x*);
A A;%(s,y*,id);
if 2/ =2* then d+« 1 else d« 0;

return d

We say that ZBE is secure in the sense of OW-ATK if Adv¥2¥¥(A) is negligible for any A.

2.2.2 Indistinguishability

This important security notion was first introduced by Goldwasser and Micali [32] for PKE
and then described by Boneh and Franklin [16] for IBE. Here, we define indistinguishability
through a two-stage experiment. The algorithm A; is run on the system parameters param
as input. At the end of executing A;, the adversary outputs (zg,x1, s,id) such that zy and
x1 are plaintexts with the same length, s is state information (possibly including param)
that she wants to preserve, and id is the public key that she wants to attack. One of zy and
x1 is randomly selected, say xp, beyond the adversary’s view. A challenge y* is computed
by encrypting x; with the public key i¢d. The algorithm As tries to distinguish whether y*

was the encryption of gy or .

Definition 2.2 (IND-ID-CPA, IND-ID-CCA1, IND-ID-CCA2)

Let ZBE = (S, X,&,D) be an identity based encryption scheme and let A = (A1, A2) be an
adversary. For atk € {id-cpa,id-ccal,id-cca2} and k € N, let

AdVEEEE(A) = PrExp 35 (4) = 1] - PrExpiEe(4) = 1 (2.2)

where for b,d € {0,1} and |zo| = |z1],

Experiment Expi%%‘gltk—b (A)

(param, mk) — S(k);

(‘TO: T1, S, Zd) — A?l (param);
y* — E(param,id, xp);

d— ASQ(l‘Oa ry, s, y*7 Zd),

return d

We say that ZBE is secure in the sense of IND-ATK, if Adv5E2(A) is negligible for any A.

2.2.3 Semantic Security

Semantic security (for PKE) was introduced by Goldwasser and Micali [32] and later refined
by Goldreich [30]. It captures the security requirement that intercepting the ciphertext gives
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an adversary no partial information. We can naturally extend it to the case of IBE. A; is
given param and outputs (M, h, f,s,id). Here, the distribution of M is designated by Aj,
and (M, h, f) is the challenge template 7. Ag receives an encryption y* of a random message
z* drawn from M. The adversary then outputs a value v. She hopes that v = f(z*). The
adversary is successful if she can do this with a probability significantly higher than any
simulator does. The simulator tries to do as well as the adversary without knowing the

challenge ciphertext y* or accessing any oracle.

Definition 2.3 (SS-ID-CPA, SS-ID-CCA1, SS-ID-CCA2)

Let ZBE = (S,X,&E,D) be an identity based encryption scheme, let A = (A1, A2) be an
adversary, and let A’ = (A}, A}) be the simulator. For atk € {id-cpa,id-ccal,id-cca2}
and k € N, let

AdvEgE (A, A') = Pr[Exp®fe*(A) = 1] — Pr(Exp*7gf(A) = 1] (2.3)
where for b € {0,1},

Experiment Exp®3;2¥(A)
(param,mk) — S(k);
(M, h, f, s,id) — AP (param);
¥ — M;
y* — E(param,id, x*);
v — AgQ(s,y*, h(x*),id);
if v = f(a¥)
then d «+ 1 else d « O;

return d

Experiment Exp®5555(A)
(M, b, f,s,id) — Ay (k);
x* — M;

v — Ay(s, [2*], h(z™), id);
if v = f(z¥*)
then d «— 1 else d « 0;

return d

We say that ZBE is secure in the sense of SS-ATK if for any adversary A a simulator exists
such that Adv52¥ (A, A') is negligible.

We comment here that in the two cases, 7 must be distributed identically because both A
and A’ generate target public key id by themselves, i.e., 7 is output individually by A and
A
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2.2.4 Non-malleability

Non-malleability was introduced by Dolev et al. [23]. It roughly requires that an adversary,
given a challenge ciphertext, cannot modify it into another, different ciphertext in such a
way that the plaintexts underlying the two ciphertexts are meaningfully related. A; is given
param and outputs a triple (M, s,id). Ag receives an encryption y* of a random message
z1 drawn from M. The adversary then outputs a description of a relation R and a vector
i/ of ciphertexts. We insist that y & 7. ! The adversary hopes that R(x1,¥) holds. We say
that she is successful if she can do this with a probability significantly greater than that with
which R(zg,Z) holds. Here, x( is also a plaintext chosen uniformly from M, independently

of xI1.

Definition 2.4 (NM-ID-CPA, NM-ID-CCA1, NM-ID-CCA2)

Let IBE = (S, X, &, D) be an identity based encryption scheme and let A = (A1, A2) be an
adversary. For atk € {id-cpa,id-ccal,id-cca2} and k € N, let

Adv 7 (A) = Pr[Exp™7ge™ " (A) = 1] — Pr[Exp™fr* " (A) = 1] (2.4)
where for b € {0,1} and |z¢| = |z1],

Experiment Exp™%,2%<P(A)
(param,mk) — S(k);
(M, 5,id) — AL (param);
xg, 1 — M;
y* — E(param,id, x1);
(R,3) — A (s,y", id);
Z — D(param,id, j);

ify* ¢y N LEd N R(xy, T)
then d «— 1 else d « 0;

return d

We say that ZBE is secure in the sense of NM-ATK, if Adv™ 2% (A) is negligible for any A.

2.3 Relations among Security Notions for IBE

In this section, we show that security proved in the sense of IND-ID-CCA2 is validly suf-
ficient for implying security in any other sense in IBE. We first extend the relation (equiv-
alence) between IND-ATK and SS-ATK into the IBE environment, then extend the relation

!The adversary is prohibited from copying the challenge ciphertext y*. Otherwise, she could output the
equality relation R, where R(a,b) holds if and only if a = b, output ¥ = {y*}, and always be successful.
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between IND-ATK and NM-ATK into the IBE environment, at last extend the relation (sep-
aration) between IND-ATK and OW-ATK into the IBE environment. Because of these rela-
tions, the research on identity based encryption schemes has been blossoming over the past

several years; thus, we say that these relations are significant.

2.3.1 Equivalence between IND and SS

Theorem 2.1 (IND-ATK & SS-ATK)
A scheme IBE is secure in the sense of IND-ATK if and only if TBE is secure in the sense
of SS-ATK, for any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

We prove this theorem by proving two directions, i.e., that IND-ATK implies SS-ATK and
that SS-ATK implies IND-ATK.

Lemma 2.1 (IND-ATK = SS-ATK)
If a scheme IBE is secure in the sense of IND-ATK then IBE is secure in the sense of
SS-ATK, for any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

Main Idea of Proof. To clearly show the proof strategy, we describe our main idea as follows.
First, according to the definition of SS, to prove that the scheme is secure in the sense
of SS-ATK, we show that for any SS-ATK adversary B, a corresponding simulator B’ can
be constructed with oracle access to B such that B’ can do as well as B in an SS-ATK
game. To calculate how well the constructed simulator B’ can do, we first construct an
IND-ATK adversary A with oracle access to B and show that Adv$.2¥(B, B') is equal to
AdvEEE(A). Because the scheme is secure in the IND-ATK sense, no matter which B is
accessed as an oracle, the advantage, Adv'252%(A), of A to break the scheme is always
negligible. Thus, we claim that the advantage, Adv32¥(B, B'), of B to break the scheme
is also negligible; i.e., B’ can do as well as B. This is to say that the scheme is secure in the
SS-ATK sense. The point is how to prove that the advantage of A in IND-ATK game is equal
to the advantage of B in SS-ATK game.
Proof
Let B’ = (B}, B}), B = (B1,B2) and A = (A3, A3) be SS-ATK simulator, SS-ATK adversary
and IND-ATK adversary, respectively. In our construction, both adversaries B and A have
access to an oracle set O at their first stage and an oracle set O2 in their second stages,
while the simulator B’ has no access to any oracle.

The SS-ATK simulator B’ is constructed as follows:
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Algorithm Bj(k)
(param,mk) «— S(k);
(M, h, f,s,id) — B (param);
return (M,h,f,s,id)

Algorithm Bi(s,|z*|, h(z*),id)
z' — M where |z/| = |z*;

y' — E(param,id, x');

v — BS2(s,y/, h(x*),id);

return v

The point that must be emphasized is that because the challenge template 7 = (M, h, f)
is chosen by B and B’ themselves, 7 is distributed identically in the two cases. Thus, B} is
likely to start by generating (mk, param) «— S(k), where param is the same as the system
parameters given to Bj.

We comment that the generated master-key mk allows B’ not only to simulate the extrac-
tion oracle, but also to extract the secret key sk corresponding to the target public key id.
In this way, B’ is able to simulate the encryption oracle and decryption oracle.

To calculate how well the simulator B’ does, we construct an IND-ATK adversary A and
show that Adv$E¥ (B, B') is equal to Adv'E5E"(A).

Algorithm A?l (param)
(M, h, f,s,id) — Bf)l (param);
Lo, L1 M;
s' «— (s,h);

return (xg, 1, ,id)

Algorithm AgQ (xo, 21,8, y*, id)
where s’ = (s, h)
v — Bgz(s,y*, h(zx1),id);
if v = f(z1) thend < 1 else d < 0;

return d

Note that in the experiment Exp3,5¥*(B’), the simulator B’ invokes the SS-ATK adversary
B with a dummy encryption y’. This experiment finally outputs 1 only when B captures
a-posteriori partial information from this dummy encryption. On the other hand, in the
experiment Exp™2%2%7°(A), the adversary IND-ATK A is challenged with the ciphertext
y* corresponding to x, invokes B with the a-priori partial information h(z1), and finally
outputs 1 only when the SS-ATK adversary B captures the a-posteriori partial information
f(z1) of 1. Thus we say in this situation that the encryption y* is also a dummy for B.
Hence,
PrExp 2% (A) = 1] = Pr[Exp 5 (8) = 1] (2.5)
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In contrast, in the experiment Exp'2%2%71(A), the IND-ATK adversary A is challenged
with the ciphertext y* corresponding to z1. Focusing on our construction of A, we can
see that this experiment obviously outputs 1 only when B captures a-posteriori partial
information from this useful (no longer dummy) encryption; i.e., at the end of B’s second

stage B outputs v and v = f(x1). Hence,

Pr{Exp'352™ ! (4) = 1] = PrExp™ 3 (B) = 1] (2.6)
We obtain
AQVEEEH(A) =2 PriExp'fEa™ ! (4) = 1] - Pr{Exp g™ °(4) = 1]

M
-

Pr{Exp*$t*(B) = 1] - Pr{Exp%gf(8) = 1]
AdvEE(B, B)

C

Equations < and £ are according to the definitions of advantages in IND (2.2) and SS
(2.3), respectively. Equation 2 holds according to Eqs. (2.5) (2.6).

Because ZB¢E is secure in the IND-ATK sense we know that for the adversary A constructed
by any B Adv%E%™(A) is negligible, and hence for any B, Adv 32 (B, B') is negligible
too. Thus we say the constructed simulator B’ does as well as any adversary B. This

concludes the proof of Lemma 2.1. O

Lemma 2.2 (SS-ATK = IND-ATK)
If a scheme IBE is secure in the sense of SS-ATK then IBE is secure in the sense of IND-
ATK, for any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

Main Idea of Proof. Our strategy is as follows. Towards contradiction, we prove that if a
scheme is not secure in the IND-ATK sense, then it is not secure in the SS-ATK as well. So
we first assume there exists an IND-ATK adversary B who can successfully break IND-ATK
with an advantage that is not negligible, and then we show that we can construct an SS-ATK
adversary A who can successfully break SS-ATK with an advantage that is not negligible;
i.e., no SS-ATK simulator exists that can do as well as A. We do this by allowing A to call
B as an oracle.

Proof

Let A = (A1, A2) and B = (B, Ba) be SS-ATK adversary and IND-ATK adversary respec-
tively.

A is constructed as follows:
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Algorithm A?l (param)
(w0, 21, 8,1d) — B?l (param);
M — {xo, 21 }u;
choose f satisfies f(xzg) =0 and f(x1) = 1;
choose h satisfies h(xg) = h(z1);

return (/\;l7 h, f,s,id)

Mgorithm AS?(s, y*, h(x*), id)
d — BSQ (:EOa x1, S, y*7 ,Ld)7
ved;
return v

Because either zy or x; is chosen at a probability of 1/2, we obtain

Prlb—0] = Prjp=1] — % 2.7)

Recalling the definition of advantages in IND-ATK (2.2), we obtain
Pr [EX 1ndéatk b(B) _ O] 4 Pr[EXpmd atk- b(B) — 1] -1
for b € {0,1}. Furthermore, focusing on our construction, we obtain
Pr{Exp*E(A) = 1)
= Pifp = 0] PrExp 3™ °(5) = 0]+ Pib = 1] PrlBxp3z™(5) = 1
1 .

U (1= PExpiEO(B) = 1)) + - Pr{Exp R (B) = 1
1 1
2

+ 3 AdvEEE™(B) (2.8)

—~

2

-

Here, equation 2 holds according to Egs. (2.7) (2.8). Equation 2 holds according to Eq.
(2.2).

On the other hand, recall the definition of SS-ATK (on Page 21). Because the challenge
template 7 should be distributed identically in the two cases, we observe that in the second
stage of the simulator, the input values (s, |z*|, h(z*), id) are independent of the event z* =

xp, where b is chosen randomly and uniformly in {0,1}. Hence for any simulator,

1
Pr[Expsif(A4) = 1] < 3 (2.9)
This means that A’ cannot be successful at a probability more than 1/2. In this inequality,
the equality holds in case A’ always outputs a value in {0, 1}.
According to the definition of advantage in SS-ATK (2.3) and Eq. (2.8) and inequality

(2.9), we obtain

AAVEFHAN) = PrERPTE"(A) 1] - PrExp ) ~
5 - AdvEEEH(B)

Y
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We have assumed that Adv'2%52%(B) is not negligible; thus, Adv"52¥ (A, A’) is also not
negligible. We have reached a contradiction to the hypothesis that ZBE is secure in the
SS-ATK sense. Thus, ZBE is also secure in the IND-ATK sense. This concludes the proof of

Lemma 2.2.
O

Proof of Theorem 2.1 From Lemma 2.1 and Lemma 2.2, Theorem 2.1 is proven imme-
diately. |

2.3.2 Relation between IND and NM

Theorem 2.2 (IND-ID-CCA2 = NM-ID-CCA?2)

If a scheme IBE is secure in the sense of IND-ID-CCA2 then IBE is secure in the sense of
NM-ID-CCA2.

Main Idea of Proof. Towards contradiction, we prove that if a scheme is not secure in the
NM-ID-CCA2 sense, then it is not secure in the IND-ID-CCA2 either. We first assume that
an NM-ID-CCA2 adversary B exists who can break NM-ID-CCA2 with an advantage that is
not negligible, then we show that we can construct an IND-ID-CCA2 adversary A who can
break IND-ID-CCA2 with an advantage that is not negligible. We do this by allowing A to
call B as an oracle.

Proof

Let A = (A1, As) and B = (By, B2) be IND-ID-CCA2 adversary and NM-ID-CCA2 adversary
respectively.

A is constructed as follows:

Algorithm A?l (param)
(M, s,id) — B (param);
zo — M;x1 — M,

s — (M, s);

return (xg, 1, s, id)

Algorithm ASQ (o, 21,8, id, y*)
where s’ = (M, s)
(R,§) — B5*(s,y",id);
Z «— D(param,id, y);
if R(xo, %) A =R(x1, %) then d « 0;
else if = R(xg,Z) A R(x1,T)
then d « 1;
else d — {0, 1}y;

return d
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Table 2.3: Definitions of p(i, j) for i, € {0,1}

R(xo,%) | R(x1,%) | Probability
whether false false p(0,0)
R(xzyp, ©) true false p(1,0)
holds false true p(0,1)
or not true true p(1,1)

Focusing on our construction we observe that,
Advi%%_éld_ccag (.A)
= Pr{Exp§fi e (A) = 1] - Pr{Exp'Ji = °(4) = 1]

= (p(0.0)+p(1,1) )]

N | —

2 [p(0.1)+ 5+ ((0,0)+p(0,1))] = [ p(1,0) +

=p(0,1) = p(1,0)

AdVERE(B)
© Pr{Bxprd oo (B) = 1] - Pr{Exp i ee=20(5) = 1
D (p(0,1) +p(1,1) ) = (p(1,0) +p(1,1) )
= p(0,1) ~ p(1,0)

The notations p(i, j), where i,5 € {0,1}, are defined in Table 2.3. In this way we obtain
equations 2 and &, Equations Y and £ are according to the definitions of advantages in
IND (2.2) and NM (2.4), respectively. Hence,

AdVIEH2(A) = AdviEE o2 (B)

Under the assumption that Adv™gs °“®2(B) is not negligible, Adv'2%5297°%2( 4) is also
not negligible. We reach a contradiction to the hypothesis that ZBE is secure in the IND-1D-
CCA2 sense. Thus ZB€ is also secure in the NM-ID-CCA2 sense. This concludes the proof of
Theorem 2.2. O

Theorem 2.3 (NM-ATK = IND-ATK)
If a scheme IBE is secure in the sense of NM-ATK then IBE is secure in the sense of
IND-ATK, for any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

Main Idea of Proof. Towards contradiction, we prove that if a scheme is not secure in the
IND-ATK sense, then it is not secure in the NM-ATK as well. We first assume that an IND-
ATK adversary B exists who can break IND-ATK with an advantage that is not negligible,
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then we show that we can construct an NM-ATK adversary A who can break NM-ATK with
an advantage that is not negligible. We do this by allowing A to call B as an oracle.

Proof

Let A = (A1, As) and B = (By, Bz) be an NM-ATK adversary and an IND-ATK adversary.

A is constructed as follows:

Algorithm A?l (param)
(‘T07 L1, 8, Zd) - B?l (param);
M — {xo,21}u;

8" (z0, 21, 5);
return (M, s, id)

Algorithm Ag% (M, s, y*,id)
where s’ = (xq, 21, 5)
d— B;QQ (xo,x1,8,1d,y*);
y — E(param,id, (xq+ 1));
gy—1{y'h
return (R, )
where R(a,b) =1iff a+1=1b

In A; the notation M «— {zo, 1}y denotes that M is being assigned the probability space
that assigns to each of zp and x; a probability of 1/2.

Inspecting either zp or z; was randomly chosen with a probability of 1/2, and recalling
the definitions of advantages in IND (2.2) and NM (2.4), we obtain

Prjb—0] = Prlp—1] — % (2.10)

Pr{Exp 32" >(B) = 0] + Pr{Exp 352 (8) = 1] = 1
for b € {0,1}. Furthermore, focusing on our construction, we obtain
Pr[Exp™gs " (A)
= Pr[b = 0] - Pr[Exp3%32*°(B) = 0] + Pr[b = 1] - Pr[Exp352*1(B) = 1]
Pr[Exp"fg*°(A) = 1]
= Pr[b = 0] - Pr[Exp3%3*°(B) = 1] + Pr[b = 1] - Pr[Exp™352* 1 (B) = 0]

1
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The event b = i, where i € {0,1}, denotes that the challenger chose z}, encrypted z; and
sent the corresponding ciphertext y* as a challenge to the NM-ATK adversary A. Hence,

AdvEEE(A)
2 Pr[Exp@gici(A) = 1] — PrlExp™Ed0(A) = 1]

2 2 (PrBxp EEB) = 0] + Pr{Exp 3 (5) = 1)

— (PrExp3550(B) = 1] + Pr[Exp 3™ (8) = 0]) |

3) ind-atk- ind- -
= Pr[Expli§™ (B) = 1] - Pr[Expi#§™(8) = 1]
< AdviE(B)

Equations = and & hold according to the definitions of advantages in NM (2.4) and IND
(2.2), respectively. Equation 2 holds according to Eqs. (2.10) (2.11) (2.11). Equation @
holds according to Eq. (2.11).

Under the assumption that Adv'3%EE%(B) is not negligible, Adv™ £ (A) is also not neg-
ligible. We reach a contradiction to the hypothesis that ZBE is secure in the NM-ATK sense.
Thus ZBE is also secure in the IND-ATK sense. This concludes the proof of Theorem 2.3. [J

2.3.3 Separation between IND and OW

Because the relation between IND and OW is straightforward and the proof is simple, we

omit the detailed discussion of proof in this section, but only construct the algorithms.

Theorem 2.4 (IND-ATK = OW-ATK)
If a scheme IBE is secure in the sense of IND-ATK then IBE is secure in the sense of
OW-ATK, for any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

Main Idea of Proof. Towards contradiction, we prove that if a scheme is not secure in the
OW-ATK sense, then it is not secure in the IND-ATK either. We first assume that an OW-
ATK adversary B exists who can break OW-ATK with an advantage that is not negligible,
then we show that we can construct an IND-ATK adversary A who can break IND-ATK with
an advantage that is not negligible. We do this by allowing A to call B as an oracle.

Proof

Let A = (A1, A2) and B = (By, Bz) be IND-ATK adversary and OW-ATK adversary respec-
tively.

A is constructed as follows:
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Algorithm A?l (param)
(M, s,id) — BY* (param);
zo — M;x — M,

s — (M, s);

return (xg, 1, ,id)

Algorithm Aé% (o, 21,8, 1d, y*)
where s’ = (M, s)
2/ — By*(s,y", id);
if 2’ = xg then d « 0;
else if 2/ =2
then d « 1;
else d — {0,1}y;

return d

It is simple to compute that,

AdVEEE(A) = AdvEEH(B)

Under the assumption that Advei2¥(B) is not negligible, Adv'352™(A) is also not
negligible. We reach a contradiction to the hypothesis that ZBE is secure in the IND-
ATK sense. Thus ZBE is also secure in the OW-ATK sense. This concludes the proof of
Theorem 2.4. O

Theorem 2.5 (OW-ATK =% IND-ATK)

If a scheme IBE is secure in the sense of OW-ATK then there exits another scheme TBE'
which is also secure in the sense of OW-ATK, but is not secure in the sense of IND-ATK, for
any attack ATK € {ID-CPA,ID-CCA1,ID-CCA2}.

Main Idea of Proof. To prove this separation from OW-ATK to IND-ATK, we employ another
kind of proof technique. We construct a new scheme ZBE' whose algorithms are converted
from the original scheme ZBE. Our purpose is bare; we want to embed “some” partial
information of the plaintexts into the corresponding ciphertexts, in such a way that, the em-
bedded partial information is useless to the OW-ATK adversary while the information could
help the IND-ATK adversary to break the scheme ZBE" with a non-negligible probability.
Proof
Let IT = {S, X, &, D} be an OW-ATK secure ZBE scheme. Then, we can construct an another
IBE scheme IT' = {S', X', &', D'} such that, Pi’ is secure in the OW-ATK sense but not secure
in the IND-ATK sense. The construction is illustrated in Figure 2.2.

It is obvious that adding the parity-bit into the ciphertext is actually an action to add
partial information of the plaintext. Although this action does not give any additional

power to the OW-ATK adversary, it does give necessary power to the IND-ATK adversary
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Setup S':
It is as S.

Extraction X”:

It is as X.

Encryption &’:
Let id € {0,1}* is the encryption key and z is the plaintext.
Let P(z) € {0,1} denote the bitwise-parity of a plaintext x.
It computes y «— &' (param,id, z) — & (param,id,z)||P(z).

Decryption D'
Let y = y1|ly2 be a ciphertext to decrypt, where |ys| = 1.

It computes x < D'(param, sk,y) < D(param, sk, y;).

Figure 2.2: Algorithms of constructed ZBE scheme

A = (A, Ay) to break the scheme II'. This is because at the end of the execution of
algorithms Aj, if she outputs two plaintext xy and x; such that P(xg) # P(x1), then by
observing the additional parity-bit in the challenge y*, A can immediately know which

plaintext was encrypted by the challenger, always. This concludes the proof of Theorem 2.5.
O

2.4 Conclusions

This chapter proposed the framework for identity based encryption. This framework turns
out to be not only the foundation of this dissertation, but also the foundation of identity

based research.
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Chapter 3 A FORWARD SECURE SCHEME
WITH MASTER KEY UPDATE

After compromise your secret key,
curious attackers only observe your data flow,
but malicious attackers can destroy your business.

What can save you from this terrible circumstance?

This chapter proposes an identity based encryption scheme with forward security. Espe-
cially in this scheme, the top secret, called the master key, updates as time evolves. This
scheme is provably secure in the sense of FS-IND-ID-CPA based on DBDH assumption in

standard model.

3.1 Introduction

Security of digital systems is becoming increasingly critical in our nowaday life. One
important primitive is the identity based encryption (IBE) [44]. IBE has the maximum
flexibility for assigning user’s public key, i.e., any arbitrary string (identity) could be the
recipient’s public key.

There are (at least!) two levels of secret in an IBE scheme. They are the top-level secret,
which is called the master key, and the end-level secrets, which are the users’ secret keys.
In order to minimize damage in case of an adversary successfully expose users’ secret keys,
forward security [2, 8] has been introduced into IBE [19, 49, 15]. In a forward secure iden-
tity based encryption (FSIBE) scheme, the adversary can obtain no information about the

compromised user’s secret encrypted before the breaking-in time point.

3.1.1 Related Works

One inherent weakness of IBE is the key-escrow problem, which means the trusted center,
called private key generator (PKG), possesses the master key. Since the master key is used
to generate secret keys corresponding to every identity, compromising the master key equals
success of breaking the whole IBE scheme. We can naturally consider a sufficiently motivated
adversary will try his best to expose the master key.

Although in historical works [49, 15] forward secrecy of users’ secret keys has been perfectly
achieved, but forward secrecy of the master key was out of concern. Actually, there exists
a constant top secret stored in PKG, and that may become the weakest point of the whole

scheme. In this paper, we focus on constructing such an FSIBE scheme with master key

!For simplicity, here we only consider single layer IBE. And our following discussion affects HIBE case.
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update (FSIBEm) that the top-level secret evolves as same as users’ secret keys do, so that
even if at some time point the adversary compromise the master key, he can no longer
generate users’s secret keys corresponding to passed time points. Note this attack can be
mounted in all the other known works.

In this paper, we focus on how to construct such FSIBEm in standard model.

3.1.2 Contributions

Our first contribution is that we combined Waters’ HIBE (Waters) [48] and Boneh-Boyen’s
HIBE (BonehBoyen) [13] to a hierarchical FSIBE. We employed Waters as the identity hier-
archy and BonehBoyen as the time hierarchy.

To achieve FSIBEm’s property, we simply let the identity hierarchy be two-level, and
force PKG to use a level one secret key as the actual functional master key and to delete the
original unevolutional master key.

The security of our FSIBEm could be considered straightforwardly based on Waters and
BonehBoyen scheme. Our FSIBEm is secure in the sense of FS-IND-ID-CPA in standard
model. We stress here that the security proof is not the main contribution of this paper. We
remark that because Waters and BonehBoyen are based on decisional bilinear Diffie-Hellman
(DBDH) assumption and in our scheme no additional assumption is introduced, our FSIBEm
is also provably secure from DBDH assumption.

Comparing with our scheme, [49] is only secure in the sense of FS-OW-ID-CPA in the
random oracle model, which means [49] requires ideal cryptographic hash function, and [15]
is secure in the sense of FS-IND-sID-CPA, which means [15] is weak against the adaptive chosen
identity attack. Although one can raise [15] to fully security, that will greatly sacrifice security

reduction, which means much longer keys have to imported to maintain security level.

3.2 Security Model of FSIBEm

3.2.1 Algorithms of FSIBEm

Definition 3.1

An FSIBEm scheme is specified by six PPT algorithms, i.e., FSIBEm ={Setup, Ext, mkUpd,
skUpd, Enc, Dec}.

The functionalities are as follows:

e Setup: The setup algorithm produces the global system parameter param and the
initial secret global master key mk" from the security parameter A and the maximum

time period t. We write (param,mk®) « Setup(1*).

e Ext: At time point 7, after a recipient verifies himself to the trusted third party,
called private key generator (PKG), PKG runs the key extraction algorithms on in-
put param,mk” and the user’s identity id. The output is the user’s secret key sk,

corresponding to current time. We write sk7, < Ext(param,mkT,id, ).
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e mkUpd: The master key update algorithm takes input as system parameter param,
current time index 7 and the current master key mk”, and it evolves the master key

to mkTT! for the next time period.

e skUpd: The secret key update algorithm takes input as system parameter param,
current time index 7, user’s identity i¢d and the current secret key sk];, and it evolves

the secret key to skfj’1 for the next time period.

e Enc: The encryption algorithm Enc computes the corresponding ciphertext of a plain-

text. We write C' < Enc(param,id,m, ).

e Dec: The decryption algorithm recovers the plaintext from the a ciphertext. We write

m « Dec(param, sk],,C, ).

For simplicity, we assume the evolution of the master key and users’s secret keys is syn-

chronized. And it is easy to have keys evolve with their own frequency.

3.2.2 Security Notion of FSIBEm
Here, we define FS-IND-ID-CPA game.

Definition 3.2
An FSIBEm scheme is FS-IND-ID-CPA secure if for all polynomial N(-), the advantage of

any PPT adversary in the following game is negligible.

Setup: The challenger runs Setup on security parameter lambda and maximum time period
2. Tt passes system parameter param to the adversary and keeps master key mk° to
itself.

Queries: The adversary issues sk-breakin(id, 1) queries, mk-breakin(7),
challenge(id*, mg, m1,k) query, with restriction that 0 < k < j < N, and if

id = id* then 0 < k < i < N. These queries are answered as follows:

sk-breakin(id,i): The challenger first runs Ext to compute key sk:?d, and runs skUpd to
compute sk} as the result.

mk-breakin(j): The challenger runs mkUpd to compute key mk™ as the result.

challenge(id*, mg, m1,k): The challenger picks a random bit b and compute C* «—

Enc(param,id*, my, 1) as the result.

Guess: The adversary outputs a guess ' € {0,1}. His advantage to win the game is
fs-ind-id-
Advigpe,  (A) = [Prt) =0 - 1/2].
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Figure 3.1: General form of master key at time period 7.

3.3 A FSIBEm Scheme Based on DBDH Assumption in Stan-
dard Model

In this section, we construct our scheme by using two-dimension of HIBE. To be concrete,
the first dimension has two-levels and is used for root and user identity hierarchy; while the
second one has log(7") level and is used for time hierarchy in the same manner as Canetti-
Halevi-Katz [19] binary tree encryption, where T' is the maximum time period. The first

HIBE is instantiated by Waters and the second one is by BonehBoyen.

3.3.1 Construction

Let G be a bilinear group of prime order p, where p is determined by the security parameter.
Let e : G x G — Gy be the bilinear map. We compute Waters’ hash on identities which
are bit-strings of length n. As same as all the other identity based encryption schemes, we
can employ collision-resistant hash function to expand the identity space. Our scheme is

described as follows.

Setup(1*,2!): It takes inputs of a security parameter A and a number ¢ representing that the
maximum time periods of the scheme is 2¢. Select g as a corresponding generator of G,
a random « € Z, and set g; « g% Choose random elements (g2, f1,--- , fr) € G1.
Choose random value (u},u)) € G? and two random n-length vector U; « (uj;),
where j € {1,2} and the elements of U; are uniformly distributed in G. Let Ay
denote running Waters’ hash on the root identity, e.g., the domain of a company.
Thus, Ay — u) [];cy u1i, where V is the set of indicies for which the root identity is

set to 1. It generates the master key mk® at time-period 7 = (0| - - - |0) as in Figure 3.1.

Finally, it deletes o and publishes information except the master key as system pa-

rameter.

Ext(param, mk”,id, 7): The secret key extraction algorithm generates secret key sk, for

certified user with identity id. Let h;; denote running Waters’ hash on the user’s

36



Chapter 3 A FORWARD SECURE SCHEME WITH MASTER KEY UPDATE

identity, e.g., the user’s email address. Thus, h;y «— u) [Licyy u24, where W is the
set of indicies for which the user’s identity is set to 1. It works as follows: (1)
Pick up random r* « Z, and compute y* «— h;’;, as «— g . (2) Parse mk” as
(ag,ai, by, -+ by, cey -+ yc1,dy, -+ ,dy), where unless 7,_; = 0. Set ¢; = L,d; = L. (3)
Output sk7; < (ao - y*,a1,a2,b1, - b, cp - y*, -+ 1 -y, di, -, dy).

mkUpd(param, mk™,7): Tt evolves the master key to mk™ ! for the next time period. The
essential part is to use the current BonehBoyen time point to generate cover set for
time periods |7 + 1,2" — 1]. Due to space limitation, we leave the transformation to

the full version.

skUpd(param, sk, id, 7): This algorithm computes and returns the evolved user’s secret
key skZ.TdH. The computation is essentially as same as mkUpd. We omit details in this

abstract.

Enc(param,id, m,7): To encrypt a plaintext m € Gy using id at time-period 7 < 2¢, first
parse T as (14—1|---|70), and then pick a random value s € Z, and compute C =
(e(g1,92)° =m0, 9% by By, (91 - 1)%, -+, (91° - f1)%,) € Gu x G,

Dec(param, sk],,C,7): To  decrypt a ciphertext C for id at time 7,
first parse C as (A,B,Di,Dy, Ey,---  Ey), and parse sk  as
(ag,a1,az, by, -+ by, cey-+- ycr,dy, -, dyp). Compute the plaintext as follows:
m « A-e(a1, D1) - e(az, Do) - [1i_; e(ds, E:) /e(ag, B).

3.3.2 Security Proof

Theorem 3.1

Our FSIBEm scheme is secure in the sense of FS-IND-ID-CPA if Waters is secure in the sense
of IND-ID-CPA and BonehBoyen is secure in the sense of IND-sID-CPA.

Proof
We claim the security of our scheme can be proved straightforwardly from the security of
Waters’ scheme (Waters) [48] and Boneh-Boyen’s scheme (BonehBoyen) [13].

Roughly speaking, the identity-axis and the time-axis of each hierarchy evolve indepen-
dently in most of the operations. The two axes only meet together in the decryption algo-

rithm.

3.4 Conclusions

This chapter proposed a forward secure identity based encryption scheme with master
key update functionality, and this contrasts to previous schemes which only concerned the
update of secret key of users but not the master key. Generic construction of such schemes

from ordinary IBE could be considered as future work.
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ENHANCEMENT

We do not trust the security that we cannot verify.

We cannot manage the security that we do not measure.

In this chapter, we represent the first formal analysis which proves FOrPkc, FOCRYPTO and
REACT generically enhance weak IBE schemes to IND-ID-CCA secure IBE scheme. It is not
hard to straightforwardly apply these enhancements to IBE settings. What we have to do is
only replacing the inputs of the original enhancements for PKE with the inputs of the applied
enhancements for IBE. Simply speaking, we replace the public key with system parameters
param and identity d.

Although the main ideas of proof in this chapter are as same as the ones in Chapter 2, for
convenience, we employ another kind of proof technique which is called “event-based proof”.
This proof technique is widely used in numerous works in provable security research field.

After showing rigorous proof of these enhancements in IBE, we also represent an observa-
tion that the straightforward application of both FOPKC and FOCRYPTO to achieve a strong

security is insufficient.

4.1 Introduction

In order to achieve the strongest IND-ID-CCA security, many researches of IBE schemes first
build a “basic scheme” with only lower-level security, other than (IND-ID-CCA) security, then
specifically apply certain security enhancement to upgrade the basic scheme to a new scheme
with IND-ID-CCA security. However, these security enhancements are proposed in the PKE
environment; e.g., FOPKC [24] is known to enhance IND-CPA secure scheme, FOCRYPTO [25]
enhances OW-CPA, and REACT [38] enhances OW-PCA. But, it is still unknown whether
these enhancements could generically upgrade weak security to IND-ID-CCA security in IBE
environment.

Also, in IBE, the generality of security enhancements for PKE should be carefully checked.
More exactly, we not only try to confirm the feasibility of such enhancements in the IBE
setting, but also focus on gaining tight security reduction of such a proof, which is never a
trivial job. It is worth reminding that a loose security reduction usually means lower security
level with the same key size, and one has to adopt longer keys to compensate this security

loss.
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4.1.1 On Achieving IND-ID-CCA2 Security

FOCRYPTO is used to achieve IND-ID-CCA security in Boneh-Franklin’s paper [16] for
the first time. Galindo [27] has noticed a small flawed step in the proof of [16], however
the security reduction in the corrected proof was even looser. In order to achieve a better
security reduction, Galindo [27] employed FOPKC. We also note that, in fact, the proof given
in [16, 27] did not take account of applying generic FOPKC or FOCRYPTO transforms, but
has mainly considered how to reduce the security of the “full” scheme to that of an IND-CCA
secure PKE.

Another variant of Boneh-Franklin scheme with tighter security reduction was given by
Libert and Quisquater [37], with a REACT-like appearance by adopting the KEM-DEM idea.
We note that this sense of “redundancy” is not the original sense of Phan and Pointchval,
since optimistically a point on a curve for bilinear pairing has a length of 171 bits, which
is slightly longer than 160 bits of necessary “redundancy”. The more important thing is,
again, there is no clear discussion on generic transforms for IBE in their paper, since this is

not the theme of their work.

4.1.2 Contributions

In this chapter, our first contribution is that we prove these conversions (FOPKC,
FOcrYpPTO, REACT) can be applied to IBE generically with polynomial security reduc-
tions. But in IBE, the reductions of FOPKC and FOCRYPTO turn significantly worse than in
PKE. Recall that in the conventional public key setting, FOPKC conversion can be proven
with a “tight” security reduction to its underlying primitives.

Under this circumstance, we propose a slight modification of FOPkKC and FOCRYPTO con-
versions. Thanks to this modification, we can partially overcome the problem, say, we can
obtain better security reductions. The modification is very simple and computationally ef-
ficient: just hash the user’s identity with other inputs to the random oracle. However, this
simple idea actually works! Both the modified FOPKC and the modified FOCRYPTO ad-
mit exactly much tighter reductions as their public key counterparts. This is our second
contribution.

On the other hand, the plain REACT already gives a good reduction cost, without any
modification. Interestingly, these results may indicate a separation between the chosen
plaintext attack (CPA) and plaintext checking attack (PCA) in the IBE setting.

Our third contribution is that in order to intuitively explain how our modification im-
proves the security reduction, we further choose proper concrete parameters, and estimate
the average running time of the simulator. For the chosen parameters, using a single PC (or
a single dedicated hardware), an IND-ID-CCA adversary breaks the IND-ID-CCA security of
“basic Boneh-Franklin scheme + plain FOPKC conversion” with about 1024 years in addition
to break the IND-ID-CPA security of the basic Boneh-Franklin scheme. This is to say this ad-
ditional time in plain FOPKC conversion is unacceptable in the realistic world. On the other

hand, it needs only additional 10® or 10° years in the case of the modified FOPKC conver-
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sion. Consider possible paralleled computing, say 1 million personal computers, this value
decreases to 10> ~ 10% years. Furthermore, after applying Moore’s law, in 15 years, this

value will decrease to 1.30 years, which is acceptable.

4.2 Investigation and Security Proof of Plain Enhancements

In this section, we investigate FOPKC, FOCRYPTO and REACT in IBE environment and

show rigorous security proof of these enhancements.

4.2.1 IND-ID-CPA Enhancement

It is absorbing to find out an authentic way to enhance weak IBE schemes to strongly
secure ones. In PKE, there exist such conversions, and FOPKC [24] is a good example. It
is very efficient and achieves a tight security reduction. Since IBE is a different primitive
from PKE, especially the algorithms are different, one may think these conversions are not

immediately a solution for IBE. Although in specific case, e.g., [27], FOPKC was employed.

Plain FOpkc for IBE

Let Il = {S, X, &, D} be an IND-ID-CPA secure IBE scheme. Then, we can use FOPKC to
construct an another IBE scheme IIy = {S1, X1,&1, D1} as follows: Let I3 be a bit length of
a plaintext of II, lo be a bit length of a plaintext of II; and COIN(k) be II’s coin-flipping

space. The conversion is illustrated in Figure 4.1.

Proof of Security

Theorem 4.1

Suppose the hash function H is the random oracle, and II is a y-uniform IBE scheme. Let B
be an IND-ID-CCA adversary who has advantage e(k) against I1;, and it runs in time at most
t(k). Suppose B makes at most gy H queries, ¢qp Extraction queries and ¢p Decryption
queries. Suppose executing £ once needs at most time 7. Then there is an IND-ID-CPA

adversary A who has advantage €1 (k) against II. Its running time is ¢1(k), where

1

) —ap-7) =3

L qum
e1(k) (e(k) + 3 hh

ti(k) > t(k)+qu-qp-T

Y

Proof

We show how to construct adversary A by using adversary B as an oracle. The challenger
starts an IND-ID-CPA game by executing S and generates param and mk. The mk is kept
secret by the challenger. A works by interacting with B in an IND-ID-CCA game as follows:

Setup: A gives param to B.
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Setup Si:
It isas S.
In addition, it picks a hash function H : {0,1}"2 x {0,1}1~"2 — COIN(k).

Extraction Xj:

It is as X.

Encryption &;:
Let id € {0,1}* is the encryption key and x € {0,1}"2 is the plaintext.
It computes & (param,id, z;0) «— 8(pa7‘am,id, x||o; H(z, U)),

where o is a randomly chosen [y — I3 bit string.

Decryption D;:
Let y be a ciphertext to decrypt. Algorithm D; works in the following steps:
1. Computes 2’ « D(param, sk,y) and let = « [2']"? and o « [2'];, _y,-

2. Tests that E(param,id,a:Ha; H(x, a)) =y. If not, outputs “reject”.

3. Outputs z as the decryption of y.

Figure 4.1: Algorithms of plain FOPKC

Phase 1: Three sorts of queries are answered as follows:

H-query(z;,0;): Let (z;,0;) be an hash query issued by B. A maintains a list of
tuples (z;, 04, h;) as explained below. We refer to this list as the H's!, The list is
initially empty. When B queries H(x;,0;), A responds as follows:

1. If the query z;, 0; already appears on the H'*! in a tuple (x;, 0y, h;) then A
responds with h;.

2. Otherwise, A picks a random element h; from COIN(k) of II.

3. A adds the tuple (z;, 04, h;) to the H"* and returns h;.

X-query(id;): Let (id;) be an extraction query issued by B. A inputs (id;) to its own
extraction oracle and gets the corresponding decryption key sk;. A passes sk; to
B as the answer of the query.

D-query (id;, y;): Let (id;,y;) be a decryption query issued by B. A responds as fol-
lows:

1. Find a pair of tuples (x, o, h) from the H'*! such that & (param,id;, z|o;h) =
Yi-

2. Outputs z if there exists such a pair of tuples, or outputs “reject” otherwise.

Challenge: Once B decides that Phase 1 is over it outputs a public key id* (id* # id;)
and two messages xg,z; on which it wishes to be challenged. A randomly chooses

two [; — Iz bit strings o¢ and o7. A sends (ID*, z¢||log, x1]|o1) to the challenger. The
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Symbol | Event

SuccA A wins the IND-ID-CPA game in the case that event Fail does not occur
SuccB B wins the IND-ID-CCA game in the case that event Fail does not occur
AskO | B queries H(xy,0)
Askl | B queries H (3, 03)

Fail A fails to answer a decryption query at some point during the game

Table 4.1: Definitions of events in proof of plain FOPKcC

challenger picks a random bit b € {0, 1} and sets y* «— E(param,id*, zp||op). Then A
gives y* as the challenge to B.

Phase 2: Three sorts of queries are answered as the same as in Phase 1.
Guess: Once B decides that Phase 2 is over it outputs a guess b'.

After B outputs the guess b, A outputs this bit ¥’ as the answer of the IND-ID-CPA game.
In order to calculate the security reduction, we first define five events in Table 4.1.

Then, we have,
Pr[SuccB] = Pr[SuccB|Ask0] Pr[Ask0]

+ Pr[SuccB|—-Ask0 A Askl] Pr[—Ask0 A Ask1]
+ Pr[SuccB|—-Ask0 A =Askl] Pr[—Ask0 A —Ask1]

Pr[SuccA] = Pr[SuccA|Ask0] Pr[AskO]
+ Pr[SuccA|—Ask0 A Askl] Pr[-Ask0 A Askl]
+ Pr[SuccA|-Ask0 A =Askl] Pr[—Ask0 A —Ask1].

From the specification of A, the following equations hold:

Pr[SuccAlAsk0] = 1
Pr[SuccA|-AskO A Askl] = 0
Pr[SuccB|—Ask0 A —=Askl] = Pr[SuccA|—-Ask0 A —Askl].
Thus, we have,
Pr[SuccA] — Pr[SuccB] = (1 — Pr[SuccB|Ask0]) Pr[Ask0]

— Pr[SuccB|—Ask0 A —Ask1] Pr[-Ask0 A —Askl]
> —Pr[-Ask0 A Askl].

Since

qH
Pr[—Ask0 A Askl] < ol
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we have

1 qu
9 oLk

Pr[SuccA] > e(k) +

Next, we estimate Pr[—Fail]. The event Fail occurs only when B submits a Decryption
query D-query(id, y) such that y = &(param, id, z||o; H(z, o)) without asking H (z,c). This

case happens with probability at most v , and therefore, we have that
Pr[—Fail] < (1 —~)%? ~ 1 — gp~.

Hence, we have that

1

ak) > (k) 4y )1 —ap7) — 5.

Finally, we estimate A’s running time. Since in addition to B’s running time, 4 has to
run &€ for qp times for responding to each decryption query, A’s running time is estimated

as

ti(k) > t(k)+qm-qp-T.

4.2.2 OW-ID-CPA Enhancement

As discussed in the above section, FOPKC is proved to be a powerful security enhancement
for not only PKE schemes but also IBE schemes. In PKE, there exits another even stronger
security enhancement, FOCRYPTO [25] which is also introduce by Fujisaki and Okamoto in
1999. It is known that as security goal, IND is stronger than OW. And FOCRYPTO is the
way to enhance the OW-secure PKE schemes to IND-secure PKE schemes. As powerful as
it is, FOCRYPTO has an inherent disadvantage, that is, the security reduction is not as ideal
as FOPKC , even in PKE environment.

Before this work, it is an open problem whether FOCRYPTO could be generically applied
to all OW-secure IBE schemes. Although in actual fact, Boneh and Franklin [16] employed
FOCRYPTO in order to obtain their fully secure scheme.

Plain FOcrypto for IBE

Let I = {S,X,&,D} be an OW-ID-CPA secure IBE scheme. Then, we can use
FOcryPTOCOnstruct an another IBE scheme Iy = {Sa2, X3, &2, Do} as follows: Let [; be
a bit length of a plaintext of II, I3 be a bit length of a plaintext of IIy and COIN(k) be II’s

coin-flipping space. The conversion is illustrated in Figure 4.2.
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Setup So:
It isas S.
In addition, we pick two hash functions,

G : {0,1} x {0,1}!2 — COIN(k) and H : {0,1}1 — {0,1}%.

Extraction Xs:

It is as X.

Encryption &;:
Let id € {0,1}* is the encryption key and x € {0,1}"2 is the plaintext.
It computes E(param,id, x;0) «— E(param, id,o;G(o, x)) |H (o) @ x,

where o is a randomly chosen [l bit string.

Decryption Ds:
Let y = y1||ly2 be a ciphertext to decrypt. Algorithm Dy works in the following steps:
1. Computes o <« D(param, sk,y1).
2. Computes = «— H (o) @ yo.
3. Sets r «— G(o,z). Tests that E(param,id, o;r) = y1. If not, outputs “reject”.
4. Outputs = as the decryption of y.

Figure 4.2: Algorithms of plain FOCRYPTO

44




Chapter 4 MEANS OF SECURITY ENHANCEMENT

Proof of Security

Theorem 4.2

Suppose the hash functions G and H are random oracles, and II is a y-uniform IBE scheme.
Let B be an IND-ID-CCA adversary who has advantage €(k) against Ilp, and it runs in time
at most t(k). Suppose B makes at most gy H queries, go G queries, gg Extraction queries
and ¢p Decryption queries. Suppose executing £ once needs at most 7. Then there is an

OW-ID-CPA adversary A who has advantage €5 (k) against II. Its running time is to(k), where

1
k) > —— (2e(k) — qpy — qp /2
e (k) > qH+qG(6() apy — ap/2")

ta(k) = t(k)+qc-ap-7

Proof

We show how to construct adversary A by using adversary B as an oracle. The challenger
starts an OW-ID-CPA game by executing S and generates param and mk. The mk is kept
secret by the challenger. A works by interacting with B in an IND-ID-CCA game as follows:

Setup: A gives param to B.
Phase 1: Four sorts of queries are answered as follows:

G-query(o;, z;): A maintains a list of tuples (o0, x;, g;) as explained below. We refer
to this list as the G'!. The list is initially empty. When B queries G(o;, z;), A

responds as follows:
1. If the query o; and z; already appears on the G'* in a tuple (04, M;, g;) then
A responds with g;.
2. Otherwise, A picks a random element g; from COIN(k) of II.
3. A adds the tuple (0}, z;, g;) to the G¥*! and returns g;.
H-query(o;): A maintains a list of tuples (o;, h;) to respond the queries. We refer to

this list as H'!. The list is initially empty. When B queries H(c;), A responds

as following:

1. If the query o; already appears on the Hs in a tuple (04, hi) then A responds
with h;.
2. Otherwise, A picks a string h; from {0, 1}"2 randomly.
3. A adds the tuple (o}, h;) to the H*! and returns h;.
X-query(id;): Let (id;) be an Extraction query issued by B. A inputs (id;) to its own
extraction oracle and gets the corresponding decryption key sk;. A passes sk; to
B as the answer of the query.
D-query(id;, y;): Let (id;,y;) be a Decryption query issued by B. A responds as

follows:
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Symbol | Event

SuccB B wins the IND-ID-CCA game in the case that event Fail does not occur
AskB | B queries G(D(param, sk, ycp1), *) or H(D(param, sk,yeh1)),
where sk «— X(param,mk,id*) and x denotes any l-bit string

Fail A fails before B submits a query for

G(D(param, Skv ych1)7 *) or H(D(pa'ram, Skv ychl))

Table 4.2: Definitions of events in proof of plain FOCRYPTO

1. Find a pair of tuples (o, z, g) and (o, h) from the G** and H', respectively,
such that &(param,id;,o;g)||h ® x = y;.

2. Outputs x if there exists such a pair of tuples, or outputs “reject” otherwise.

Challenge: Once B decides that Phase 1 is over it outputs a public key id* (id* # id;) and
two messages g, x1 on which it wishes to be challenged. A sends id* to the challenger
and receives a ciphertext y*. Then, A generates ycp1||ycne where yep1 = y* and yeps is

a random string whose length is la. A gives yen1||yen2 as the challenge to B.
Phase 2: Four sorts of queries are answered as the same as in Phase 1.
Guess: Once B decides that Phase 2 is over it outputs a guess b'.

After B outputs the guess b', A chooses a tuple (o, x, g) from the G**!, or chooses a tuple
(o, h) from the H"*. Then, A outputs o in the tuple as the answer of the OW-ID-CPA game.

In order to calculate the reduction cost, we first define five events in Table 4.2.

Then, we have that

Pr[SuccB|—Fail] - Pr[-Fail] > e(k) + % ~ Pr{Faill.
Since
Pr[SuccB|—Fail, =AskB] = %,
we also have

|
Pr[SuccB| -Fail] = Pr[SuccB|~Fail A AskB] - Pr{AskB] + (1 . Pr[AskB])

IN

1 1

5 Pr[AskB] + 3

Hence, we have that
1 1 . 1 .

(f Pr|[AskB] + 7) - Pr[~Fail] > e(k) + -~ — Pr[Fail],

2 2 2

and therefore,

Pr[AskB] > 2¢(k) — Pr[Fail].

Next, we estimate Pr[Fail]. The event Fail occurs only in either
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Case 1. B submits a decryption query D-query(id,y:|H(c)@® z) such that y; =
E(param,id,o; G(o,x)) without asking G(o, M), or

Case 2. B submits a decryption query D-query(id, E(param,id,o; G(o,x))|ly2) such that
y2 = H(o) @ = without asking H (o).

Case 1 and 2 happen with probability at most v and 1/2%, respectively. Therefore, we have
that

1

PrlFail] <1—-(1—v— o

)QD‘

Hence, we have that

1
eo(k) > —  Pr|AskB
o(k) > p——— [AskB]
1 1
> (2(k)— (1-(1—v— )
n QG+QH<6() ( ( 212) ))
1 4D
~ ——(2e(k) — qpy — Py,
QG+QH(6() ap”y 2l2)

Finally, we estimate A’s running time. Since in addition to B’s running time, 4 has to
run & for gg times for responding to each Decryption query, A’s running time is estimated

as

ta(k) > t(k) +qc -qp - T.

4.2.3 OW-ID-PCA Enhancement

As a non-common security notion, OW-ID-PCA denotes one-wayness against adaptive cho-
sen identity and plaintext checking attack. The difference from OW-ID-CPA is that, in this
scenario, instead of the £-queries, the adversary is granted the ability of issuing another kind

of queries, the PC-queries.

PC-query(id, x,y) Plaintext-Checking queries. Let (id, x,y) be a plaintext-checking query
issued by the adversary. Then the adversary should be responded with “yes” if y is

ciphertext of x under public key d; or else be responded with “no”.

Note this kind of queries is not that common as the other three kinds introduced in Chapter 2,
but it is still useful and meaningful. Because in some situation, This kind of queries is equal
to £-queries, e.g., for deterministic encryptions.

Similar as OW-ID-CPA, the security notion OW-ID-PCA is also a sort of weak security
notion. In order to enhance PKE schemes that only possess this security, in 2001 Okamoto
and Pointcheval proposed “Rapid Enhanced-security Asymmetric Cryptosystem Transform”,
a.k.a., REACT [38]. It is very fast while achieves a tight reduction cost. Although REACT
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Setup Ss:
It is as S.
In addition it picks two hash functions:
G: M —{0,1}2, H: M x M x{0,1}1 x {0,1}2 — {0,1}%.

Extraction Xjs:

It is as X.

Encryption &;3:
For any massage z € M’ and random values o € M, it gets
y1 < E(param,id, o;r), then it computes
ke G(0),y2 — k@ x,y3 — H(o,2,91,2)-
The ciphertext consists of the triple y = (y1,y2,y3).

Decryption Ds:
Let y = (y1,y2,y3) be a ciphertext to decrypt.
Algorithm D3 works in the following steps:
1. Decrypts y; and gets o.
2. Computes k «— G(o0) and = <+ y2 @ k.
3. Tests that y3 = H(o,x,y1,y2). If not, outputs “reject”.

4. Returns x as the decryption of y.

Figure 4.3: Algorithms of plain REACT

was specifically employed [37], again, it is not known whether REACT can be applied to
IBE generically before this work. We investigate the fact in this section. Interestingly plain
REACT is not only effective for IBE, but also gives a tight reduction cost, as it does for
PKE.

Plain REACT for IBE

Let IT = {S, X, &, D} be an OW-ID-PCA secure IBE. Let M be a message space of II and
C be a ciphertext space of II. Then we can use REACT to construct an another IBE scheme
I3 = {Ss3, X3, &3, D3} which is secure against IND-ID-CCA. Let M’ be a message space of
II3 and C’ be a ciphertext space of II3. A ciphertext C of II3 consists three components
y1,y2 and y3. We denote the bit length of these components l1,ls and I3 respectively. The

definition of II3 is as follows in Figure 4.3.
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Proof of Security

Theorem 4.3

Suppose the hash functions G and H are random oracles. Let B be an IND-ID-CCA adversary
who has advantage (k) against I3, and its running time is at most ¢(k). Suppose B makes
at most gg G-queries, qi H-queries, qp Extraction queries and ¢p Decryption queries. Then
there is an OW-ID-PCA adversary A who has advantage e3(k) against II. Its running time
is t3(k), where

es(k) > 2e(k) — QD(2172 + 2%)
t3(k) > t(k)+(gc +qu)-O(1)

Proof

We show how to construct adversary A by using adversary B as an oracle. The challenger
starts an OW-ID-PCA game by executing S and generates param and mk. The mk is kept
secret by the challenger. A works by interacting with B in an IND-ID-CCA game as follows:

Setup: A gives param to B.
Phase 1: Four sorts of queries are answered as follows:

G-query(o;): A maintains a list of tuples (o;, k;) as explained below. We refer to this

list as G¥st. The list is initially empty. When B asks G (0i), A responds as follows:
1. If query o; already appears on the G¥*t in a tuple (oy, k;) then A responds
2. Otherwise, A picks a random element k; from {0, 1}"2.
3. A adds the tuple (o}, k;) to the G¥** and returns k;.
H-query(o;, i, y1,92): A maintains a list of tuples (oy, zi, Y1, y2,y3). We refer this
list as the H'!. The list is initially empty. When B queries H(o,x,y1,v2), A

responds as follows:
1. If the query (o,z,y1,y2) is already appears on the H'' in the tuple
(o, 2,y1,Y2,y3) then A responds with ys.
2. Otherwise, A randomly picks a string y3 from {0, 1},
3. A adds the tuple (o, z,y1,y2,y3) to the H"* and returns ys.
X-query(id;): Let (id;) be an Extraction query issued by B. A inputs (id;) to its own
extraction oracle and receives the corresponding decryption key sk;. A sends the

key sk; to B as the answer of the query.
D-query(id;, y1,y2,ys3): Let (id;,y1,y2,y3) be a Decryption query issued by B. A

responds as follows:

1. A picks up a tuple (o/, 2,9}, yb, v4) from H' 5! such that y3 = v4.
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2. A computes k' +— G(d").

3. Checks if yo = 2’ @ k’. If this holds, A issues PC-query(id;,o’,y1) to the PC
oracle.

4. If the PC oracle answers “yes”, A returns z’ to B. Otherwise, A outputs

“reject”.

Challenge: Once B decides that Phase 1 is over it outputs a public key id* (id* # id;) and
two message xg, r1 on which it wishes to be challenged. A sends id* to the challenger
and receives a ciphertext y*. A generates a [y bit random string y2 and a I3 bit random

string y3. A gives (y*, y2,y3) to B as a challenge ciphertext.
Phase 2: Four sorts of queries are answered as the same as in Phase 1.

Guess: Once B decides that Phase 2 is over it outputs a guess b'.

After B outputs a guess b, A picks all os which appear in tuples on the Gt and the
HYst For each o, A queries (id*, 0,y*) to PC oracle. If PC oracle returns “yes”, A outputs
the o as the answer of OW-ID-PCA game.

To estimate the advantage of A, we define the following four events in Table 4.3.

Symbol | Event
SuccA | A wins the OW-ID-PCA game
SuccB | B wins the IND-ID-CCA game

AskB | B asks a query for G(0*) or H(c*, xp, y1,y2) at some point during the game

Fail | the simulation fails before the event AskB occurs

Table 4.3: Definitions of events in proof of plain REACT
Then we take the same discussion as in the proof of Theorem 1 and we have that
1
Pr[SuccB|=Fail] Pr[—Fail] > e(k) + 5 Pr[Fail].

Since

1
Pr[SuccB|—Fail A =AskB] = 3
we also have
1
Pr[SuccB|=Fail] = Pr[SuccB|-Fail A AskB] Pr[AskB] + 5(1 — Pr[AskB])
1 1
< 5 Pr[AskB] + 3

Hence, we have that

(% Pr{AskB] + %) Pr[—Fail] > e(k) + % ~ PrFaill
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and therefore,
Pr[AskB] > 2¢(k) — Pr[Fail].

Next, we estimate Pr[Fail]. The event Fail occurs only in either

Case 1. B submits a decryption query D-query(id,y;,G(c) @ x,y3) such that y; =
E(param,id,o;r) and y3 = H(o,z,y1,G(0) @ x) without asking G(o), or

Case 2. B submits a decryption query D-query(id,yi,y2, H(o,z,y1,y2)) without asking
H(O-vxaylayQ)'

Case 1 and 2 happen with probability at most 272 and 273, respectively, and therefore,
we have that

. 1 L 1 1

PrFail] <1—(1— o 273) ~ QD(ZTQ + 273)

If B wins the IND-ID-CCA game, then A also win the OW-ID-PCA game. Therefore,
Pr[SuccA] > Pr[SuccB].

Hence, we have that

1 1

es(k) > Pr[SuccA] > Pr[SuccB] ~ 2¢(k) — QD(QTQ + o

).

Finally, we estimate A’s running time. Since in addition to B’s running time, .4 has to

answer the G and H queries. Thus A’s running time is estimated as

t3(k) = t(k) + (g1 + qc) - O(1).

4.2.4 Discussion

As shown in Theorem 4.1, there exists a polynomial time reduction from B to A, and
consequently, any polynomial time adversary cannot break II; in IND-ID-CCA sense if any
polynomial time adversary cannot break II in IND-ID-CPA sense. However, this result does
not immediately imply that any realistic adversary cannot break II; in IND-ID-CCA sense if
any realistic adversary cannot break Il in IND-ID-CPA sense. Suppose that A’s computational
time is significantly larger than B’s. Then, it might be still infeasible to break II in practice
even if B can break II; in IND-ID-CCA sense. Bellare and Rogaway [7] proposed the notion
of exact security for formally dealing with this issue.

Now we focus on the running time of A and B in the proof of plain FOPKC for IBE. As
shown, there exists a polynomial time reduction from B to A: in the reduction given above
A’s running time is estimated as t1(k) = t(k) + qu - ¢p - 7, where t(k) is B’s running time.
260 240 respectively, A has to run the

Assuming that gy and ¢gp are estimated as and

encryption algorithm & for 2% times, which are computationally infeasible in practice.
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(Notice that a Decryption query requires on-line computation, while a H-query only requires
off-line hash computation.) Therefore, A cannot break IND-ID-CPA security of II in practice
(even if B works in practical time).

Conclusively, the above straightforward application of FOPKC is insufficient for achiev-
ing a strong security. Also, according to Theorem 4.2, we observe that the same problem
happens in the straightforward application of FOCRYPTO. On the other hand, as shown in
Theorem 4.3, the time reduction of plain REACT is quite satisfiable.

In this section, in order to solve the problem of time reduction efficiency, we propose
modified FOPKC and modified FOCRYPTO conversion for IBE schemes. These modifications
are with improved time reduction cost, i.e., the simulators need much shorter additional
running time but still obtain the same advantage as the simulator does in straightforward
applications.

On the other hand, unlike plain FOPKC and plain FOCRYPTO, plain REACT already
possesses a tight security reduction for IBE schemes. We remark that this is mainly caused
by the PC oracle, which implicitly handles the id by its definition. The significant differences
of reduction costs may indicate a separation between these two attack models: CPA and
PCA.

4.3 Towards More Efficient Enhancements

4.3.1 More Efficient IND-ID-CPA Enhancement
Observation and basic idea.

The huge running time of A in Theorem 4.1 is caused by the following reason. In order to
respond to a decryption query D-query(id, %), A has to find a tuple from H"* such that its
corresponding ciphertext under public key id is identical to y. Because A does not know id
in advance, it is required to carry out re-encryption with public key id for all tuples in H'st
for every D-query. This results in g - ¢p times of re-encryption operations. To solve this
problem, we add id as one of the inputs to H. We remark that this modification is quite

simple in shape, but it is the right thing that we need.

Construction and security proof.

Let IT = {S, X, &, D} be an IND-ID-CPA secure IBE scheme. Then, we can construct an
another IBE scheme 11y = {S4, X4, &4, Dy} as follows: let I3 be a bit length of a plaintext
of II, I3 be a bit length of a plaintext of II; and COIN(k) be II’s coin-flipping space. The

conversion is illustrated in Table 4.4.

Theorem 4.4
Suppose the hash function H is the random oracle, and II is y-uniform IBE encryption
scheme. Let B be an IND-ID-CCA adversary who has advantage e(k) against Il4, and it runs

in time at most t(k). Suppose B makes at most gy H-queries, qg Extraction queries and ¢p
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Setup Sy:
It isas S.
In addition, it picks a hash function H : {0,1}*2 x {0,1}1~% x {0,1}* — COIN(k).

Extraction X;:

It is as X.

Encryption &;:
Let id € {0,1}* is the encryption key and x € {0,1}"2 is the plaintext.
It computes E(param,id, z;0) = S(pamm, id,x|lo; H(z, 0, id)),

where o is a randomly chosen [y — Iy bit string.

Decryption Dy:
Let y be a ciphertext to decrypt. Algorithm D4 works in the following steps:
1. Computes 2’ « D(param, sk,y) and let z « [2']2, o « [2]}; 15

2. Tests that S(param, id,x'; H(x, o, zd)) = y. If not, outputs “reject”.

3. Outputs z as the decryption of y.

Figure 4.4: Algorithms of modified FOPKC

Decryption queries. Suppose executing £ once needs at most 7. Then there is an IND-ID-CPA

adversary A who has advantage e4(k) against II. Its running time is t4(k), where

alk) > () 45— o) —ap-7) ~

2
ta(k) > t(k)+qu-T

v

V

Proof
To prove this theorem, almost the same strategy as the proof of Theorem 4.1 can be used.
That is, assuming IND-ID-CCA adversary B for I, constructing IND-ID-CPA adversary A
for IT which uses B as an oracle.

There are two different points between the proof of Theorem 4.1 and Theorem 4.4. The
points are how to answer H-queries and D-queries in the IND-ID-CCA game between A and

B. For easiness of comparison, we describe only these different points.

H-query(z;,0;): A maintains a list of tuples (x;, 0;,id;, h;, y;) as explained below. We refer
to this list as the H'!. The list is initially empty. When B queries H(x;, 0;,4d;), A

responds as follows:

1. If the query z;, 0; and id; already appears on the H'! in a tuple (@i, 04y 0d, by Yi)
then A responds with H (x;, 0,1d;) = h;.

2. Otherwise, A picks a random element h; from COIN(k).
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3. A generates a ciphertext
y; = E(param,id;, z;||o;; hi).

4. A adds the tuple (x;,04,id;, h;,y;) to the H'' and responds to B with
H(z;, 04 1d;) = h;.

D-query (id;, y;): Let (id;, y;) be a decryption query issued by B. A responds this query in
the following steps:

1. Finds a tuple (o}, x;,id;, gj,y;) from the H"st such that id; = id; and y; = y;.

2. Outputs z; if there exists such a tuple, or outputs “reject” otherwise.

After B outputs the guess b/, A outputs this bit b’ as the answer of the IND-ID-CPA game.
The advantage of A can be evaluate in the same way as in Theorem 4.1, so we omit details
here. Since in additional to B’ running time, A has to run £ once when a new H-query is

asked. Therefore, A’s running time is estimated as t(k) + qm - 7.
U

4.3.2 More Efficient OW-ID-CPA Enhancement
Observation and basic idea.

The reason that plain FOCRYPTO leads an inefficient time reduction is as same as the case
of plain FOPKC. The huge running time of A in Theorem 4.2 is caused by the following
reason. In order to respond to a decryption query D-query(id,y), A has to find a pair
of tuples from Gt and H's* such that its corresponding ciphertext under public key id
is identical to y. Because A does not know id in advance, it is required to carry out re-
encryption with public key id for all tuples in G¥$! for every D-query. This results in ¢g - ¢p
times of re-encryption operations. To solve this problem, we add id as one of the inputs to

G.

Construction and security proof.

Let IT = {S, X, &, D} be an OW-ID-CPA secure IBE scheme. Then, we can construct an
another IBE scheme II5 = {S5, X5,&5, D5} as follows: let I3 be a bit length of a plaintext
of II, I3 be a bit length of a plaintext of II5 and COIN(k) be II’s coin-flipping space. The

construction is illustrated in Figure 4.5.

Theorem 4.5

Suppose the hash functions G and H are random oracles and II is a y-uniform IBE encryption
scheme. Let B be an IND-ID-CCA adversary who has advantage e(k) against II; and it runs
in time at most ¢(k). Suppose B makes at most gy H queries, qo G queries, qg Extraction

queries and gp Decryption queries. Suppose executing £ once needs at most 7. Then there
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Setup Ss:
Itisas S.

In addition, we pick two hash functions,

G :{0,1}1 x {0,1}2 x {0,1}* — COIN(k) and H : {0,1}* — {0, 1}%2.

Extraction As:

It is as X.

Encryption &s:
Let id € {0,1}* is the encryption key and 2 € {0,1}" is the plaintext.
It computes & (param,id, z;0) «— & (param,id, o; G(o,z,id))||H (o) & =,

where ¢ is a randomly chosen [ bit string.

Decryption Ds:
Let y = y1|ly2 be a ciphertext to decrypt.
Algorithm Dy works in the following steps:
1. Computes o «— D(param, sk,y1).
2. Computes x «— H (o) @ yo.
3. Sets r «+ G(o,x,id). Tests that E(param,id,o;r) = y.
If not, outputs “reject”.

4. Outputs z as the decryption of y.

Figure 4.5: Algorithms of modified FOCRYPTO
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is an OW-ID-CPA adversary A who has advantage €5(k) against II. Its running time is t5(k),

where
1
k) > ——(2e(k) — qpy — qp/2"
es(k) qH+qG( e(k) —apy —ap/2")
ts(k) > t(k)+qc-T
Proof

To prove This theorem, almost same strategy as the proof of Theorem 4.2 can be used. That
is, assuming IND-ID-CCA adversary B for II5, constructing OW-ID-CPA adversary A for IT
which uses B as an oracle.

There are two different points between the proof of Theorem 4.2 and Theorem 4.5. The
points are how to answer G-queries and decryption-queries in the IND-ID-CCA game between

A and B. For easiness of comparison, we describe only these different points.

G-query(o;, x;,id;): A maintains a list of tuples (oy, x;,d;, gi, y;) as explained below. We
refer to this list as the G'*!. The list is initially empty. When B queries G(o;, x;, id;),

A responds as follows:

1. If the query o;, z; and id; already appears on the G in a tuple (o;, z;,id;, gi, ¥:)
then A responds with G(oy, x;,id;) = g;.

2. Otherwise, A picks a random element g; from COIN(k).
3. A generates a ciphertext y; <« E(param,id;, o;; g;)||H(0;) & ;.
4. A adds the tuple (oy,;,id;, gi,y;) to the GY' and responds to B with
G(JZ’, i, Zdz) = G-
D-query (id;, y;): A responds this query in the following steps:

1. Finds a tuple (o}, x;,id;, gj,y;) from the Gt such that id; = idj and y; = y;.

2. Outputs z; if there exists such a tuple, or outputs “reject” otherwise.

After B outputs the guess b, A chooses a tuple (o, x,id, g,y) or (o, h) from the G"* or
the H'* randomly and outputs o in the tuple as the answer of the OW-ID-CPA game.

The advantage of A can be evaluate in the same way as in Theorem 4.2. So, we omit the
details here. Since in addition to B’s running time, A has to run £ for ¢¢ times to make the

GYst. Hence, the running time of A is estimated as t(k) + qg - 7. O
4.3.3 Discussion

We simply compare the Running time of A in plain applications and modified applications.

We especially focus on times to run the encryption algorithm &£ which is required for each
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simulation. It is believed that if a simulator has to run € for more than 280 times, then it

does not properly work in a realistic time. Now, we have that

#EI)(~ 21%) > 2%0 > #E(IL)(~ 27)
#E (M) (~ 2'%) > 2%0 > #E(TT5) (~ 2%)

where #&(-) denotes the times to run £ in the simulation. This implies that the running
time of the simulator for II4 and II5 is considered realistic. This is to say, our modifications

for FOPKC and FOCRYPTO works.

4.4 Numerical Explanation by Encryption Time

In this section, we compare the cost of security reductions in the plain FOPKC and the
modified FOPKC by numerical evaluation, and discuss what this result means in the realistic
world.

As shown in Theorem 4.1, the plain FOPKC gives a polynomial time reduction, and looking
at the coefficient of €(k), the reduction seems tight This means that the adversary’s advantage
against the underlying weak scheme and that against the enhanced strong scheme are close.
Therefore, at the first glance, merit of the our modified FOPKC seems not considerable.

However, when we focus on the fact that the other terms except for € term have a significant
influence on the reduction cost in plain FOPKC, the problem comes out as described at the
end of Section 4.2.1. So, here, we compare the plain FOPKC and the modified FOPKC by
strictly estimating

Tp < ti(k)/ei(k), in plain FOPKC
Ty« ta(k)/ea(k), in modified FOPKC

where Tp (or Tyy) is intuitively the average expected computational time for adversary
to succeed in breaking the basic IND-ID-CPA secure IBE scheme II, in the proof of plain
FOpKcC (or modified FOPKC). In order to establish this evaluation, let Boneh and Franklin’s
IBE scheme (BF-IBE) [16] be the underlying scheme.

4.4.1 Parameter Setting

Let T« t(k)/e(k), where T is the average expected computational times to succeed
in breaking the enhanced IND-ID-CCA secure scheme. We review here that a t;(k)-time
adversary can break the underlying scheme with advantage €1 (k) in plain FOPKC; a t4(k)-
time adversary can break the underlying scheme with advantage e4(k) in modified FOPKC;
and a t(k)-time adversary can break the enhanced scheme with advantage (k) in both
FOPkc.

If the value Tp (or Thy) is close to T, then the reduction is said to be tight, or efficient;
contrarily, if Tp (or Thy) is much larger than T, then the reduction is said to be non-tight,
or inefficient. If the security reduction if inefficient, then the adversary might not break the

underlying IBE scheme in practical running time. This means the proof is less sound. We
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derive the relation between Tp and T', the relation between Th; and T, and we compare the

two relations.

In our evaluation, we set gz, ¢p and v be 260,240 and 27160 respectively. Because gp de-
notes the times to issue off-line hash queries, qp denotes the time to issue on-line Decryption
queries, and + is identical to the inverse of the order of the underlying group in BF-IBE. We
set Iy be 2160 which is the bit length of the plaintext of both FOPKC conversions.

Regarding 7, in BF-IBE, to encrypt one message requires one pairing computation and
this is the dominant part. The latest trustable researches show that, the running time of
fastest pairing algorithms in software implementation [4] and hardware implementation [35]

are about

4.33 miliseconds in software implementation (AthlonXP 2GHz)
0.85 miliseconds in hardware implementation (FPGA 15MHz)

Thus, we set the running time 7 of encryption to be these values.

4.4.2 Tp of Plain FOpkc

In the above setting, we evaluate Tp of plain FOPKC for BF-IBE:

t+quqpT
S e T )0 —am)
€ 2 2(l1—12) qap7y 2
£ 42100 7 £ 42100 5 1

1

(6 4 % _ 260/2140)(1 _ 940 . 2—160) _ % T e—92-80
~ T4 210 % 7,

After substituting 7, we obtain the additional cost to break BF-IBE scheme (Tp — T) is

1.00 x 2192 seconds ( ~ 1.32 x 10** years) in software implementation
0.85 x 2109 seconds (~ 0.11 x 10?* years) in hardware implementation,

respectively. Each of them needs too long time to break BF-IBE, of course, it is impossible

to calculate in the real world.

4.4.3 Ty of Modified FOpkc

In the above setting, we evaluate Ty, of modified FOPKC for BF-IBE:

T t4+quT
M >
(e+ 5 —am/2h72)(1 —qpv) — 5
t+ 260 % Nt+260><7'

12

(6 + % _ 260/2140)(1 — 940 . 2—160) _ % T e—9-80
~ T+20 %7,

After substituting 7, we obtain the additional cost to break BF-IBE scheme (Ty; — T)) is
1.00 x 262 seconds (=~ 1.33 x 10° years) in software implementation

0.85 x 269 seconds ( ~ 2.83 x 10® years) in hardware implementation,
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Tp — T of Plain FOPKC case Ty — T of Modified FOPKC case
Case 1 0.11 x 10?3 years 2.83 x 108 years
Case 2 1.32 x 10%* years 1.33 x 10? years
Case 3 1.29 x 1015 years 1.30 years

Table 4.4: The Result of the Numerical Explanation
where Case 1 denotes hardware implementation; Case 2 denotes software implementation;
Case 3 denotes application of Moore’s Law for software implementation using 10° PCs in

15 years after.

respectively. Thus the additional time cost in modified FOPKC is much smaller than that in
plain FOPKC case.

4.4.4 Discussion

Since almost the whole additional time cost is pairing calculations in encryptions, these
computations are easily parallelized. Nowadays, it is not difficult at all to gather computing
resources such as million-order PCs [33] or to produce a number of specialized IC chips. For
example, consider the case that an adversary, who is in software implementation, can gather
only one million PCs’ computation ability. In this case, the additional time cost is 1.33 x 103
years at present. By Moore’s Law, this time cost will decrease to about 1.30 years in less

than 15 years. Thus, this additional time cost will be feasible computable in near future.

Remark 4.1

The original Moore’s Law derives from a speech given by Gordon Moore, later a founder
of Intel, in 1965, in which he observed that the number of microcomponents that could be
placed in an integrated circuit (microchip) of the lowest manufacturing cost was doubling
every year and that this trend would likely continue into the future. As this observation
and prediction began to be frequently cited, it became known as Moore’s Law. In later
years, the Law was occasionally reformulated to mean that rate. The pace of change having
slowed down a bit over the past few years, the definition has changed (with Gordon Moore’s

approval) to reflect that the doubling occurs only every 18 months.

Due to the above discussion, we see that if there exists an adversary who can break
our modified FOPKC in a realistic time, then it is also possible to break the underlying IBE
scheme in almost the same computational time. On the other hand, as shown in Table 4.4, it
is not clear whether the plain FOPKC provides the same level of security or not. Consequently,
we can say that the modified FOPKC achieves exact security in a strict sense while the plain
FOPKC does not.
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4.5 Numerical Explanation by Group Size

In this section, we compare the group size required by the plain FOPKC and the modified
FOPKC, and discuss what this result means in the realistic world.

In 2006, Gentry pointed out that concrete security and tight reductions are “utmost prac-
tical important” [29]. For example, since exponentiations in a group whose elements can
be represented in 7 bits takes roughly O(r?) time, this means that performing five 112-bit
group exponentiations can be faster than one 192-bit group exponentiation. Thus finding
as-tight-as-possible security reduction is very important for implementation.

To investigate how long the group needs to be for a security reduction, very recently
research by Bellare and Ristenpart [12] proposed an evaluation framework. Their used a
similar index of our previous results, say, they evaluated how efficient an adversary can
break his target cryptographic scheme or hard problem. The requirement is: Tp < Tz and
Ty < Tz, where,

Tp — t1(k)/e1(k), in plain FOPKC
Ty ta(k)/ea(k), in modified FOPKC
Ty — t,(k)/e.(k), the adversary is against DBDH.

Here, we again let Boneh and Franklin’s IBE scheme (BF-IBE) [16] be the underlying

scheme.

4.5.1 Parameter Setting

Let T «— t(k)/e(k), where T is the average expected computational times to succeed
in breaking the enhanced IND-ID-CCA secure scheme. We review here that a t;(k)-time
adversary can break the underlying scheme with advantage €1 (k) in plain FOPKC; a t4(k)-
time adversary can break the underlying scheme with advantage e4(k) in modified FOPKC;
and a t,(k)-time adversary can break DBDH with advantage €, (k).

As a result,

Tp «— e-qp-(2"+qu-qp-7 ")
Ty e-qE-(2k—|—qH-T-e_1)
T, — 0.88yp Top(G1)

For concrete values, as our previous evaluation, we set 7 be 27160

, and set Iy
be 2160 Furthermore, in our 6-D matrix for FOPkCc on BF-IBE, we set security
parameter be {60,70,80,100,128,192}; group size be {80,112,128,192,256}; loge be
{-10,—-20,—-30,—40}; loggp be {10,20,30,40}; logqr be {10,20,30,40}; and logqy be
{60}.

The most different part between this evaluation and previous evaluation is, here we focus

on computational orders, not on concrete time.
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4.5.2 Main Result

After a full computation on our matrix, 1920 elements have been verified. Generally
speaking, all results are positive, i.e., our modified FOPKC only requires the same or even
shorter group size than the plain FOPKC.

Table 4.5 shows comparison of pairing setups required to provably ensure security of plain
FOpPkC and modified FOPKC for various security level at security parameter k£ and values of
€, qp and gg. Here s(pFOPKC) represents plain FOPKC and s(mFOPKC) represents modified
FOprkc.

4.6 Conclusions

This chapter investigated existing security enhancement means, which were developed
for PKE, in the IBE environment. After observing the essence of inefficient part of
plainFOPKC and FOCRYPTO, we proposed the cure: by adding identity information to the
input of random oracle, one can easily achieve more efficient enhancements without any
cost. At last, an intuitive numerical explanation was given to help readers understand the

significance of our proposal.
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k | loge loggp logqr | s(pFOPKC) s(mFOPKC)
60 | —10 30 30 112 80
60 | —10 40 20 112 80
60 | —10 40 30 112 80
60 | —20 20 30 112 80
60 | —20 30 20 112 80
60 | —20 30 30 112 80
60 | —20 40 10 112 80
60 | —20 40 20 112 80
60 | —20 40 30 112 80
60 | —20 40 40 128 112
60 | =30 10 30 112 80
60 | —30 20 20 112 80
60 | —30 20 30 112 80
60 | =30 30 10 112 80
60 | =30 30 20 112 80
60 | —30 30 30 112 80
60 | —30 30 40 128 112
60 | =30 40 10 112 80
60 | —30 40 20 112 80
60 | —30 40 30 128 80
60 | —30 40 40 192 112
60 | —40 10 20 112 80
60 | —40 20 10 112 80
60 | —40 20 20 112 80
60 | —40 20 40 128 112
60 | —40 30 10 112 80
60 | —40 30 20 112 80
60 | —40 30 30 128 112
60 | —40 30 40 192 112
60 | —40 40 10 112 80
60 | —40 40 20 128 80
60 | —40 40 30 192 112
60 | —40 40 40 192 112
80 | =30 40 40 192 112
100 | =30 40 40 192 128
128 | =30 40 40 192 192
192 | —30 40 40 256 256

Table 4.5: Comparison of Pairing Setups.
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If keeping 150-byte secret in your disk
will give you 20% faster encryption but no security risk,

won’t you do that? Anyway, I will.

The concept of stateful encryption was introduced by Bellare et al. in 2006. Com-
pared with a conventional public key encryption scheme, stateful encryption can surprisingly
achieve much better encryption performance.

In this chapter, we introduce a related primitive called stateful identity based key en-
capsulation mechanism (SIBKEM). Together with IND-CCA secure symmetric encryption,
SIBKEM implies stateful identity based encryption. We then demonstrate there is a generic
construction of SIBKEM from a wide class of identity based non-interactive key exchange
schemes. Also, we illustrate several instantiations.

It is preferable to construct cryptographic schemes based on only weak assumption. How-
ever, previous proposals of stateful encryption schemes are either based on strong assump-
tions; or admitting very loose security reductions. In this chapter, we improve these aspects
by presenting a stateful identity based encryption scheme with tight security reduction to
the computational bilinear Diffie-Hellman assumption. It is worth reminding that it is al-
ways desirable to have the proofs with tight reductions such that the actual schemes can be
practically-meaningful.

At last, we note that our techniques of both formalizing SIBE and reducing assumption
to weak one can be also applied to conventional public key settings. We propose a new
primitive named stateful key encapsulation mechanism, and then show how to achieve state-
ful encryption by composing our primitive and symmetric encryption. Finally, we propose

stateful public key encryption scheme based on computational Diffie-Hellman assumption.

5.1 Introduction

Public key encryption (PKE) is a very important tool for securing digital communicabili-
ties. On the opposite of convenient key management functionalities, PKE schemes are often
very slow compared with symmetric encryption (SE). In resource-constrained environment
like mobile communications and sensor networks, this disadvantage of PKE will be quite
undesirable, since system performance will drop greatly due to the high computational cost
from frequent discrete modular exponentiations.

To improve the encryption performance of PKE, Bellare, Kohno and Shoup [9] introduced
the concept of stateful PKE (SPKE) in ACM-CCS’06, where a sender maintains some state
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information. Without loss of generality, the state information is divided into two parts: the
secret part and the public part. Then the encryption algorithm takes as input not only a
message and the public key of receiver, but also his current secret state to produce a cipher-
text. As a result, the sender’s computational cost for encryption is dramatically reduced.
Decryption performance remains unchanged from stateless scheme, and the receivers need
not even necessarily to notice if the sender is stateful if the public state is included in the
ciphertext. Note that no such state information is required for either the sender or the
receiver in conventional public key encryption schemes.

Regarding the security notions, the standard chosen ciphertext security (CCA) [32, 42] is
modified to adjust a single-sender-multiple-receiver network, which in turn implies security
of more general settings. According to whether the adversary is required to know the secret
keys of the players other than its target, the model is further classified into known secret key
(KSK) and unknown secret key (USK) settings. Apparently, the USK model is stronger and
seems more realistic.

An identity based encryption (IBE) scheme is a special public key encryption scheme,
where public keys can be arbitrary strings, advocated by Shamir [44] to simplify public key
certificate management. The first fully functional construction was given by Boneh and
Franklin [16], and many other researches followed [19, 13, 48, 29]. All the currently known
efficient (IBE) schemes, are designed from pairing computation, which is known to be even
heavier than discrete-exponentiation computation. Inspirited by [9], Phong, Matsuoka and
Ogata [41] recently proposed the first “stateful identity based encryption” (StIBE) scheme
based on the Boneh-Franklin IBE scheme [16]. Currently there is no known generic construc-

tion of SIBE schemes, and in this paper, we provide the first one.

5.1.1 Related Works

Bellare, Kohno and Shoup introduced the model of SPKE and proposed two constructions
based on DHIES [1] and Kurosawa-Desdmet [36], respectively. Subsequently, Baek, Zhou
and Bao [3] proposed a “generic” construction, and demonstrated many efficient instantia-
tions. We remark that the “generic” construction requires additionally that underlying key
encapsulation mechanism (KEM) [45] meets two non-standard properties: “partitioned” and
“reproducibility”. Thus their approach is not necessarily a real simplification for scheme
designing. Paterson and Srinivasan [39] proposed a transformation from IBNIKE to a CPA

secure IBE.

5.1.2 Contributions

In this chapter, we focus on SIBE, where the chosen identity security of SIBE schemes
implies USK security [41]. We first introduce a simpler primitive called stateful identity based
KEM (SIBKEM), which eventually enables a modular design approach for SIBE schemes, to-
gether with IND-CCA secure symmetric encryption. We formally give a composition theorem

for such approach.
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Next, we give a generic construction for SIBKEM based on so-called identity based non-
interactive key exchange (IBNIKE). As its name suggests, an IBNIKE scheme is a non-
interactive key exchange scheme that two players set up their shared key. Our construction
is in a totally black-box manner: given any IBNIKE scheme, we can construct an SIBKEM
scheme without essential modifications of the algorithms nor resorting to random oracles.

It has been known that NIKE schemes are closely related to PKE schemes. To illustrate,
the well-known Diffie-Hellman key exchange is exactly the base of ElGamal encryption.
However, this seems not so clear for stateful encryption schemes due to the introduction of
state and chosen ID security into the model. In this paper, we present an affirmative answer
to this question. More exactly, we show a large class of IBNIKE schemes is sufficient to build
SIBKEM schemes, and therefore, SIBE schemes.

Next, we demonstrate several instantiations of our generic constructions and compare
them with known stateful PKE schemes. Since our generic constructions make no number-
theoretic assumptions, one can even construct SIBE schemes without pairings assumptions,
with a cost of efficiency lost during secret key extraction.

Finally, we compare our proposal with previous SIBE schemes. We conclude that efficient
instantiations of our generic construction are competitive to the most efficient schemes in

the literature.

5.1.3 Security Notions of Stateful Encryption
Security Notion of SIBE

We establish the IND-ID-CCA (indistinguishability against adaptive chosen identity attack
and adaptive chosen ciphertext attack) game for SIBE between an adversary A and a
challenger C. In this games, the PPT adversary A tries to distinguish which plaintext was

encrypted. The game is described as follows.

Setup: C takes the security parameter A and runs Setup of SIBE. It passes the the resulting
system parameters sp to A and keeps the masker key mk to himself. The state st is

decided a-priori by C .

Phase 1: A issues three types of queries ¢y, - - - ,q; where a query is one of
o Extraction queries on an identity i¢d. C responds with a corresponding
secret private key sk;q of id.
o Encryption queries on an identity and a message (id,m). C responds with
ciphertext ¢ of m under public key id and the current state st.
o Decryption queries on an identity and a ciphertext (id, ¢). C responds with
the plaintext m of ¢, which is encrypted under the public key id.
These queries may be asked adaptively, that is, each query ¢; may depends on the

replies to g1, ,qi—1-

Challenge: Once A decides that phase 1 is over, he outputs two equal length plaintext

mg, mq and an ¢d* on which he wishes to be challenged. The only restriction is that
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id* must not appear in any extraction query in phase 1. Then C flips a coin b € {0, 1}

and sets ¢* < Enc(sp,id*, st,mp). C returns c¢* to A.

Phase 2: A issues more queries ¢;11,--- ,q; where a query is one of

o Extraction queries on an identity id # id*. C responds as in phase 1.

o Encryption queries on an identity and a message (id, m). C responds as in
phase 1.

o Decryption queries on an identity and a ciphertext (id, c) # (id*, c*). C re-

sponds as in phase 1.
Guess: Finally, A outputs a bit b € {0, 1}.

We refer to such an adversary A as an IND-ID-CCA adversary. A’s advantage in this IND-
ID-CCA game is defined to be Adv4(\) = |Pr[b = V'] — 1/2|. We say that an SIBE scheme
is secure in the sense of IND-ID-CCA if the advantage is negligible for any PPT algorithm A.

Security Notion of SPKE

The first SPKE scheme was shown by Bellare, Kohno and Shoup [9]. Here, we review the
model and then define the IND-CCA security in the USK model. Note that currently there
is no SPKE scheme considering security in the CPA sense.

We establish the IND-CCA (indistinguishability against adaptive chosen ciphertext attack)
game for SPKE between an adversary A and a challenger C. In this game, the PPT adversary

A tries to distinguish which plaintext was encrypted. The game is described as follows.

Setup: C takes the security parameter A and runs Setup of SPKE. It then runs KeyGen to
obtain a key pair (pki, sk1) as the target. It passes the the resulting system parameters
sp and the target public key pk; to A and keeps the secret key ski as secret. C also
sends all of the other secret keys {ska,- -, sky} in the system to A, where sk; # sk;.
This captures the fact that .4 may corrupt all the entities other than his attack target.
The state st is decided a-priori by C .

Phase 1: A issues two types of queries ¢, - - ,¢; where a query is one of

o Encryption queries on a public key and a message (pk;, m), where 1 <i < n.
C responds with ciphertext ¢ of m under public key pk; and the current state
st.

¢ Decryption queries on a ciphertext c. C responds with the plaintext m of

¢, which is encrypted under the target public key pk;.

These queries may be asked adaptively, that is, each query ¢; may depends on the

replies to g1, , qi_1-

Challenge: Once A decides that phase 1 is over, he outputs two equal length plaintext
mo, m1. Then C flips a coin b € {0, 1} and sets ¢* < Enc(sp, pk1, st,mp). C returns c*
to A.
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Phase 2: A issues more queries ¢;11,--- ,q; where a query is one of

o Encryption queries on a public key and a message (pk;, m). C responds as
in phase 1.

¢ Decryption queries on a ciphertext ¢ # ¢*. C responds as in phase 1.
Guess: Finally, A outputs a bit ¥ € {0, 1}.

We refer to such an adversary A as an IND-CCA adversary. A’s advantage in this IND-CCA
game is defined to be Adv.4(\) = |Pr[b = b'] — 1/2|. We say that an SPKE scheme is secure
in the sense of IND-CCA if the advantage is negligible for any PPT algorithm A.

5.2 Stateful Identity Based Key Encapsulation Mechanism

In this section, we introduce the model and security notions of SIBKEM. Roughly speaking,
SIBKEM is the “stateful version” of conventional identity based key encapsulation mecha-
nism (IBKEM). In particular, in SIBKEM, the sender maintains a state information. And
for a specified identity, the session key encapsulated by the sender remains the same un-
less the state is updated. Since it is deterministic, SIBKEM is weaker than IBKEM, i.e.,
the adversary can issue neither encapsulation query nor decapsulation query on the target

identity.

5.2.1 Algorithms of SIBKEM

An SIBKEM scheme is specified by five algorithms. STBKEM = {Setup, Ext, NwSt, Enc,
Dec}.

Setup: The randomized setup algorithm takes as input security parameter 1* where \ € N.
It outputs the system parameters sp and the master key mk. It also specifies the key
space SHK by sp. (SHK may be included in sp.) We write (sp, mk) « Setup(1?).

Ext: The (possibly randomized) key extraction algorithms takes as input sp, mk and a
user’s identity ¢d. It outputs a secret key sk;q corresponding to id. We write sk;q <
Ext(sp, mk,id).

NwSt: The randomized new state algorithm takes as input sp. It outputs a new state st of

a sender. We write st «— NwSt(sp).

Enc: The deterministic encapsulation algorithm takes as input sp, id and st, where id is
the receiver’s identity. It outputs the corresponding ciphertext ¢ of a session key dk.
We write (¢, dk) < Enc(sp, st, id).

Dec: The deterministic decapsulation algorithm takes as sp, sk;q and a ciphertext c. It

outputs the session key dk. We write dk «— Dec(sp, sk;q, c).
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5.2.2 Security Notion of SIBKEM

We establish the IND-ID-CCA (indistinguishability against adaptive chosen identity attack
and adaptive chosen ciphertext attack) game for SIBKEM between an adversary A4 and a

challenger C. The game is described as follows.

Setup: C takes the security parameter A and runs Setup of SIBE. It passes the the resulting
system parameters sp to A and keeps the masker key mk to himself. The state st is

decided a-priori by C .

Phase 1: A issues three types of queries ¢y, --- ,q; where a query is one of

o Extraction queries on an identity id. C responds with a corresponding
secret private key sk;q of id.

¢ Encapsulation queries on an identity i¢d. C responds with ciphertext ¢ and
a decryption key dk under ¢d and the current state st.

o Decapsulation queries on an identity and a ciphertext (id,c). C responds

with the decryption key dk of ¢, which is encapsulated under id.
These queries may be asked adaptively, that is, each query ¢; may depends on the

replies to g1, -+, qi—1.

Challenge: Once A decides that phase 1 is over, he outputs an id* on which he wishes to
be challenged. The only restriction is that ¢d* must not appear in any query in phase
1. Then C computes a valid key-ciphertext pair (¢*, dk}) and flips a coin b € {0,1}. If
b =0, then C chooses a random key dkg from the key space and returns (c*, dk{) to A;

otherwise C returns (c*, dk7).

Phase 2: A issues more queries g;11, - ,q; where a query is one of
o Extraction queries on an identity id # id*. C responds as in phase 1.
¢ Encapsulation queries on an identity id # i¢d*. C responds as in phase 1.
o Decapsulation queries on an identity and a ciphertext (id,c) # (id*,c*).
C responds as in phase 1. Note that since the decapsulation algorithm is

deterministic on fixed id and st, the restriction is actually id # id*.
Guess: Finally, A outputs a bit & € {0,1}.

We refer to such an adversary A as an IND-ID-CCA adversary. A’s advantage in this IND-
ID-CCA game is defined to be Adv 4(\) = |Pr[b = b/] —1/2|. We say that an SIBKEM scheme
is secure in the sense of IND-ID-CCA if the advantage is negligible for any PPT algorithm A.

5.2.3 Composition Theorem

By combining an IND-ID-CCA secure SIBKEM = {SIBKEM.Setup, SIBKEM.Ext,
SIBKEM.NwSt, SIBKEM.Enc, SIBKEM.Dec} and an IND-CCA secure S€ = {SE.K, SE.E,
SE.D}, we can obtain an IND-ID-CCA secure SZBE = {Setup, Ext, NwSt, Enc, Dec}. We
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omit composition details since it is straightforward. At a high level, the SIBE sender uses
SE.E to encrypt a message by using the key dk encapsulated by SIBKEM.Enc, and the SIBE
receiver runs SE.D to decrypt with dk recovered by SIBKEM.Dec.

Theorem 5.1
Suppose SIZBKEM is IND-ID-CCA secure, and SE is IND-CCA secure. Then the hybrid
encryption scheme SZBE is IND-ID-CCA secure.

Proof of Security. We employ the game-based proof technique.
Game 0. Fix an efficient adversary A = (A;,.A3). We define Game 0 to be the attack game
by A in the definition of IND-ID-CCA for SIBE. For proof convenience, we describe Game 0

as follows.

(sp, mk) — Setup(1%); st — NwSt(sp); (mg, my, id*) — AL (sp);b — {0,1};
(¢*,dk}) — Enc(sp, st,id*); C* — E(dk},mp); b — AS (sp, c*,C*)
In the above, we define Ey to be the event that & = b. Thus A’s advantage is Adv 4(\) =
[PrEy] — 1/2.
Game 1. The difference from Game 0 is that instead of encrypt m; with dk}, we encrypt

it with randomly chosen dkj € SHK. We describe Game 1 as follows. The box shows the

difference.

(sp,mk) — Setup(1*); st = NwSt(sp); (mo, m1,id") — AF (sp); b — {0,1};
(c*,dk}) « Enc(sp, st,id");| dkf « SHIC; C* « E(dks, mp); [« AS (sp, c*, C*)

Let E; be the event that ¥ = b in Game 1.

Claim 1. |Pr[Eq] — 1/2| = Advpg,(A\). Here Advp, (\) is the advantage of an adversary
against SE, and this advantage is assumed to be negligible. This follows from the fact that
in Game 1, the encryption key dkj is completely randomly distributed in SHK.

Claim 2. |Pr[Ep] — Pr[E1]| = Advg,(A). Here Advp, () is the advantage of an adversary
against STBKEM, and this advantage is assumed to be negligible. The proof of Claim 2 is
essentially the observation that in Game 0, the pair (c¢*, dk7) is real output from encapsulation
algorithm, while in Game 1, a random dk is given instead. In this case, .4 should not notice
the difference under the assumption that STBKXEM is secure. Rigorously, we construct a

distinguishing algorithm B5 as follows.
Distinguisher Ba(c*, dk™)
(sp, mk) «— SIBKEM.Setup(1); st — SIBKEM.NwSt(sp);
(mg, mq,id*) «— A?(sp);b —{0,1}; C* — E(dk*,mp); b « AQO(sp, c*,C*);
if b =b then output 1 else output 0
It is obvious that Bs interpolates between Game 0 and Game 1. If the input of Bj is the real

output from encapsulation algorithm, then it works as same as Game 0. If the input of Bs

is a ciphertext and a random key, then it works as same as Game 1.
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Thus, the advantage of By against STBKEM is equal to |Pr[Ey] — Pr[E;]|. This completes
the proof of Claim 2.

Combining Claim 1 and Claim 2, we have that Adv4(\) = Advp, (\) + Advp,(\). Since
SIBKEM and SE are secure, thus A’ advantage Adv 4(\) against STBE is negligible. This
completes the proof of Theorem 1. O

5.2.4 Generic Construction of SIBE

In this section, we propose a generic construction of stateful identity based key encapsu-
lation mechanism. Our building block is identity based non-interactive key exchange (with
mild requirements'). By applying our generic construction to various IBNIKE schemes, we

can obtain SIBKEM schemes which provide various abstracting functionality.

Preparation

As described above, an IBNIKE scheme is specified by three basic algorithms, Setup, Ext,
and Shr. To show the generic construction, in addition to these three basic algorithms, we

require three additional algorithms which can be derived from the basic algorithms.

Sample: The randomized sample algorithm takes input as sp and output a temporary key
pair (pk,sk) € {PK} x {SK}, where sk is the corresponding secret key to the public
key pk. And the identifier of pk cannot be revealed. One can imagine that pk is the
image of a virtual identifier id, and id must not be in collision with other realistic

identities in the identity space.

Shr': If a party B has neither an identity nor an secret key, and B wants to exchange a key
to a target party A with identity id4, then Shr' takes as input (sp, skp,id4), where
skp is B’s temporary secret key generated in Sample. It outputs a key K4 p. Shr'is

a deterministic algorithms.

Shr”: If a party A with identity id4 and secret key sk;q, wants to exchange a key with
a party B who does not have an identity but a temporary public key pkp, then Shr”
takes as input (sp, skiq,,pkp), where pkp is generated in Sample. It outputs a key

K p. Shr" is a deterministic algorithms.

We require the consistency of Shr’ and Shr" algorithms, i.e., if sk;q, is secret key of id 4, and
skp is secret key of pkp, then Shr'(sp, skp,ida) = Shr" (sp, skiq,,pkp), where (pkp, skp) «—
Sample(sp) and skiq, < Ext(sp, mk,ida).

At the first glance, these algorithms seem to require special properties to IBNIKE schemes,
but as far as our best knowledge, it is easy to construct such algorithms for almost all
currently known IBNIKE schemes. As an example, we illustrate a concrete construction

below.

'Similar conditions to convert an IBNIKE scheme to an IND-ID-CPA secure IBE scheme can be found
in [39].
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From IBNIKE to SIBKEM

Let ZBNZIKE = {Setup, Ext, Shr, Sample, Shr’, Shr"} be an IBNIKE scheme. By em-
ploying ZBNZKE as buiding block, we show a generic construction of an SIBKEM scheme
SIBKEM = {K.Setup, K.Ext, K.NwSt,K.Enc,K.Dec} as follows:

K.Setup: It takes as input 1%, and runs Setup of ZBNIKE to obtain sp,mk, where sp
contains a description of the shared key space SHX. The output is (sp, mk).

K.Ext: It takes as input (sp, mk,id), and runs Ext of ZBNZKE on (sp, mk,id) to obtain
sk;q of an identity. The output is sk;q.

K.NwSt: It takes as input sp, and runs Sample of ZBNZKE to obtain a temporary key pair
(pAk, sAk) It sets st «— (pAk, 37§) and outputs st.

K.Enc: It takes as input (sp,id, st), parses st as (pAk,sAk), and then runs Shr’ of ZBNIKE
on input (sp, sAk,z‘d) to obtain a key K. It sets the ciphertext ¢ « pAk:, dk — K, and
outputs (c, dk).

K.Dec: It takes as input sp, sk;q, ¢, and runs Shr” on input (sp, sk;q, ¢) to obtain the key K.
It sets dk «— K, and outputs dk. According to the consistency of Shr’ and Shr”, dk is
the valid key outputed by K.Enc.

Security Proof

Here, we analyze the security of our generic construction. For proof convenience, we use

the simulation-based proof technique. As described below, our proof has perfect simulation.

Theorem 5.2
Suppose ZBNZKE is T2-IND secure. Then STBKEM is IND-ID-CCA secure.

Main idea of the proof. Our strategy is as follows. Towards contradiction, we prove that if a
scheme STBKEM we constructed is not secure in the IND-ID-CCA sense, then the underlying
scheme ZBNZIKE is not secure in the T2-IND. So we first assume there exists an IND-ID-
CCA adversary A who can successfully break IND-ID-CCA with an advantage which is not
negligible, then we show that we can construct a T2-IND adversary B who can successfully
break T2-IND with an advantage which is not negligible.
Proof. Let A be an adversary against SZBKEM, and A’s advantage is Adv4(\). By using
A as a subroutine, we construct an algorithm B who attempts to break T2-IND of ZBNZIKE,
and B’s advantage is Advg(A). B plays T2-IND game interactively with a challenger C.

The challenger C runs Setup of ZBNZIKE, and obtains (sp, mk). C passes the system
parameters sp to B and keeps the master key mk as secret.

B receives from C sp of ZBNZKE, and uses A to play against C. B begins by drawing
idp < {0,1}* and computing (pkp, skp) where pkp € PK is the temporary public key
of idp, and skp € SK is the temporary secret key. It sets st « (pkp,skp), where st is
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considered as the sender’s current state. B then passes sp to A. This ends the setup phase
of SIBKEM.

In phase 1 of SIBKEM, A’s extraction queriy on an identity id4 are answered by B by
passing id4 to C as an extraction query in the T2-IND game. A’s decapsulation query on an
identity id4 and a ciphertext ¢ are answered by B by first passing (idp,id4) to C as a reveal
query in the T2-IND game. After obtaining K4 g, B answers A with dk «— K4 p.

When A submits challenge id*, B submits its own challenge to C on input (idp,id").
Let b denote the random bit chosen by C in responding to B ’s challenge. B receives a key
K* € SHK as result, and passes (K*, pkp) as the answer to A. At last, A outputs its answer
b'. B outputs this bit b’ as his own answer to C. The restriction is that idp is distinct from
id*, and id* is not involved in any query. Thus, B’s advantage Advg()) is as same as A’s
advantage Adv 4(\).

We have assumed that A’s Adv4()) is not negligible, thus B’s Advg()\) is also not
negligible. We reach a contradiction to the hypothesis that ZBNZKE is secure in the T2-
IND sense. Thus STBKEM is secure in the IND-ID-CCA sense. This completes the proof of
Theorem 2. O

Theorem 5.3
Suppose the IBNIKE scheme ZBNZKE is T1-IND secure. Then the SIBKEM scheme
STBKEM is IND-ID-CPA secure.

Proof.

This proof is similar as the proof of Theorem 1, thus we omit details. At a high level, the only
difference is that since the adversary against ZBNZKE cannot access to his Reveal oracle,
he cannot simulate the Decryption queries from SZBKEM. This results that STBKEM is
secure in the sense of IND-ID-CPA.

5.2.5 Instantiations and Comparisons

In this section, we demonstrate several instantiations of our generic construction from
IBNIKE to SIBKEM. After applying our technique to Sakai, Ohgishi and Kasahara’s IBNIKE
scheme [43], we briefly discuss pairing-free SIBKEM (and so SIBE) schemes. At last we

compare our technique to other related works.

Assumptions with bilinear maps. Let G; and G2 be two multiplicative cyclic groups
of prime order p, and g be a generator of G;. A bilinear map e : G; x G; — (9 satisfies the
following properties: (i) Bilinearity: For all z,y € Gy and a,b € Z, e(z®, y*) = e(z,y)?%. (ii)
Non-degeneracy: e(g,g) # 1. (iii) Computability: There is an efficient algorithm to compute
e(z,y) for any z,y € Gy.

The bilinear Diffie-Hellman (BDH) assumptions is that when given (g%, ¢°, g¢) there is
no PPT algorithm Ag, can compute e(g,g)%° with non-negligible probability. That is,
Advgih(Agl) is negligible. The decisional bilinear Diffie-Hellman (DBDH) assumption

abc

is that given (g% ¢, g¢) there is no PPT algorithm Ag, can distinguish e(g, )¢ from T
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(G «—pr Gg) with non-negligible probability. The gap bilinear Diffie-Hellman assumption
(GBDH) is that there is no PPT algorithm Ag, can compute e(g, g)**¥ with non-negligible
probability, even A is given oracle access to a decision BDH oracle O(-,-,-,-). That is,
Advéﬁdh(Agl) is negligible. Here, when queried by (g%, ¢Y,g",z), O outputs 1 when

z =e(g,g)™", or outputs 0 otherwise.

SOK-based SIBKEM Instantiation

In 2000, Sakai, Ohgishi and Kasahara [43] proposed the first IBNIKE scheme SOK. Later
in 2001, Boneh and Franklin [16] proposed the first IBE scheme. Although these two schemes
aimed at different solutions, but the ideas were similar. The Type 2 security of SOK-IBNIKE
can be reduced to decisional bilinear Diffie-Hellman assumption (DBDH).

The SOK scheme is described as follows.

Setup(1*): Choose a random generator P € G;. Pick a random s € Zy, and set Py « sP.
Choose cryptographic hash function H; : {0,1}* — G7, and Hy : G5 — SHK as random ora-
cles, where SHK is the key space. The system parameters are sp «<— (G1, Go, e, P, P1, Hy, Hy).
The master key is mk < s. Output (sp, mk).

Extract(sp, mk,id): For a given identity id € {0, 1}*, set and output the secret key sk;q «—
sH(id).

Shr(sp, skiq,,idp): Compute and output K4 p «— Ha(e(skiq,, Hi(idg))).

Additional algorithms. Our three additional algorithms are constructed as follows.
Sample(sp): Choose a random r «— Zy, and set the temporary public key pkp « rP. The
temporary secret key is skp < r. Output (pkp, skp).

Shr'(sp, skp,id4): Compute and output K g <« Ha(e(skp - P1, Hi(ida)).

Shr" (sp, skia,,pkp): Compute and output K p <« Ha(e(pkp, skid,))-

The Instantiation Setup(1}): Choose a random generator P € Gi. Pick a random
s € Zy, and set Py < sP. Choose cryptographic hash function Hj : {0,1}* — G7, and
Hy : G5 — SHK as random oracles, where SHK is the key space for symmetric encryption.
The system parameters are sp < (Gy, Go, e, P, P1, Hi, Hy). The master key is mk < s.
Extract(sp, mk,id): For a given identity id € {0, 1}*, set and output the secret key sk;q <«
sHi(id).

NwSt(sp): Choose a random r «— Zy, and set the temporary public key pAk «— rP. The
temporary secret key is sk — r. Set and output the new state st «— (pAk, s7<:)

Enc(sp, id,st): Compute dk «— Hy(e(sk - P1, Hy(id))) = Ha(e(sP, Hy(id))"). Set ¢ «— pk.
Output (¢, dk).

Dec(sp, sk;q, ¢): Compute and output dk «— Ha(e(c, skiq)) = Ha(e(rP, sHy(id))).

Pairing-Free SIBKEM Instantiations As built on numbers of historical works and re-

cently formalized in [39], secure IBNIKE could be built from any trapdoor discrete log group.
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The assumption is pairing-free, say, only computational Diffie-Hellman (CDH) assumption
and random oracle. In particular, RSA-based IBNIKE arises from [34, 39]. The CDH-based
IBNIKE is first proposed in [26], and subsequentially developed in [46]. Due to limitation of
space, we omit the details.

By employing these IBNIKE as underlying schemes, we can obtain SIBKEM (and so
SIBE) schemes without pairing. But the extraction algorithm will become greatly inefficient.
Although in applications where the private key generator has great computational power this
trade-off might be acceptable, we do not treat these instantiations as our main contribution

in this paper.

Comparisons

Here, we compare our generic construction and instantiation with known results.
We first compare our generic construction (Oursl) with Beak et al.’s generic construction [3]
(BZB08).

Scheme BZB08 Oursl
Encryption algorithm type Public key based Identity based
security: additional assumption KSK/IND-CCA: None IND-ID-CCA: none
USK IND-CCA: random oracle

Figure 5.1: Comparisons of Generic Constructions

Note that since our generic construction is in the identity based environment, the adversary
can issue extraction queries to obtain secret keys of any identity other than the attack target.
This means that the security of Oursl should always considered in the USK model.

We then compare our SOK-based instantiation (Ours2) with Phong et al.’s scheme [41]
(PMOO08) and Boneh et al’s scheme [16] (BFO1).

Scheme PMOO08 BFO1 Ours2
Stateful IBE? Yes No Yes
Assumption GBDH BDH DBDH
Tight security reduction? Yes No Yes
Computation cost 1p/lp le 1p/lp
(encryption/decryption) +1p/lp

For simplicity, the computation of the map-to-point hash functions (once for each scheme) is not

evaluated due to light computation cost.

Figure 5.2: Comparisons of Stateful Identity-Based Encryption Schemes

The security of PMOO08 is reduced to the GBDH assumption, however, we are not aware

of any practical implementation for GBDH, since the decision problem is usually hard in Go.
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We note that one can further weaken the underlying assumptions, with the price of either a
loose security reduction by re-encryption checking techniques (e.g. FO-transform [25]), or a

larger public key size due to the twin public key technique [21].

5.3 How to Remove Gap Assumptions and Maintaining Tight

Reductions

In this section, we show a concrete stateful identity based encryption scheme whose IND-
ID-CCA security can be reduced to the strong twin bilinear Diffie-Hellman assumption. This

scheme is based on Boneh-Franklin [16] and is provably secure in the random oracle model.

5.3.1 Construction

Setup(1"): With input the security parameter 1, generate two groups Gy, Gz of prime order
p, and an admissible bilinear map e : G; X G; — Gg. Choose a random group generater
g € Gy, choose two random values z; € Z, o € Z and set g = ¢*', g2 = g*%.
Selects two hash function H : {0,1}* «— G¥ and G : Gy «— {0,1}*. Let param be
1
G1,Ga,p,e,n 1,92, H,G). Let mk be (x1,x2). Return (param, mk) as the system
(G1,G2,p.€,n, 9,91, 92, H, : p ) Y

parameter and the master key.

Ext(param,mk,id): For a given bit-string id € {0,1}", compute skjq1 < H(id)", skiqa
H(id)"?. Output (skiq1, Skiq2) as the secret key corresponding to id.

NwSt(param): Pick r randomly from Z; and set R < g". Return (r, R) as output.

Enc(param,id, st,m): Parses st as (r, R), and set y; < e(H(id),g;)" for i=1,2. Let K «
G(R,y1,¥2,id) and ¢ « SEnc(K,m). Return C < (¢, R).

Dec(param, skiq, C): Parse C as (¢, R) and parse sk;q as (skiq 1, skia2). Let y; < e(skiqi, R)
for i=1,2. Compute K «— G(R,y1,y2,id); m «— SDec(K,¢).

5.3.2 Security Proof
Theorem 5.4
Let StIBE be the stateful identity based encryption scheme associated to group G; and
symmetric encryption scheme SE. Let A be an IND-ID-CCA adversary against StIBE. Then
there exists a BDH adversary Ag, and an IND-CCA adversary Asg against SE such that

AdvGiEE e (A) < e (Qu+1)- (Adoli(Ag,) +

- 2
Advi2d-co Agg) + M)_
p

Proof
The security proof of our proposal is quite similar to the one of the twin Boneh-Franklin,
which is carefully discussed in appendix C of [21]. Thus we omit details here. The proof will

be given in the full version of this paper.
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5.4 Extensionfl: Stateful Key Encapsulation Mechanism

This section aims at the key encapsulation part of SPKE. We formalize this part as a
cryptographic primitive named stateful key encapsulation mechanism (SKEM), which even-
tually enables a modular design approach for SPKE schemes, together with IND-CCA secure

symmetric encryption. We formally give a composition theorem for such approach.

5.4.1 Algorithms of SKEM

In this section, we introduce the model and security notions of SKEM. Roughly speaking,
SKEM is the “stateful version” of conventional key encapsulation mechanism (KEM). In
particular, in SKEM, the sender maintains a state information. And for a specified public
key, the session key encapsulated by the sender remains the same unless the state is updated.
Since it is deterministic, SKEM seems to being capturing different security aspect from
KEM, i.e., the adversary can issue neither encapsulation query nor decapsulation query on
the target public key.

A SKEM scheme is specified by five algorithms. SKEM =
{Setup, KeyGen, NwSt, Enc, Dec}.

Setup: The randomized setup algorithm takes as input security parameter 1* where \ € N.
It outputs the system parameters sp which will be announced to all party involved in
the system. It also specifies the key space SHK by sp. (SHK may be included in sp.)
We write sp < Setup(1*).

KeyGen: The randomized key generation algorithm takes as input sp. It outputs a key pair
(pk, sk), where pk is a public key, and sk is the corresponding secret key.

NwSt: The randomized new state algorithm takes as input sp. It outputs a new state st of

a sender. We write st « NwSt(sp).

Enc: The deterministic encapsulation algorithm takes as input sp, pk and st, where pk is
the receiver’s public key. It outputs the corresponding ciphertext ¢ of a session key dk.
We write (c,dk) < Enc(sp, pk, st).

Dec: The deterministic decapsulation algorithm takes as sp, sk and a ciphertext c. It
outputs the session key dk. We write dk < Dec(sp, sk, c).
5.4.2 Security Notion of SKEM

We establish the IND-CCA (indistinguishability against adaptive chosen ciphertext attack)
game for SKEM between an adversary A and a challenger C. In this game, the PPT adversary
A tries to distinguish if C gives him a valid session key or a random key. The game is described

as follows.
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Setup: C takes the security parameter A and runs Setup of SPKE. It then runs KeyGen to
obtain a key pair (pki, sk1) as the target. It passes the the resulting system parameters
sp and the target public key pk; to A and keeps the secret key sk as secret. C also
sends all of the other secret keys {ska,- -, sky} in the system to A, where sk; # sk;.
This captures the fact that A may corrupt all the entities other than his attack target.
The state st is decided a-priori by C .

Phase 1: A issues two types of queries ¢, - - ,¢; where a query is one of

o Encapsulation queries on a public key pk;, where 1 < ¢ < n. C responds
with ciphertext ¢ and a decryption key dk under ¢d and the current state st.
¢ Decapsulation queries on a ciphertext ¢. C responds with the decryption

key dk of ¢, which is encapsulated under the target public key pk;.

These queries may be asked adaptively, that is, each query ¢; may depends on the

replies to g1, ,qi—1-

Challenge: Once A decides that phase 1 is over, C computes a valid key-ciphertext pair
(¢*,dky) and flips a coin b € {0,1}. If b = 0, then C chooses a random key dk§ from
the key space and returns (c*, dkg) to A; otherwise C returns (c*, dkj).

Phase 2: A issues more queries ¢;11,-- - ,q; where a query is one of

o Encapsulation queries on a public key pk;. C responds as in phase 1.

o Decapsulation queries on a ciphertext ¢ # ¢*). C responds as in phase 1.
Guess: Finally, A outputs a bit ¥ € {0, 1}.

We refer to such an adversary A as an IND-CCA adversary. A’s advantage in this IND-CCA
game is defined to be Adv 4(\) = |Pr[b =] —1/2|. We say that an SKEM scheme is secure
in the sense of IND-CCA if the advantage is negligible for any PPT algorithm .A.

5.4.3 Composition Theorem

By combining an IND-CCA secure SKEM = {SKEM.Setup, SKEM.KeyGen, SKEM.NwSt,
SKEM.Enc, SKEM.Dec} and an IND-CCA secure S€ = {SE.K, SE.E, SE.D}, we can obtain an
IND-CCA secure SPKE = {Setup, KeyGen, NwSt, Enc, Dec}. We omit composition details
since it is straightforward. At a high level, the SPKE sender uses SE.E to encrypt a message
by using the key dk encapsulated by SKEM.Enc, and the SPKE receiver runs SE.D to decrypt
with dk recovered by SKEM.Dec.

Theorem 5.5
Suppose SKEM is IND-CCA secure, and SE is IND-CCA secure. Then the hybrid encryption
scheme SPKE is IND-CCA secure.
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Proof

We employ the game-based proof technique.
Game 0. Fix an efficient adversary A = (A;y,.A3). We define Game 0 to be the attack game
by A in the definition of IND-CCA for SPKE. For proof convenience, we describe Game 0

as follows.

sp — Setup(1*);

(pk1, sk1) < KeyGen(sp);- - - ; (pkn, skn) < KeyGen(sp);
st «— NwSt(sp);

(mo,m1) — A (sp, ska, - , skn);

b«—{0,1};

(c*,dk}) < Enc(sp, st,pki);

C* — E(dk},mp);

V — AS (sp, sk, - -, skn, c*,C%)

In the above, we define Ej to be the event that &’ = b. Thus A’s advantage is Adv 4(\) =
[Pr[Eo] —1/2].

Game 1. The difference from Game 0 is that instead of encrypt m; with dk}, we encrypt
it with randomly chosen dkj € SHK. We describe Game 1 as follows. The box shows the

difference.

sp «— Setup(1*);

(pk1, sk1) < KeyGen(sp);- - ; (pkn, skn) < KeyGen(sp);
st — NwSt(sp);

(mo,m1) — AP (sp, ska, -+, sky);

b+—{0,1};

(c*,dk}) < Enc(sp, st,pky);
|dly — SHK; C* — E(dk, my);
V — AS(sp, sk, - -, skn,c*, C%)

Let E be the event that ¥ = b in Game 1.

Claim 1. |Pr[Eq] — 1/2| = Advp,(A\). Here Advp, (\) is the advantage of an adversary
against S&, and this advantage is assumed to be negligible. This follows from the fact that
in Game 1, the encryption key dkj is completely randomly distributed in SHK.

Claim 2. |Pr[Ey] — Pr[E1]| = Advp,(A). Here Advp, (M) is the advantage of an adversary
against SKKEM, and this advantage is assumed to be negligible. The proof of Claim 2 is
essentially the observation that in Game 0, the pair (c¢*, dk}) is real output from encapsulation
algorithm, while in Game 1, a random dkg is given instead. In this case, .4 should not notice

the difference under the assumption that SICEM is secure. Rigorously, we construct a
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distinguishing algorithm Bj as follows.

Distinguisher Ba(c*, dk*)
sp « SKEM.Setup(1%);
st <« SKEM.NwSt(sp);
(mo,m1) — AP (sp, ska, -+ , sn);
b—{0,1};C* «— E(dk™, mp);
o — AS (sp, sk, -, skn, ¢, C%);

if o =b then output 1 else output 0

It is obvious that Bs interpolates between Game 0 and Game 1. If the input of By is the real
output from encapsulation algorithm, then it works as same as Game 0. If the input of Bs
is a ciphertext and a random key, then it works as same as Game 1.

Thus, the advantage of By against SKEM is equal to [Pr[Ey] — Pr[E;]|. This completes
the proof of Claim 2.

Combining Claim 1 and Claim 2, we have that Adv_4(\) = Advg, (A) + Advg,(A). Since
SKEM and SE are secure, thus A’ advantage Adv 4(\) against SPKE is negligible. This
completes the proof of Theorem 1. a

5.5 Extensionf2: SPKE Based on Weak Assumption

In this section, we show a concrete stateful public key encryption scheme whose IND-
CCA security can be reduced to the strong twin Diffie-Hellman assumption. This scheme is

provably secure in the random oracle model and the unknown secret key model.

5.5.1 Construction

Setup(1"): Choose a random group generater g € G, and select a hash function H. Return
(g, H) as the output param.

KG(param): Parse param as (g, H) and choose two random elements 1, o from G. Define
the generated secret key sk < (x1,x2) and the corresponding public key pk < (y1, y2),
where y; <« ¢ and yy < g”2. Return (pk, sk).

NwSt(param): Pick r from Z, at random. Parse param as (g, H) and compute R « g".

Returns (r, R) as output.

Enc(param, pk,st,m): Parse param = (g,H). Compute K «— H(R,y],y5); ¢ <«
SEnc(K,m); C < (¢, R). Return C' = (¢, R).

Dec(param, sk,C): Parse C = (c¢,R). Compute K «— H(R,R™;R"); Return m «
SDec(K, c).
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5.5.2 Security Proof

Theorem 5.6

Let StPKE be the stateful public key encryption scheme associated to group G and symmetric
encryption scheme SE. Let A be an IND-CCA adversary against StPKE in the USK model.
Then there exists a DH adversary Ag and an IND-CCA adversary Asg against SE such that

Advitiat(A) < Advll'(Ag) + Advil(Ase) + Cih,

Proof
The security proof of our proposal is quite similar to the one of the twin ElGamal encryp-
tion scheme, which is carefully discussed in appendix B of [21]. The only thing should be

considered is how to simulate random oracle.

5.6 Conclusions

In this chapter, we firstly proposed a cryptographic primitive called stateful identity based
key encapsulation mechanism (SIBKEM). We defined the security notion, and showed that by
combining secure SIBKEM and secure symmetric encryption, we can obtain secure stateful
identity based encryption.

Secondly, we showed how to generically construct such SIBKEM scheme from a well-
studied cryptographic primitive named identity based non-interactive key exchange (IB-
NIKE). Although our discussion was only in identity based settings, but we note that part
of our results could be applied to conventional public key settings.

We then showed how to remove gap-assumptions from stateful IBE schemes. Our con-
structions are efficient and with tight security reductions. However, we emphasize that all
our discussions are within the random oracle model. How to build efficient stateful IBE
schemes in the standard model under the same security definition is still open. Moreover, it
would be interesting to reduce computational cost in encryption and decryption.

At last, we presented two extensions of our technique to stateful PKE settings. We in-
troduced a cryptographic primitive named stateful key encapsulation mechanism. We also
discussed how to achieve a stateful public key encryption scheme by composing this primitive
and an IND-CCA secure symmetric key encryption. We then proposed a new SPKE scheme,

trading assumptions/generality with computation costs.
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Chapter 6 CONCLUSION

In this paper, we first proposed the definition framework and formally presented the def-
initions of the notions of security for ZBE schemes, then rigorously proved the relations
among these notions and concluded IND-ID-CCA?2 is the adequate notion of security for ZBE
schemes. The significance of this result is that, from now on we have scientific evidence to
claim proving ZBE scheme secure in the sense of IND-ID-CCA?2 is enough.

At the second stage, we first formalized the security model of forward secure identity
based encryption scheme with master key update functionality. And then we proposed such
a scheme whose security is based on basic complexity assumption and without relying on
the random oracle model.

At the third stage, we confirmed the generic security of security enhancements (FOPKC,
FOcryYPTO, and REACT) in ZBE settings, and investigated the fact that there exists a signif-
icantly inefficient security reduction in the straightforward applications of both FOPKC and
FOcryPTO. Under this circumstance, we modified FOPKC and FOCRYPTO and reduced the
security reductions down to acceptable values. In order to intuitively explain our solution,
we presented numerical analysis by substituting proper concrete values. This “average suc-
cess time” evaluation idea is quite important and common in cryptography research field,
because security reduction is composed of two portions: advantage reduction and time re-
duction. We showed the modified FOPKC could achieve a satisfiable provable security, while
the plain FOPKC could not.

At last, we studied application of stateful encryption in IBE settings. We formalized the
essential part (SIBKEM) of SIBE and then showed a generic construction. Then we focused
on concrete scheme and traded assumptions/generality with computation costs. Interest-
ingly, our methodology does not stop only in SIBE field: it also affects SPKE research. By
employing our technique, one can achieve SPKE scheme based on weak assumption, and also

can formalize stateful (public key) key encapsulation mechanism.

81



Bibliography

1]

[10]

[11]

Michel Abdalla, Mihir Bellare, and Phillip Rogaway. The oracle Diffie-Hellman assump-
tions and an analysis of DHIES. In CT-RSA’01, volume 2020 of LNCS, pages 143-158.
Springer, 2001.

R. Anderson. Two remarks on public key cryptology. In Invited Lecture, ACM-CCS
97, 1997. http://www.cl.cam.ac.uk/ftp/users/rjal4/forwardsecure.pdf.

Joonsang Baek, Jianying Zhou, and Feng Bao. Generic constructions of stateful public
key encryption and their applications. In ACNS’08, volume 5037 of LNCS, pages 7593,
2008.

P.S.L.M. Barreto. A note on effcient computation of cube roots in characteristic 3. Cryp-
tology ePrint Archive, Report 2004/305, 2004. http://eprint.iacr.org/2004/305.

M. Bellare, A. Desai, D. Pointcheval, and P. Rogaway. Relations among notions of
security for public-key encryption schemes. In Advances in Cryptology - CRYPTO 98,
volume 1462 of LNCS, pages 26-45. Springer, 1998.

M. Bellare and P. Rogaway. Random oracles are practical: a paradigm for designing effi-
cient protocols. In First ACM Conference on Computer and Communications Security.
ACM, 1993.

M. Bellare and P. Rogaway. The exact security of digital signatures - how to sign with
RSA and Rabin. In Advances in Cryptology - EUROCRYPT ’96, volume 1070 of LNCS,
pages 399-416. Springer, 1996.

M. Bellare and B. Yee. Forward security in private-key cryptography. In Topics in Cryp-
tology — CT-RSA 03, volume 2612 of LNCS, pages 1-18. Springer, 2003. Preliminary
version at http://eprint.iacr.org/2001/035/.

Mihir Bellare, Tadayoshi Kohno, and Victor Shoup. Stateful public-key cryptosystems:
how to encrypt with one 160-bit exponentiation. In ACM CCS’06, pages 380-389. ACM,
2006.

Mihir Bellare and Chanathip Namprempre. Authenticated encryption: Relations among
notions and analysis of the generic composition paradigm. In ASTACRYPT’00, volume
1976 of LNCS, pages 531-545, 2000.

Mihir Bellare and Chanathip Namprempre. Authenticated encryption: Relations among
notions and analysis of the generic composition paradigm. J. Cryptology, 21(4):469-491,

2008. Preliminary version appeared in [10].

82



[12]

[15]

[16]

[17]

[18]

[19]

Bibliography

Mihir Bellare and Thomas Ristenpart. Simulation without the artificial abort: Simpli-
fied proof and improved concrete security for waters’ ibe scheme. In EUROCRYPT,
volume 5479 of LNCS, pages 407—-424. Springer, 2009.

D. Boneh and X. Boyen. Efficient selective-id identity based encryption without random
oracles. In Advances in Cryptology - EUROCRYPT 0/, volume 3027 of LNCS, pages
223-238. Springer, 2004.

D. Boneh and X. Boyen. Secure identity based encryption without random oracles. In
Advances in Cryptology - CRYPTO 04, volume 3152 of LNCS, pages 443-459. Springer,
2004.

D. Boneh, X. Boyen, and E. Goh. Hierarchical identity based encryption with constant
size ciphertext. In Advances in Cryptology - EUROCRYPT 05, volume 3494 of LNCS,
pages 440-456. Springer, 2005.

Dan Boneh and Matthew Franklin. Identity-based encryption from the Weil pairing. In
Advances in Cryptology - CRYPTO 01, volume 2139 of LNCS, pages 213-229. Springer,
2001.

Dan Boneh and Matthew Franklin. Identity-based encryption from the Weil pairing.
SIAM Journal on Computing, 32(3):586-615, 2003. Full version of [16].

Dan Boneh, Craig Gentry, and Michael Hamburg. Space-efficient identity based encryp-
tion without pairings. In FOCS, pages 647-657. IEEE Computer Society, 2007.

R. Canetti, S. Halevi, and J. Katz. A forward-secure public-key encryption scheme.
In Advances in Cryptology - EUROCRYPT 03, volume 2656 of LNCS, pages 255-271.
Springer, 2003.

R. Canetti, S. Halevi, and J. Katz. Chosen-ciphertext security from identity-based
encryption. In Advances in Cryptology - EUROCRYPT ’0/4, volume 3027 of LNCS,
pages 207-222. Springer, 2004.

David Cash, Eike Kiltz, and Victor Shoup. The twin Diffie-Hellman problem and ap-
plications. In FUROCRYPT’08, volume 4965 of LNCS, pages 127-145. Springer, 2008.

Jean-Sébastien Coron. Omn the exact security of full domain hash. In CRYPTO’00,
volume 1880 of Lecture Notes in Computer Science, pages 229-235. Springer, 2000.

D. Dolev, C. Dwork, and M. Naor. Non-malleable cryptography (extended abstract).
In STOC 91, pages 542-552, 1991.

E. Fujisaki and T. Okamoto. How to enhance the security of public-key encryption at
minimum cost. In Public Key Cryptography - PKC ’99, volume 1560 of LNCS, pages
53—-68. Springer, 19909.

83



[25]

32]

33]

[34]

[35]

Bibliography

E. Fujisaki and T. Okamoto. Secure integration of asymmetric and symmetric encryption
schemes. In Advances in Cryptology - CRYPTO ’99, volume 1666 of LNCS, pages 537—
554. Springer, 1999.

Steven D. Galbraith, Florian Hess, and Nigel P. Smart. Extending the ghs weil descent
attack. In FUROCRYPT’02, volume 2332 of LNCS, pages 29-44. Springer, 2002.

D. Galindo. Boneh-Franklin identity based encryption revisited. In Proc. of 32nd
ICALP, volume 3580 of LNCS, pages 791-802. Springer, 2005.

C. Gentry and A. Silverberg. Hierarchical id-based cryptography. In Advances in Cryp-
tology - ASIACRYPT 02, volume 2501 of LNCS, pages 548-566. Springer, 2002.

Craig Gentry. Practical identity-based encryption without random oracles. In EURO-
CRYPT, volume 4004 of LNCS, pages 445-464. Springer, 2006.

O. Goldreich. Foundations of cryptography, Volumn II (revised, posted version Nr. 4.2).
Cambridge University Press, 2003. http://www.wisdom.weizmann.ac.il/ oded/.

O. Goldreich, Y. Lustig, and M. Naor. On chosen ciphertext security of multiple encryp-
tions. Cryptology ePrint Archive, Report 2002/089, 2002. http://eprint.iacr.org/.

Shafi Goldwasser and Silvio Micali. Probabilistic encryption. J. Comput. Syst. Sci.,
28(2):270-299, 1984.

Website  Information. RSA  security —  cryptographic  challenges.
http://wuw.rsasecurity.com/, RSA Security, available on Feb. 11, 2005.

Masao Kasahara and Yasuyuki Murakami. Murakami-Kasahara ID-based key shar-
ing scheme revisited - in comparison with Maurer-Yacobi schemes. Cryptology ePrint
Archive, Report 2005/306, 2005.

T. Kerins, W.P. Marnane, E.M. Popovici, and P.S.L.M. Barreto. Efficient hardware
for the Tate pairing calculation in characteristic three. In CHES 2005, volume 3659 of
LNCS, pages 412-426. Springer, 2005.

Kaoru Kurosawa and Yvo Desmedt. A new paradigm of hybrid encryption scheme. In
CRYPTO ’04, volume 3152 of LNCS, pages 426-442. Springer, 2004.

B. Libert and J.J. Quisquater. Identity based encryption without redundancy. In ACNS,
volume 3531 of LNCS, pages 285-300. Springer, 2005.

T. Okamoto and D. Pointcheval. REACT: Rapid enhanced-security asymmetric cryp-
tosystem transform. In Topics in Cryptology — CT-RSA ’01, volume 2020 of Lecture
Notes in Computer Science, pages 159-174. Springer, 2001.

84



[39]

[41]

[44]

[45]

[46]

[47]

(48]

[49]

Bibliography

Kenneth G. Paterson and Sriramkrishnan Srinivasan. On the relations between non-
interactive key distribution, identity-based encryption and trapdoor discrete log groups.
Journal version at DCC [40].

Kenneth G. Paterson and Sriramkrishnan Srinivasan. On the relations between non-
interactive key distribution, identity-based encryption and trapdoor discrete log groups.
Designs, Codes and Cryptography, 52:219-241, 2009. Preliminary versions at Cryptology
ePrint Archive: Report 2007/453 [39).

Le Trieu Phong, Hiroto Matsuoka, and Wakaha Ogata. Stateful identity-based encryp-
tion scheme: Faster encryption and decryption. In ASIACCS’08, pages 381-388. ACM,
2008.

C. Rackoff and D.R. Simon. Non-interactive zero-knowledge proof of knowledge and
chosen ciphertext attack. In Advances in Cryptology - CRYPTO 91, volume 576 of
LNCS, pages 433-444. Springer, 1991.

Ryuichi Sakai, Kiyoshi Ohgishi, and Masao Kasahara. Cryptosystems based on pairing.
In SCIS’ 00, pages 26-28, 2000.

Adi Shamir. Identity-based cryptosystems and signature schemes. In Advances in
Cryptology - CRYPTO 84, volume 196 of LNCS, pages 47-53. Springer, 1984.

Victor Shoup. A standard for public-key encryption. ISO 18033-2, 2006.
Edlyn Teske. An elliptic curve trapdoor system. J. Cryptology, 19(1):115-133, 2006.

Y. Watanabe, J. Shikata, and H. Imai. Equivalence between semantic security and
indistinguishability against chosen ciphertext attacks. In Public Key Cryptography -
PKC 03, volume 2567 of LNCS, pages 71-84. Springer, 2003.

B. Waters. Efficient identity-based encryption without random oracles. In Advances in
Cryptology - EUROCRYPT 05, volume 3494 of LNCS, pages 114-127. Springer, 2005.

Danfeng Yao, Nelly Fazio, Yevgeniy Dodis, and Anna Lysyanskaya. Id-based encryption
for complex hierarchies with applications to forward security and broadcast encryption.
In ACM CCS, pages 354-363. ACM, 2004.

85



Publicatoins

ugbooboooo

<1>

P. Yang, G. Hanaoka, Y. Cui, R. Zhang, N. Attrapadung, K. Matsuura, and H. Imai.
Relations among notions of security for identity based encryption schemes. In 0 0O O
OOoonoono, Vol47, No.8, pages 24172429, 2006.

gobodgbooooo

<2>

<3>

<4>

<H>

<6>

<T7>

P. Yang, T. Kitagawa, R. Zhang, G. Hanaoka, K. Matsuura, and H. Imai. Applying
Fujisaki-Okamoto to identity-based encryption. In 16th Applied Algebra, Algebraic
Algorithms and Error Correcting Codes (AAECC ’06), volume 3857 of LNCS, pages
183-192. Springer, Las Vegas, NV, USA, Feb. 2006.

N. Attrapadung, Y. Cui, D. Galindo, G. Hanaoka, I. Hasuo, H. Imai, K. Matsuura,
P. Yang, and R. Zhang (0000000000 O0O). Relations among notions of security
for identity based encryption schemes. In 7th Latin American Theoretical Informatics
(LATIN ’06), volume 3887 of LNCS, pages 130-141. Springer, Valdivia, Chile, Mar.
2006.

T. Kitagawa, P. Yang, R. Zhang, G. Hanaoka, H. Watanabe, K. Matsuura, and H. Imai.
Generic transforms to acquire CCA-security for identity based encryptions: the cases
of FOPKC and REACT. In 11th Australasian Conference on Information Security and
Privacy (ACISP ’06), volume 4058 of LNCS, pages 348-359. Springer, Melbourne,
Austrilia, Jul. 2006.

P. Yang, T. Kitagawa, R. Zhang, G. Hanaoka, H. Watanabe, K. Matsuura, and H. Imai.
A simple approach to evaluate fujisaki-okamoto conversion in identity based encryption.

In The 2006 International Symposium on Information Theory and its Applications
(ISITA ’06). Seoul, Korea, Oct. 2006.

P. Yang, R. Zhang, and K. Matsuura. Stateful public key encryption: How to remove
gap assumptions and maintaining tight reductions. In The 2008 International Sympo-
situm on Information Theory and its Applications (ISITA '08), IEEE. Auckland, New
Zealand, Dec. 2008.

P. Yang and K. Matsuura. A forward secure identity based encryption scheme with
master key update. In The 2008 International Symposium on Information Theory and
its Applications (ISITA ’08), IEEE. Auckland, New Zealand, Dec. 2008.

86



Publicatoins

<8> P. Yang, R. Zhang, K. Matsuura, and H. Imai. Generic Construction of Stateful Iden-
tity Based Encryption. In The 12th Information Security Conference (ISC ’09). Pisa,
Italy, Sep. 2009. OO O.

gooog

<9> 00,000.IDO00O0O0O0O0OODOO0O0O0O0OO0O0O0O. In NTTOOODOOOOO
O, pages 6-41, Mar. 2007.

gobodgbooooo

<10> 00,00000, 00,00, Nuttapong Attrapadung, 0000, and DO OO, ID
000000000000 DOO00000. In IEICE Technical Report, Vol.105, No.194,
pages 25-32. 00O 0OOOOO,d00, 00, Jul. 2005.

<11> P. Yang, T. Kitagawa, R. Zhang, G. Hanaoka, K. Matsuura, and H. Imai. Towards
security enhancement with efficient reduction for identity based encryption. In O 28
O0000000000000000 (SITA °05), pages 163-166, 0 O, O O, Nov. 2005.

<12> T. Kitagawa, P. Yang, R. Zhang, G. Hanaoka, K. Matsuura, and H. Imai. Applying
fo-pkc99 and react to identity-based encryption. In 20060 000000000000
OO0ooog (SCIS 06). IEICE, OO, 00O, Jan. 2006.

<13>00,0000.000000000000000000.Im20060000000000
000000000 2006 (CSS 06). TPSJ, 00O, 00, Oct. 2006.

<14> P. Yang, T. Kitagawa, G. Hanaoka, R. Zhang, H. Watanabe, K. Matsuura and H.
Imai. Security tightness evaluation of Fujisaki-Okamoto conversions in identity based
encryption. In 0 290 000000000000000O (SITA 06),000,00, Nov.
2006.

<15> T. Kitagawa, P. Yang, G. Hanaoka, R. Zhang, H. Watanabe, K. Matsuura, and H. Imai.
Means of Security Enhancement and Their Evaluation for Identity Based Encryption.
In 2007000000000000000000O (Sc1s '07). IEICE, 0O, OO, Jan.
2007.

<16> P. Yang. Security Enhancement for Identity Based Encryption. In Workshop: Research
and Presentation, Vol.19, pp150-176. 2007.

<17> P. Yang, K. Mizayaki, G. Hanaoka, K. Matsuura, and H. Imai. Security Notions and
Proof of A Bit-wise Sanitizable Signature Scheme from Any One-way Permutation. In
200800 0000000000000000 (SCIS ’08). IEICE, OO, 00, Jan. 2008.

<18> P. Yang and K. Matsuura. A Forward Secure Identity Based Encryption Scheme with
Master Key Update. In 0 310 000000000000000O (SITA '08),00,0
O, Oct. 2008.

87



<19>

<20>

<21>

<22>

Publicatoins

P. Yang and K. Matsuura. A forward secure identity based encryption scheme with

master key update. In 00 00,600, 50, pages 115-117, Sep. 2008.

P. Yang, R. Zhang, K. Matsuura, and H. Imai. Generic Construction of Stateful Iden-

tity Based Encryption. In 20090 00000000000000000 (SCIS "09).
IEICE, O O, OO, Jan. 2009.

P. Yang, R. Zhang, K. Matsuura, and H. Imai. Stateful Key Encapsulation Mechanism.

In0 460000000000000DO0O00O0OOCO0OO.IPS),00,00, Jul. 2009.

G. Hanaoka, K. Miyazaki, P. Yang. Sequential Bitwise Sanitizable Signatures. In The
1st Meeting for Cyrptology Frontier Group (00 210 800 10000000000
00). 00,00, Aug. 2009. 0000,

88



