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## Abstract

This thesis presents a unified understanding of edit-based approaches to approximate tree matching and introduces new facts on the subject. It also provides a broad view of kernel-based learning methods for trees, and proposes novel methods based on this view.

These contributions have a wide range of applications to pattern matching, computational biology, and many other areas of computer science. As an example, this thesis includes an application to computational biology to demonstrate the effectiveness of a novel learning method developed in this work.

This thesis is divided into two parts. The first part is devoted to a detailed analysis of the classes of edit-based approximate tree matching such as the tree edit problem and the alignment problem for trees. We focus on the notion of tree mapping in order to describe the semantics of approximate tree matching. We then establish an algebraic model of approximate tree matching. This algebraic model enables us to reveal unknown hidden relationships among a variety of edit-based approximate tree matching problems, which include the equivalence between two problems, the alignment problem and the less-constrained edit problem. Also, we give the tree mapping for the alignment of trees, which has been unknown for the past decade. In addition, we reveal a class hierarchy of edit-based approximate tree matching.

The second part focuses on tree kernels for kernel-based learning of trees. We first show that existing tree kernels are formulated by counting functions of tree mappings from the unified view based on the class hierarchy of approximate tree matching established in the first part. In addition, we develop two novel tree kernels more flexible than known tree kernels, and show that the counting function for the alignment of trees does not satisfy a requirement for a tree kernel. The last half of the second part addresses the development of a faster tree kernel without sacrificing its learning performance. We propose two simple tree kernels, a spectrum tree kernel and its variant, a gram distribution kernel. The effectiveness of these methods are demonstrated by applying them to a problem in computational biology.
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## Chapter 1

## Introduction

This thesis is a comprehensive study of approximate pattern matching and machine learning for trees. A tree is a mathematical abstraction representing a hierarchical structure of information, which allows us to effectively access and maintain data. The expressive power of trees is superior to strings, and inferior to general graph structures. A string is regarded as a simple form of tree, i.e. a node-labeled tree with only one branch.

We already have the fertile field of stringology, the study of strings, which enjoys a lot of elegant and pragmatic methods along with the history of computer science for string pattern matching, string indexing, and so forth. Over the fertile field of stringology, the study of trees has also been carried out for many years. Actually, in some ways, the study of trees can be viewed as just as highly-developed and mature a field as stringology. So what contribution to this field above and beyond the constellation of existing work on trees can we make? In what follows, we discuss the motivation behind our work.

### 1.1 Background and Objectives

When considering algorithms on trees, they may remind us of a great number of data structures and algorithms such as binary search trees, red-black trees, and B-trees, suffix trees, range trees, and $k$-d trees (cf. [MS05]). All of the tree structured data used in these methods are internal representations for efficient manipulation or succinct organization of entities in the real world.

For example, suffix trees are used for indexing strings, and $k$-d trees used for partitioning $d$-dimensional space. These trees are obtained by reconstructing the structures of entities in the real world such as strings of DNA sequences or two-dimensional matrices of pixel images rather than directly reflecting the surface tree structures in the entities.

The main concern with these algorithms lies in how to efficiently construct and traverse such an internal tree structure, whereas a tree-to-tree comparison algorithm is required for dealing with the tree structured entities.

After all, there have not been urgent requirements for comparing tree structured entities until recently with a few exceptions such as phylogenetic trees. The amount of tree structured data, however, not derived from internal representations has dramatically increased in the past decade with the rapid growth of the Internet, and some research fields such as bioinformatics. For example, tree structured data such as HTML and XML are widely found in Web-based systems. Also, in the field of bioinformatics, we can see tree structured data such as RNA secondary structures and glycan structures. On top of that, due to some recent developments in graph theory, the tree decomposition algorithm enables us to view a complex graph structure as a tree-like structure.

### 1.1.1 Matching in Trees

Recently the problem of measuring the similarity of two trees has been a focus of researchers in various scientific fields such as computational biology [Aku00, Sak03, HTGK03, AS04], image analysis [TH03d,

TH02, TH03c, TH03e, TH03b, Tor04, BBP04, Ols05], pattern recognition [FG00, GB02], natural language processing [FRV04] and information extraction from Web pages [CD01, HK05, ZL05]. For example, the secondary structure of an RNA chain is an important factor for determining its functions. Since RNA secondary structures are often represented trees, measuring the similarity of the trees that represent the secondary structures of an unknown RNA chain and a known RNA chain could provide plenty of clues for us to guess the functions of the unknown RNA from knowledge of the known RNA.

Tree edit distance is the most widely accepted metric for measuring the difference or dissimilarity of trees. The tree edit distance between two trees is defined as the minimum cost of a series of elementary edit operations needed to transform the first tree into the second.

Tai presented an important correspondence between tree edit distance and tree mapping [Tai79]. Since then, tree mapping has been attracting the interest of researchers. The tree mapping between two trees is a set-theoretic description of the transformation from one tree to the other. Intuitively, a tree mapping describes what the transformation between two trees is by showing a set of node pairs, whereas a tree edit algorithm describes how to transform one tree into the other. Tree mapping allows us to understand and investigate tree edit distance in a qualitative and abstract way.

Other than the tree edit distance proposed by Tai (Tai distance), a variety of tree edit distance measures have been proposed in the past three decades. Following in the wake of Tai's result, most of these measures have been defined by using the notion of tree mapping in conjunction with the algorithms. For example, the algorithms for computing the structure-preserving [TT82, Tan93, TT88, Tan95], constrained [Zha95, Zha96], structure-respecting [Ric97], less-constrained [LST01], and bottom-up[Val01] distance measures were proposed according to the definitions using the notion of tree mapping, i.e. these measures have the corresponding tree mapping definitions. We refer to the tree mapping defining Tai distance as the Tai mapping, and we also refer to the other classes of tree mappings in the same way. In contrast, the tree mapping defining alignment distanceremains unknown in spite of its significance since this distance measure [JWZ95] was proposed in 1995.

In response to these results, Wang and Zhang revealed a hierarchy of some of tree edit distance measures based on the analysis of tree mapping [WZO1]. Nevertheless, these measures are not exactly based on a common mathematical formalization. Consequently, less or more, they tend to be subject to ambiguity, redundancy and sometimes inaccuracy in their mathematical discussion. For example, the original definition of less-constrained mapping [LST01], which had been prevailing (e.g. presented in a widely cited survey on tree edit distance [Bil05], and some other publications such as [Höc05]), is incorrect. Also, the original definition of bottom-up mapping [Val01] is not consistent with the proposed algorithm. For another example, the equivalence of notions between the structure-preserving and the constrained mappings were mentioned in [Zha96] although both notions are not exactly equivalent. Also, the equivalence between the constrained and structure-respecting mappings were mentioned in [LST01] without any mathematical proofs.

Taking this observation into account, we aim to establish a theoretical foundation that could form a common basis for the study of approximate tree matching, and introduce new facts including relationships among a variety of tree edit distance measures.

### 1.1.2 Learning in Trees

The kernel method, a method of machine learning, provides a generic framework to address a variety of applications, and is being extensively studied [STC04]. The problems to which this method can be applied include the classification problem, i.e. the problem of determining the class to which a given instance belongs. In kernel methods, in order to design a classifier for trees is necessary to design a similarity measure (i.e. tree kernel) between two trees. This task is very similar to designing an algorithm for tree edit distance. The problem of computing tree edit distance is regarded as a combinatorial optimization problem of tree patterns while the problem of computing a tree kernel is regarded as a counting problem of tree patterns.

Since Collins and Duffy first proposed a tree kernel for parse trees [CD01], a variety of tree kernels have been proposed such as kernels for parse trees in natural language processing [ZAR03, CS04, SI05, Mos06], phylogenetic trees [Ver02], Prolog proof trees [PFR06], and glycans [HYHK04, HYN ${ }^{+}$05]. In this work, we focus on general-purpose kernels for labeled trees [VS02, KK02, KSK06a].

By theoretical analysis of existing tree kernels, a significant affinity between approximate tree matching and kernel-based learning for trees has emerged. This thesis reveals a hidden and important relationship between the two fields. Based on the relationship, we develop novel tree kernels more flexible than known

## tree kernels.

From the practical point of view, we address the development of a faster tree kernel without sacrificing its learning performance. We propose two simple tree kernels, a spectrum tree kernel and its variant, a gram distribution kernel. The effectiveness of these methods are demonstrated by applying them to a problem in computational biology.

### 1.2 Organization

This thesis is divided into two parts. Part I is devoted to approximate tree matching, and divided into three chapters. Chapter 2 surveys a variety of conventional edit-based approaches to approximate tree matching with unifying mathematical formulation. Chapter 3 establishes a theoretical foundation for approximate tree matching in an algebraic way. In our formalization, we first introduce a very general mapping between trees, and call it a tree homomorphism. Starting with the notion of tree homomorphism, we tighten the tree mapping gradually to adjust it to existing edit operations. Chapter 4 reveals the relationship among existing tree edit distance measures by means of the formulation presented in the previous chapter.

Part II focuses on kernel-based machine learning for trees, and divided into four chapters. Chapter 5 surveys conventional kernel-based learning methods for trees. Chapter 6 proposes a novel tree kernel based on counting the number of tree mappings. Chapter 7 presents a simple and efficient tree kernel based on the notion of tree $q$-gram, and presents its variant. Chapter 8 shows the application of proposed tree kernels to the glycan classification problem. Finally, in Chapter 9, we conclude this thesis by discussing further issues to be addressed after the entire summary.

### 1.3 Main Results

Here, we list the main results presented in this thesis along with references to the relevant publications.

## Part I. Matching in Trees

All the results presented in this part have been published in [KSM05, KSMY05].

## Chapter 3. Theoretical Foundation of Approximate Tree Matching

- We have established a theoretical foundation of edit-based approaches to approximate tree matching, which bridges the gap between operational semantics and declarative semantics of tree edit distance.


## Chapter 4. Relationship Analysis among Tree Edit Distance Measures

- We have proved that the alignment problem [JWZ95] is essentially equivalent to a variant of the tree edit problem called the less-constrained edit problem [LST01].
- We have identified the tree mapping condition for the alignment of trees, which had previously been unknown. Tree mapping provides definitions of various tree edit distance measures in a declarative way, in contrast to the operational way of conventional definitions. To the best of our knowledge, the mapping condition for the alignment of trees has been unknown, and the alignment of trees was defined only in the operational way in [JWZ95].
- We have shown that the condition of the less constrained mapping given by Lu et al. [LST01] does not relax the condition of the constrained mapping due to Zhang [Zha96]. In fact, we show that the condition due to Lu et al. [LST01] is identical to that of the constrained mapping. We revise it and give an originally intended condition of less-constrained mapping.
- We have proved that the constrained distance [Zha96] and the structure-respecting distance [Ric97] are equivalent, but structure-preserving distance [TT88] is a superclass of these two distance measures.


## Part II. Learning in Trees

## Chapter 6. Mapping Kernels for Trees

The results in this chapter have been published in [KSK06b].

- We have presented the counting functions for the four mapping classes, i.e. Tai, alignable, semiaccordant, and accordant mappings, in recursive form. These forms enable us efficient evaluation by dynamic programming.
- We have proved that the counting functions for the accordant, semi-accordant, and Tai mappings are positive semidefinite. In contrast, for the alignable mapping, a counterexample to positive semidefiniteness has been given. Hence, the counting functions for the Tai, semi-accordant, and accordant mappings are kernel functions whereas that for the alignable mapping is not. The accordant case proves that the elastic tree kernel [KK02] is a kernel function.


## Chapter 7. Spectrum Kernels for Trees

The results in this chapter have been published in [OHKH05, $\mathrm{KHOH} 06, \mathrm{KHAK}^{+} 06, \mathrm{KHK}^{+} 06, \mathrm{KHK}^{+} 07$ ].

- We have proposed two new kernel functions (similarity measures) for trees called spectrum tree kernel and gram distribution kernel. The spectrum tree kernel can be regarded as a natural extension of the spectrum string kernel. This string kernel counts the number of shared substrings of a fixed length $q$ between two strings, while our kernels count the number of shared line-shaped connected graphs with a fixed number $q$ of nodes occurring in two trees without sacrificing its efficiency as compared with the string case.


## Chapter 8. Application to Glycan Classification

The results in this chapter have been published in $\left[\mathrm{KHAK}^{+} 06, \mathrm{KHK}^{+} 06, \mathrm{KHK}^{+} 07\right]$.

- The spectrum tree kernel and the gram distribution kernel have been applied to glycan structure analysis. Our results have shown that our kernel outperforms the layered trimer kernel of Hizukuri et al. $\left[\mathrm{HYN}^{+} 05\right]$ which is well tailored to glycan data while we do not adjust our kernel to glycanspecific properties.
- In addition, we have extracted specific features from various types of glycan data using our trained SVM. The results show that our kernel is more flexible and capable of finding a wider variety of substructures from glycan data.


### 1.4 Conventions Used in This Thesis

The following logical symbols are used for succinct descriptions.

- $\neg P \quad$ not $P$.
- $P \wedge Q \quad P$ and $Q$.
- $P \vee Q \quad P$ or $Q$.
- $P \Rightarrow Q \quad$ if $P$, then $Q$.
- $P \Leftrightarrow Q \quad P$ if and only if $Q$.
- $\exists x \quad$ there exists $x$.
- $\exists$ ! $x \quad$ there exists exactly one $x$.
- $\forall x \quad$ for all $x$.

We use the following notational conventions throughout this thesis.

- $\mathbb{N}=\{1,2,3, \ldots\}$ is the set of natural numbers.
- $\mathbb{R}$ is the set of real numbers.
- $\mathbb{R}_{0}^{+}$is the set of nonnegative real numbers.
- $\|\boldsymbol{x}\|_{1}$ is the $\ell_{1}$-norm on a vector $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of real numbers defined as $\sum_{i=1}^{n}\left|x_{i}\right|$.

Also, we use the standard asymptotic big $O$ notation such as $\mathrm{O}(\cdot), \Omega(\cdot), \Theta(\cdot)$, o $(\cdot), \omega(\cdot)$ (cf. [CLRS01, Chapter 3]).

The shaded paragraph beginning with this leaf icon designates an open problem or an incorrect assertion in prior work.

"For trees, you see, rather conceal themselves in daylight. They reveal themselves fully only after sunset. I never know a tree,"


## Chapter 2

## Approximate Tree Matching

Approximate pattern matching methods for trees have directly adopted many of the fundamental notions cultivated for strings. Hence we start with a cursory review on some of the basic notions used in approximate string matching. In particular, we concentrate on an edit-based approach, string edit distance, which is a prevailing approach as a common framework for measuring the difference or distance between two strings.

Subsequently, we introduce the basic notation for trees, and give a comprehensive survey on a variety of distance measures for trees presented in prior work. Toward a unified view of approximate tree matching, we point out confusion and inconsistency inherent in prior work.

### 2.1 Distance and Metric

Following the convention in the approximate tree matching field, we abuse the term distance, i.e. by distance we vaguely mean degree of dissimilarity, and then it does not necessarily mean metric in the mathematical sense.

Definition 2.1 (Metric) A metric on a set $X$ is a mapping $d: X \times X \rightarrow \mathbb{R}$ that satisfies the following conditions:

| 1. | $\forall x, y \in X$ | $d(x, y) \geq 0$ | (non-negativity), |
| :--- | :--- | :--- | :--- |
| 2. | $\forall x, y \in X$ | $d(x, y)=0 \Longleftrightarrow x=y$ | (equality), |
| 3. | $\forall x, y \in X$ | $d(x, y)=d(y, x)$ | (symmetry), |
| 4. $\forall x, y, z \in X$ | $d(x, z) \leq d(x, y)+d(y, z)$ | (subadditivity, or triangle inequality). |  |

The pair $(X, d)$ is referred to as a metric space.

Note that the first condition, non-negativity, is derived from the other three conditions. If the second condition (equality) is replaced with the condition

$$
2!\quad \forall x \in X \quad d(x, x)=0
$$

then the mapping is called pseudometric.

### 2.2 Approximate String Matching

First, we introduce the conventional definition of string edit distance (cf. [Gus97, Chapter 11], [NR02, Chapter 6], [CR02, Chapter 12], [Rah07]). The definition is given in an operational way, i.e. the string edit distance is defined by describing how to compute it by applying edit operations. We refer to this way of definition as the operational definition. Next, we show two viewpoints of string edit distance:

- approximate common subsequence problem, and
- approximate common supersequence problem (alignment problem).

Although these two viewpoints are a mathematically equivalent problem for strings, they lead to two mathematically distinct problems for trees in contract to strings.

In addition, we give an alternative definition by describing what the string edit distance is without using edit operations, which we refer to as the declarative definition. This type of definition plays an important role in theoretical analysis of tree edit distance.

We also review some approximation algorithms for string edit distance.

### 2.2.1 Strings

A finite nonempty set of symbols is called an alphabet, denoted by $\Sigma$. A string over $\Sigma$ is is a finite series of elements of $\Sigma$. We represent a string $x$ consisting of a series of symbols $a_{1}, a_{2}, \ldots, a_{n}$ as

$$
x=a_{1} a_{2} \cdots a_{n} \quad\left(a_{i} \in \Sigma \text { for } i \in\{1, \ldots, n\}\right) .
$$

The length of string $x$, denoted by $|x|$, is the number of symbols in $x$. For two strings $x=a_{1} \cdots a_{m}\left(a_{i} \in \Sigma\right.$ for $i \in\{1, \ldots, m\})$ and $y=b_{1} \cdots b_{n}\left(b_{j} \in \Sigma\right.$ for $\left.j \in\{1, \ldots, n\}\right)$, we define a concatenation of $x$ and $y$ as

$$
x \cdot y=a_{1} \cdots a_{m} b_{1} \cdots b_{n}
$$

The null string, denoted by $\varepsilon$, is a string with length 0 . In particular, for any string $x$,

$$
\varepsilon \cdot x=x \cdot \varepsilon=x .
$$

We define $\Sigma^{n}$ as follows

$$
\Sigma^{n}= \begin{cases}\{\varepsilon\} & \text { if } n=0 \\ \left\{x \cdot a \mid x \in \Sigma^{n-1} \wedge a \in \Sigma\right\} & \text { if } n \geq 1\end{cases}
$$

By $\Sigma^{*}$ we denote the set of all strings over $\Sigma$, i.e.

$$
\Sigma^{*}=\bigcup_{n \geq 0} \Sigma^{n}
$$

The $i$-th symbol in a string $x$ is denoted by $x[i]$. For a string $x=a_{1} \cdots a_{n}$, a substring of $x$ is a string $a_{i} \cdots a_{j}$ such that $1 \leq i \leq j \leq n$, denoted by $x[i . . j]$. Let us define $x[i . . j]=\varepsilon$ for $i>j$. A subsequence of $x$ is a string $a_{i_{1}} a_{i_{2}} \cdots a_{i_{k}}$ such that $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$.

Note that for a string $x$, all the symbols in a substring of $x$ need to be consecutive in $x$ while the symbols in a subsequence is not necessarily. For example, "test" is a subsequence of "tapestry" but not a substring, while "tape" is a subsequence and a substring.

### 2.2.2 String Edit Distance

The string edit distance probably originated from Levenshtein distance [Lev66]. The Levenshtein distance between two strings is the number of deletions, insertions, or replacements of symbols required to transform the first string into the second. Later, the string edit distance was generalized to consider the cost of edit operations according to the relevant symbols to be edited [WF74].

## Edit Operations

The string edit distance between two strings is defined as the minimum cost of elementary edit operations required to transform one string into the other.

The set of elementary edit operations on a string consists of the following three operations.
Replacement of a symbol in a string by a new symbol in $\Sigma$.
Deletion of a symbol from a string.
Insertion of a symbol in $\Sigma$ into a string.
In order to estimate the cost of edit operations, we consider the cost factor of each edit operation, which we call an edit signature denoted as follows:

- " $a \mapsto b$ " for the replacement of a symbol $a$ in the first string by a symbol $b$ in the second,
- "- $\mapsto b$ " for the insertion of a symbol $b$ in the second string into the first,
- " $a \mapsto-$ " for the deletion of a symbol $a$ from the first string,
where the symbol "-" is not in $\Sigma$, and called the gap symbol. Let us abuse notation by referring to each edit operation as its edit signature although the edit signatures do not have enough information for actual edit operations if there is no confusion. In fact, an edit signature does not tell us about the position to be edited. This implies that we focus only on the transition of symbols for estimating the cost for edit operations applied to a string, and do not consider the positions of symbols in the string. We write $x \xrightarrow{e} y$ if we obtain a string $y$ from a string $x$ by applying an edit operation $e$.

Let $d$ be a cost function of edit signatures, and we equate the two notations $d(a \mapsto b)$ and $d(a, b)$ as follows:

$$
d(a \mapsto b)=d(a, b) \quad \text { for all } a, b \in \Sigma \cup\{-\},
$$

where we assume that $d: \Sigma \cup\{-\} \times \Sigma \cup\{-\} \rightarrow \mathbb{R}$ is a metric.
Example 2.2 Consider the string "string" with the alphabet $\Sigma=\{\mathrm{a}, \mathrm{b}, \ldots, \mathrm{z}\}$.

- string $\xrightarrow{\mathrm{i} \mapsto 0}$ strong (replacement of " i " by " 0 ")
- string $\xrightarrow{\mathrm{r} \mapsto-}$ sting (deletion of " $r$ ")
- string $\xrightarrow{-\mapsto a}$ staring (insertion of "a")


## String Edit Problem

We here forbid edit operations with the edit signatures $a \mapsto b$ such that $a=b$. If a series of edit operations $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle(n \geq 1)$ transforms a string $x$ into a string $y$, there exists a series of strings $\left\langle x_{0}, \ldots, x_{n}\right\rangle$ such that $x_{0}=x, x_{n}=y$, and the $i$-th edit operation $e_{i}=\left(a_{i} \mapsto b_{i}\right)$ transforms $x_{i-1}$ into $x_{i}$ for $i \in$ $\{1, \ldots, n\}$, i.e.

$$
x=x_{0} \xrightarrow{e_{1}} x_{1} \xrightarrow{e_{2}} \cdots \xrightarrow{e_{n}} x_{n}=y
$$

If $x=y$, then we define $n=0$. The cost function $\operatorname{cost}(\cdot)$ for a series of edit operations $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle$ is derived from the total cost for the elementary edit operations as follows:

$$
\operatorname{cost}(E)=\sum_{i=1}^{n} d\left(e_{i}\right)
$$

If $n=0$, then we define $\operatorname{cost}(E)=0$. We refer to the series of edit operations $E$ as the edit script. Now let us denote the set of all possible edit scripts to transform $x$ into $y$ by $\mathcal{E}(x, y)$. Then the formal definition of string edit distance is given as follows.

Definition 2.3 (String Edit Distance) The edit distance between two strings $x$ and $y$ is defined as follows:

$$
\mathbf{D}^{\mathrm{EdrI}}(x, y)=\min _{E \in \mathcal{E}(x, y)} \operatorname{cost}(E)
$$

We refer to an edit script with the minimum cost as an optimal edit script. Note that the optimal edit script is not necessarily determined uniquely. The problem of computing the edit distance between two strings along with an optimal edit script is called the string edit problem. It is known that for any two strings $x$ and $y$, the edit distance $\mathbf{D}^{\operatorname{Edrr}}(x, y)$ is a metric if $d(a, b)$ is a metric for any $a, b \in \Sigma \cup\{-\}$.

Recall that the Levenshtein distance between two strings is the number of deletions, insertions, or replacements of symbols required to transform the first string into the second. We refer to Levenshtein distance as string edit distance with unit costs or simply unit-cost edit distance. More precicely, in this distance measure, the cost function $d:(\Sigma \cup\{-\}) \times(\Sigma \cup\{-\}) \rightarrow \mathbb{R}$ is defined as

$$
d(a, b)= \begin{cases}0 & \text { if } a=b \\ 1 & \text { if } a \neq b\end{cases}
$$

We denote by $\mathbf{D}_{1}^{\mathrm{Edrr}}(x, y)$ the unit-cost edit distance between two strings $x$ and $y$.

Example 2.4 Let $\Sigma=\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\}$. Now considering the unit-cost edit distance between two strings "ACTC" and "ACGT," we can transform the first string into the second with minimum cost 2 as follows.

- $A C T C \xrightarrow{T \mapsto G} A C G C \xrightarrow{C \mapsto T} A C G T$, or
- $\mathrm{ACTC} \xrightarrow{-\mapsto \mathrm{G}} \mathrm{ACGTC} \xrightarrow{\mathrm{C}} \mathrm{ACGT}$.

Hence the string edit distance between "ACTC" and "ACGT" is 2 .

### 2.2.3 Approximate Common Subsequence Problem

There is an alternative view in defining string edit distance. In Definition 2.3, we apply all edit operations to the first string to obtain the second. In the alternative view, we use only replacements and deletions as the elementary edit operations, and define the string edit distance between two strings as the minimum cost of edit operations to transform two strings into a common third string. In other words, this problem is to find an approximate common subsequence shared by two strings with the minimum cost of edit operations without insertions. In this case, we permit the edit operation with edit signature - $\mapsto-$. This operation changes nothing and is called an identity edit operation.

The problem of computing the edit distance between two strings along with an approximate common subsequence of the minimum cost of edit operations is called the approximate common subsequence problem. It is easy to show that the approximate common subsequence problem is equivalent to the string edit problem in the computation of string edit distance since any deletion of a symbol $a$ from the second string has its complementary operation, the insertion of $a$ into the first string with the edit signature $-\mapsto a$. Obviously, the replacement of a symbol $a$ in the first string by a symbol $b$ in the second is equivalent to the replacement of $b$ in the second by $a$ in the first.

Example 2.5 We consider the same problem as in Example 2.4. Then, for example, the following two transformations give the minimum cost 2 .


Hence the string edit distance between "ACTC" and "ACGT" is 2 .

## Longest Common Subsequence Problem

When we use only deletions as the elementary edit operations, and define the string edit distance as the minimum number of edit operations to transform given two strings into a common third string, the edit problem is said to be the longest common subsequence problem (LCS problem). In this problem, the cost function $d: \Sigma \cup\{-\} \times \Sigma \cup\{-\} \rightarrow \mathbb{R}$ is given as follows:

$$
d(a, b)= \begin{cases}0 & \text { if } a=b \\ 1 & \text { if } a \neq b \text { and }(a="-" \text { or } b="-"), \\ \infty & \text { otherwise (replacement) } .\end{cases}
$$

Note that this cost function $d$ is not a metric. Since each replacement can be replaceable by one deletion and one insertion, any cost of replacement greater than or equal to 2 leads to the same distance (if the cost of replacement is 2 , $d$ is a metric). We denote by $\mathbf{D}_{\text {Ics }}^{\mathrm{Errt}}(x, y)$ the edit distance with this cost function $d$ between two strings $x$ and $y$. The size of the longest common subsequence between two strings $x$ and $y$ is obtained by

$$
\operatorname{LCS}(x, y)=\frac{|x|+|y|-\mathbf{D}_{\mathrm{lcs}}^{\mathrm{EDTT}}(x, y)}{2} .
$$

Note that, in general, the LCS problem is formalized by maximizing an edit score so that the length of a longest common subsequence is equal to the score. Many of elegant algorithms have been proposed [Gus 97 , Section 12.5], [BHR00].

### 2.2.4 Approximate Common Supersequence Problem - Alignment

There is yet another alternative view in defining the string edit distance. First, let us define the notion of supersequence. For a string $x$, a supersequence of $x$ is a string obtained by inserting arbitrary number of symbols into $x$. For example, "tapestry" is a supersequence of "test."

In the alternative view, we use only replacements and insertions as the elementary edit operations, and define the string edit distance as the minimum cost of edit operations to transform two strings into a common third string. In other words, this problem is to find an approximate common supersequence shared by two strings with the minimum cost of edit operations without deletions. We permit the identity edit operation as in the approximate common subsequence problem.

The problem of computing the edit distance between two strings along with an approximate common supersequence of the minimum cost of edit operations is called the approximate common supersequence problem. As in the case of the approximate common subsequence problem, it is easy to show that the approximate common supersequence problem is equivalent to the string edit problem in the computation of the string edit distance since any insertion of a symbol $a$ into the second string has its complementary operation, the deletion of $a$ from the first string with the edit signature $a \mapsto-$.
Example 2.6 We consider the same problem as in Example 2.4. Then, for example, the following two transformations give the minimum cost 2 .


Hence the string edit distance between "ACTC" and "ACGT" is 2 .

## Alignment Problem

Once we obtain an approximate common supersequence, we can align two strings according to the supersequence. For example, consider the two strings "ACTC" and "ACGT," and an (approximate) common supersequence "ACGTC." We have the following alignment.

| First string | A | C |  | T | C |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Approximate common supersequence | A | C | G | T | C |
| Second string | A | C | G | T |  |

In general, the alignment of two strings is depicted, without showing an approximate common supersequence, by padding out each string with the gap symbol "-" not in $\Sigma$ to align each symbol at the same column.

| First string | A | C | - | T | C |
| ---: | :---: | :---: | :---: | :---: | :---: |
| Second string | A | C | G | T | - |

We refer to an alignment corresponding to the edit distance as an optimal alignment. Note that an optimal alignment is not necessarily unique. More formally, we can state the definition of the alignment of strings as follows.

Definition 2.7 (Alignment of Strings) An alignment of two strings $x$ and $y$ is obtained by the following two steps:

1. Insert gap symbols "-" into $x$ and $y$ so that the following two conditions are satisfied:
(i) two resulting strings $x^{\prime}$ and $y^{\prime}$ have the same length of $n$, i.e. $\left|x^{\prime}\right|=\left|y^{\prime}\right|=n$.
(ii) $x^{\prime}[i]=y^{\prime}[i]=$ "-" does not hold for any $i \in\{1, \ldots, n\}$.
2. Collect the pairs of symbols at the same columns in order, i.e.

$$
A=\left\langle\left(x^{\prime}[1], y^{\prime}[1]\right),\left(x^{\prime}[2], y^{\prime}[2]\right), \ldots,\left(x^{\prime}[n], y^{\prime}[n]\right)\right\rangle .
$$

The cost of an alignment $A$ is defined as the sum of the costs of all pairs of aligned symbols :

$$
\operatorname{cost}(A)=\sum_{i=1}^{n} d(A[i])=\sum_{i=1}^{n} d\left(x^{\prime}[i], y^{\prime}[i]\right)
$$

```
Algorithm 2.1 String edit distance and traceback
    procedure EditDistance \((x, y)\)
        Input: \(x=a_{1} \cdots a_{m}\)
            \(y=b_{1} \cdots b_{n}\)
    \(\mathrm{D}[0,0] \leftarrow 0\)
    for \(i \leftarrow 1\) to \(m\) do
        \(\mathrm{D}[i, 0] \leftarrow \mathrm{D}[i-1,0]+d\left(a_{i},-\right)\)
    for \(j \leftarrow 1\) to \(n\) do
        \(\mathrm{D}[0, j] \leftarrow \mathrm{D}[0, j-1]+d\left(-, b_{j}\right)\)
    for \(i \leftarrow 1\) to \(m\) do
        for \(j \leftarrow 1\) to \(n\) do
            \(\mathrm{D}[i, j] \leftarrow\)
                \(\min \left\{\begin{array}{l}\mathrm{D}[i-1, j-1]+d\left(a_{i}, b_{j}\right) \\ \mathrm{D}[i-1, j]+d\left(a_{i},-\right) \\ \mathrm{D}[i, j-1]+d\left(-, b_{j}\right)\end{array}\right.\)
    return \(\mathrm{D}[m, n]\)
    end
procedure \(\left.\operatorname{Traceback}^{(\mathrm{D}}[0 . . m, 0 . . n]\right)\)
    Input: resulting array \(\mathrm{D}[0 . . m, 0 . . n]\) of
                EditDistance \((x, y)\)
    \(i \leftarrow m ; j \leftarrow n\)
    \(x^{\prime} \leftarrow \varepsilon ; y^{\prime} \leftarrow \varepsilon\)
    until \(i=0\) and \(j=0\) do
        if \(\mathrm{D}[i, j]=\mathrm{D}[i-1, j-1]+d\left(a_{i}, b_{j}\right)\) then
            \(x^{\prime} \leftarrow a_{i} \cdot x^{\prime} ; \quad y^{\prime} \leftarrow b_{j} \cdot y^{\prime}\)
            \(i \leftarrow i-1 ; \quad j \leftarrow j-1\)
        else if \(\mathrm{D}[i, j]=\mathrm{D}[i-1, j]+d\left(a_{i},-\right)\) then
            \(x^{\prime} \leftarrow a_{i} \cdot x^{\prime} ; \quad y^{\prime} \leftarrow "-" \cdot y^{\prime}\)
            \(i \leftarrow i-1\)
    else if \(\mathrm{D}[i, j]=\mathrm{D}[i, j-1]+d\left(-, b_{j}\right)\) then
        \(x^{\prime} \leftarrow "-" \cdot x^{\prime} ; y^{\prime} \leftarrow b_{j} \cdot y^{\prime}\)
        \(j \leftarrow j-1\)
    end until
    return \(\left(x^{\prime}, y^{\prime}\right) \quad / *\) aligned strings */
end
```

where $d:(\Sigma \cup\{-\} \times \Sigma \cup\{-\}) \backslash\{(-,-)\} \rightarrow \mathbb{R}$, and by abuse of notation we set $d((a, b))=d(a, b)$. An optimal alignment is an alignment that minimizes the cost over all possible alignments. An alignment distance is the cost of an optimal alignment. We denote the set of all possible alignments between $x$ and $y$ by $\mathcal{A}(x, y)$. Then, the alignment distance between two strings $x$ and $y$ is given as follows.

$$
\mathbf{D}^{\mathrm{ALN}}(x, y)=\min _{A \in \mathcal{A}(x, y)} \operatorname{cost}(A) .
$$

Since each column in an alignment corresponds to a unique edit signature, edit distance is equivalent to alignment distance for strings.

### 2.2.5 Operational Definition

All these views so far lead to the following recurrences for computing string edit distance.

$$
\begin{aligned}
& \mathrm{D}(\varepsilon, \varepsilon)=0 \\
& \mathrm{D}(a \cdot x, \varepsilon)=\mathrm{D}(x, \varepsilon)+d(a,-), \\
& \mathrm{D}(\varepsilon, b \cdot y)=\mathrm{D}(\varepsilon, y)+d(-, b), \\
& \mathrm{D}(a \cdot, b \cdot y)=\min \begin{cases}\mathrm{D}(x, & y) \\
\mathrm{D}(a \cdot x, & y) \\
\mathrm{D}(x, b \cdot y) & + \\
\mathrm{D}(a, b) & d(-, b)\end{cases} \\
& \hline
\end{aligned}
$$

where $a$ and $b$ are symbols from $\Sigma$, and $\mathrm{D}(x, y)$ denotes the edit distance between two string $x$ and $y$. We refer to the definition or algorithm describing how to compute string edit distance as the operational definition of it.

Needleman and Wunsch proposed an algorithm [NW70] (known as Needleman-Wunsch algorithm) for computing an optimal alignment by dynamic programming in the field of computational biology, while Wagner and Fischer introduced an algorithm for computing string edit distance [WF74]. Both algorithms have basically the same structure although Needleman-Wunsch algorithm computes an optimal alignment of two strings with maximum similarity score, i.e. the score is not necessarily a metric. Based on these two algorithms, in Algorithm 2.1, we show two algorithms for computing string edit distance (EditDistance) and an optimal alignment corresponding to the distance (Traceback). The algorithm EditDistance computes the edit distance between two strings $x=a_{1} a_{2} \cdots a_{m}$ and $y=b_{1} b_{2} \cdots b_{n}$, and Traceback computes two aligned strings according to the result of EditDistance. This procedure is called traceback. EditDistance runs in $\Theta(m n)$ time, and Traceback runs in $\Theta(m+n)$ time.

In this algorithm, the edit distance problem for two strings is reduced to the shortest path problem in a kind of lattice graph called an edit graph. The edit graph is constructed according to the following definition.

Definition 2.8 (Edit Graph for Two Strings) Let $x=a_{1} a_{2} \cdots a_{m}$ and $y=b_{1} b_{2} \cdots b_{n}$ be strings. The edit graph of $x$ and $y$ is an edge weighted graph $G(x, y)=(V, E)$ such that

- the set of vertices $V$ is $\left\{v_{(i, j)} \mid(i, j) \in\{0, \ldots, m\} \times\{0, \ldots, n\}\right\}$,
- the set of edges $E$ consists of the following edges:
- $\left(v_{(i-1, j-1)}, v_{(i, j)}\right) \in E$ with the weight $d\left(a_{i}, b_{j}\right)$ for $(i, j) \in\{1, \ldots, m\} \times\{1, \ldots, n\}$,
- $\left(v_{(i-1, j)}, \quad v_{(i, j)}\right) \in E$ with the weight $d\left(a_{i},-\right)$ for $(i, j) \in\{1, \ldots, m\} \times\{0, \ldots, n\}$,
- $\left(v_{(i, j-1)}, \quad v_{(i, j)}\right) \in E$ with the weight $d\left(-, b_{j}\right)$ for $(i, j) \in\{0, \ldots, m\} \times\{1, \ldots, n\}$.

Given two strings $x$ and $y$, each node of edit graph for $x$ and $y$ is represented as $\mathrm{D}[i, j]$, which stores the edit distance between two strings $x[1 . . i]$ and $y[1 . . j]$ for $(i, j) \in\{0, \ldots,|x|\} \times\{0, \ldots,|y|\}$.

Example 2.9 Figure 2.1 shows the edit graph for two strings "ACTC" and "ACGT" after computing EditDistance (Figure 2.1(a)) and Traceback (Figure 2.1(b)), where all the edit costs are assumed to be 1 (unit cost), i.e.

$$
d(a, b)= \begin{cases}0 & \text { if } a=b \\ 1 & \text { otherwise }\end{cases}
$$

for any $(a, b) \in(\Sigma \cup\{-\} \times \Sigma \cup\{-\}) \backslash\{(-,-)\}$. In Figure 2.1(a), the distance (minimum weight) from top left to bottom right in the edit graph is computed, and it turns out to be 2 as given at the bottom right node. Figure 2.1(b) shows two possible optimal alignments (or edit scripts). Since, by the procedure Traceback, replacements are preferred to deletions and insertions, the former alignment is obtained by this procedure.

$$
\begin{array}{rcccccccccc}
\text { First string } & \text { A } & \text { C } & \text { T } & \text { C } & & \text { or } & A & C & - & T \\
C \\
\text { Second string } & A & C & G & T & \text { A } & \text { C } & \text { G } & T & -
\end{array}
$$


(a) Edit graph obtained after computing EditDistance(ACTC, ACGT)

(b) Two shortest paths in the edit graph

Figure 2.1. Dynamic programming algorithm for string edit distance

## Improvements of Dynamic Programming Based Algorithms

Algorithms for string edit distance based on dynamic programming basically run in quadratic time, i.e. for two strings of size $n$ in $\Theta\left(n^{2}\right)$ time, and it is computationally expensive for long strings. To improve the computational complexity, many attempts have been made, and some sub-quadratic time algorithms have been proposed based on the Four-Russians technique [MP80], bit-parallelism [Mye99], LZ78 compression [CLZU02], and so forth.

A fixed-parameter algorithm is also proposed (cf. [Gus97, Section 12.2]) by fixing an upper bound $k$ of the number of applying edit operations. This algorithm runs in $\mathrm{O}(\mathrm{kn})$ time. Bodlaender et al. [BDFW95] investigated the parameterized complexity of the LCS problem for multiple strings.

### 2.2.6 Declarative Definition

Here we consider an alternative definition of string edit distance by using the notion of trace [WF74]. A trace is an order-preserving mapping between two strings.

Definition 2.10 (Trace [WF74]) For two strings $x=a_{1} \cdots a_{m}$ and $y=b_{1} \cdots b_{n}$, a trace of $x$ and $y$ is $M \subseteq\{1, \ldots, m\} \times\{1, \ldots, n\}$ satisfying the following conditions.

1. $\forall(i, j),\left(i^{\prime}, j^{\prime}\right) \in M\left[i=i^{\prime} \Longleftrightarrow j=j^{\prime}\right]$,
2. $\forall(i, j),\left(i^{\prime}, j^{\prime}\right) \in M\left[i<i^{\prime} \Longleftrightarrow j<j^{\prime}\right]$.

Note that these two conditions are integrated into one condition: $\forall(i, j),\left(i^{\prime}, j^{\prime}\right) \in M\left[i \leq j \Longleftrightarrow i^{\prime} \leq j^{\prime}\right]$. For two strings $x=a_{1} \cdots a_{m}$ and $y=b_{1} \cdots b_{n}$, we denote

$$
\begin{aligned}
M_{D} & =\{1, \ldots, m\} \backslash\{i \in\{1, \ldots, m\} \mid \exists j(i, j) \in M\}, \\
M_{I} & =\{1, \ldots, n\} \backslash\{j \in\{1, \ldots, n\} \mid \exists i(i, j) \in M\} .
\end{aligned}
$$

We define the cost of trace between two strings $x$ and $y$ as follows:

$$
\operatorname{cost}(M)=\sum_{(i, j) \in M} d\left(a_{i}, b_{j}\right)+\sum_{i \in M_{D}} d\left(a_{i},-\right)+\sum_{j \in M_{I}} d\left(-, b_{j}\right) .
$$

Intuitively, the elements of $M_{D}$ indicate the indices of symbols to be deleted from $x$, and the elements of $M_{I}$ indicate the indices of symbols to be deleted from $y$ (or to be inserted into $x$ ).

Let us denote the set of all possible traces between $x$ and $y$ by $\mathcal{M}(x, y)$. Wagner and Fisher showed that the string edit problem is reduced into the optimization problem of traces.

Theorem 2.11 (Theorem 1 in [WF74]) For two string $x$ and $y$,

$$
\mathbf{D}^{\mathrm{EdrI}}(x, y)=\min _{E \in \mathcal{E}(x, y)} \operatorname{cost}(E)=\min _{M \in \mathcal{M}(x, y)} \operatorname{cost}(M) .
$$

We refer to the definition describing what string edit distance is by using the notion of trace as the declarative definition of it.

Example 2.12 A trace of "ACTC" and "ACGT" is shown in Figure 2.2(a), while Figure 2.2(b) is not a trace since it violates the condition of trace in Definition 2.10.


Figure 2.2. Example of a trace

Since both the edit and alignment problems can be reduced into the same combinatorial optimization problem of traces in Theorem 2.11, these two problems are computationally equivalent, i.e. for any two strings $x$ and $y$, the following holds:

$$
\mathbf{D}^{\mathrm{EdTI}}(x, y)=\mathbf{D}^{\mathrm{ALN}}(x, y)
$$

By using the notion of trace, Kececioglu et al. formalized the alignment problem for more than two strings (multiple alignment) as a combinatorial optimization problem with integer linear programming [ $\left.\mathrm{KLM}^{+} 00\right]$.

In Table 2.1, we summarize three operational definitions of string edit distance. In this table, all the edit operations are applied only to source strings to transform them to a target string. All these definitions can be reduced into a declarative definition by trace.

Table 2.1. Three views of string edit distance

| Problem | Source(s) | Target | Operations |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Del | Ins | REP |
| Edit | $x$ | $y$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Approximate common subsequence | $x, y$ | $z$ | $\checkmark$ |  | $\checkmark$ |
| Approximate common supersequence |  |  |  |  |  |
| (Alignment) | $x, y$ | $z$ |  | $\checkmark$ | $\checkmark$ |
| $x, y$ : two input strings, $z$ : a common string obtained by editing $x$ and $y$ <br> Del, Ins, and Res stand for deletion, insertion, and replacement operations respectively. |  |  |  |  |  |

### 2.2.7 Approximation of String Edit Distance

If we want a set of strings similar to a given string pattern among a large data set of strings, it is required to speed up the computation of string edit distance even by sacrificing the accuracy of the computation.

In addition, the metric space of string edit distance is not tractable. Actually, for a set of strings $X$, the metric space is represented as a set of pairwise distances between strings in $X$ with an $n \times n$ table. Then, it is difficult to see a comprehensive structure of these strings in the metric space. If this metric space can be embedded into a more familiar and tractable metric space such as Euclidean space while preserving the distances between each pair of strings, it may gain the understanding of the whole structure of given data.

Driven by these motivations, a variety of filtering (cf. [NBYST01]) and embedding (cf. [Cor03]) methods have been proposed.

## Filtering by a Lower Bound

Ukkonen introduced a distance measure between two strings called $q$-gram distance [Ukk92], which gives a lower bound for string edit distance (this is also known as a non-expanding embedding). The basic idea of $q$-gram distance is simple: the more the different substrings occur between two strings, the more distant these are. A string (text) analysis based on $q$-gram dates from Shannon's paper [Sha48]. A $q$-gram (or $n$ - gram $^{\dagger}$ ) is a string in $\Sigma^{q}$ for $q \in \mathbb{N}$.

For two strings $x, w \in \Sigma^{*}$, if there exist $y, z \in \Sigma^{*}$ such that $x=y \cdot w \cdot z$, then $x$ has an occurrence of $w$. Let $\# x[w]$ denote the total number of occurrences of $w$ in $x$, i.e.

$$
\# x[w]=\left|\left\{y \mid x=y \cdot w \cdot z \wedge y, z \in \Sigma^{*}\right\}\right|
$$

The $q$-gram profile of a string $x$ is the vector $G_{q}(x)=(\# x[w])_{w \in \Sigma^{q}}$, indexed by all $q$-grams $w$ and arranged in lexicographic order of $q$-grams.

Definition 2.13 ( $q$-Gram Distance) For two strings $x$ and $y$ in $\Sigma^{*}$, and $q \in \mathbb{N}$, the $q$-gram distance between $x$ and $y$ is defined by

$$
\mathbf{D}_{q}^{\operatorname{GRaM}}(x, y)=\left\|G_{q}(x)-G_{q}(y)\right\|_{1}=\sum_{w \in \Sigma^{q}}|\# x[w]-\# y[w]| .
$$

[^0]Example 2.14 For $\Sigma=\{\mathrm{a}, \mathrm{b}\}$, consider two strings $x=$ abaaa and $y=$ bbaaaa in $\Sigma^{*}$. The 2-gram profiles are $G(x)_{2}=(2,1,1,0)$ and $G(y)_{2}=(3,0,1,1)$.

| $w$ | aa | ab | ba | bb |
| :---: | :---: | :---: | :---: | :---: |
| $\# x[w]$ | 2 | 1 | 1 | 0 |
| $\# y[w]$ | 3 | 0 | 1 | 1 |

Therefore, the 2-gram distance between $x$ and $y$ is $\mathbf{D}_{2}^{\text {Gram }}(x, y)=3$.
Note that $q$-gram distance is not a metric but a pseudometric.
Example 2.15 For $\Sigma=\{\mathrm{a}, \mathrm{b}\}$, consider two strings $x=$ abaa and $y=$ baab in $\Sigma^{*}$. The 2-gram profiles of $x$ and $y$ are the same: $G(x)_{2}=G(y)_{2}=(1,1,1,0)$. Then the 2 -gram distance between $x$ and $y$ is $\mathbf{D}_{2}^{\text {Gram }}(x, y)=0$ in spite of $x \neq y$.

Theorem 2.16 (from Theorem 5.1 in [Ukk92]) For two strings $x$ and $y$, and a natural number $q \in \mathbb{N}$, the following holds.

$$
\frac{\mathbf{D}_{q}^{\mathrm{GRaM}}(x, y)}{2 q} \leq \mathbf{D}_{1}^{\mathrm{EDIT}}(x, y)
$$

The $q$-gram distance $\mathbf{D}_{q}^{\text {Gram }}(x, y)$ can be evaluated in time $\mathrm{O}(|x|+|y|)$ and in space $\mathrm{O}\left(|\Sigma|^{q}+|x|+|y|\right)$ [Ukk92]. By Theorem 2.16, we can compute a lower bound of unit-cost edit distance much faster than the edit distance itself, and this property is applied to efficient filtering for string search based on unit-cost edit distance.

For a set of strings $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}\left(x_{i} \in \Sigma^{*}\right.$ for $\left.i \in\{1, \ldots, n\}\right)$, and a string pattern $p \in \Sigma^{*}$, let us denote all the strings in $X$ within unit-cost edit distance $k$ from $p$ by

$$
X_{\mathrm{EdrT}}^{\leq k}(p)=\left\{x \in X \mid(\exists x \in X) \mathbf{D}_{1}^{\mathrm{Edrt}}(p, x) \leq k\right\},
$$

and all the strings in $X$ within $q$-gram distance $k$ from $p$ by

$$
X_{\text {GRAM }}^{\leq k}(p)=\left\{x \in X \mid(\exists x \in X) \mathbf{D}_{q}^{\text {Gram }}(p, x) \leq k\right\} .
$$

When we want the set $X_{\text {Edit }}^{\leq k}(p)$, we can narrow this set by first computing $X_{\text {GRAM }}^{\leq 2 q k}(p)$, since by Theorem 2.16 the following holds.

$$
X_{\text {Eоrт }}^{\leq k}(p) \subseteq X_{\text {GRAM }}^{\leq 2 q k}(p) .
$$

Following $q$-gram based filtering, many filtering methods have been proposed such as the waveletbased method by Kahveci and Singh [KS01], the spaced seed method by Ma et al. [MTL02] and the gapped $q$-gram method by Burkhardt and Kärkkäinen [BK03].

## String Edit Distance Embeddings

Attempts to embed a set of pairwise distances into a more tractable metric space such as a low-dimensional Euclidean space have a long history. For example, Metric multi-dimensional scaling (MMDS) (cf. [KWU06]) is a well-known method mainly for visualization. Most of algorithms for MDS have been developed based on heuristics without theoretical quality assurance of embeddings.

Recently, theoretical studies of embeddings have revealed some remarkable facts. Now let us denote by $\ell_{1}$ normed spaces (with arbitrary dimension). If there exists a mapping $\phi: \Sigma^{n} \rightarrow \ell_{1}$ such that for any two string $x$ and $y$,

$$
\mathbf{D}_{1}^{\mathrm{Edrt}}(x, y) \leq\|\phi(x)-\phi(y)\|_{1} \leq \delta \cdot \mathbf{D}_{1}^{\mathrm{Edrt}}(x, y)
$$

then we say that the metric space of unit-cost edit distance can be embeddable into $\ell_{1}$ spaces with $\delta$ distortion $(\delta \geq 1)$. Many attempts have been made for achieving a lower distortion $\delta$. For strings over $\{0,1\}^{n}$, Krauthgamer and Rabani [KR06] showed a lower bound of distortion $\Omega(\log n)$, and Ostrovsky and Rabani [OR05] showed an upper bound of distortion $2^{\mathrm{O}(\sqrt{\log n \log \log n}) \dagger}$ with a probabilistic polynomial time algorithm. The dimensionality of embedded spaces due to Ostrovsky and Rabani [OR05] is, however, at least quadratic in $n$. Thus, it is difficult to develop efficient algorithms straightforward from the embedding. (Note that these results on strings over $\{0,1\}^{n}$ is extendable to larger alphabets.)

[^1]From a pragmatic point of view, it is very important to develop an efficient embedding algorithm with the best possible distortion (cf. [Bad06]). By using a dimensionality-reduction technique, Batu et al. addressed this problem, and proposed an efficient algorithm that approximates unit-cost edit distance within a factor of nearly $\delta \approx n^{1 / 3}$ in almost linear time [BES06].

Cormode and Muthukrishnan addressed the approximation problem of string edit distance with an additional edit operations - substring move (or block move) operations. Shapira and Storer [SS02] showed that the string edit problem with substring move operations is NP-complete by reducing the BIN-PACKING problem into this edit problem. Interestingly, in approximation of string edit distance, the addition of move operations makes the problem easier as opposed to exact computation. This contrast is attributed to the fact that approximation algorithms do not constructively compute edit scripts or traces. Cormode and Muthukrishnan proposed an efficient algorithm that approximates unit-cost edit distance with substring move operations within a factor of $\delta=\mathrm{O}\left(\log \log ^{*} n\right)^{\dagger}$ in almost linear time [CM07, CM02, Cor03].

### 2.3 Basic Notation for Trees

Trees we consider in this thesis are mainly labeled rooted trees, in which each node is labeled from a finite alphabet. An ordered tree is a tree in which the left-to-right order among siblings is given. An unordered tree is a tree with no order among siblings. In order to formulate these trees, we employ a subclass of partially ordered set theory (or lattice theory) and its algebraic system rather than graph theory since approximate pattern matching between two trees is considered as an order-preserving mapping between two ordered sets.

### 2.3.1 Rooted Trees

We define a tree as a subclass of a partially ordered set. A partially ordered set (or a poset for short) is a set $V$ with a binary relation $\leq$ (called a partial order), denoted by $(V, \leq)$, that satisfies the following:

```
1. \(\forall x \in V \quad(x \leq x) \quad\) (reflectivity),
2. \(\forall x, y \in V \quad(x \leq y \wedge y \leq x \quad \Longrightarrow \quad x=y) \quad\) (antisymmetry),
3. \(\forall x, y, z \in V \quad(x \leq y \wedge y \leq z \Longrightarrow x \leq z) \quad\) (transitivity).
```

If the set $V$ in a poset $(V, \leq)$ is finite, we say the poset is finite. Two elements $x, y \in V$ do not always satisfy either $x \leq y$ or $y \leq x$. Thus, if $x, y \in V$ satisfy either $x \leq y$ or $y \leq x$, two elements $x$ and $y$ are said to be comparable. In contrast, if $x$ and $y$ is not comparable, $x$ and $y$ are said to be incomparable. We write $x<y$ if $x \leq y$ and $x \neq y$. Also, we often write $y \geq x$ and $y>x$ for $x \leq y$ and $x<y$ respectively.

Let $(V, \leq)$ be a poset, and $U$ be a nonempty subset of $V$. A node $x \in U$ is minimal in $U$ if, for all $y \in U$ such that $y \leq x$, it holds that $x=y$. The node $x$ is called minimum if $x$ is a unique minimal nodes. If any two elements of $V$ are comparable, then we refer to $(V, \leq)$ as a chain or a totally ordered set, and to $\leq$ as a linear order or a total order.

Definition 2.17 (Rooted Trees) A rooted tree $T$ is a non-empty finite poset $(V, \leq)$ that satisfies the following:

1. There exists a unique element $r \in V$ such that $x \leq r$ for all $x \in V$,
2. For all $x, y, z \in V$, if $x \leq y$ and $x \leq z$, then $y$ and $z$ are comparable.

The elements of $V$ are called nodes (or vertices) of $T$, and the node $r$ is called the root of $T$ and denoted by $\operatorname{root}(T)$.

We refer to the binary relation $\leq$ as the hierarchical order, where, for two nodes $x \leq y$, we say that $x$ is an ancestor of $y$, and $y$ is a descendent of $x$. Also, for two nodes $x<y$, we say that $x$ is a proper ancestor of $y$, and $y$ is a proper descendent of $x$.

For a tree $T$, and a node $x \in T$, by $(\uparrow x)_{T}$ (resp. $\left.(\uparrow x)_{T}\right)$ we denote the set of all ancestors (resp. proper ancestors) of $x$ in $T$, i.e.

$$
(\uparrow x)_{T}=\{y \in T \mid x \leq y\}, \quad(\upharpoonright x)_{T}=\{y \in T \mid x<y\}
$$

[^2]Note that for any $x \in T$, the sets $(\uparrow x)_{T}$ and $(\uparrow x)_{T}$ form chains, and Definition 2.17.2 can be replaced with the following equivalent condition:

## 2!. The set $(\uparrow x)_{T}$ is a chain for every $x \in V$.

For a tree $T$, by $V(T)$, we denote the set of all nodes in $T$, and by $\leq_{T}$ the hierarchical order $\leq$ of $T$ for clarity. We also write $x \in T$ instead of $x \in V(T)$ for short.

The parent of a non-root node $x$, denoted by $\operatorname{par}(x)$, is the minimum node $y$ in the set $\{z \in V \mid z>$ $x\}$, and conversely, the node $x$ is called a child of $\operatorname{par}(x)$. The set of all children of a node $x$ is denoted by $\operatorname{ch}(x)$, i.e. $\operatorname{ch}(x)=\{y \in V \backslash\{\operatorname{root}(T)\} \mid \operatorname{par}(y)=x\}$. For any two distinct children of a node, one node is said to be a sibling of the other. A node with no children is called a leaf. The set of all leaves in a tree $T$ is denoted by leaves $(T)$. The depth of a node $x$ is, denoted by $\operatorname{dep}(x)$, the number of proper ancestors of $x$, i.e. $\operatorname{dep}(x)=|\{y \mid x<y\}|$. The depth of any root node is 0 . By $\operatorname{dep}(T)$ we denote the maximum depth of $T$, i.e. $\operatorname{dep}(T)=\max \{\operatorname{dep}(x) \mid x \in T\}$, and call it the depth or height of $T$. The size of a tree $T$ is the number of nodes in $T$, denoted by $|T|$. For a node $x$, the size of $\operatorname{ch}(x)$ is denoted by $\operatorname{deg}(x)$, and referred to as the degree of $x$. The maximum number of children for all nodes in a tree $T$ is denoted by $\operatorname{deg}(T)$, i.e. $\operatorname{deg}(T)=\max \{\operatorname{deg}(x) \mid x \in T\}$, and referred to as the degree of $T$.

Note that a rooted tree $T$ pursuant to Definition 2.17 is naturally regarded as a directed graph. In fact, by defining the set of nodes as $V(T)$ and the set of directed edges as $E(T)=\{(x, \operatorname{par}(x)) \mid x \in$ $V(T) \backslash\{\operatorname{root}(T)\}\},(V(T), E(T))$, we have a directed graph $G=(E(T), V(T))$.

A tree may be equipped with another order in addition to the hierarchical order. This additional order is called the sibling order, denoted by $\preceq$, and defines the left-to-right relation between nodes.

Definition 2.18 (Rooted Ordered Trees) A rooted ordered tree $T$ is a triplet $(V, \leq, \preceq)$ such that the pair $(V, \leq)$ is a rooted tree, and the pair $(V, \preceq)$ is a non-empty finite poset that satisfies the following:

1. For any $x, y \in V$, two nodes $x$ and $y$ are comparable with respect to the sibling order if and only if $x$ and $y$ are equivalent, or incomparable with respect to the hierarchical order.
2. For any distinct nodes $x, y, x^{\prime}, y^{\prime} \in V$, if $x \leq x^{\prime}, y \leq y^{\prime}$ and $x^{\prime} \preceq y^{\prime}$, then $x \preceq y$.

We define the notation $\prec, \succ$, and $\succeq$ for the sibling order in the same way as the hierarchical order. For two nodes $x \prec y$, we say that $x$ is to the left of $y$, and $y$ is to the right of $x$. Also we denote by $\preceq_{T}$ the sibling order in a tree $T$.

We refer to the rooted trees without the sibling order as the unordered trees, and to the rooted ordered trees as the ordered trees for short. Also, we use the term trees simply to refer to both the ordered and unordered trees if there is no confusion. For example, if we say "This property holds for a tree," we mean that the property holds no matter whether the relevant tree is ordered or unordered. By $\mathscr{T}, \mathscr{T}_{\mathrm{U}}$, and $\mathscr{T}_{\mathrm{O}}$, we denote the set of all trees, unordered trees, and ordered trees with finite nodes respectively.

We define a forest by omitting the condition 1 in Definition 2.17 . As in the case of trees, we define ordered forests and unordered forests, and use the term forests to refer to both ordered and unordered forests.

Definition 2.19 (Forests) An unordered forest $F$ is a finite poset $(V, \leq)$ that satisfies the following:

1. For all $x, y, z \in V$, if $x \leq y$ and $x \leq z$, then $y$ and $z$ are comparable.

An ordered forest $F$ is a triplet $(V, \leq, \preceq)$ such that the pair $(V, \leq)$ is an unordered forest, and the pair $(V, \preceq)$ is a poset that satisfies the following:
2. For any $x, y \in V$, two nodes $x$ and $y$ are comparable with respect to the sibling order if and only if $x$ and $y$ are equivalent, or incomparable with respect to the hierarchical order.
3. For any distinct nodes $x, y, x^{\prime}, y^{\prime} \in V$, if $x \leq x^{\prime}, y \leq y^{\prime}$ and $x^{\prime} \preceq y^{\prime}$, then $x \preceq y$.

As in the case of trees, for a forest $F=(V, \leq)$, we denote by $V(F)$ the set of nodes $V$, and by $\leq_{F}$ the hierarchical order $\leq$, and by $\preceq_{F}$ the sibling order for clarity. We also write $x \in F$ instead of $x \in V(F)$ for short. The size of a forest $F$ is the number of nodes in $F$, denoted by $|F|$. By $\mathscr{F}, \mathscr{F}_{\mathrm{U}}$, and $\mathscr{F}_{\mathrm{O}}$, we denote the set of all forests, unordered forests, and ordered forests with finite nodes respectively.

Definition 2.20 (Forest Induced by a Set of Nodes) Let $T$ be a tree, and $U$ be a subset of $V(T)$. A forest of $T$ induced by a set of nodes $U$ is a forest $T[U]=(U, \leq)$ (or ( $U, \leq, \preceq$ ) for ordered trees) defined as follows:

1. $V(T[U])=U$,
2. $\forall x, y \in U\left[x \leq_{T[U]} y \Longleftrightarrow x \leq_{T} y\right]$,
3. $\forall x, y \in U\left[x \preceq_{T[U]} y \Longleftrightarrow x \preceq_{T} y\right]$ (only for ordered trees).

By $F(v)$ we denote the forest of $T$ induced by $V(T(v)) \backslash\{v\}$.
Example 2.21 Figure 2.3 depicts a tree $T$, and a forest of $T$ induced by $U$, i.e. $T[U$ ], where

$$
U=\left\{t_{2}, t_{3}, t_{5}, t_{7}, t_{8}, t_{10}, t_{12}, t_{13}, t_{15}\right\} .
$$



Figure 2.3. A tree $T$ and a forest of $T$ induced by $U$

Normally, trees and forests are denoted with upper-case letters and nodes with lower-case letters. Preferably, we use for trees letters $R, S, T$; for forests the letter $F$. Optionally, subscripts and primes are used.

A forest $F^{\prime}$ is called a subforest of a forest $F$ if $V\left(F^{\prime}\right)$ is a subset of $V(F)$, and the hierarchical order (and the sibling order for an ordered tree) of $F^{\prime}$ are inherited from $F$.

Definition 2.22 (Complete Subtree) Let $T$ be a tree. A complete subtree of $T$ rooted at $v \in T$ is a tree $S$ defined by

1. $V(S)=\left\{x \in T \mid x \leq_{T} v\right\}$,
2. $\forall x, y \in S\left[x \leq_{S} y \Longleftrightarrow x \leq_{T} y\right]$,
3. $\forall x, y \in S\left[x \preceq_{S} y \Longleftrightarrow x \preceq_{T} y\right]$ (only for ordered trees).

By $T(v)$ we denote the complete subtree of $T$ rooted at $v \in T$. In the same manner, we define a complete subtree of a forest $F$ rooted at $v \in F$.

A forest $F^{\prime}$ is called a complete subforest of a forest $F$ if $F^{\prime}$ consists of complete subtrees in $F$.
Remark 2.1 The term subtree is used in several meanings. In this definition, by $T(v)$ we denote the complete subtree rooted at $v \in T$. On the other hand, for any subset of nodes $U \in V(T)$ such that $T[U]$ forms a tree, if every edge in $T[U]$ is also an edge in $T$, then the tree $T[U]$ is referred to as the subtree of $T$, otherwise, a subtree pattern of $T$.

Definition 2.23 (Labeled Trees and Labeled Forests) Let $\Sigma$ be a nonempty finite set of symbols, called alphabet, and let $l: V \rightarrow \Sigma$ be a labeling function from a set of nodes $V$ to an alphabet $\Sigma$. If all the nodes in a tree or a forest are labeled by a labeling function $l$, we say that the tree or the forest is labeled.


Figure 2.4. The composite of two forests $F_{1}$ and $F_{2}$


Figure 2.5. Tree $T=v(F)$

We use sans-serif typeface for labels, e.g. $\Sigma=\{a, b, c, d, \ldots\}$.
We introduce the notion of the least common ancestor (also known as the lowest or nearest common ancestor) of a set of nodes. This notion plays a significant role in comparing structures of two trees.

Definition 2.24 (Least Common Ancestor) For a tree $T$ and a set of nodes $U \subseteq V(T)$, a common ancestor of $U$ is a node $x \in T$ such that $y \leq x$ for all $y \in U$. The least common ancestor of $U$ is the common ancestor $x$ of $U$ such that $x \leq y$ holds for any common ancestor $y$ of $U$, and denoted by lca( $U$ ).

For a tree $T$, when the set of nodes $U \subseteq V(T)$ includes just two nodes $x$ and $y$, we have a function -: $V \times V \rightarrow V$ defined by

$$
x \smile y=\operatorname{lca}(\{x, y\}) .
$$

Example 2.25 For the tree $T$ in Figure 2.3, we can observe the following.

$$
\begin{array}{lll}
\operatorname{lca}\left(\left\{t_{3}, t_{4}, t_{6}\right\}\right)=t_{2}, & \operatorname{lca}\left(\left\{t_{3}, t_{6}, t_{9}\right\}\right)=t_{1}, & \operatorname{lca}\left(\left\{t_{3}\right\}\right)=t_{3}, \\
t_{3}-t_{6}=t_{2}, & t_{4}-t_{9}=t_{1}, & t_{8}-t_{10}=t_{8} .
\end{array}
$$

### 2.3.2 Syntactic Representation of Ordered Trees and Forests

An ordered forest is viewed as a series of subtrees $T_{1}, \ldots, T_{n}$ as shown in Figure 2.4, and a new tree is constructed by adding a new node so that it is the parent of the roots of all subtrees as shown in Figure 2.5. From this observation, we introduce yet another representation of ordered trees and forests in a syntactical way. This syntactic representation is inspired by the notation due to Dulucq and Touzet [DT03b].

Definition 2.26 (Syntactic Representation of Ordered Trees and Forests) Let $T_{1}, \ldots, T_{n}(n \geq 0)$ be a series of ordered trees. By $T_{1} \bullet \cdots \bullet T_{n}$ we denote a concatenation of ordered trees $T_{1}, \ldots, T_{n}$ in order. We refer to a concatenation of ordered trees as an ordered forest. If $n=0$, i.e. an ordered forest with no trees, we refer to it as an empty forest, and simply write $\emptyset$. We also use the notation $\bullet_{i=1}^{n} T_{i}$ instead of $T_{1} \bullet \cdots \bullet T_{n}$ for short. Let us define $T_{i} \bullet \cdots \bullet T_{j}=\emptyset$ for $i>j$.

Let $F$ be an ordered forest $T_{1} \bullet \cdots \bullet T_{n}$ and $v$ be a node not included in $V(F)$. The ordered tree $v(F)$ is defined as follows.

- $V(v(F))=\left(\bigcup_{i=1}^{n} V\left(T_{i}\right)\right) \cup\{v\}$.
- $x<y$ if and only if one of the following holds.
- $x, y \in T_{i}$ for some $i$, and $x<y$ in $T_{i}$.
- $y=v$.
- $x \prec y$ if and only if one of the following holds.
- $x, y \in T_{i}$ for some $i$, and $x \prec y$ in $T_{i}$.
- $x \in T_{i}, y \in T_{j}$ and $i<j$.

```
Algorithm 2.2 Tree traversals
    procedure \(\operatorname{Preorder}\left(v(F) \bullet F^{\prime}\right) \quad\) procedure \(\operatorname{Postorder}\left(v(F) \bullet F^{\prime}\right)\)
            \(\boldsymbol{v i s i t}(v) \quad \operatorname{Postorder}(F)\) if \(F \neq \emptyset\)
            \(\operatorname{Preorder}(F)\) if \(F \neq \emptyset \quad \operatorname{Postorder}\left(F^{\prime}\right)\) if \(F^{\prime} \neq \emptyset\)
            \(\operatorname{Preorder}\left(F^{\prime}\right)\) if \(F^{\prime} \neq \emptyset\)
    end
    visit \((v)\)
end
```

This representation can be defined in recursive form, and it is convenient for decomposing a tree structure recursively. In the following, we give the definition in a mutually recursive manner (See Figure 2.4 and Figure 2.5).

Definition 2.27 (Recursive Definition of Ordered Trees and Forests) Let $\mathscr{T}_{\mathrm{O}}$ be the set of ordered trees defined hereinafter, and let $\bullet$ be a connective symbol. The set of ordered forests is the smallest set $\mathscr{F}_{\mathrm{O}}$ such that:
(F1) $T \in \mathscr{T}_{\mathrm{O}} \Longrightarrow T \in \mathscr{F}_{\mathrm{O}}$.
(F2) $T_{1}, \ldots, T_{n} \in \mathscr{T}_{\mathrm{O}} \Longrightarrow T_{1} \bullet \cdots \bullet T_{n} \in \mathscr{F} \mathrm{O}$.
(F3) $F_{1}, \ldots, F_{n} \in \mathscr{F}_{\mathrm{O}} \Longrightarrow F_{1} \bullet \cdots \bullet F_{n} \in \mathscr{F}_{\mathrm{O}}$.
Let $\mathscr{V}$ be the set of nodes. The set of ordered trees is the smallest set $\mathscr{T}_{\mathrm{O}}$ such that:
(T1) $v \in \mathscr{V} \Longrightarrow v \in \mathscr{T}_{\mathrm{O}}$.
(T2) $v \in \mathscr{V} \wedge F \in \mathscr{F}_{\mathrm{O}} \Longrightarrow v(F) \in \mathscr{T}_{\mathrm{O}}$.

For an ordered forest $F=T_{1} \bullet \cdots \bullet T_{n}$, we write $T_{i} \in F$ for any $i \in\{1, \ldots, n\}$.
Example 2.28 The tree in Figure 2.3 is represented as

$$
t_{1}\left(t_{2}\left(t_{3} \bullet t_{4}\left(t_{5} \bullet t_{6}\right) \bullet t_{7}\right) \bullet t_{8}\left(t_{9}\left(t_{10} \bullet t_{11}\right)\right) \bullet t_{12}\left(t_{13} \bullet t_{14}\left(t_{15}\right)\right)\right) .
$$

Note that a forest can be $\emptyset$, whereas a tree must include at least one node. A tree and a forest are usually represented by $T$ and $F$ (possibly with a subscript or a superscript), respectively. In comparing two forests or trees, we use the following matching conventions:

$$
\begin{aligned}
& T \bullet F=T_{1} \bullet \cdots \bullet T_{n} \Longrightarrow T=T_{1} \\
& \wedge F=T_{2} \bullet \cdots \bullet T_{n}, \\
& F \bullet T=T_{1} \bullet \cdots \bullet T_{n} \Longrightarrow T=T_{n} \\
& \wedge \neq T_{1} \bullet \cdots \bullet T_{n-1}, \\
& T \bullet F=T^{\prime} \Longrightarrow T=T^{\prime} \\
& \wedge \wedge=\emptyset, \\
& F \bullet T=T^{\prime} \Longrightarrow T=T^{\prime} \\
& \wedge F=\emptyset, \\
& v=v^{\prime}(F) \Longrightarrow \quad v=v^{\prime}
\end{aligned} \wedge F=\emptyset .
$$

### 2.3.3 Tree Traversals

A tree traversal is a way of enumerating all the nodes in trees. Here, we present two basic traversal schemes for ordered trees, preorder and postorder traversals. In a left-to-right preorder traversal, the root of a tree is first visited, and then the subtrees rooted at its children are visited from left to right recursively. (In a right-to-left preorder traversal, these children are visited from right to left recursively.)

On the other hand, in a left-to-right postorder traversal, the root of a tree is visited after all the subtrees rooted at its children are visited from left to right recursively. (In a right-to-left postorder traversal, these children are visited from right to left recursively.) We refer to left-to-right preorder or postorder simply as preorder or postorder if otherwise stated.

In Algorithm 2.2, we show the procedures for the left-to-right preorder and postorder traversals. These procedures are initially called as $\operatorname{Preorder}(T)$ and $\operatorname{Postorder}(T)$ for an ordered tree $T$. The procedure $\operatorname{visit}(v)$ depends on the application. We have the procedures for right-to-left preorder and postorder traversals by rewriting the first line of each procedure respectively as follows:

```
procedure Preorder( }\mp@subsup{F}{}{\prime}\bulletv(F)
procedure Postorder( (F'\bulletv(F))
```

Example 2.29 Consider a labeled ordered tree $T$ in Figure 2.6, in which each label is attached to the left of each node. Figure 2.6(a) depicts preorder numbering of $T$, in which each number is attached to the right of each node, and Figure 2.6(b) depicts postorder numbering of $T$. According to these orders, we can serialize the labels in $T$. We refer to these serialized labels as label sequences of $T$.

The label sequence of $T$ in left-to-right preorder is "abcdef" while the label sequence of $T$ in left-toright postorder is "cedbfa."


Figure 2.6. Left-to-Right Preorder and Postorder numberings of an ordered tree

For a tree $T$, by $\unlhd_{T}$ we denote the left-to-right preorder in $T$. Then, the formal definition is given as follows.

Definition 2.30 (Left-to-Right Preorder) For a tree $T$, the left-to-right preorder of $T$ is the minimum total order $\unlhd_{T}$ satisfying the following: for any $x, y \in V(T)$,

- $x \leq_{T} y \Longrightarrow x \unlhd_{T} y$,
- $x \preceq_{T} y \Longrightarrow x \unlhd_{T} y$,

If $x \neq y$ and $x \unlhd_{T} y$, we denote $x \triangleleft y$. In other words, for a tree $T$, the left-to-right preorder of $T$ is a common linear extension ${ }^{\dagger}$ of the hierarchical order and sibling order of $T$. It is easy to see that the left-to-right preorder of $T$ is uniquely determined, and totally ordered on $V(T)$.

### 2.4 Tree Edit Distance - Tai Distance

Tree edit distance is a generalization of string edit distance. In this section, we review the operational definition of tree edit distance along the lines of string edit distance.

### 2.4.1 Edit Operations

The tree edit distance between two trees is defined as the minimum cost of elementary edit operations required to transform one tree into the other [Tai79, ZS89].

The set of elementary edit operations on a tree $T$ consists of the following three operations.
Replacement of a node $x$ in $T$ by a new node $y$ not in $T$.
Deletion of a non-root node $x$ from $T$, moving all children of $x$ right under the parent of $x$.
Insertion of a new node $x$ into $T$ as a child of a node $y$ in $T$, moving a subset (a consecutive subsequence in the case of ordered trees) of $y$ 's children and their descendants right under the new node $x$. Note that this is the complementary operation of deletion.

[^3]Remark 2.2 (Root-Editable Operations) According to the definition of edit operations, we cannot delete the root and insert a new root of any tree. This setting is just for theoretical tractability. Actually, in most algorithms of (general) tree edit distance, it is allowed to edit the root of any tree as well as the other nodes, and edit operations are defined on forests instead of trees. We may assume, without loss of generality, that the root of any tree remains intact by any edit operation since we can add an abiding dummy root on the top of the root of the original tree, and regard it as the new root. By removing the dummy root after applying all the edit operations, we have the same effect of root-editable operations. In fact, in spite of the definition of edit operations, we employ root-editable operations in this thesis.

As in the case of strings, in order to estimate the cost for edit operations to transform a tree $S$ to a tree $T$, we denote each edit signature as follows:

- " $s \mapsto t$ " for the replacement of a node $s$ in $S$ by a node $t$ in $T$,
- " $\varepsilon \mapsto t$ " for the insertion of a node $t$ in $T$ into $S$,
- " $s \mapsto \varepsilon$ " for the deletion of a node $s$ from $S$.

The symbol $\varepsilon$ denotes a null node , and we assume the label of any null node $\varepsilon$ is a gap symbol, i.e. $l(\varepsilon)="-.$,
Let us abuse notation by referring to each edit operation as its edit signature although the edit signatures do not have enough information for actual edit operations if there is no confusion. We write $S \xrightarrow{e} T$, if we obtain a tree $T$ from a tree $S$ by applying an edit operation $e$,

Let $d$ be a cost function of edit signatures, and we equate the two notations $d(x \mapsto y)$ and $d(x, y)$ as follows:

$$
d(s \mapsto t)=d(s, t) \quad \text { for all }(s, t) \in(V(S) \cup\{\varepsilon\}) \times(V(T) \cup\{\varepsilon\})
$$

Note that each edit signature is used just for a cost factor of each edit operation. Then an edit signature cannot be a representation of edit operation itself. In fact, the edit signature for insertion does not have any information about where the node is to be inserted. Moreover, almost all conventional models based on edit distance have factored in just a transition of the labels of edited nodes, because this simplification enables us to estimate the cost for edit operations regardless of the applicative order. It may oversimplify in a specific application, and establishing a more general edit model is an open problem to address, although it goes beyond the scope of this thesis.

Example 2.31 Figure 2.7 shows that the three elementary edit operations.


Figure 2.7. Examples of the three elementary edit operations

### 2.4.2 Tree Edit Problem

We here forbid edit operations with the edit signatures $x \mapsto y$ such that $x=y$. If a series of edit operations $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle(n \geq 1)$ transforms a tree $S$ into a tree $T$, there exists a series of trees $\left\langle T_{0}, \ldots, T_{n}\right\rangle$ such that $T_{0}=S, T_{n}=T$, and the $i$-th edit operation $e_{i}=\left(s_{i} \mapsto t_{i}\right)$ transforms $T_{i-1}$ into $T_{i}$ for $i \in\{1, \ldots, n\}$, i.e.

$$
S=T_{0} \xrightarrow{e_{1}} T_{1} \xrightarrow{e_{2}} \cdots \xrightarrow{e_{n}} T_{n}=T
$$

If $S=T$, then we define $n=0$. The cost function cost( $\cdot$ ) for a series of edit operations $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle$ is derived from the total cost for the elementary edit operations as follows:

$$
\operatorname{cost}(E)=\sum_{i=1}^{n} d\left(e_{i}\right)
$$

If $n=0$, then we define $\operatorname{cost}(E)=0$. We refer to the series of edit operations $E$ as the edit script. By $\mathcal{E}(S, T)$ we denote the set of all possible edit scripts to transform $S$ into $T$.

Tai presented the following edit distance for trees [Tai79]. Although a variety of tree edit distance measures have been proposed, Tai's distance measure is recognized as the most standard one, and we refer to it as Tai distance to distinguish it from the other variants of tree edit distance.

Definition 2.32 (Tai Distance [Tai79]) The edit distance between two trees $S$ and $T$ is defined as follows:

$$
\mathbf{D}^{\mathrm{TAI}}(S, T)=\min _{E \in \mathcal{E}(S, T)} \operatorname{cost}(E) .
$$

We refer to an edit script with the minimum cost as an optimal edit script. The problem of computing the edit distance between two trees along with an optimal edit script is called the tree edit problem, or more specifically Tai edit problem.

Tai showed that if $d$ is a metric, then the tree edit distance is also a metric. In particular, Tai defined the cost function $d$ as a metric over node labels, i.e.

$$
\begin{equation*}
d(x, y)=d_{l}(l(x), l(y)) \quad \text { for all }(x, y) \in(V(S) \cup\{\varepsilon\}) \times(V(T) \cup\{\varepsilon\}), \tag{2.1}
\end{equation*}
$$

where $d_{l}:(\Sigma \cup\{-\}) \times(\Sigma \cup\{-\}) \rightarrow \mathbb{R}$ is a metric. Throughout this thesis, we assume that the cost function $d$ is a metric.

We refer to Definition 2.32 as an operational definition of tree edit distance, or an operational semantics of tree edit distance. We refer to a specific algorithm for computing tree edit distance also as an operational definition (or semantics).

### 2.4.3 Algorithms for Ordered Trees

The algorithms for computing Tai distance for ordered trees have been continuously improved since Tai proposed an $\mathrm{O}\left(n^{6}\right)$ time and space algorithm [Tai79] in 1979, where $n$ denotes the size of inputs ( $n=$ $\max \left\{\left|T_{1}\right|,\left|T_{2}\right|\right\}$ for given two trees $T_{1}$ and $T_{2}$ ). Subsequently, Aoki presented a top-down algorithm [Aok83] with the time and space complexity of $\mathrm{O}\left(n^{4}\right)$, and it was followed by a bottom-up algorithm [Tan83] which runs in $\mathrm{O}\left(n^{4}\right)$ time and $\mathrm{O}\left(n^{3}\right)$ space. Zhang and Shasha independently developed a bottomup algorithm [ZS89] which runs in $\mathrm{O}\left(n^{4}\right)$ time and $\mathrm{O}\left(n^{2}\right)$ space, and Klein improved their algorithm, and proposed an algorithm [Kle98] with $\mathrm{O}\left(n^{3} \log n\right)$ time and $\mathrm{O}\left(n^{3} \log n\right)$ space (this space bound can be improved to $\mathrm{O}\left(n^{2}\right)$ due to Klein's comments cited in a survey [Bil05, Section 3.2.3]). It is notable that Klein's algorithm runs in the same computational complexity even for unrooted ordered trees.

These algorithms are all based on decomposing tree structures with dynamic programming, and have been improved by refining decomposition strategy for trees. Dulueq and Touzet conducted an intensive analysis of decomposition strategy for trees [DT03b, DT05], and proved a worst-case lower bound of $\Omega\left(n^{2} \log ^{2} n\right)$ time for any decomposition strategy based algorithms [DT05, Corollary 16].

Later, without dynamic programming, Chen proposed a novel algorithm [Che01] by reducing the tree edit problem into a matrix multiplication problem. Chen's algorithm runs in $\mathrm{O}\left(n^{3.5}\right)$ time and $\mathrm{O}\left(n^{3}\right)$ space. Then, Klein's algorithm had been still asymptotically most efficient.

Table 2.2. Computational complexity of Tai edit problem for ordered trees

| Reference | Specific complexity |  |  | $n$-Parameterized |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Time | Space |  | Time | Space |
| [Tai79] | $\mathrm{O}\left(n_{1} n_{2} h_{1}^{2} h_{2}^{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2} h_{1}^{2} h_{2}^{2}\right)$ |  | $\mathrm{O}\left(n^{6}\right)$ | $\mathrm{O}\left(n^{6}\right)$ |
| [Aok83] | $\mathrm{O}\left(n_{1} n_{2} h_{1} h_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2} h_{1} h_{2}\right)$ |  | $\mathrm{O}\left(n^{4}\right)$ | $\mathrm{O}\left(n^{4}\right)$ |
| [Tan83] | $\mathrm{O}\left(n_{1}^{2} n_{2} \ell_{1}\right)$ | $\mathrm{O}\left(n_{1} n_{2} \ell_{1}\right)$ |  | $\mathrm{O}\left(n^{4}\right)$ | $\mathrm{O}\left(n^{3}\right)$ |
| [ZS89] | $\mathrm{O}\left(n_{1} n_{2} c_{1} c_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |  | $\mathrm{O}\left(n^{4}\right)$ | $\mathrm{O}\left(n^{2}\right)$ |
| [Kle98] | $\mathrm{O}\left(n_{1}^{2} n_{2} \log n_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)^{\dagger}$ |  | $\mathrm{O}\left(n^{3} \log n\right)$ | $\mathrm{O}\left(n^{2}\right)$ |
| [Che01] | $\mathrm{O}\left(n_{1} n_{2}+\ell_{1}^{2} n_{2}+\ell_{1}^{2.5} \ell_{2}\right)$ | $\mathrm{O}\left(\left(n_{1}+\ell_{1}^{2}\right) c_{2}+n_{2}\right)$ | $\mathrm{O}\left(n^{3.5}\right)$ | $\mathrm{O}\left(n^{3}\right)$ |  |
| [DMRW07] | $\mathrm{O}\left(n_{1}^{2} n_{2}\left(1+\log \frac{n_{2}}{n_{1}}\right)\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ | $\mathrm{O}\left(n^{3}\right)$ | $\mathrm{O}\left(n^{2}\right)$ |  |

Worst-case lower bounds in decomposition strategy based algorithms

| [DT03b, DT05] | $\Omega\left(n_{1} n_{2} \log n_{1} \log n_{2}\right)$ | $\Omega\left(n^{2} \log ^{2} n\right)$ |
| :--- | :--- | :--- |
| [DMRW07] | $\Omega\left(n_{1} n_{2}^{2}\left(1+\log \frac{n_{1}}{n_{2}}\right)\right)$ | $\Omega\left(n^{3}\right)$ |

Fixed-parameter algorithms Remark

| $[$ SZ90] | $\mathrm{O}\left(K^{2} n_{1} \min \left\{\ell_{1}, \ell_{2}\right\}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ | unit costs |
| :--- | :--- | :--- | :--- |
| $[$ Tou05] | $\mathrm{O}\left(k^{3} n\right)$ | $\mathrm{O}(k n)$ | $\mathrm{O}\left(k^{2} n\right)$ time for traceback |

$n_{i}:$ size of tree $T_{i}$ for $i \in\{1,2\}$, and assume that $n_{1} \leq n_{2}=n$,
$h_{i}:$ height (depth) of tree $T_{i}$ for $i \in\{1,2\}, \quad \ell_{i}=\left|\operatorname{leaves}\left(T_{i}\right)\right|$ for $i \in\{1,2\}$,
$c_{i}=\min \left\{\ell_{i}, h_{i}\right\}$ for $i \in\{1,2\}$,
$k$ : fixed upper bound of the number of insertions and deletions.
$\dagger$ This bound is reported in a survey [Bil05, Section 3.2.3] as Klein's comments.
$\ddagger$ A worst-case optimal algorithm in decomposition strategy based algorithms.

Based on the decomposition strategy framework proposed by Dulueq and Touzet [DT03b, DT05], the most recent improvement has been made by Demaine et al. [DMRW07]. They presented an $\mathrm{O}\left(n^{3}\right)$-time and $\mathrm{O}\left(n^{2}\right)$-space algorithm and tightened the worst-case lower bound of $\Omega\left(n^{2} \log ^{2} n\right)$ time by Dulueq and Touzet [DT05] to $\Omega\left(n^{3}\right)$ time. Thus, their algorithm is known to be worst-case optimal in decomposition strategy.

Shasha and Zhang proposed a fixed-parameter algorithm [SZ90] for unit-cost Tai distance. This algorithm runs in $\mathrm{O}\left(K^{2} \cdot \min \left\{n_{1}, n_{2}\right\} \cdot \ell\right)$ time and $\mathrm{O}\left(n_{1} n_{2}\right)$ space for a fixed upper bound $K$ of unit-cost Tai distance, where $\ell=\min \left\{\mid\right.$ leaves $\left(T_{1}\right)|$,$\left.| leaves \left(T_{2}\right) \mid\right\}$. This algorithm returns the unit-cost Tai distance between given two trees if the distance is at most $K$, otherwise stops. Touzet proposed a fixed-parameter algorithm [Tou05] without unit-cost restriction. This algorithm runs in $\mathrm{O}\left(k^{3} n\right)$ time and $\mathrm{O}(k n)$ space for a fixed upper bound $k$ of the number of insertions and deletions.

We summarize the complexities of these algorithms in Table 2.2. Among these algorithms, in what follows, we show Zhang and Shasha's algorithm since it is succinct and is the basis of the other decomposition-based algorithms.

## Zhang-Shasha's Algorithm for Ordered Trees

Zhang and Shasha's operational definition of Tai distance is simple and almost the same as the definition of string edit distance. In their definition, Tai distance is defined on two forests instead of two trees.

$$
\begin{align*}
\mathrm{D}(\emptyset, \emptyset) & =0 \\
\mathrm{D}\left(F \bullet v\left(F^{\prime}\right), \emptyset\right) & =\mathrm{D}\left(F \bullet F^{\prime}, \emptyset\right)+d(v, \varepsilon) \\
\mathrm{D}\left(\emptyset, F \bullet v\left(F^{\prime}\right)\right) & =\mathrm{D}\left(\emptyset, F \bullet F^{\prime}\right)+d(\varepsilon, v) \\
\mathrm{D}\left(F_{1} \bullet v_{1}\left(F_{1}^{\prime}\right), F_{2} \bullet v_{2}\left(F_{2}^{\prime}\right)\right) & =\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, F_{2}\right)+\mathrm{D}\left(F_{1}^{\prime}, F_{2}^{\prime}\right)+d\left(v_{1}, v_{2}\right) \\
\mathrm{D}\left(F_{1} \bullet F_{1}^{\prime}, F_{2} \bullet v\left(F_{2}^{\prime}\right)\right)+d\left(v_{1}, \varepsilon\right) \\
\mathrm{D}\left(F_{1} \bullet v_{1}\left(F_{1}^{\prime}\right), F_{2} \bullet F_{2}^{\prime}\right)+d\left(\varepsilon, v_{2}\right)
\end{array}\right. \tag{2.2}
\end{align*}
$$

```
Algorithm 2.3 Zhang-Shasha's algorithm for Tai distance
    Input: \(T_{1}, T_{2}\)
    compute \(l l(\cdot)\), keyroots_index \(\left(T_{1}\right)\), keyroots_index \(\left(T_{2}\right)\)
    foreach \(m \in\) keyroots_index \(\left(T_{1}\right)\) in ascending order do
        foreach \(n \in\) keyroots_index \(\left(T_{2}\right)\) in ascending order do
            \(\operatorname{TreeDist}(m, n)\)
    return \(\mathrm{D}_{T}\left[\left|T_{1}\right|,\left|T_{2}\right|\right]\)
    procedure TreeDist \((m, n)\)
        \(\mathrm{D}(\emptyset, \emptyset) \leftarrow 0\)
        for \(i \leftarrow l l(m)\) to \(m\)
            \(\mathrm{D}\left(T_{1}[l l(m) . . i], \emptyset\right) \leftarrow \mathrm{D}\left(T_{1}[l l(m) . . i-1], \emptyset\right)+d\left(T_{1}[i], \varepsilon\right)\)
        for \(j \leftarrow l l(n)\) to \(n\)
            \(\mathrm{D}\left(\emptyset, T_{2}[l l(n) . . j]\right) \leftarrow \mathrm{D}\left(\emptyset, T_{2}[l l(n) . . j-1]\right)+d\left(\varepsilon, T_{2}[j]\right)\)
        for \(i \leftarrow l l(m)\) to \(m\)
            for \(j \leftarrow l l(n)\) to \(n\)
            if \(l l(i)=l l(m)\) and \(l l(j)=l l(n)\) then
                \(\mathrm{D}\left(T_{1}[l l(m) . . i], T_{2}[l l(n) . . j]\right) \leftarrow\)
                    \(\min \left\{\begin{array}{l}\mathrm{D}\left(T_{1}[l l(m) . . i-1], T_{2}[l l(n) . . j]\right)+d\left(T_{1}[i], \varepsilon\right) \\ \mathrm{D}\left(T_{1}[l l(m) . . i], T_{2}[l l(n) . . j-1]\right)+d\left(\varepsilon, T_{2}[j]\right) \\ \mathrm{D}\left(T_{1}[l l(m) . . i-1], T_{2}[l l(n) . . j-1]\right)+d\left(T_{1}[i], T_{2}[j]\right)\end{array}\right.\)
                \(\mathrm{D}_{T}[i, j] \leftarrow \mathrm{D}\left(T_{1}[l l(m) . . i], T_{2}[l l(n) . . j]\right)\)
            else
                \(\mathrm{D}\left(T_{1}[l l(m) . . i], T_{2}[l l(n) . . j]\right) \leftarrow\)
                    \(\min \left\{\begin{array}{l}\mathrm{D}\left(T_{1}[l l(m) . . i-1], T_{2}[l l(n) . . j]\right)+d\left(T_{1}[i], \varepsilon\right) \\ \mathrm{D}\left(T_{1}[l l(m) . . i], T_{2}[l l(n) . . j-1]\right)+d\left(\varepsilon, T_{2}[j]\right) \\ \mathrm{D}\left(T_{1}[l l(m) . . i-1], T_{2}[l l(n) . . j-1]\right)+\mathrm{D}_{T}[i, j]\end{array}\right.\)
    end
```

The decomposition strategy of this algorithm is simple, i.e. it always focuses on the rightmost roots of two forests. Any complete subforest $F_{1}^{\prime}$ of $F_{1}$ (resp. $F_{2}^{\prime}$ of $F_{2}$ ) occurs in the computation $\mathrm{D}\left(F_{1}, F_{2}\right)$ as an argument is called a relevant forest of $F_{1}$ (resp. $F_{2}$ ). It is easy to see that the number of relevant forests dominates the computational complexity of this type of decomposition-based algorithms.

In order to compute these recurrences efficiently, Eq.(2.2) is split into the following two recurrences.

$$
\begin{gathered}
\mathrm{D}\left(F_{1} \bullet v_{1}\left(F_{1}^{\prime}\right), F_{2} \bullet v_{2}\left(F_{2}^{\prime}\right)\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(v_{1}\left(F_{1}^{\prime}\right), v\left(F_{2}^{\prime}\right)\right) \\
\mathrm{D}\left(F_{1} \bullet F_{1}^{\prime}, F_{2} \bullet v_{2}\left(F_{2}^{\prime}\right)\right)+d\left(v_{1}, \varepsilon\right) \\
\mathrm{D}\left(F_{1} \bullet v_{1}\left(F_{1}^{\prime}\right), F_{2} \bullet F_{2}^{\prime}\right)+d\left(\varepsilon, v_{2}\right)
\end{array}\right. \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right) \\
\mathrm{D}\left(F_{1}, v_{2}\left(F_{2}\right)\right)+d\left(v_{1}, \varepsilon\right) \\
\mathrm{D}\left(v_{1}\left(F_{1}\right), F_{2}\right)+d\left(\varepsilon, v_{2}\right)
\end{array}\right.
\end{gathered}
$$

where $\mathrm{D}\left(F_{1}, F_{2}\right)$ denotes the Tai distance between two forests $F_{1}$ and $F_{2}$, and $\mathrm{D}_{T}\left(T_{1}, T_{2}\right)$ denotes the Tai distance between two trees $T_{1}$ and $T_{2}$. As shown in Algorithm 2.3, Zhang and Shasha implemented the recurrences efficiently with dynamic programming. In this algorithm, all the nodes in each tree $T_{i}$ ( $i \in$ $\{1,2\}$ ) are indexed by left-to-right postorder numbering from 1 to $\left|T_{i}\right|$. For a tree $T$, by $T[i]$ we denote the node indexed by $i$, and by $T[i . . j]$ we denote a forest induced by the set of nodes $T[i], T[i+1], \ldots, T[j]$. If $i>j$, then $T[i . . j]=\emptyset$. By $l l(i)$ we denote the index of the leftmost leaf in the subtree rooted at $T[i]$. The array $\mathrm{D}_{T}[i, j]$ stores the Tai distance between two trees $T_{1}\left(T_{1}[i]\right)$ and $T_{2}\left(T_{2}[j]\right)$, and $\mathrm{D}\left(F_{1}, F_{2}\right)$ denotes an abstract array (or a hash table) which stores the Tai distance between two forests $F_{1}$ and $F_{2}$.

The essential idea of this dynamic programming algorithm is left-to-right postorder numbering of nodes. In the numbering, a set of nodes indexed by consecutive numbers induces a forest, and the forest $T[l l(i) . . i]$ forms the complete subtree rooted at $T[i]$ for any $i \in\{1, \ldots,|T|\}$. By virtue of such properties, this numbering enables right-to-left decomposition of forests in a bottom-up manner.

The set of nodes keyroots $(T)$ is defined as follows:

$$
\operatorname{keyroots}(T)=\{\operatorname{root}(T)\} \cup\{v \in T \mid v \text { has a left sibling }\}
$$

In implementation, the indices of the nodes in $\operatorname{keyroots}(T)$ are computed as keyroots_index $(T)$.

$$
\text { keyroots_index }(T)=\left\{k \in\{1, \ldots,|T|\} \mid \nexists k^{\prime} \in\{1, \ldots,|T|\} \text { such that } k<k^{\prime} \text { and } l l(k)=l l\left(k^{\prime}\right)\right\} .
$$

Example 2.33 For a given tree $T$ in Figure 2.8(a), the nodes in keyroots $(T)$ are depicted by filled circles:

$$
\text { keyroots_index }(T)=\{3,5,8,10,11,13,15,17,18,19\}
$$

Each iteration in the procedure $\operatorname{TreeDist}(m, n)$ is computed along each thick line from a leaf to an ancestor depicted by a filled circle. Then, the thick lines and isolated filled circles in Figure 2.8(a) depict the decomposition strategy of Zhang-Shasha's algorithm for $T$ (cf. [DT05]). In this strategy, a given tree is decomposed along leftmost disjoint paths as shown in Figure 2.8(a). We can observe that $T[l l(16) . .16]$ forms the complete subtree rooted at $T[16]$ since $l l(16)=12$. Figure $2.8(b)$ shows the forest induced by the set of nodes $\{T[i] \mid 7 \leq i \leq 17\}$, i.e. $T[7 . .17]$.


Figure 2.8. Left-to-right postorder numbering of nodes


Figure 2.9. Two extreme examples in Zhang-Shasha's algorithm

Complexity. We here estimate the time complexity of Zhang-Shasha's algorithm. For a tree $T$ and a node $v \in T$, we define the collapsed depth of $v$ as the number of ancestors of $v$ included in keyroots $(T)$, and denote it by $\operatorname{cdepth}(v)$, i.e.

$$
\operatorname{cdepth}(v)=\left|(\uparrow v)_{T} \cap \operatorname{keyroots}(T)\right| .
$$

Also, let cdepth $(T)$ denote

$$
\operatorname{cdepth}(T)=\max \{\operatorname{cdepth}(v) \mid v \in T\}
$$

It follows from the recurrence in Eq.(2.2) that the number of relevant forests for each node $v \in \operatorname{keyroot}(T)$ is $|T(v)|-1$. Then, we obtain the upper bound of the number of relevant forests for a tree $T$ as follows:

$$
\sum_{v \in \operatorname{keyroots}(T)}|F(v)|<\sum_{v \in \operatorname{keyroott}(T)}|T(v)|=\sum_{v \in T} \operatorname{cdepth}(v) \leq \sum_{v \in T} \operatorname{cdepth}(T)=|T| \cdot \operatorname{cdepth}(T) .
$$

Zhang and Shasha showed that $\operatorname{cdepth}(T) \leq \min \{\operatorname{dep}(T)$, leaves $(T)\}$ for a tree $T$ in [ZS89, Lemma 6]. Hence, Zhang-Shasha's algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \min \left\{\operatorname{dep}\left(T_{1}\right)\right.\right.$, leaves $\left.\left(T_{1}\right)\right\} \min \left\{\operatorname{dep}\left(T_{2}\right)\right.$, leaves $\left.\left.\left(T_{2}\right)\right\}\right)$.

Dulucq and Tichit [DT03a] conducted an exact complexity analysis of Zhang-Shasha's algorithm [ZS89], and showed that the average time complexity of the algorithm is $\Theta\left(n^{3}\right)$. The worst case of $\Theta\left(n^{4}\right)$ time happens if the same two trees $T_{1}$ and $T_{1}$ in Figure 2.9 are given [DT03a], while the time complexity is $\Theta\left(n^{2}\right)$ if two trees $T_{2}$ and $T_{2}$ are given. In Figure 2.9, the filled circles indicate the elements of keyroots $\left(T_{i}\right)$ for $i \in\{1,2\}$, and we assume $\left|T_{1}\right|=\left|T_{2}\right|=n$.

## Decomposition-based Algorithms

Following Zhang-Shasha's algorithm [ZS89], two remarkable algorithms were proposed: Klein's algorithm [Kle98] and an optimal decomposition algorithm due to Demaine et al. [DMRW07]. These three algorithms are all based on the decomposition strategy.

Definition 2.34 (Decomposition Strategy [DT03b, Definition 3]) For two ordered forests $F_{1}$ and $F_{2}$, consider Tai distance between $F_{1}$ and $F_{2}$. Let

$$
\begin{aligned}
& F_{1}=T_{1}^{L} \bullet F_{1}^{R}=F_{1}^{L} \bullet T_{1}^{R}, \\
& F_{2}=T_{2}^{L} \bullet F_{2}^{R}=F_{2}^{L} \bullet T_{2}^{R},
\end{aligned}
$$

where $T_{i}^{L}$ and $T_{i}^{R}$ are trees, and $F_{i}^{L}$ and $F_{i}^{R}$ are forests for $i \in\{1,2\}$. A decomposition of $F_{i}$ is a left-decomposition if $F_{i}$ is decomposed into $T_{i}^{L}$ and $F_{i}^{R}$ for each $i \in\{1,2\}$. A decomposition of $F_{i}$ is a right-decomposition if $F_{i}$ is decomposed into $F_{i}^{L}$ and $T_{i}^{R}$ for each $i \in\{1,2\}$.

A decomposition strategy is denoted by a mapping $\mathcal{S}: \mathscr{F}_{\mathrm{O}} \times \mathscr{F}_{\mathrm{O}} \rightarrow\{$ left, right $\}$. We refer to left or right as a direction. In strategy, the direction indicates the way of decomposition for each pair of forests.

Example 2.35 In Eq.(2.2) in Zhang-Shasha's algorithm, each forest is decomposed into the rightmost tree and the rest of forest, i.e. a forest $F=T_{1} \bullet \cdots \bullet T_{n-1} \bullet T_{n}$ is decomposed into $T_{1} \bullet \cdots \bullet T_{n-1}$ and $T_{n}$. This strategy is depicted by $\mathcal{S}\left(F_{1}, F_{2}\right)=$ right for any forests $F_{1}$ and $F_{2}$.

The decomposition strategies for Zhang-Shasha's algorithm and Klein's algorithm are depicted as follows.

- Zhang-Shasha's algorithm [ZS889]: $\mathcal{S}\left(F_{1}, F_{2}\right)=$ right.
- Klein's algorithm [Kle98]: Assume that $\left|F_{1}\right| \geq\left|F_{2}\right|$, then

$$
\mathcal{S}\left(F_{1}, F_{2}\right)= \begin{cases}\text { left } & \text { if }\left|F_{1}^{L}\right| \leq\left|F_{1}^{R}\right| \\ \text { right } & \text { otherwise } .\end{cases}
$$

In the decomposition strategy in Klein's algorithm, for given two forests $F_{1}$ and $F_{1}$ (assume $\left|F_{1}\right| \geq\left|F_{2}\right|$ ), the number of decomposed forests is bound by $\mathrm{O}\left(\left|F_{1}\right| \log \left|F_{1}\right|\right)$ and $\mathrm{O}\left(\left|F_{2}\right|^{2}\right)$ respectively. Since these upper bounds determine the time complexity of Klein's algorithm, it runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|^{2} \log \left|T_{1}\right|\right)$ for given two trees $T_{1}$ and $T_{2}$ (assume $\left|T_{1}\right| \geq\left|T_{2}\right|$ ).

Klein's algorithm determines the direction of decomposition according only to the complete subforests of $F_{1}$ even if $\left|F_{1}^{\prime}\right| \leq\left|F_{2}^{\prime}\right|$ holds for a pair of relevant forests $F_{1}^{\prime}$ and $F_{2}^{\prime}$ in a subproblem, where $F_{1}^{\prime}$ and $F_{2}^{\prime}$ are complete subforests of $F_{1}$ and $F_{2}$ respectively. It is a legitimate question to ask if Klein's decomposition strategy can be applied also to a subforest of $F_{2}$ if $\left|F_{1}^{\prime}\right| \leq\left|F_{2}^{\prime}\right|$ holds in a subproblem.

Demaine et al. tackled this problem, and designed a new succinct algorithm, and proved that it is an optimal algorithm in decomposition-based algorithms [DMRW07].

## Approximate Tree Matching with Variable-Length Don't Care Patterns

In approximate string matching, a variable-length-don't-care pattern (VLDC pattern) is an element of ( $\Sigma \cup$ $\{*\})^{*}$, where the symbol "*" is a VLDC symbol, which matches any substring with cost 0 [Aku96]. For example a VLDC pattern "a*ndment" matches a string "alignment" with distance 1 since "*" matches "lig" with cost 0 and " $d$ " is deleted with cost 1 (we assume unit costs).

Zhang et al. extended the notion of VLDC pattern matching in strings to trees, and proposed an algorithm for approximate tree matching between two ordered trees with VLDC patterns [ZSW94] as a variant of the Tai edit problem. In the algorithm, the following two VLDC symbols were introduced: (1) a path-VLDC, which matches part of a path from the root to a leaf of a tree; (2) an umbrella-LDC, which matches part of a path and all the subtrees ramifying from the nodes, except at the lowest node of the path. This algorithm runs in the same computational complexity of Zhang-Shasha's algorithm for Tai distance.

### 2.4.4 Algorithms for Unordered Trees

For unordered trees, Zhang proposed an algorithm [ZSS92] for computing Tai distance for unordered trees with a similar dynamic programming procedure as Algorithm 2.3 , and showed it runs in $\mathrm{O}\left(n_{1} n_{2}+\ell_{1}!3^{\ell_{1}}\left(\ell_{1}^{3}+\right.\right.$ $\left.d_{2}^{2}\right) n_{2}$ ) time, where by $d_{2}$ we denote $\operatorname{deg}\left(T_{2}\right)$, and the other parameters are the same as in Table 2.2.

Also Zhang et al. [ZSS92] showed that the decision problem of determining whether the Tai distance between two given trees $T_{1}$ and $T_{2}$ is less than or equal to $k \in \mathbb{N}$ (Tai distance problem) is NP-complete, even for binary trees with an alphabet of size two, by reducing Exact Cover by 3-Sets (X3C) (cf. [GJ79, page 221]) into this decision problem. Moreover, Zhang and Jiang [ZJ94] showed that the largest common subtree problem and the Tai edit problem is shown to be MAX SNP-hard, also even for binary trees with an alphabet of size two, by reducing Maximum Bounded Covering by 3-Sets (MAX 3SC-3) [Kan91] into this optimization problem. This fact implies that the Tai edit problem does not have any polynomialtime approximation scheme (PTAS), unless $\mathrm{P}=\mathrm{NP}$, where a problem has a PTAS if the problem can be approximated within a factor of $1+\epsilon$ (for any constant $\epsilon>0$ ) in polynomial time.

Torsello et al. proposed an algorithm [TH03a] by reducing the problem of computing Tai distance for unordered trees into the maximum weighted clique problem in order to take advantage of a powerful heuristics for approximation [BPS00]. Horesh et al. developed an A* algorithm [HMU06] for unlabeled unordered trees.

We summarize the computational complexity of the Tai edit problem for unordered trees in Table 2.3 and the algorithms for Tai distance for unordered trees in Table 2.4.

Table 2.3. Computational complexity of Tai edit problem for unordered trees

| Reference | Worst-case lower bound | Remark |
| :--- | :--- | :--- |
| [ZSS92] | NP-complete | even for binary trees with an alphabet of size two |
| [ZJ94] | MAX SNP-hard |  |

Table 2.4. Algorithms for Tai distance for unordered trees

| Reference | Method | Remark |
| :--- | :--- | :--- |
| [ZSS92] | dynamic programming | $\mathrm{O}\left(n_{1} n_{2}+\ell_{1}!3^{\ell_{1}}\left(\ell_{1}^{3}+d_{2}^{2}\right) n_{2}\right)$ time |
| [TH03a] | reduction to maximum weighted clique problem | approximation algorithm |
| [HMU06] | $\mathrm{A}^{*}$ algorithm | for unlabeled trees |

$$
n_{i} \text { : size of tree } T_{i} \text { for } i \in\{1,2\}, \quad \ell_{i}=\left|\operatorname{leaves}\left(T_{i}\right)\right| \text { for } i \in\{1,2\}
$$

### 2.5 Tree Mappings

Tai showed a fundamental correspondence between the effect of a series of edit operations and a common pattern shared in two trees [Tai79]. The common pattern is represented as a set of pairs of nodes called a tree mapping (originally called just a mapping [Tai79]). Tai distance and the other variants are defined by giving a condition of tree mappings as well as the operational ways. We refer to this static view of tree edit distance by a class of tree mappings as the declarative definition or as the declarative semantics.

Basically, a declarative definition of a tree edit distance measure makes it clearer and easier to study mathematical properties of the measure. In fact, most algorithms for computing various tree edit distance measures have been designed from the view of tree mappings, and the correctness of each algorithm also has been proved mainly by verifying the correspondence between the algorithm and the declarative definition of the edit distance measure.

In what follows, we first introduce a general form of tree mapping, and next show the declarative definition of Tai distance by using tree mapping.

### 2.5.1 Tree Mapping based Distance

A tree mapping is a partial node-to-node correspondence between two trees.

Definition 2.36 (Tree Mapping) A tree mapping $M$ from a tree $S$ to a tree $T$ is a set of pairs of nodes $M \subseteq V(S) \times V(T)$ satisfying $s_{1}=s_{2} \Leftrightarrow t_{1}=t_{2}$ for any $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M$.

We also say that a tree mapping between $S$ and $T$ if there is no confusion. We denote by $\mathcal{M}(S, T)$ all possible tree mappings between $S$ and $T$, and by $M_{S T}$ we sometimes denote an element of $\mathcal{M}(S, T)$.

For a tree mapping $M$ between two trees $S$ and $T$, we use the following notation:

$$
\begin{aligned}
M(s) & =t \text { if } \exists t \in T[(s, t) \in M] \text { for } s \in S, \\
M^{-1}(t) & =s \text { if } \exists s \in S[(s, t) \in M] \text { for } t \in T, \\
M^{(1)} & =\{s \in S \mid \exists t \in T[(s, t) \in M]\}, \\
M^{(2)} & =\{t \in T \mid \exists s \in S[(s, t) \in M]\} .
\end{aligned}
$$

Given a cost function $d:(V(S) \cup\{\varepsilon\}) \times(V(T) \cup\{\varepsilon\}) \rightarrow \mathbb{R}$ as shown in Eq.(2.1), the cost of a tree mapping $M$ is defined as follows:

$$
\begin{equation*}
\operatorname{cost}(M)=\sum_{(s, t) \in M} d(s, t)+\sum_{s \in V(S) \backslash M^{(1)}} d(s, \varepsilon)+\sum_{t \in V(T) \backslash M^{(2)}} d(\varepsilon, t) . \tag{2.3}
\end{equation*}
$$

In this chapter, we introduce a variety of classes of tree mappings by imposing some restriction on tree mappings, and define tree edit distance measures such as Tai distance, alignment distance and constrained distance based on these classes of tree mappings. These classes are referred to as the symbol $\mathcal{C}$ when we need a general description for each class of tree mapping, and we refer to the tree mapping $\mathcal{C}$-mapping. Let $\mathcal{M}^{\mathcal{C}}(S, T)$ denote the set of all possible tree mappings belonging to class $\mathcal{C}$ between two trees $S$ and $T$, i.e.

$$
\mathcal{M}^{\mathcal{C}}(S, T)=\{M \in \mathcal{M}(S, T) \mid M \text { is a tree mapping from } S \text { to } T \text { belonging to class } \mathcal{C}\} .
$$

In what follows, we give a few important properties of tree mappings related to the notion of tree mapping class.

Definition 2.37 (Class Hierarchy of Tree Mappings) A class $\mathcal{C}_{1}$ of tree mappings is a subclass of a class $\mathcal{C}_{2}$ of tree mappings, denoted by $\mathcal{C}_{1} \subseteq \mathcal{C}_{2}$, if $\mathcal{M}^{\mathcal{C}_{1}}(S, T) \subseteq \mathcal{M}^{\mathcal{C}_{2}}(S, T)$ holds for any two tree $S$ and $T$. Conversely, we say that $\mathcal{C}_{2}$ is a superclass of $\mathcal{C}_{1}$ if $\mathcal{C}_{1} \subseteq C_{2}$. In particular, $\mathcal{C}_{1}$ is a proper subclass of a class $\mathcal{C}_{2}$, denoted by $\mathcal{C}_{1} \subsetneq \mathcal{C}_{2}$, if $\mathcal{C}_{1} \subseteq \mathcal{C}_{2}$ and $\mathcal{M}^{\mathcal{C}_{1}}(S, T) \subsetneq \mathcal{M}^{\mathcal{C}_{2}}(S, T)$ for some two trees $S$ and $T$ hold. Conversely, we say that $\mathcal{C}_{2}$ is a proper superclass of $\mathcal{C}_{1}$ if $\mathcal{C}_{1} \subsetneq C_{2}$.

Definition 2.38 (Monotonicity of a Class of Tree Mappings) A class $\mathcal{C}$ of tree mappings is monotonic if the following holds:

$$
(\forall S, T \in \mathscr{T})\left(\forall M, M^{\prime} \in \mathcal{M}(S, T)\right)\left[M^{\prime} \subseteq M \wedge M \in \mathcal{M}^{\mathcal{C}}(S, T) \Longrightarrow M^{\prime} \in \mathcal{M}^{\mathcal{C}}(S, T)\right]
$$

Definition 2.39 (Composition of Tree Mappings) Let $R, S$, and $T$ be trees. For any two tree mappings $M_{R S} \in \mathcal{M}(R, S)$ and $M_{S T} \in \mathcal{M}(S, T)$, the composition of $M_{R S}$ and $M_{S T}$ is defined as follows:

$$
M_{S T} \circ M_{R S}^{\dagger}=\left\{(r, t) \in V(R) \times V(T) \mid \exists s \in S\left[(r, s) \in M_{R S} \wedge(s, t) \in M_{S T}\right]\right\}
$$

Lemma 2.40 (Subadditivity of Tree Mapping Costs) Let $R, S$, and $T$ be trees. If the cost function $d$ is a metric, then for any two tree mappings $M_{R S} \in \mathcal{M}(R, S)$ and $M_{S T} \in \mathcal{M}(S, T)$, the following holds.

$$
\operatorname{cost}\left(M_{S T} \circ M_{R S}\right) \leq \operatorname{cost}\left(M_{R S}\right)+\operatorname{cost}\left(M_{S T}\right)
$$

Proof. For any $\left(r_{1}, t_{1}\right),\left(r_{2}, t_{2}\right) \in M_{23} \circ M_{12}$, the condition $r_{1}=r_{2} \Leftrightarrow t_{1}=t_{2}$ holds due to Definition 2.36. Then, we consider the cases for the nodes of each tree.

1. For any node $s \in S$, it suffices to consider the following four cases:
(a) $s \in M_{R S}{ }^{(2)}$ and $s \in M_{S T}{ }^{(1)}$,
(b) $s \notin M_{R S}{ }^{(2)}$ and $s \in M_{S T}{ }^{(1)}$,
(c) $s \in M_{R S}{ }^{(2)}$ and $s \notin M_{S T}{ }^{(1)}$,
(d) $s \notin M_{R S}{ }^{(2)}$ and $s \notin M_{S T}{ }^{(1)}$.

In any case, there exist two unique node pairs $(r, s) \in(V(R) \cup\{\varepsilon\}) \times V(S)$ and $(s, t) \in V(S) \times$ $(V(T) \cup\{\varepsilon\})$ associated with $s$. Since $d(r, t) \leq d(r, s)+d(s, t)$, the assertion holds in these cases.
2. For any node $r \in R$, if $r \in M_{R S}{ }^{(1)}$, then there exists a unique node pair $(r, s) \in M_{R S}$. Hence, it is considered in the previous cases 1(a) and 1(c). Otherwise, $r \notin M_{R S}{ }^{(1)}$ holds, and $d(r, \varepsilon)$ is considered both in $\operatorname{cost}\left(M_{R S} \circ M_{S T}\right)$ and $\operatorname{cost}\left(M_{R S}\right)$. This factor $d(r, \varepsilon)$ does not make any difference between $\operatorname{cost}\left(M_{S T} \circ M_{R S}\right)$ and $\operatorname{cost}\left(M_{R S}\right)+\operatorname{cost}\left(M_{S T}\right)$.
3. For any node $t \in T$, by symmetry, it is similar to the previous case.

Therefore, the assertion holds in any cases.
We define two important properties of a class of tree mappings.

Definition 2.41 (Symmetricity of a Class of Tree Mappings) A class $\mathcal{C}$ of tree mappings is symmetric if $\mathcal{M}^{\mathcal{C}}(S, T)=\mathcal{M}^{\mathcal{C}}(T, S)$ holds for any two trees $S$ and $T$.

Definition 2.42 (Transitivity of a Class of Tree Mappings) Let $R, S$, and $T$ be arbitrary trees. A class $\mathcal{C}$ of tree mappings is transitive if, for any two tree mappings $M_{R S} \in \mathcal{M}^{\mathcal{C}}(R, S)$ and $M_{S T} \in \mathcal{M}^{\mathcal{C}}(S, T)$, the composite $M_{S T} \circ M_{R S}$ is a tree mapping such that $M_{R T} \in \mathcal{M}^{\mathcal{C}}(R, T)$.

We introduce tree mapping based distance according to the class of tree mappings.
Definition 2.43 ( $\mathcal{C}$-Distance) Given a class $\mathcal{C}$ of tree mappings, the $\mathcal{C}$-distance between two trees $S$ and $T$ is defined as follows:

$$
\mathbf{D}^{\mathcal{C}}(S, T)=\min _{M \in \mathcal{M}^{\mathcal{C}}(S, T)} \operatorname{cost}(M)
$$

We call this definition a declarative definition of $\mathcal{C}$-distance.

If a $\mathcal{C}$-mapping $M$ between two trees has the minimum cost, we call $M$ an optimal $\mathcal{C}$-mapping. In practical use, we often normalize distance as follows:

$$
\mathbf{N D}^{\mathcal{C}}(S, T)=\frac{\mathbf{D}^{\mathcal{C}}(S, T)}{\max \{|S|,|T|\}}
$$



Figure 2.10. Tai mapping

Proposition 2.44 (Lower/Upper Bound of $\mathcal{C}$-Distance) Given two classes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ of tree mappings, if $\mathcal{C}_{1}$ is a subclass of $\mathcal{C}_{2}$, then $\mathcal{C}_{1}$-distance is an upper bound of $\mathcal{C}_{2}$-distance, i.e.

$$
\mathcal{C}_{1} \subseteq \mathcal{C}_{2} \Longrightarrow \forall S, T \in \mathscr{T}\left[\mathbf{D}^{\mathcal{C}_{2}}(S, T) \leq \mathbf{D}^{\mathcal{C}_{1}}(S, T)\right] .
$$

Proof. It is obvious from Definition 2.37.

## Proposition 2.45 (Transitivity of $\mathcal{C}$-Distance)

If a class $\mathcal{C}$ of tree mappings is transitive, then $\mathcal{C}$-distance is transitive.

Proof. Recall that we assume that the cost function $d$ is a metric. Let $R, S$, and $T$ be trees. Since $\mathcal{C}$ is transitive, $M_{S T} \circ M_{R S}$ belongs to class $\mathcal{C}$ of tree mappings for any $M_{R S} \in \mathcal{M}^{\mathcal{C}}(R, S), M_{S T} \in \mathcal{M}^{\mathcal{C}}(S, T)$, and $M_{R T} \in \mathcal{M}^{\mathcal{C}}(R, T)$. Since $\mathcal{C}$ is transitive, it holds that $M_{S T} \circ M_{R S} \in \mathcal{M}^{\mathcal{C}}$. Without loss of generality, we may assume that $M_{R S}, M_{S T}$, and $M_{R T}$ are tree mappings with minimum costs. By Lemma 2.40 and the definition of $\mathcal{C}$-distance, we have

$$
\mathbf{D}^{\mathcal{C}}(R, T)=\operatorname{cost}\left(M_{R T}\right) \leq \operatorname{cost}\left(M_{S T} \circ M_{R S}\right) \leq \operatorname{cost}\left(M_{R S}\right)+\operatorname{cost}\left(M_{S T}\right)=\mathbf{D}^{\mathcal{C}}(R, S)+\mathbf{D}^{\mathcal{C}}(S, T)
$$

### 2.5.2 Tai Mapping — Declarative Definition of Tai Distance

Tai proposed the following class of tree mappings for reducing the problem of computing the minimum cost of edit scripts into the problem of computing the minimum cost of tree mappings [Tai79]. Tai formulated tree edit distance in accordance with the paper by Wagner and Fisher [WF74] for string edit distance.

Definition 2.46 (Tai Mapping [Tai79]) A tree mapping $M \subseteq V(S) \times V(T)$ is said to be a Tai mapping if the following are satisfied for any $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M$.

1. $s_{1}=s_{2} \Longleftrightarrow t_{1}=t_{2}$.
2. $s_{1}<s_{2} \Longleftrightarrow t_{1}<t_{2}$.
3. $s_{1} \prec s_{2} \Longleftrightarrow t_{1} \prec t_{2}$ (only for ordered trees).

Note that the first and second conditions are replaced with $s_{1} \leq s_{2} \Leftrightarrow t_{1} \leq t_{2}$.
This class is indicated by $\mathcal{C}=$ Tais. Then, by $\mathcal{M}^{\text {TAI }}(S, T)$, we refer to the set of Tai mappings between two trees $S$ and $T$.

Example 2.47 For two ordered trees $S$ and $T$ in Figure 2.10, $M=\left\{\left(s_{1}, t_{1}\right),\left(s_{4}, t_{3}\right),\left(s_{6}, t_{6}\right),\left(s_{7}, t_{9}\right)\right\}$ is a Tai mapping from $S$ to $T$. The Tai mapping is depicted by dashed lines. For two ordered trees $S$ and $T$ in Figure 2.11, $M=\left\{\left(s_{1}, t_{2}\right),\left(s_{2}, t_{3}\right),\left(s_{3}, t_{4}\right)\right\}$ is not a Tai mapping since $t_{4} \leq t_{2}$ does not hold although $s_{3} \leq s_{1}$ holds.


Figure 2.11. Non-Tai mapping

Proposition 2.48 (Transitivity of Tai Mapping, Lemma 3.1(1) in [Tai79]) Tai mapping is transitive.
Proof. Let $R, S$ and $T$ be trees. Consider two Tai mappings $M_{R S} \in \mathcal{M}^{\text {TAI }}(R, S)$ and $M_{S T} \in \mathcal{M}^{\text {TAI }}(S, T)$. For any $\left(r_{1}, t_{1}\right),\left(r_{2}, t_{2}\right) \in M_{S T} \circ M_{R S}$, there exist $s_{1}, s_{2} \in S$ such that $\left(r_{1}, s_{1}\right),\left(r_{2}, s_{2}\right) \in M_{R S}$ and $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M_{S T}$. By the definition of Tai mappings, the following hold:

1. $r_{1}=r_{2} \Leftrightarrow s_{1}=s_{2}$ and $s_{1}=s_{2} \Leftrightarrow t_{1}=t_{2}$,
2. $r_{1} \leq_{R} r_{2} \Leftrightarrow s_{1} \leq_{S} s_{2}$ and $s_{1} \leq_{S} s_{2} \Leftrightarrow t_{1} \leq_{T} t_{2}$,
3. $r_{1} \preceq_{R} r_{2} \Leftrightarrow s_{1} \preceq_{S} s_{2}$ and $s_{1} \preceq_{S} s_{2} \Leftrightarrow t_{1} \preceq_{T} t_{2}$ (only for ordered trees).

Therefore, $M_{S T} \circ M_{R S}$ is also a Tai mapping from $R$ to $T$.
In the following lemma, we show an important correspondence between edit scripts and Tai mappings.
Lemma 2.49 (Edit Script and Tai Mapping) Let $S$ and $T$ be two trees. The following two properties hold between the costs of edit scripts and Tai mappings.

1. For any Tai mapping $M \in \mathcal{M}(S, T)$, there exists an edit script $E \in \mathcal{E}(S, T)$ such that $\operatorname{cost}(E)=$ $\operatorname{cost}(M)$.
2. For any edit script $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle \in \mathcal{E}(S, T)$, there exists a Tai mapping $M \in \mathcal{M}(S, T)$ such that $\operatorname{cost}(E) \leq \operatorname{cost}(M)$.

Proof. Without loss of generality, for any Tai mapping $M \in \mathcal{M}(S, T)$, we assume $(\operatorname{root}(S), \operatorname{root}(T)) \in M$ (cf. Remark 2.2).

1. From the definition of the cost of a tree mapping in Eq.(2.3), we can construct a corresponding edit script $E$ with the same cost as $M$ consisting of:

- the replacement of $s$ by $t$ for $(s, t) \in M$,
- the deletion of $s$ from $S$ for $s \in V(S) \backslash M^{(1)}$,
- the insertion of $t$ into $S$ for $t \in V(T) \backslash M^{(2)}$.

2. Let an edit script $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle \in \mathcal{E}(S, T)$. Then, there exists a series of trees $\left\langle T_{0}, \ldots, T_{n}\right\rangle$ such that $T_{0}=S, T_{n}=T$, and the $i$-th edit operation $e_{i}=\left(s_{i} \mapsto t_{i}\right)$ transforms $T_{i-1}$ into $T_{i}$ for $i \in\{1, \ldots, n\}$. We prove the lemma by induction on $n$.

If $n=0$, the edit script $E=\langle \rangle$ corresponds to the Tai mapping $M=\{(s, s) \mid s \in S\}$, i.e. an isomorphic mapping from $S$ to $S$. Thus, we have $\operatorname{cost}(E)=\operatorname{cost}(M)=0$.

If $n=1$, the cost of edit script $E=\left\langle\left(t \mapsto t^{\prime}\right)\right\rangle$ exactly corresponds to a Tai mapping $M$. Therefore, $\operatorname{cost}(E)=\operatorname{cost}(M)=d\left(t, t^{\prime}\right)$.

If $n \geq 2$, by the induction hypothesis there exists a Tai mapping $M_{1}$ from $T_{0}$ to $T_{n-1}$ such that $\operatorname{cost}\left(M_{1}\right) \leq \operatorname{cost}\left(\left\langle e_{1}, \ldots, e_{n-1}\right\rangle\right)$. Consider the transformation $T_{n-1} \xrightarrow{e_{n}} T_{n}$ via an edit operation $e_{n}=$ ( $t \mapsto t^{\prime}$ ), where either $t$ or $t^{\prime}$ (not both) can be a null node $\varepsilon$. Then, there exists a Tai mapping $M_{2}=$ $M^{\prime} \cup\left\{\left(t, t^{\prime}\right)\right\}$ from $T_{n-1}$ to $T_{n}$ such that $M^{\prime}$ is an isomorphic mapping from $T_{n-1}$ to $T_{n}$ except for a difference by the effect of $\left\{\left(t, t^{\prime}\right)\right\}$. Hence, $\operatorname{cost}\left(M_{2}\right)=d\left(t, t^{\prime}\right)$. Now we have a Tai mapping $M=M_{2} \circ M_{1}$ from $S$ to $T$. By Lemma 2.40, the following holds.

$$
\operatorname{cost}(M) \leq \operatorname{cost}\left(M_{1}\right)+\operatorname{cost}\left(M_{2}\right) \leq \operatorname{cost}\left(\left\langle e_{1}, \ldots, e_{n-1}\right\rangle\right)+d\left(t, t^{\prime}\right)=\operatorname{cost}(E)
$$

It follows by induction that the assertion holds for all edit scripts $E$.

By using Lemma 2.49, Tai showed that the tree edit distance in Definition 2.32 is reduced into the cost minimization problem of tree mappings.

Theorem 2.50 (Theorem 3.1 in [Tai79]) For two trees $S$ and $T$, the following holds.

$$
\mathbf{D}^{\mathrm{TAI}}(S, T)=\min _{E \in \mathcal{E}(S, T)} \operatorname{cost}(E)=\min _{M \in \mathcal{M}^{\mathrm{TAI}^{\prime}}(S, T)} \operatorname{cost}(M) .
$$

Proof. Straightforward from Lemma 2.49.

This theorem bridges the gap between the operational and declarative definitions of Tai distance. If the cost of a Tai mapping $M$ is minimum, this mapping $M$ is referred to as an optimal Tai mapping. Note that Tai mapping is a natural representation of root-editable operations in Remark 2.2.

By using the transitivity of Tai mappings, Tai showed that Tai distance is a metric.

Corollary 2.51 (Metricity of Tai Distance) Tai distance is a metric.

Proof. Since there exists an isomorphic mapping between the same two trees, and Tai mapping is symmetric, then it is obvious that for any trees $S$ and $T$,

$$
\mathbf{D}^{\mathrm{TAI}}(T, T)=0 \quad \text { and } \quad \mathbf{D}^{\mathrm{TAI}}(S, T)=\mathbf{D}^{\mathrm{T} \mathrm{I}}(T, S)
$$

Since tree mapping is subadditive by Lemma 2.40, and Tai mapping is transitive by Proposition 2.48, it follows from Proposition 2.45 and Theorem 2.50 that Tai distance is transitive, i.e. for any trees $R, S$, and $T$, we have

$$
\mathbf{D}^{\mathrm{TAI}}(R, T) \leq \mathbf{D}^{\mathrm{TAI}}(R, S)+\mathbf{D}^{\mathrm{TAI}}(S, T)
$$

Therefore, Tai distance is a metric.

### 2.5.3 Approximate Common Subforest Problem

There is an alternative view in defining Tai distance as in the string case in Section 2.2.3. In Definition 2.32, for given two trees, we apply all edit operations to the first tree to obtain the second. In the alternative view, we use only replacements and deletions as the elementary edit operations, and define the Tai distance between two trees as the minimum cost of edit operations to transform two trees into a common third forest, i.e. we redefine $\mathcal{E}(S, T)$ as the all possible edit operations to obtain a third common forest by applying replacements and deletions to two trees $S$ and $T$. In other words, this problem is to find an approximate common subforest shared by two trees with the minimum cost of edit operations without insertions. In this case, we permit the edit operation with edit signature $\varepsilon \mapsto \varepsilon$. This operation changes nothing and is called an identity edit operation.

The problem of computing the edit distance between two trees along with an approximate common subforest of the minimum cost of edit operations is called the approximate common subforest problem. It is easy to show that the approximate common subforest problem is equivalent to the tree edit problem in the computation of tree edit distance since any deletion of a node $x$ from the second tree has its complementary operation, the insertion of $x$ into the first tree with the edit signature $\varepsilon \mapsto x$.

From the viewpoint of Tai mapping, this problem is clear. For a Tai mapping $M$ between two trees $S$ and $T$, approximate common subforests are both $S\left[M^{(1)}\right]$ and $T\left[M^{(2)}\right]$. From the definition of Tai mapping, these two forests are isomorphic if the effect of replacements are ignored. If replacements are not used, $S\left[M^{(1)}\right]$ and $T\left[M^{(2)}\right]$ are isomorphic.

Example 2.52 Figure 2.12 shows a Tai mapping between $S$ and $T$, and a common subforest pattern $F$ of $S$ and $T$.


Figure 2.12. Approximate Common Subforest

Table 2.5. Some classes of approximate tree matching

| Reference | Tree mapping / Distance | Class $\mathcal{C}$ | Section |
| :--- | ---: | :--- | :--- |
| [Tai79] | Tai | TAI | $\S 2.4$ |
| [JWZ95] | alignable / alignment | ALN | $\S 2.7$ |
| [TT88] | structure-preserving | SP | $\S 2.8 .1$ |
| [OT88, Tan84] | strongly structure-preserving | $\mathrm{SP}^{b}$ | $\S 2.8 .2$ |
| [Lu79] | Lu | $\mathrm{Lu}^{\text {a }}$ | $\S 2.8 .3$ |
| [Zha95] | constrained | CsT | $\S 2.8 .4$ |
| [Ric97] | structure-respecting | SR | $\S 2.8 .5$ |
| [LST01] | less-constrained | CsT | $\S 2.8 .6$ |
| [Sel77] | top-down (LCST) | Top | $\S 2.9 .1$ |
| [Val01] | bottom-up | Bot | $\S 2.9 .2$ |

### 2.6 Variants of The Tree Edit Problem

A variety of tree edit distance measures have been proposed other than Tai distance. Most of them are defined by imposing a certain restriction on the edit operations or the tree mappings of Tai distance.

There are two major motivations for restricting Tai mapping. The first is to improve the computation cost of the edit problem. The second is to tailor a tree mapping for specific applications, since Tai mapping may be too general for certain applications such as comparing parse trees, taxonomies, and more structure sensitive distance measures are required in these applications. In the following sections, we give a cursory review on some of important classes of tree mappings in tree edit distance, and related problems. Once a class definition of tree mappings is given, we can define the distance measure by using the condition based on Definition 2.43. Then, we use mainly a declarative definition if it is known.

Table 2.5 supplies terms for classes of approximate tree matching based on the optimization of edit scripts or tree mappings. Some of the terms are slightly modified from the originals due to uniformity.

Before reviewing a variety classes of approximate tree matching, we define two representative cost functions commonly used in various distance measures.

### 2.6.1 Unit Costs

If the tree edit distance between two trees is defined as the number of edit operations to transform one tree into another, the cost function $d$ is given by

$$
d(x, y)= \begin{cases}0 & \text { if } l(x)=l(y) \\ 1 & \text { if } l(x) \neq l(y) .\end{cases}
$$

Table 2.6. Computational complexity of alignment problem

| Trees | Reference | Degree unbounded |  | Degree bounded |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Time | Space | Time | Space |
| ordered | [JWZ95] | $\mathrm{O}\left(n_{1} n_{2}\left(d_{1}+d_{2}\right)^{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\left(d_{1}+d_{2}\right)\right)$ | $\mathrm{O}\left(n^{2}\right)$ | $\mathrm{O}\left(n^{2}\right)$ |
|  | [WZ03] | $\mathrm{O}\left(n_{1}^{2} n_{2}\left(d_{1}+d_{2}\right)^{2}\right)$ | $\mathrm{O}\left(\left(\log n_{1}\right) n_{2}\left(d_{1}+d_{2}\right) d_{1}\right)$ | $\mathrm{O}\left(n^{3}\right)$ | $\mathrm{O}(n \log n)$ |
|  | [WZ05] | $\mathrm{O}\left(n_{1} n_{2}\left(d_{1}+d_{2}\right)^{2}\right)$ | $\mathrm{O}\left(\left(\log n_{1}\right) n_{2}\left(d_{1}+d_{2}\right) d_{1}\right)$ | $\mathrm{O}\left(n^{2}\right)$ | $\mathrm{O}(n \log n)$ |
|  | [Jan03] | $\mathrm{O}\left(k^{2} n\left(\log n+d^{3}\right)\right)$ |  | $\mathrm{O}\left(k^{2} n\right.$ | $\log n$ |
| unordered | [JWZ95] | MAX SNP-hard |  | polynomial $^{\dagger}$ |  |
|  | [FA06] (unit costs, degree and alphabet size bounded) |  |  | $\mathrm{O}\left(\gamma^{K}\right)$ |  |

$n_{i}$ : size of tree $T_{i}$ for $i \in\{1,2\}$, and assume that $n_{1} \leq n_{2}$ and $n=n_{2}, d_{i}=\operatorname{deg}\left(T_{i}\right)$ for $i \in\{1,2\}$.
$k$ : fixed upper bound of the number of inserted gap symbols.
$K$ : fixed upper bound of the unit-cost alignment distance.
$\gamma$ : parameter determined by $d_{i}$ (e.g. $\gamma \leq 4.45$ for unordered binary trees).
$\dagger$ For unordered binary trees, $\mathrm{O}\left(n^{2}\right)$ time and space.

We refer to the $\mathcal{C}$-distance based on the cost function $d$ as $\mathcal{C}$-distance with unit costs or simply unit-cost $\mathcal{C}$-distance, and we denoted by $\mathbf{D}_{1}^{\mathcal{C}}(S, T)$ the unit-cost $\mathcal{C}$-distance between $S$ and $T$. The cost of a tree mapping $M$ between two trees $S$ and $T$ is simplified as follows:

$$
\begin{aligned}
\operatorname{cost}(M) & =|\{(x, y) \in M \mid x \neq y\}|+\left|V(S) \backslash M^{(1)}\right|+\left|V(T) \backslash M^{(2)}\right| \\
& =|\{(x, y) \in M \mid x \neq y\}|+|S|+|T|-2 \cdot|M| .
\end{aligned}
$$

### 2.6.2 Largest Common Subforest Patterns

On the other hand, if the tree edit distance between two trees is defined as the number of edit operations to transform one tree into another without replacements, the cost function $d$ is given by

$$
d(x, y)= \begin{cases}0 & \text { if } l(x)=l(y) \\ 1 & \text { if } l(x) \neq l(y) \text { and }(l(x)=‘-" \text { or } l(y)="-"), \\ \infty & \text { otherwise (label replacement })\end{cases}
$$

As in the case of strings (Section 2.2.3), if we need just the distance value, it is enough to let the cost of replacement be more than or equal to 2 . By computing the $\mathcal{C}$-distance between two trees $S$ and $T$ based on the cost function $d$, we can find a largest common subforest pattern of $S$ and $T$. (Tai refers to it as a largest common substructure between $S$ and $T$ [Tai79].) We refer to the distance as $\mathcal{C}$-distance with LCS costs or simply LCS-cost $\mathcal{C}$-distance, and we denoted by $\mathbf{D}_{\text {lcs }}^{\mathcal{C}}(S, T)$ the LCS-cost $\mathcal{C}$-distance between $S$ and $T$.

### 2.7 Alignment of Trees and Alignment Distance

The alignment of trees was introduced by Jiang et al. [JWZ95], as a natural extension of the alignment of strings, in search of better comparison methods for RNA secondary structures. While the Tai edit problem can be regarded as the problem of finding an approximate common subforest of two trees, the alignment of trees can be regarded as the problem of finding an approximate common supertree of two trees.

We summarize the proposed algorithms and computational complexities for computing alignment of trees in Table 2.6.

### 2.7.1 Operational Definitions

The definition of alignment of trees was given in an operational way [JWZ95] as follows.

Definition 2.53 (Alignment of Trees [JWZ95]) An alignment of two trees $S$ and $T$ is obtained by the following two steps:

1. Insert new nodes with gap symbol "-" into $S$ and $T$ so that the following two conditions are satisfied:
(i) two resulting trees $S^{\prime}$ and $T^{\prime}$ are isomorphic if labels are ignored, and let $\phi$ be an isomorphic mapping from $S^{\prime}$ to $T^{\prime}$
(ii) for any node $s \in S^{\prime}$ labeled with a gap symbol, the node $\phi(s) \in T^{\prime}$ is not labeled with a gap symbol.
2. Collect the pairs of nodes as follows:

$$
A=\left\{(s, \phi(s)) \in V\left(S^{\prime}\right) \times V\left(T^{\prime}\right) \mid s \in S^{\prime}\right\}
$$

We refer to $A$ as an alignment of $S$ and $T$. The tree obtained by relabeling all nodes in $S^{\prime}$ with $(l(s), l(\phi(s)))$ for $s \in S^{\prime}$ is called an aligned tree.

The cost of an alignment $A$ is defined as the sum of the costs of all pairs of aligned nodes :

$$
\operatorname{cost}(A)=\sum_{(s, t) \in A} d(s, t)=\sum_{(s, t) \in A} d_{l}(l(s), l(t))
$$

An optimal alignment is an alignment that minimizes the cost over all possible alignments. An alignment distance is the cost of an optimal alignment. We denote the set of all possible alignments between two trees $S$ and $T$ by $\mathcal{A}(S, T)$. Then, the alignment distance between two trees $S$ and $T$ is given as follows.

$$
\mathbf{D}^{\mathrm{ALN}}(S, T)=\min _{A \in \mathcal{A}(S, T)} \operatorname{cost}(A)
$$

The problem of computing an optimal alignment or alignment distance is referred to as the alignment problem in trees.

Tree Mapping for Alignment of Trees. In Definition 2.53, alignment distance is not defined as the minimum cost of tree mappings as in the case of Tai distance. We refer to the class of tree mappings for determining alignment distance as alignable mappings. For any alignment $A \in \mathcal{A}(S, T)$, an alignable mapping $M$ is given by

$$
M=\{(s, t) \in V(S) \times V(T) \mid(s, t) \in A\}
$$

The explicit condition of alignable mappings had not been identified for ten years since Jiang et al. first introduced the notion of alignment of trees in an operational way [JWZ95]. In Section 4.6, we reveal the condition of alignable mappings.

Example 2.54 Consider the unit-cost alignment distance between two ordered trees $S$ and $T$ in Figure 2.13. Then, we have $\mathbf{D}_{1}^{\text {ALN }}(S, T)=4$ since the minimum cost is computed by

$$
d_{l}(\mathbf{a}, \mathbf{a})+d_{l}(\mathbf{b},-)+d_{l}(\mathbf{c}, \mathbf{c})+d_{l}(-, \mathrm{f})+d_{l}(\mathrm{~d}, \mathrm{~d})+d_{l}(-, \mathrm{e})+d_{l}(\mathbf{e},-)=4
$$

Figure 2.14(left) shows the alignable mapping corresponding to the alignment in Figure 2.13, and by overlaying the node pairs in the mapping we obtain the same aligned tree Figure 2.14(right) as in Figure 2.13.

An alignment of two trees is not uniquely determined. Figure $\mathbf{2 . 1 5}$ shows another alignable mapping between $S$ and $T$, and its aligned tree.

Figure 2.16(left) shows a Tai mapping between $S$ and $T$. This mapping is not an alignable mapping since by overlaying the node pairs in the mapping we obtain an acyclic directed graph in Figure 2.16(right), and it is not a tree. It is obvious from this observation that alignable mappings are in a proper subclass of Tai mappings.

## Alignment Problem as a Restricted Tree Edit Problem

The alignment problem is viewed as a restricted tree edit problem in which all the insertions precede all the deletions. In the alignment problem for strings, the set of edit operations gives the same distance regardless of the order of operations, while the order may cause a big difference in the tree edit problem.



aligned tree


Figure 2.13. Alignment of trees between $S$ and $T$


Figure 2.14. Alignable mapping and its aligned tree


Figure 2.15. Another alignable mapping and its aligned tree

Example 2.55 For two trees $S$ and $T$ in Figure 2.17, we assume unit costs. Then, the alignment problem is solved by applying all insertions before deletions, and an optimal edit script is

$$
E=\langle\varepsilon \mapsto \mathrm{f}, \varepsilon \mapsto \mathrm{e}, \mathrm{e} \mapsto \varepsilon, \mathrm{~b} \mapsto \varepsilon\rangle .
$$

There is no shorter path between $S$ and $T$ under the restriction. On the other hand, if there is no such restriction, then we have a shorter path with an optimal edit script

$$
E=\langle\mathbf{b} \mapsto \varepsilon, \varepsilon \mapsto \mathrm{f}\rangle
$$

as shown in Figure 2.18.

### 2.7.2 Approximate Common Supertree Problem

There is yet another alternative view of the alignment problem. First, let us define the notion of supertree. For a tree $T$, a supertree of $T$ is a tree obtained by inserting an arbitrary number of nodes into $T$.


Figure 2.16. Non-alignable mapping


Figure 2.17. Alignment problem as an edit problem


Figure 2.18. Tai edit problem

In the alternative view, we use only replacements and insertions as the elementary edit operations, and define the alignment distance as the minimum cost of edit operations to transform two trees into a common third tree. In other words, this problem is to find an approximate common supertree shared by two trees with the minimum cost of edit operations without deletions. We permit the identity edit operation as in the approximate common subtree problem. For example, in Figure 2.15, the tree to the right is obtained from two tree $S$ and $T$ by inserting two nodes respectively.

The problem of computing the alignment distance between two trees along with an approximate common supertree of the minimum cost of edit operations is called the approximate common supertree problem.

For strings, the approximate common supersequence problem is equivalent to the approximate common subsequence problem. For trees, both are, however, different as already seen.

### 2.7.3 Algorithms for Ordered Trees

For two trees $T_{1}$ and $T_{2}$, we set $n=\max \left\{\left|T_{1}\right|,\left|T_{2}\right|\right\}$ and $d=\max \left\{\operatorname{deg}\left(T_{1}\right), \operatorname{deg}\left(T_{2}\right)\right\}$. Jiang et al. first proposed an $\mathrm{O}\left(n^{2} d^{2}\right)$-time and $\mathrm{O}\left(n^{2} d^{2}\right)$-space algorithm [JWZ95] for computing alignment distance for ordered trees. Later, Wang and Zhao [WZ03] improved the space complexity by sacrificing the time complexity for the case of $d \ll n$ as often seen in RNA secondary structures. The algorithm runs in $\mathrm{O}\left(n^{3} d^{2}\right)$ time and $\mathrm{O}\left(n \log n \cdot d^{2}\right)$ space. Recently, Wang and Zhao achieved a further improvement by proposing a new algorithm which runs in $\mathrm{O}\left(n^{2} d^{2}\right)$ time and $\mathrm{O}\left(n \log n \cdot d^{2}\right)$ space.

Jansson and Lingas proposed a fixed-parameter algorithm [JL03, Jan03] for ordered trees. The algorithm runs in $\mathrm{O}\left(k^{2} n\left(\log n+d^{3}\right)\right)$ time for a fixed upper bound of the number of inserted nodes labeled with gap symbols $k$, i.e. this algorithm returns the alignment distance between given two trees if there exists an optimal alignment with at most $k$ nodes labeled with gap symbols.

$$
\begin{array}{rlrl}
\mathrm{D}(\emptyset, \emptyset) & =0 & \\
\mathrm{D}(F, \emptyset) & =\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset), & \mathrm{D}(\emptyset, F) & =\sum_{T \in F} \mathrm{D}_{T}(\emptyset, T) \\
\mathrm{D}_{T}(v(F), \emptyset) & =\mathrm{D}(F, \emptyset)+d(v, \varepsilon), & \mathrm{D}_{T}(\emptyset, v(F)) & =\mathrm{D}(\emptyset, F)+d(\varepsilon, v)
\end{array}
$$

$$
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=
$$

$$
\min \begin{cases}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}, & \left\langle\varepsilon \mapsto v_{2}\right\rangle  \tag{2.4a}\\ \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\}, & \left\langle v_{1} \mapsto \varepsilon\right\rangle \\ \mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right), & \left\langle v_{1} \mapsto v_{2}\right\rangle\end{cases}
$$

$$
\mathrm{D}\left(F_{1} \bullet T_{1}, F_{2} \bullet T_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, F_{2} \bullet T_{2}\right)+\mathrm{D}_{T}\left(T_{1}, \emptyset\right)  \tag{2.4b}\\
\mathrm{D}\left(F_{1} \bullet T_{1}, F_{2}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}\right) \\
\mathrm{D}\left(F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, T_{2}\right) \\
\mathrm{D}^{\prime}\left(F_{1} \bullet T_{1}, F_{2} \bullet T_{2}\right)
\end{array}\right.
$$

$$
\mathrm{D}^{\prime}\left(F_{1} \bullet v_{1}\left(F_{1}^{\prime}\right), F_{2} \bullet v_{2}\left(F_{2}^{\prime}\right)\right)=\mathrm{D}^{\prime}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{n}\right)=
$$

$$
\min \left\{\begin{array}{l}
\min _{1 \leq i \leq m}\left\{\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, F_{2}\right)+\mathrm{D}\left(T_{1}^{i} \bullet \cdots \bullet T_{1}^{m}, F_{2}^{\prime}\right)\right\}+d\left(\varepsilon, v_{2}\right)  \tag{2.4c}\\
\min _{1 \leq i \leq n}\left\{\mathrm{D}\left(F_{1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{i-1}\right)+\mathrm{D}\left(F_{1}^{\prime}, T_{2}^{i} \bullet \cdots \bullet T_{2}^{n}\right)\right\}+d\left(v_{1}, \varepsilon\right)
\end{array}\right.
$$

Figure 2.19. Recurrences for computing alignment distance for ordered trees

## Jiang-Wang-Zhang's Algorithm

The algorithm for computing alignment distance [JWZ95] for ordered trees was proposed based on the recurrences in Figure 2.19, where $\mathrm{D}\left(F_{1}, F_{2}\right)$ denotes the alignment distance between two forests $F_{1}$ and $F_{2}$, and $\mathrm{D}_{T}\left(T_{1}, T_{2}\right)$ denotes the alignment distance between two trees $T_{1}$ and $T_{2}$. Figure $\mathbf{2 . 2 0}$ and Figure 2.21 illustrate the intuitive meanings of Eq.(2.4a) and Eq.(2.4c) respectively. In Algorithm 2.4, we show the algorithm for computing alignment distance.


Figure 2.20. $\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}$ in Eq.(2.4a)


Figure 2.21. $\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, F_{2}\right)+\mathrm{D}\left(T_{1}^{i} \bullet \cdots \bullet T_{1}^{m}, F_{2}^{\prime}\right)$ in Eq.(2.4c)

An optimal alignable mapping (optimal alignment) can be basically computed by tracing back the resulting arrays D and $\mathrm{D}_{T}$ obtained by TreeAlign and ForestAlign.

```
Algorithm 2.4 Alignment distance for ordered trees
    procedure \(\operatorname{TreeAlign}\left(T_{1}, T_{2}\right)\)
        \(\mathrm{D}(\emptyset, \emptyset) \leftarrow 0\)
        foreach \(v \in T_{1}\) in postorder do
            let \(F_{1}\) be a forest such that \(T_{1}(v)=v\left(F_{1}\right)\)
            \(\mathrm{D}\left(F_{1}, \emptyset\right) \leftarrow \sum_{T \in F_{1}} \mathrm{D}_{T}(T, \emptyset)\)
            \(\mathrm{D}_{T}\left(v\left(F_{1}\right), \emptyset\right) \leftarrow \mathrm{D}\left(F_{1}, \emptyset\right)+d(v, \varepsilon)\)
            foreach \(v \in V\left(T_{2}\right)\) in postorder do
                let \(F_{2}\) be a forest such that \(T_{2}(v)=v\left(F_{2}\right)\)
                \(\mathrm{D}\left(\emptyset, F_{2}\right) \leftarrow \sum_{T \in F_{2}} \mathrm{D}_{T}(\emptyset, T)\)
            \(\mathrm{D}_{T}\left(\emptyset, v\left(F_{2}\right)\right) \leftarrow \mathrm{D}\left(\emptyset, F_{2}\right)+d(\varepsilon, v)\)
        for \(v_{1} \in T_{1}\) in postorder do
            let \(F_{1}=T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}\) be a forest such that \(T_{1}\left(v_{1}\right)=v_{1}\left(F_{1}\right)\)
            for \(v_{2} \in T_{2}\) in postorder do
                let \(F_{2}=T_{2}^{1} \bullet \cdots \bullet T_{2}^{m}\) be a forest such that \(T_{2}\left(v_{2}\right)=v_{2}\left(F_{2}\right)\)
            for \(i \leftarrow 1\) to \(m\) do
                ForestAlign \(\left(T_{1}^{i} \bullet \cdots \bullet T_{1}^{m}, F_{2}\right)\)
                for \(j \leftarrow 1\) to \(n\) do
                ForestAlign \(\left(F_{1}, T_{2}^{j} \bullet \cdots \bullet T_{2}^{n}\right)\)
                \(\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\min \left\{\begin{array}{l}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\} \\ \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\} \\ \mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right)\end{array}\right.\)
        return \(\mathrm{D}_{T}\left(T_{1}, T_{2}\right)\)
    end
    procedure Forestalign \(\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{n}\right)\)
        for \(i \leftarrow 1\) to \(m\) do
            \(\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i}, \emptyset\right) \leftarrow \mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, \emptyset\right)+\mathrm{D}_{T}\left(T_{1}^{i}, \emptyset\right)\)
        for \(i \leftarrow 1\) to \(n\) do
            \(\mathrm{D}\left(\emptyset, T_{2}^{1} \bullet \cdots \bullet T_{2}^{i}\right) \leftarrow \mathrm{D}\left(\emptyset, T_{2}^{1} \bullet \cdots \bullet T_{2}^{i-1}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}^{i}\right)\)
    for \(i \leftarrow 1\) to \(m\) do
            for \(j \leftarrow 1\) to \(n\) do
            let \(F_{k} \bullet v_{k}\left(F_{k}^{\prime}\right)=T_{k}^{1} \bullet \cdots \bullet T_{k}^{i}\) for \(k \in\{1,2\}\)
            \(\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j}\right)=\)
                    \(\min \left\{\begin{array}{l}\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j}\right)+\mathrm{D}_{T}\left(T_{1}^{i}, \emptyset\right) \\ \mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j-1}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}^{j}\right) \\ \mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j-1}\right)+\mathrm{D}_{T}\left(T_{1}^{i}, T_{2}^{j}\right) \\ \min _{1 \leq k \leq i}\left\{\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{k-1}, F_{2}\right)+\mathrm{D}\left(T_{1}^{k} \bullet \cdots \bullet T_{1}^{i}, F_{2}^{\prime}\right)\right\}+d\left(\varepsilon, v_{2}\right) \\ \min _{1 \leq k \leq j}\left\{\mathrm{D}\left(F_{1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{k-1}\right)+\mathrm{D}\left(F_{1}^{\prime}, T_{2}^{k} \bullet \cdots \bullet T_{2}^{j}\right)\right\}+d\left(v_{1}, \varepsilon\right)\end{array}\right.\)
    end
```

We, however, need to take notice that Jiang-Wang-Zhang's algorithm is designed for computing just one optimal alignable mapping even if there exists more than one. Although Zhang-Shasha's algorithm for Tai distance also computes just one optimal Tai mapping, the resulting arrays implicitly contain all possible optimal Tai mappings. Hence, we can enumerate all the possible optimal Tai mappings from the resulting arrays by traceback.

On the other hand, the resulting arrays by Jiang-Wang-Zhang's algorithm excludes some possible alignable mappings in the first place since these excluded mappings are always replaceable with alternative mappings with the same costs from the viewpoint of cost optimization. Therefore, in a precise sense, the recurrences used in Jiang-Wang-Zhang's algorithm do not mathematically correspond to the definition of alignment of trees, and it computes alignment distance in a subclass of alignable mappings. This is a slight difference in recurrences or implementation, but may cause a difference in the definition of tree mappings (See Section 4.8.1).

We do not enter into the detail of the correctness of all the recurrences in Figure 2.19. However, we sketch the proof of the correctness of Eq.(2.4a) since the exclusiveness of a tree mapping arises from Eq.(2.4a).

Proof of the correctness of Eq.(2.4a) [JWZ95, Lemma 2]. Consider an aligned tree of an optimal alignment $A$ of $T_{1}=v_{1}\left(F_{1}\right)$ and $T_{2}=v_{2}\left(F_{2}\right)$. We assume that

$$
\begin{aligned}
& \Delta_{1}=\left\{x \notin T_{1} \mid(x, y) \in A \text { for some } y \in T_{2}\right\} \\
& \Delta_{2}=\left\{y \notin T_{2} \mid(x, y) \in A \text { for some } x \in T_{1}\right\}
\end{aligned}
$$

It suffices to consider the following four cases.

1. $\left(v_{1}, v_{2}\right) \in A$ : The nodes $v_{1}$ and $v_{2}$ are aligned. Hence, the rest of $v_{1}\left(F_{1}\right)$ and $v_{2}\left(F_{2}\right)$, i.e. two forests $F_{1}$ and $F_{2}$, need to be aligned, i.e.

$$
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right)
$$

2. $\left(v_{1}, w_{2}\right) \in A$ for some $w_{2} \in \Delta_{2}$, and $\left(w_{1}, v_{2}\right) \in A$ for some $w_{1} \in \Delta_{1}$ : Recall that $w_{1}$ and $w_{2}$ are labeled with the same gap symbol. Hence, due to the metricity of $d$, the cost cannot be better than the case 1 , i.e. $d_{l}\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \leq d_{l}\left(l\left(v_{1}\right),-\right)+d_{l}\left(-, l\left(v_{2}\right)\right)$. Hence, we may ignore this case for computing the minimum cost.
3. $\left(v_{1}, w_{2}\right) \in A$ for some $w_{2} \in \Delta_{2}$, and $\left(w_{1}, v_{2}\right) \notin A$ for any $w_{1} \in \Delta_{1}$ : The root of the aligned tree is obtained by aligning $v_{1}$ and $w_{2}$, and the node $v_{2}$ must be aligned with a node in $T \in F_{1}$. Hence,

$$
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\} .
$$

4. $\left(w_{1}, v_{2}\right) \in A$ for some $w_{1} \in \Delta_{1}$, and $\left(v_{1}, w_{2}\right) \notin A$ for any $w_{2} \in \Delta_{2}$ : Symmetric to the case 3 .

From this proof, it is clear that the case 3 is ignored in the recurrences in Figure 2.13. If this case is completely excluded, in a precise sense, the recurrences in Figure 2.13 end up with mathematically mismatching the definition of alignment of trees. In addition, this proof assumes the metricity of the cost function $d$ (we see in Corollary 2.59 that alignment distance is not a metric even if $d$ is a metric), while Zhang-Shasha's algorithm does not assume it. By adding the case 3 to Eq.(2.4a), we have the following recurrence mathematically equivalent to the definition of alignable mappings.

$$
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\min \left\{\begin{array}{l}
\mathbf{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}  \tag{2.5}\\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\} \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right) \\
\hline \mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, \varepsilon\right)+d\left(\varepsilon, v_{2}\right)
\end{array}\right.
$$

For enumerating all the alignments between two trees, we need to use this recurrence, or implement some supplementary procedure in traceback.

Example 2.56 We assume the following cost function:

$$
d(x, y)= \begin{cases}0 & \text { if } l(x)=l(y) \\ 1 & \text { if } l(x) \neq l(y) \text { and }(l(x)="-" \text { or } l(y)="->), \\ 3 & \text { otherwise (label replacement })\end{cases}
$$

There are two possibilities of optimal alignable mappings as shown in Figure 2.19(a) and (b). Jiang-WangZhang's algorithm, however, does not consider the case of (b).

Complexity. We here estimate the time complexity of Jiang-Wang-Zhang's algorithm. Let $T_{1}$ and $T_{2}$ be two given trees. For each pair of nodes $v_{1} \in T_{1}$ and $v_{2} \in T_{2}$, the procedure ForestAlign runs in

$$
\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right| \cdot\left(\left|\operatorname{ch}\left(v_{1}\right)\right|+\left|\operatorname{ch}\left(v_{1}\right)\right|\right)\right) \text { time, }
$$

and then the procedure TreeAlign runs in

$$
\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right| \cdot\left(\left|\operatorname{ch}\left(v_{1}\right)\right|+\left|\operatorname{ch}\left(v_{2}\right)\right|\right)^{2}\right) \text { time. }
$$



Figure 2.22. Two optimal alignable mappings

Therefore, the time complexity of Algorithm 2.4 is

$$
\begin{array}{rl}
\sum_{v_{1} \in T_{1}} \sum_{v_{2} \in T_{2}} & \mathrm{O} \\
& \leq \sum_{v_{1} \in T_{1}} \sum_{v_{2} \in T_{2}} \mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right| \cdot\left(\left|\operatorname{ch}\left(v_{1}\right)\right|+\left|\operatorname{ch}\left(v_{2}\right)\right|\right)^{2}\right) \\
& \leq \mathrm{O}\left(\left(v_{2}\right) \mid \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)^{2}\right) \\
& \leq \mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot\left(\operatorname{deg}\left(v_{1}\right) \mid\right) \cdot\left(\sum_{v_{2} \in T_{2}}\left|\operatorname{ch}\left(v_{2}\right)\right|\right) \cdot\left(\operatorname{deg}\left(T_{2}\right)\right)^{2}\right)
\end{array}
$$

Amalgamation of trees. It seems that alignment of trees can be applied to amalgamating two trees into one supertree based on the similarity. However, we have yet to solve the problem of determining one aligned tree out of more than one candidate. It is obvious that the way of amalgamation from an obtained alignment is not unique even for strings. The amalgamation of trees has, however, a more complex ambiguity than strings as shown in the following example.

Example 2.57 Consider two trees $S$ and $T$, and an alignment $A$ depicted by dashed lines in Figure 2.23. By overlaying pairs of nodes in $A$ with preserving any order in $S$ and $T$, we have two possible amalgamations $R_{1}$ and $R_{2}$.


Figure 2.23. Two aligned trees obtained by using the same alignment

### 2.7.4 Algorithms for Unordered Trees

Jiang et al. proved that the alignment problem for unordered trees is MAX SNP-hard if either of given two trees has arbitrary degrees [JWZ95]. Jiang et al. [JWZ95] also presented a polynomial-time algorithm for unordered trees with bounded degree (the degree of a node is defined as the number of its children) by giving the same structure of recurrences in Figure 2.19. In particular, for unordered binary trees, an $\mathrm{O}\left(n_{1} n_{2}\right)$-time and -space algorithm was shown in [JWZ95], where $n_{i}$ for $i \in\{1,2\}$ is the size of tree $T_{i}$.

Fukagawa and Akutsu proposed a fixed-parameter algorithm [FA06] for unit-cost alignment of unordered trees with bounded degree and a bounded size alphabet. This algorithm runs in $\mathrm{O}\left(\gamma^{k} n\right)$ time, where $n=\max \left\{\left|T_{1}\right|,\left|T_{2}\right|\right\}$ for given two trees $T_{1}$ and $T_{2}, \gamma$ is a constant determined by $\max \left\{\operatorname{deg}\left(T_{1}\right), \operatorname{deg}\left(T_{2}\right)\right\}$, and $k$ is a fixed upper bound of the number of inserted nodes labeled with gap symbols.

### 2.7.5 Alignable Mappings

Even without the explicit condition of alignable mappings, the following important property is known. By Aln we denote the class of alignable mapping. The following proposition leads to the fact that the alignment distance is not a metric.

Proposition 2.58 Alignable mapping is not transitive.
Proof. We show this proposition by a counterexample to transitivity. For trees $R$, $S$, and $T$, let $M_{R S} \in$ $\mathcal{M}^{\text {Aln }}(R, S), M_{S T} \in \mathcal{M}^{\text {Aln }}(S, T)$ be two alignable mappings. As shown in Figure 2.24, although $M_{R S}$ and $M_{S T}$ are alignable mappings, the composite $M_{S T} \circ M_{R S} \in \mathcal{M}(R, T)$ is not alignable. Since the composite of two alignable mappings is not necessarily alignable, alignable mapping is not transitive.


Figure 2.24. Counterexample to transitivity in alignable mappings

Although this intransitivity does not necessarily imply that alignable distance is not a metric, we immediately have the following corollary by using the same counterexample.

Corollary 2.59 Alignable distance is not a metric.

Proof. See the following counterexample.
Example 2.60 We assume unit costs. For trees $R, S$ and $T$, consider three optimal alignable mappings $M_{R S} \in \mathcal{M}^{\text {ALN }}(R, S), M_{S T} \in \mathcal{M}^{\text {ALN }}(S, T)$, and $M_{S T} \in \mathcal{M}^{\text {ALN }}(S, T)$ as shown in Figure 2.25. Then, we have

$$
\mathbf{D}_{1}^{\mathrm{ALN}}(R, T)=4, \quad \mathbf{D}_{1}^{\mathrm{ALN}}(R, S)=1, \quad \mathbf{D}_{1}^{\mathrm{ALN}}(S, T)=1
$$

Hence,

$$
\mathbf{D}_{1}^{\mathrm{ALN}}(R, T)>\mathbf{D}_{1}^{\mathrm{ALN}}(R, S)+\mathbf{D}_{1}^{\mathrm{ALN}}(S, T)
$$

It follows that alignable distance is not a metric.


Figure 2.25. Non-metricity of alignable distance

For Tai distance, we have

$$
\mathbf{D}_{1}^{\mathrm{T} \Lambda 1}(R, T)=2, \quad \mathbf{D}_{1}^{\mathrm{T} \Lambda 1}(R, S)=1, \quad \mathbf{D}_{1}^{\mathrm{T} \mathrm{AI}}(S, T)=1
$$

since Tai distance is a metric.

### 2.8 Structure Sensitive Distance

Tai distance and alignment distance are primarily defined in an operational way by using edit operations. In these two distance measures, the notion of tree mapping is rather used for characterizing the distance measures. In contrast, some distance measures between trees are primarily defined based on Definition 2.43 by giving subclass definitions of Tai mappings without explicit definitions of how to apply edit operations to trees. These classes consider not merely node-to-node mappings but also subtree-to-subtree mappings by tree mappings. In this section, we show these classes of tree mappings, and related distance measures. We summarize the complexities of these algorithms in Table 2.7.

Table 2.7. Computational complexity of structure sensitive distance problems

| Trees | Class |  | Reference | Time | Space |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ordered | SP | structure-preserving $\dagger$ | [TT88] | $\mathrm{O}\left(n_{1} n_{2} l_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |
|  | SP ${ }^{\text {b }}$ | strongly structure-preserving | [Tan84] | $\mathrm{O}\left(n_{1} n_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |
|  | Lu | Lu | [Lu79] | $\mathrm{O}\left(n_{1} n_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |
|  | SR | structure-respecting | [Ric97] | $\mathrm{O}\left(n_{1} n_{2} d_{1} d_{2}\right)^{\ddagger}$ | $\mathrm{O}\left(d_{1} h_{1} n_{2}\right)^{\dagger \dagger}$ |
|  | Cst | constrained | [Zha95] | $\mathrm{O}\left(n_{1} n_{2}\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |
|  | Cst | constrained | [WZ05] | $\mathrm{O}\left(n_{1} n_{2}\right)$ | $\mathrm{O}\left(\left(\log n_{1}\right) n_{2}\right)^{\ddagger \ddagger}$ |
|  | $\mathrm{CsT}^{\#}$ | less-constrained | [LST01] | $\mathrm{O}\left(n_{1} n_{2} d_{1}^{3} d_{2}^{3} d\right)$ |  |
| unordered | Cst | constrained | [Zha96] | $\mathrm{O}\left(n_{1} n_{2} d \log d\right)$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |
|  | $\mathrm{Cst}^{\#}$ | less-constrained | [LST01] | MAX SNP-har |  |
|  | Lu | Lu | [ $\mathrm{AYO}^{+03}{ }^{\text {] }}$ ] | $\mathrm{O}\left(n_{1} n_{2}\right)^{\ddagger \ddagger \ddagger}$ | $\mathrm{O}\left(n_{1} n_{2}\right)$ |

For $i \in\{1,2\}, n_{i}$ : size of tree $T_{i}, h_{i}=\operatorname{dep}\left(T_{i}\right), \ell_{i}=\mid$ leaves $\left(T_{i}\right) \mid, d_{i}=\operatorname{deg}\left(T_{i}\right), d=d_{1}+d_{2}$
$\dagger$ SP-distance is asymmetric w.r.t. $T_{1}$ and $T_{2}$.
$\ddagger$ The algorithm for SR-distance is exactly the same as the algorithm for Cst-distance except for the complexity estimation.
$\dagger \dagger$ For the computation of an optimal SR-mapping, $\mathrm{O}\left(n_{1} n_{2}\right)$ space is required.
$\ddagger \ddagger$ An optimal Cst-mapping can also be computed with this space complexity.
$\dagger \dagger \dagger$ In fact, a more negative result is proven. There is no absolute polynomial-time approximation unless $\mathrm{P}=\mathrm{NP}$.
$\ddagger \ddagger \ddagger$ This algorithm assumes degree-bounded trees.

### 2.8.1 Structure-Preserving Distance

Tanaka and Tanaka introduced a subclass of Tai mapping [TT82, Tan93, TT88, Tan95] by restricting the condition of Tai mapping. It was probably the first attempt at defining a distance measure between two trees by considering tree images mapped by a tree mapping.

Since the original definition of structure-preserving mapping is a slightly verbose, we modify the representation of the definition without changing the essential formalization.

The node of the rightmost leaf of a complete subtree of $T$ rooted at $t \in T$ is denoted by $r l(t)$. Let $M$ be a tree mapping from $S$ to $T$. For $s \in S$, we define the root image of $s$ under $M$ as follows:

$$
\mathrm{R}_{M}(s)^{\dagger}=\left\{\begin{array}{lc}
\operatorname{lca}\left(\left\{M(x) \in T \mid x \leq_{S} s\right\}\right) & \text { if }\left\{x \in M^{(1)} \mid x \leq_{S} s\right\} \neq \emptyset \\
\perp \text { (undefined) } & \text { otherwise }
\end{array}\right.
$$

Note that $\mathrm{R}_{M}(s)$ may not be well-defined for some $s \in S$. (If $\mathrm{R}_{M}(s) \neq \perp$, we say that $\mathrm{R}_{M}(s)$ is welldefined for $s$.) For a node $s \in S$, we refer to the complete subtree rooted at $\mathrm{R}_{M}(s)$ as the image of $S(s)$ under $M$. The structure-preserving mapping is represented as follows.

[^4]
## Definition 2.61 (Structure-Preserving Mapping [TT82, Tan93, TT88, Tan95])

For two ordered trees $S$ and $T$, a Tai mapping $M$ from $S$ to $T$ is structure-preserving if the following condition is satisfied:

$$
\forall s_{1}, s_{2} \in S\left[\mathbf{R}_{M}\left(s_{1}\right) \neq \perp \wedge \mathbf{R}_{M}\left(s_{2}\right) \neq \perp \Longrightarrow\left[r l\left(s_{1}\right) \unlhd_{S} s_{2} \Longleftrightarrow r l\left(\mathbf{R}_{M}\left(s_{1}\right)\right) \unlhd_{T} \mathbf{R}_{M}\left(s_{2}\right)\right]\right] .
$$

This definition uses a property of left-to-right preorder such that $V(T(t))=\left\{x \in T \mid t \unlhd_{T} x \unlhd_{T} r l(t)\right\}$ for any node $t \in T$. The definition implies that "two subtrees $S\left(s_{1}\right)$ and $S\left(s_{2}\right)$ are isolated (i.e. not overlapped) if and only if two subtrees $T\left(\mathrm{R}_{M}\left(s_{1}\right)\right)$ and $T\left(\mathrm{R}_{M}\left(s_{2}\right)\right)$ are isolated for any $s_{1}, s_{2} \in S$."

Remark 2.3 Note that the original definition of structure-preserving mapping was incomplete in [TT82] (in Japanese) and [TT88] (in English). It was, later, corrected by adding the condition $\forall\left(i_{1}, i_{2}\right),\left(j_{1}, j_{2}\right) \in$ $M\left[i_{1} \in \operatorname{An}\left(i_{2}\right) \Leftrightarrow j_{1} \in \operatorname{An}\left(j_{2}\right)\right]$ to the definition in [TT82] or [TT88]. The notes [Tan93] and [Tan95] are complementary remarks of [TT82] (in Japanese), and [TT88] (in English) respectively for the correction.

Structure-preserving mapping $\&$ isolated-subtree or constrained tree mapping. The idea of structurepreserving mapping has been widely prevailing due to its importance since it was proposed. But, the slightly complicated formulation of this idea has been occasionally led to a misunderstanding of the structurepreserving mapping. For example, [WZ01] and [Va101] regard the structure-preserving mapping and the constrained mapping [Zha95] as the same class of tree mappings although both are different.

Example 2.62 Consider a tree mapping $M=\left\{\left(s_{5}, t_{4}\right),\left(s_{6}, t_{7}\right),\left(s_{11}, t_{11}\right),\left(s_{13}, t_{12}\right)\right\}$ between two trees $S$ and $T$ as shown in Figure 2.26. Now we focus on two nodes $s_{2}, s_{10} \in S$. For the subtree rooted at $s_{2} \in S$, two nodes are included in $M^{(1)}$, i.e.

$$
V\left(S\left(s_{2}\right)\right) \cap M^{(1)}=\left\{s_{5}, s_{6}\right\} .
$$

Therefore, the root image of $s_{2}$ under $M$ is

$$
\mathrm{R}_{M}\left(s_{2}\right)=M\left(s_{5}\right) \smile M\left(s_{6}\right)=t_{4} \smile t_{7}=t_{2}
$$

For $s_{10}$, we have $\mathrm{R}_{M}\left(s_{10}\right)=t_{10}$. The shaded subtrees $S\left(s_{2}\right)$ and $S\left(s_{10}\right)$ are isolated from each other, and the images of these subtrees under $M, T\left(t_{2}\right)$ and $T\left(t_{10}\right)$, are also isolated. In the same way, we can confirm that, for any two nodes $x_{1}, x_{2} \in S$, if the complete subtrees rooted at $x_{1}$ and $x_{2}$ are isolated from each other, then the images of these subtrees under $M$ are also isolated. Hence, $M$ is a structure-preserving mapping. On the other hand, consider a tree mapping $M^{\prime}=\left\{\left(s_{5}, t_{4}\right),\left(s_{6}, t_{9}\right),\left(s_{11}, t_{11}\right),\left(s_{13}, t_{12}\right)\right\}$ between two trees


Figure 2.26. Structure-preserving mapping
$S$ and $T$ as shown in Figure 2.27. Two isolated subtrees $S\left(s_{2}\right)$ and $S\left(s_{10}\right)$ have the overlapped images $T\left(t_{1}\right)$ and $T\left(t_{10}\right)$ under $M^{\prime}$. Hence, $M^{\prime}$ is not a structure-preserving mapping.


Figure 2.27. Non-structure-preserving mapping

## Proposition 2.63 (Asymmetricity of Structure-Preserving Mapping)

The structure-preserving mapping is asymmetric.

Proof. Consider a tree mapping $M_{S T}$ from $S$ to $T$ as shown in Figure 2.28(a). It is easy to confirm that $M_{S T}$ is a structure-preserving mapping from $S$ to $T$. On the other hand, consider a tree mapping $M_{T S}$ from

(a) Structure-preserving mapping from $S$ to $T$

(b) Non structure-preserving mapping from $T$ to $S$

Figure 2.28. Asymmetricity of structure-preserving mapping
$T$ to $S$ in Figure 2.28(b). Although two subtrees $T\left(t_{2}\right)$ and $T\left(t_{5}\right)$ are isolated from each other, the images of these two subtrees under $M_{T S}$ are overlapped. Hence, the tree mapping $M_{T S}$ is not a structure-preserving mapping.

It is straightforward from Proposition 2.63 that the structure-preserving distance is not a metric. Also, it is easy to see that the structure-preserving mapping is monotonic and transitive.

Tanaka and Tanaka proposed an algorithm for computing structure-preserving distance [TT88], which runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \mid\right.$ leaves $\left.\left(T_{2}\right) \mid\right)$ time and $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ space based on the following recurrences.

Structure-respecting mapping does not exactly correspond to the algorithm. Although we do not go into detail, these recurrences do not exactly correspond to the definition of structure-respecting mapping in Definition 2.61. The symmetric version of this algorithm corresponds to Lu's algorithm.

$$
\begin{aligned}
& \mathrm{D}(\emptyset, \emptyset)=0 \\
& \mathrm{D}\left(\emptyset, v(F) \bullet F^{\prime}\right)=\mathrm{D}\left(\emptyset, F \bullet F^{\prime}\right)+d(\varepsilon, v) \\
& \mathrm{D}(F, \emptyset)=\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset) \\
& \mathrm{D}_{T}(v(F), \emptyset)=\mathrm{D}(F, \emptyset)+d(v, \varepsilon) \\
& \mathrm{D}\left(T_{1} \bullet F_{1}^{\prime}, v_{2}\left(F_{2}\right) \bullet F_{2}^{\prime}\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(T_{1} \bullet F_{1}^{\prime}, F_{2} \bullet F_{2}^{\prime}\right)+d\left(\varepsilon, v_{2}\right) \\
\mathrm{D}_{T}\left(T_{1}, \emptyset\right)+\mathrm{D}\left(F_{1}^{\prime}, v_{2}\left(F_{2}\right) \bullet F_{2}^{\prime}\right) \\
\mathrm{D}_{T}\left(T_{1}, v_{2}\left(F_{2}\right)\right)+\mathrm{D}\left(F_{1}^{\prime}, F_{2}^{\prime}\right)
\end{array}\right. \\
& \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\min \begin{cases}\mathrm{D}\left(v_{1}\left(F_{1}\right), F_{2}\right)+d\left(\varepsilon, v_{2}\right) \\
\mathrm{D}\left(F_{1}, v_{2}\left(F_{2}\right)\right)+d\left(v_{1}, \varepsilon\right) \\
\mathrm{D}\left(F_{1}, F_{2}\right) & +d\left(v_{1}, v_{2}\right)\end{cases}
\end{aligned}
$$

### 2.8.2 Strongly Structure-Preserving Distance

As shown in Section 2.8.1, the structure-preserving mapping is asymmetric. Tanaka defined the symmetric version of the structure-preserving mapping, and termed it as the strongly-preserving mapping.

Let $M$ be a tree mapping from $S$ to $T$. For $y \in T$, we define the root image of $y$ under $M$ as follows:

$$
\left.\mathbf{R}_{M}^{-1}(y)=\operatorname{lca}\left(\left\{M^{-1}(t) \in T \mid y \leq_{T} t\right]\right\}\right) .
$$

For a node $t \in T$, we refer to the complete subtree rooted at $\mathrm{R}_{M}^{-1}(t)$ as the image of $T(t)$ under $M$. The strongly-preserving mapping is defined as follows.

## Definition 2.64 (Strongly Structure-Preserving Mapping [Tan84])

For two ordered trees $S$ and $T$, a Tai mapping $M$ from $S$ to $T$ is the strongly structure-preserving if the following two conditions are satisfied:

1. $\forall s_{1}, s_{2} \in S\left[\mathrm{R}_{M}\left(s_{1}\right) \neq \perp \wedge \mathrm{R}_{M}\left(s_{2}\right) \neq \perp \Longrightarrow \quad\left[r l\left(s_{1}\right) \unlhd_{S} s_{2} \Longleftrightarrow r l\left(\mathrm{R}_{M}\left(s_{1}\right)\right) \unlhd_{T} \mathrm{R}_{M}\left(s_{2}\right)\right]\right]$.
2. $\forall t_{1}, t_{2} \in T\left[\mathrm{R}_{M}\left(t_{1}\right) \neq \perp \wedge \mathrm{R}_{M}\left(t_{2}\right) \neq \perp \Longrightarrow\left[r l\left(t_{1}\right) \unlhd_{T} t_{2} \Longleftrightarrow r l\left(\mathrm{R}_{M}^{-1}\left(t_{1}\right)\right) \unlhd_{S} \mathrm{R}_{M}^{-1}\left(t_{2}\right)\right]\right]$.

Strongly structure-preserving mapping \& Lu mapping. Tanaka and Ohmori et al. stated in [Tan84] and [OT88] that the strongly structure-preserving mapping is equivalent to Lu mapping in Section 2.8.3. In fact, the strongly structure-preserving mapping is equivalent to the constrained mapping due to Zhang [Zha95], and a superclass of Lu mapping. We prove the fact in Section 4.3.

### 2.8.3 Lu Distance

Although Lu distance is not primarily defined by tree mapping, we introduce it here since it is closely related to the other tree mapping based distance measures.

Shin-Yee Lu proposed an algorithm [Lu79] of tree edit distance with the same intention as Tai distance, and applied it to clustering of handwritten characters. As mentioned in [SZ97, Section 14.2.4], this algorithm does not compute Tai distance despite Lu's intention, but computes some other distance. We refer to the distance measure as Lu distance. Later, the same algorithm for unordered trees was independently proposed by Aoki et al. $\left[\mathrm{AYO}^{+} 03\right]$ for glycan structure matching.

The algorithm for computing Lu distance is based on the following recurrences.

$$
\begin{gather*}
\mathrm{D}(\emptyset, \emptyset)=0 \\
\mathrm{D}(F, \emptyset)=\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset), \\
\mathrm{D}_{T}(v(F), \emptyset)=\mathrm{D}(F, \emptyset)+d(v, \varepsilon), \quad \mathrm{D}(\emptyset, F)=\sum_{T \in F} \mathrm{D}_{T}(\emptyset, T) \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \\
\min \begin{cases}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}, & \left\langle\varepsilon \mapsto v_{2}\right\rangle \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\}, & \left\langle v_{1} \mapsto \varepsilon\right\rangle \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right),\end{cases} \\
\mathrm{D}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, T_{2} \bullet F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, \emptyset\right) \\
\mathrm{D}\left(T_{1} \bullet F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}\right) \\
\mathrm{D}\left(F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, T_{2}\right)
\end{array}\right. \tag{2.7a}
\end{gather*}
$$

In these recurrences, Eq.(2.7a) is the same as Eq.(2.4a) for alignment distance, and Eq.(2.7b) is the same as the recurrence for string edit distance.

These recurrences are computed in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ time and space by using dynamic programming.

Structure-preserving mapping \& Lu mapping. Shasha and Zhang stated in [SZ97, Section 14.7] that the algorithm introduced by Tanaka and Tanaka [TT88], i.e. the algorithm for computing the structurepreserving distance, is the same as Lu's algorithm [Lu79]. In fact, both are different. It is obvious from the fact that the structure-preserving mapping is asymmetric, while Lu mapping is symmetric.
(8) Tree mapping for Lu distance. The tree mapping condition for Lu distance has been unknown. We reveal it in Section 4.8.

### 2.8.4 Constrained Distance - Isolated-Subtree Distance

This distance measure is also known as isolated-subtree distance [WZ01]. Based on almost the same intention as the structure-preserving mapping due to Tanaka and Tanaka [TT88], Zhang proposed a constrained mapping (or isolated-subtree mapping) ${ }^{\dagger}$, and designed a quadratic-time algorithm for ordered trees [Zha95] and a polynomial-time algorithm even for unordered trees [Zha96]. The constrained mapping is succinctly and naturally defined as follows.

## Definition 2.65 (Constrained Mapping [Zha95, Zha96])

A Tai mapping $M$ is constrained if the following condition holds:

$$
\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{3}<s_{1} \smile s_{2} \Longleftrightarrow t_{3}<t_{1} \smile t_{2}\right]
$$

Note that from Definition 2.65, it is obvious that

$$
\left(s_{1}, s_{2}\right),\left(t_{1}, t_{2}\right) \in M\left[s_{1}<s_{2} \Longleftrightarrow t_{1}<t_{2}\right]
$$

for any constrained mapping $M$, i.e. the condition of Tai mapping for unordered trees is implied.
For a tree mapping $M$ from $S$ to $T$, let $M_{1}$ and $M_{2}$ be two arbitrary subsets of $M$. An implication of the constrained mapping is that if two subtrees $S\left(\operatorname{lca}\left(M_{1}^{(1)}\right)\right)$ and $S\left(\operatorname{lca}\left(M_{1}{ }^{(2)}\right)\right)$ are disjoint, i.e. $V\left(S\left(\operatorname{lca}\left(M_{1}{ }^{(1)}\right)\right)\right) \cap V\left(S\left(\operatorname{lca}\left(M_{1}{ }^{(2)}\right)\right)\right) \neq \emptyset$, then $T\left(\operatorname{lca}\left(M_{2}{ }^{(1)}\right)\right)$ and $T\left(\operatorname{lca}\left(M_{2}{ }^{(2)}\right)\right)$ must be disjoint as well, and vice versa.

From the definition, it is obvious that the constrained mapping is symmetric, and monotonic.


Figure 2.29. Constrained mapping


Figure 2.30. Non-constrained and structure-preserving mapping

Example 2.66 Consider the same example as Figure 2.26. It is easy to confirm that, by the tree mapping $M$, any disjoint two complete subtrees in $S$ are mapped to disjoint two complete subtrees in $T$ as shown in Figure 2.29, and vice versa.

On the other hand, the Tai mapping shown in Figure 2.10 is not constrained since $s_{4}<s_{6} \smile s_{7}$ and $t_{3} \nless t_{6} \smile t_{9}$.

The tree mapping in Figure 2.30 is not constrained while it is structure-preserving. Actually, it is easy to see that $s_{4}<s_{2} \smile s_{3}$ and $t_{5} \nless t_{3} \smile t_{4}$.

The constrained distance is proved to be a metric by the following proposition.

## Proposition 2.67 (Transitivity of Constrained Mapping [Zha96, Lemma 2(1)])

The constrained mapping is transitive.

Proof. Let $R, S$ and $T$ be trees. Consider two constrained mappings $M_{R S} \in \mathcal{M}^{\mathrm{CsT}}(R, S)$ and $M_{S T} \in$ $\mathcal{M}^{\text {Cst }}(S, T)$. It follows from Proposition 2.48 that $M_{S T} \circ M_{R S}$ is a Tai mapping.

For each $i \in\{1,2,3\}$, let $\left(r_{i}, t_{i}\right)$ be any element in $M_{R S} \circ M_{S T}$. Then, there exists $s_{i}$ such that $\left(r_{i}, s_{i}\right) \in M_{R S}$ and $\left(s_{i}, t_{i}\right) \in M_{S T}$ for each $i \in\{1,2,3\}$. By the definition of constrained mappings, the following holds:

$$
r_{3}<r_{1} \smile r_{2} \Leftrightarrow s_{3}<s_{1} \smile s_{2} \text { and } s_{3}<s_{1} \smile s_{2} \Leftrightarrow t_{3}<t_{1} \smile t_{2} .
$$

Therefore, $r_{3}<r_{1} \smile r_{2} \Leftrightarrow t_{3}<t_{1} \smile t_{2}$ holds.

## Corollary 2.68 (Metric of Constrained Distance [Zha96, Theorem 2])

The constrained distance is a metric.

Proof. Since there exists an isomorphic mapping between the same two trees, and the constrained mapping is symmetric, then it is obvious that for any trees $S$ and $T$,

$$
\mathbf{D}^{\mathrm{CsT}}(T, T)=0 \quad \text { and } \quad \mathbf{D}^{\mathrm{CsT}}(S, T)=\mathbf{D}^{\mathrm{CsT}}(T, S)
$$

[^5]\[

$$
\begin{align*}
& \mathrm{D}(\emptyset, \emptyset)=0 \\
& \mathrm{D}(F, \emptyset)=\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset), \\
& \mathrm{D}_{T}(v(F), \emptyset)=\mathrm{D}(F, \emptyset)+d(v, \varepsilon), \\
& \mathrm{D}_{T}(\emptyset, v(F))=\mathrm{D}(\emptyset, F)+d(\varepsilon, v) \\
& \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \\
& \min \begin{cases}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}, & \left\langle\varepsilon \mapsto v_{2}\right\rangle \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\}, & \left\langle v_{1} \mapsto \varepsilon\right\rangle \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right), & \left\langle v_{1} \mapsto v_{2}\right\rangle\end{cases}  \tag{2.8a}\\
& \mathrm{D}\left(F_{1}, F_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(\emptyset, F_{2}\right)+\min _{v\left(F_{2}^{\prime}\right) \in F_{2}}\left\{\mathrm{D}\left(F_{1}, F_{2}^{\prime}\right)-\mathrm{D}\left(\emptyset, F_{2}^{\prime}\right)\right\} \\
\mathrm{D}\left(F_{1}, \emptyset\right)+\min _{v\left(F_{1}^{\prime}\right) \in F_{1}}\left\{\mathrm{D}\left(F_{1}^{\prime}, F_{2}\right)-\mathrm{D}\left(F_{1}^{\prime}, \emptyset\right)\right\} \\
\mathrm{D}_{S}\left(F_{1}, F_{2}\right)
\end{array}\right.  \tag{2.8b}\\
& \mathrm{D}_{S}(\emptyset, \emptyset)=0 \\
& \mathrm{D}_{S}(T \bullet F, \emptyset)=\mathrm{D}_{T}(T, \emptyset)+\mathrm{D}_{S}(F, \emptyset) \\
& \mathrm{D}_{S}(\emptyset, T \bullet F)=\mathrm{D}_{T}(\emptyset, T)+\mathrm{D}_{S}(\emptyset, F) \\
& \mathrm{D}_{S}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}_{S}\left(F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, T_{2}\right) \\
\mathrm{D}_{S}\left(T_{1} \bullet F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}\right) \\
\mathrm{D}_{S}\left(F_{1}, T_{2} \bullet F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, \emptyset\right)
\end{array}\right. \tag{2.8c}
\end{align*}
$$
\]

Figure 2.31. Recurrences for computing constrained distance for ordered trees

Since tree mapping is subadditive by Lemma 2.40, and the constrained mapping is transitive by Proposition 2.67, it follows from Proposition 2.45 that the constrained distance is transitive, i.e. for any trees $R, S$, and $T$, we have

$$
\mathbf{D}^{\mathrm{CsT}}(R, T) \leq \mathbf{D}^{\mathrm{CsT}}(R, S)+\mathbf{D}^{\mathrm{CsT}}(S, T)
$$

Therefore, the constrained distance is a metric.

## Zhang's Algorithm for Ordered Trees

Zhang proposed an efficient algorithm for computing the constrained distance for ordered trees [Zha95] based on the recurrences shown in Figure 2.31.

Note that an optimal constrained mapping is required (even if $d$ is not a metric), Eq.(2.8a) should include the factor

$$
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, \varepsilon\right)+d\left(\varepsilon, v_{2}\right)
$$

as in the case of Eq.(2.5) in alignment distance. The definition of $\mathrm{D}_{S}\left(F_{1}, F_{2}\right)$ is the same as the string edit distance if two forests $F_{1}$ and $F_{2}$ are regarded as two strings consisting of trees instead of symbols. These recurrences are computed by using dynamic programming technique as shown in Algorithm 2.5.

Complexity. The computational complexity of this algorithm is estimated as follows. For each pair of nodes $v_{1} \in T_{1}$ and $v_{2} \in T_{2}$, the procedure StringEditDistance runs in $\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right|\right)$ time. The time complexity of computing $\mathrm{D}\left(F_{1}, F_{2}\right)$ in Eq.(2.8b) and $\mathrm{D}_{T}\left(T_{1}, T_{2}\right)$ in Eq.(2.8a) is bounded by $\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right|+\right.$ $\left.\left|\operatorname{ch}\left(v_{2}\right)\right|\right)$. Hence, the factor of $\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right|\right)$ dominates the time complexity for each pair $v_{1} \in T_{1}$ and $v_{2} \in T_{2}$. Therefore, the time complexity of Algorithm 2.5 is

$$
\begin{aligned}
\sum_{v_{1} \in T_{1}} \sum_{v_{2} \in T_{2}} \mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right|\right) & \leq \mathrm{O}\left(\sum_{v_{1} \in T_{1}}\left|\operatorname{ch}\left(v_{1}\right)\right| \times \sum_{v_{2} \in T_{2}}\left|\operatorname{ch}\left(v_{2}\right)\right|\right) \\
& \leq \mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)
\end{aligned}
$$

The space complexity is $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ since we need to store $\mathrm{D}_{T}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$ and $\mathrm{D}\left(F_{1}\left(v_{1}\right), F_{2}\left(v_{2}\right)\right)$ for each $v_{1} \in T_{1}$ and $v_{2} \in T_{2}$.

```
Algorithm 2.5 Constrained distance for ordered trees
    procedure ConstrainedDistance \(\left(T_{1}, T_{2}\right)\)
        \(\mathrm{D}(\emptyset, \emptyset) \leftarrow 0\)
        foreach \(v \in T_{1}\) in postorder do
            let \(F_{1}\) be a forest such that \(T_{1}(v)=v\left(F_{1}\right)\)
            \(\mathrm{D}\left(F_{1}, \emptyset\right) \leftarrow \sum_{T \in F_{1}} \mathrm{D}_{T}(T, \emptyset)\)
            \(\mathrm{D}_{T}\left(v\left(F_{1}\right), \emptyset\right) \leftarrow \mathrm{D}\left(F_{1}, \emptyset\right)+d(v, \varepsilon)\)
        foreach \(v \in V\left(T_{2}\right)\) in postorder do
            let \(F_{2}\) be a forest such that \(T_{2}(v)=v\left(F_{2}\right)\)
            \(\mathrm{D}\left(\emptyset, F_{2}\right) \leftarrow \sum_{T \in F_{2}} \mathrm{D}_{T}(\emptyset, T)\)
            \(\mathrm{D}_{T}\left(\emptyset, v\left(F_{2}\right)\right) \leftarrow \mathrm{D}\left(\emptyset, F_{2}\right)+d(\varepsilon, v)\)
        for \(v_{1} \in T_{1}\) in postorder do
            let \(F_{1}\) be a forest such that \(T_{1}\left(v_{1}\right)=v_{1}\left(F_{1}\right)\)
            for \(v_{2} \in T_{2}\) in postorder do
                let \(F_{2}\) be a forest such that \(T_{2}\left(v_{2}\right)=v_{2}\left(F_{2}\right)\)
                \(\mathrm{D}\left(F_{1}, F_{2}\right)=\min \left\{\begin{array}{l}\mathrm{D}\left(\emptyset, F_{2}\right)+\min _{v\left(F_{2}^{\prime}\right) \in F_{2}}\left\{\mathrm{D}\left(F_{1}, F_{2}^{\prime}\right)-\mathrm{D}\left(\emptyset, F_{2}^{\prime}\right)\right\} \\ \mathrm{D}\left(F_{1}, \emptyset\right)+\min _{v\left(F_{1}^{\prime}\right) \in F_{1}}\left\{\mathrm{D}\left(F_{1}^{\prime}, F_{2}\right)-\mathrm{D}\left(F_{1}^{\prime}, \emptyset\right)\right\} \\ \text { StringEditDistance }\left(F_{1}, F_{2}\right)\end{array}\right.\)
                \(\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\)
                    \(\min \left\{\begin{array}{l}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\} \\ \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\} \\ \mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right)\end{array}\right.\)
        return \(\mathrm{D}_{T}\left(T_{1}, T_{2}\right)\)
    end
    procedure \(\operatorname{StringEditDistance}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{n}\right)\)
        \(\mathrm{D}_{S}[0,0] \leftarrow 0\)
        for \(i \leftarrow 1\) to \(m\) do
            \(\mathrm{D}_{S}[i, 0] \leftarrow \mathrm{D}[i-1,0]+\mathrm{D}_{T}\left(T_{1}^{i}, \emptyset\right)\)
        for \(j \leftarrow 1\) to \(n\) do
            \(\mathrm{D}_{S}[0, j] \leftarrow \mathrm{D}[0, j-1]+\mathrm{D}_{T}\left(\emptyset, T_{2}^{j}\right)\)
        for \(i \leftarrow 1\) to \(m\) do
            for \(j \leftarrow 1\) to \(n\) do
                \(\mathrm{D}_{S}[i, j] \leftarrow \min \begin{cases}\mathrm{D}_{S}[i-1, j-1] & +\mathrm{D}_{T}\left(T_{1}^{i}, T_{2}^{j}\right) \\ \mathrm{D}_{S}[i-1, j] & +\mathrm{D}_{T}\left(T_{1}^{i}, \emptyset\right) \\ \mathrm{D}_{S}[i, j-1] & +\mathrm{D}_{T}\left(\emptyset, T_{2}^{j}\right)\end{cases}\)
        return \(\mathrm{D}_{S}[m, n]\)
    end
```


## Zhang's Algorithm for Unordered Trees

In contrast to Tai distance and the alignment distance problems, the constrained distance problem has a polynomial algorithm for unordered trees. Zhang proposed an algorithm for computing constrained distance for unordered trees [Zha96]. This algorithm has the same structure as that for ordered trees in Figure 2.31 except for Eq. $(2.8 c)$. Zhang designed the algorithm by replacing the string edit distance problem in Equation (2.8c) for ordered trees with a minimum cost maximum bipartite matching problem, and reducing it to the minimum cost maximum flow problem. This algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)\right.$. $\left.\log _{2}\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)\right)$ time for given two unordered trees $T_{1}$ and $T_{2}$.

## Improvements of Constrained Distance

Recently, Wang and Zhao proposed a more space efficient algorithm for computing constrained distance for ordered trees. It runs in $\mathrm{O}\left(\left(\log \left|T_{1}\right|\right) \cdot\left|T_{2}\right|\right)$ space with the same time complexity $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ as Zhang's algorithm for two input trees $T_{1}$ and $T_{2}$.

Ferraro and Godin improved the algorithm to find an optimal constrained mapping with minimum number of connected components [FG03] with the same computational complexity, and applied it to the plant comparison problem [FG00].

### 2.8.5 Structure-Respecting Distance

In order to design more structure-sensitive distance than Tai distance, Richter independently introduced the structure-respecting mapping [Ric97] for ordered trees with the same intention of the constrained mapping. The structure-respecting mapping is defined as follows.

Definition 2.69 (Structure-Respecting Mapping [Ric97]) A tree mapping $M$ is structure-respecting if the following condition holds: for all $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$ such that none of $s_{1}, s_{2}$, and $s_{3}$ is an ancestor of the others,

$$
s_{1} \smile s_{2}=s_{1} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2}=t_{1} \smile t_{3} .
$$

From the definition of structure-respecting distance, Richter [Ric97] derived exactly the same algorithm as Zhang's algorithm for computing constrained distance for ordered trees [Zha95] in Algorithm 2.5. The difference between two algorithms arises just from the estimation of computational complexity. Zhang gave a tighter estimation than Richter. Richter estimates that this algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \operatorname{deg}\left(T_{1}\right)\right.$. $\operatorname{deg}\left(T_{2}\right)$ ) time and $\mathrm{O}\left(\operatorname{deg}\left(T_{1}\right) \cdot \operatorname{dep}\left(T_{1}\right) \cdot\left|T_{2}\right|\right)$ space (or $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ space when tree mapping is required by traceback).

Constrained mapping \& structure-respecting mapping. The equivalence of two tree mapping classes defined in Definition 2.65 (constrained mapping) and 2.69 (structure-respecting mapping) has yet to be proved, although these two algorithms are the same, and Chin Lung Lu et al. stated that both the concepts of constrained edit mapping and structure respecting mapping are equivalent. We prove the equivalence between these two classes in Section 4.1.

### 2.8.6 Less-Constrained Distance

The less-constrained mapping was introduced by Chin Lung Lu et al. [LST01] with the intention of relaxing the condition of the constrained mapping [Zha95, Zha96] so that non-constrained mappings such as $M_{2}$ in Figure 2.32(b) are allowed while Tai mappings such as $M_{3}$ in Figure 2.32(c) remain prohibited. Lu et al. formulated the condition of less-constrained mapping as follows.

Definition 2.70 (Less-Constrained Mapping [LST01]) A Tai mapping $M$ is less-constrained if the following condition holds: for all $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$ such that none of $s_{1}, s_{2}$, and $s_{3}$ is an ancestor of the others,

$$
s_{1} \smile s_{2} \leq s_{1} \smile s_{3} \wedge s_{1} \smile s_{3}=s_{2} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2} \leq t_{1} \smile t_{3} \wedge t_{1} \smile t_{3}=t_{2} \smile t_{3}
$$

This definition is, in fact, critically inconsistent with the concept of less-constrained mapping as follows.

The concept of less-constrained mapping is not formulated by Definition 2.70. We show an example that illustrates the inconsistency between the concept of less-constrained mapping and what Definition 2.70 implies.

Example 2.71 Consider the less-constrained mapping $M_{2}$ in Figure 2.32(b). It is obvious that the following two conditions are satisfied in $M_{2}$.

- $s_{1} \smile s_{2} \leq s_{1} \smile s_{3}$ and $s_{1} \smile s_{3}=s_{2} \smile s_{3}$.
- $t_{1} \smile t_{2} \not \leq t_{1} \smile t_{3}$ and $t_{1} \smile t_{3}=t_{2} \smile t_{3}$.

Therefore, the tree mapping $M_{2}$ is excluded by Definition 2.70.
Moreover, in Section 4.4, we prove that Definition 2.70 is mathematically equivalent to the definition of constrained mapping (Definition 2.65), and we give a correct definition.


Figure 2.32. Feature of constrained and less-constrained mappings

The algorithm for computing less-constrained distance [LST01] for ordered trees was proposed based on the recurrences in Figure 2.33, where $\mathrm{D}\left(F_{1}, F_{2}\right)$ denotes the alignment distance between two forests $F_{1}$ and $F_{2}$, and $\mathrm{D}_{T}\left(T_{1}, T_{2}\right)$ denotes the alignment distance between two trees $T_{1}$ and $T_{2}$. While the mapping definition is inconsistent with the concept of less-constrained mapping, this algorithm is consistent with the concept of less-constrained mapping. These recurrences are the same as those for alignment distance except for Eq.(2.9c). This algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \operatorname{deg}\left(T_{1}\right)^{3} \cdot \operatorname{deg}\left(T_{2}\right)^{3} \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)\right)$ time.

Less-constrained mapping \& alignable mapping. We prove the equivalence between two classes of lessconstrained mapping and the alignable mapping in Section 4.6.

## Computational Complexity for Unordered Trees

Chin Lung Lu et al. showed that the less-constrained distance problem for unordered trees has no polynomialtime absolute approximation algorithm unless $\mathrm{P}=\mathrm{NP}$ [LST01]. A problem has an absolute approximation algorithm if, for any instance $I$ of the optimization problem, the absolute error of the approximate solution $\operatorname{APP}(I)$ is bounded by a constant $c$, i.e.

$$
|\mathrm{APP}(I)-\mathrm{OPT}(I)| \leq c,
$$

where $\operatorname{OPT}(I)$ is an optimal solution of $I$ (cf. $\left[\mathrm{ACG}^{+} 02\right.$, Section 3.1.1]). This result is more negative than MAX SNP-hard.

$$
\begin{align*}
& \mathrm{D}(\emptyset, \emptyset)=0 \\
& \mathrm{D}(F, \emptyset)=\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset), \\
& \mathrm{D}_{T}(v(F), \emptyset)=\mathrm{D}(F, \emptyset)+d(v, \varepsilon), \\
& \mathrm{D}_{T}(\emptyset, v(F))=\mathbf{D}(\emptyset, F)+d(\varepsilon, v) \\
& \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \\
& \min \begin{cases}\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\}, & \left\langle\varepsilon \mapsto v_{2}\right\rangle \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathrm{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\}, & \left\langle v_{1} \mapsto \varepsilon\right\rangle \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right), & \left\langle v_{1} \mapsto v_{2}\right\rangle\end{cases}  \tag{2.9a}\\
& \mathrm{D}\left(F_{1} \bullet T_{1}, F_{2} \bullet T_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}\left(F_{1}, F_{2} \bullet T_{2}\right)+\mathrm{D}_{T}\left(T_{1}, \emptyset\right) \\
\mathrm{D}\left(F_{1} \bullet T_{1}, F_{2}\right)+\mathrm{D}_{T}\left(\emptyset, T_{2}\right) \\
\mathrm{D}\left(F_{1}, F_{2}\right)+\mathrm{D}_{T}\left(T_{1}, T_{2}\right) \\
\mathrm{D}^{\prime}\left(F_{1} \bullet T_{1}, F_{2} \bullet T_{2}\right)
\end{array}\right.  \tag{2.9b}\\
& \mathrm{D}^{\prime}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{n}\right)= \\
& \min \left\{\begin{array}{l}
\min _{\substack{1 \leq i \leq \leq \leq m \\
1 \leq j \leq n}}\left\{\begin{array}{l}
\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j-1}\right) \\
+\mathrm{D}\left(T_{1}^{i} \bullet \cdots \bullet T_{1}^{k}, F_{2}^{j}\right)+d\left(\varepsilon, v_{2}\right) \\
+\mathrm{D}\left(T_{1}^{k+1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{j+1} \bullet \cdots \bullet T_{2}^{n}\right)
\end{array}\right\} \\
\min _{\substack{1 \leq i \leq m \\
1 \leq j \leq k \leq n}}\left\{\begin{array}{l}
\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i-1}, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j-1}\right) \\
+\mathrm{D}\left(F_{1}^{i}, T_{2}^{j} \bullet \cdots \bullet T_{2}^{k}\right)+d\left(v_{1}, \varepsilon\right) \\
+\mathrm{D}\left(T_{1}^{i+1} \bullet \cdots \bullet T_{1}^{m}, T_{2}^{k+1} \bullet \cdots \bullet T_{2}^{n}\right)
\end{array}\right\},
\end{array},\right.  \tag{2.9c}\\
& \text { where let } T_{1}^{i}=v_{1}\left(F_{1}^{i}\right) \text { and } T_{2}^{j}=v_{2}\left(F_{2}^{j}\right) \text {. }
\end{align*}
$$

Figure 2.33. Recurrences for computing less-constrained distance for ordered trees

### 2.9 Subtree Isomorphism based Distance

The problem of determining whether two trees are isomorphic has been extensively studied and fundamental for a variety of tree pattern matching problems. In approximate tree matching, the problem of finding a common subtree ${ }^{\dagger}$ between two trees is an important generalization of tree isomorphism. This problem has a lot of variants, which are defined by tree mapping as well as the other tree edit distance measures.

### 2.9.1 Top-Down Distance - LCST Problem

The top-down distance is a tree edit distance measure with a simple restriction on edit operations. That is, applying deletions and insertions is confined to leaf nodes.

From the historical point of view, the edit-based approach to approximate tree matching probably dawned with the top-down distance due to Selkow [Sel77]. Later, Yang [Yan91] and Chawathe [Cha99a] applied the top-down distance to the change detection problem of two parse trees of programs toward a better alternative to the diff utility [HM76].

Wang and Zhang [WZ01] redefined the top-down distance by setting the top-down mapping.

Definition 2.72 (Top-Down Mapping [WZ01]) A Tai mapping $M$ between two trees $S$ and $T$ is a top-down mapping if, for any pair $(s, t) \in M$ such that both $s$ and $t$ are non-root nodes, there exists also a pair $(\operatorname{par}(s), \operatorname{par}(t)) \in M$.

We show an example of top-down mapping in Figure 2.36. The algorithm for computing the topdown distance is based on the following operational definition [Sel77].

[^6]\[

$$
\begin{aligned}
& \mathrm{D}(\emptyset, \emptyset)=0 \\
& \mathrm{D}(F, \emptyset)=\sum_{T \in F} \mathrm{D}_{T}(T, \emptyset), \\
& \mathrm{D}_{T}(v(F), \emptyset)=\mathrm{D}(F, \emptyset)+d(v, \varepsilon), \mathrm{D}(\emptyset, F)=\sum_{T \in F} \mathrm{D}_{T}(\emptyset, T) \\
& \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)=\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right) \\
& \mathrm{D}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)=\min \left\{\begin{array}{l}
\mathrm{D}_{T}\left(T_{1}, T_{2}\right)+\mathrm{D}\left(F_{1}, F_{2}\right) \\
\mathrm{D}_{T}\left(T_{1}, \emptyset\right)+\mathrm{D}\left(F_{1}, T_{2} \bullet F_{2}\right) \\
\mathrm{D}_{T}\left(\emptyset, T_{2}\right)+\mathrm{D}\left(T_{1} \bullet F_{1}, F_{2}\right)
\end{array}\right.
\end{aligned}
$$
\]

In Algorithm 2.6, we show the algorithm proposed by Selkow [Sel77]. This algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ time and space.

Complexity. For two given trees $T_{1}$ and $T_{2}$, the procedure SubTopDownDistance is called once for each pair of nodes $v_{1} \in T_{1}$ and $v_{2} \in T_{2}$ with the same depth, i.e. $\operatorname{dep}\left(v_{1}\right)=\operatorname{dep}\left(v_{2}\right)$. In each call, SubTopDownDistance runs in $\mathrm{O}\left(\left|\operatorname{ch}\left(v_{1}\right)\right| \cdot\left|\operatorname{ch}\left(v_{2}\right)\right|\right)$. Therefore, the time complexity of Algorithm 2.6 is $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ as in the case of the constrained distance problem for ordered trees.

```
Algorithm 2.6 Selkow's algorithm for top-down distance
    procedure TopDownDistance \(\left(T_{1}, T_{2}\right)\)
        /* precompute the global arrays \(\mathrm{D}(\cdot, \cdot)\) and \(\mathrm{D}_{T}(\cdot, \cdot)\) */
    \(\mathrm{D}(\emptyset, \emptyset) \leftarrow 0\)
    foreach \(v \in T_{1}\) in postorder do
        let \(F_{1}\) be a forest such that \(T_{1}(v)=v\left(F_{1}\right)\)
        \(\mathrm{D}\left(F_{1}, \emptyset\right) \leftarrow \sum_{T \in F_{1}} \mathrm{D}_{T}(T, \emptyset)\)
        \(\mathrm{D}_{T}\left(v\left(F_{1}\right), \emptyset\right) \leftarrow \mathrm{D}\left(F_{1}, \emptyset\right)+d(v, \varepsilon)\)
        foreach \(v \in V\left(T_{2}\right)\) in postorder do
        let \(F_{2}\) be a forest such that \(T_{2}(v)=v\left(F_{2}\right)\)
        \(\mathrm{D}\left(\emptyset, F_{2}\right) \leftarrow \sum_{T \in F_{2}} \mathrm{D}_{T}(\emptyset, T)\)
        \(\mathrm{D}_{T}\left(\emptyset, v\left(F_{2}\right)\right) \leftarrow \mathrm{D}\left(\emptyset, F_{2}\right)+d(\varepsilon, v)\)
        return SubTopDownDistance \(\left(T_{1}, T_{2}\right)\)
    end
    procedure \(\operatorname{Sub} \operatorname{TopDownDistance}\left(v_{1}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{m}\right)\right.\), \(\left.v_{2}\left(T_{2}^{1} \bullet \cdots \bullet T_{2}^{n}\right)\right)\)
        \(\mathrm{D}[0,0] \leftarrow d\left(v_{1}, v_{2}\right)\)
        for \(i \leftarrow 1\) to \(m\) do
            \(\mathrm{D}[i, 0]=\mathrm{D}\left(T_{1}^{1} \bullet \cdots \bullet T_{1}^{i}, \emptyset\right)\)
        for \(j \leftarrow 1\) to \(n\) do
            \(\mathrm{D}[0, j]=\mathrm{D}\left(\emptyset, T_{2}^{1} \bullet \cdots \bullet T_{2}^{j}\right)\)
        for \(i \leftarrow 1\) to \(m\) do
            for \(j \leftarrow 1\) to \(n\) do
            \(\mathrm{D}[i, j]=\min \left\{\begin{array}{l}\mathrm{D}[i-1, j-1]+\operatorname{SubTopDownDistance}\left(T_{1}^{i}, T_{2}^{j}\right) \\ \mathrm{D}[i-1, j]+\mathrm{D}_{T}\left(T_{1}^{i}, \emptyset\right) \\ \mathrm{D}[i, j-1]+\mathrm{D}_{T}\left(\emptyset, T_{2}^{j}\right)\end{array}\right.\)
        return \(\mathrm{D}[m, n]\)
    end
```


## Chawathe's Algorithm

All the algorithms for computing top-down edit distance due to Selkow [Sel77], Yang [Yan91] and Chawathe [Cha99a] run in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ time for given two trees $T_{1}$ and $T_{2}$. The algorithms by Selkow and Yang include a recursive call as shown in Algorithm 2.6. On the other hand, Chawathe's Algorithm [Cha99a] is designed without recursive calls. In this algorithm, the top-down distance problem for two trees is reduced to the shortest path problem in a kind of lattice graph called an edit graph. The edit graph is constructed according to the following definition.

Definition 2.73 (Edit Graph for Two Trees) Let $S$ and $T$ be trees. Let $s_{1}, s_{2}, \ldots, s_{m} \in S$ and $t_{1}, t_{2}, \ldots, t_{n} \in T$ be sequences of nodes indexed by left-to-right preorder numbering, where $|S|=m$ and $|T|=n$. The edit graph of $S$ and $T$ is an edge weighted graph $G(S, T)=(V, E)$ such that

- the set of vertices $V$ is $\left\{v_{(i, j)} \mid(i, j) \in\{0, \ldots, m\} \times\{0, \ldots, n\}\right\}$,
- the set of edges $E$ consists of the following edges:
(Assume that two dummy nodes $s_{m+1}$ and $t_{n+1}$ with depth 0 )

```
- \(\operatorname{dep}\left(s_{i}\right)=\operatorname{dep}\left(t_{j}\right) \Longleftrightarrow\)
    \(\left(v_{(i-1, j-1)}, v_{(i, j)}\right) \in E\) with the weight \(d\left(s_{i}, t_{j}\right)\) for \((i, j) \in\{1, \ldots, m\} \times\{1, \ldots, n\}\),
\(\cdot \operatorname{dep}\left(s_{i}\right) \geq \operatorname{dep}\left(t_{j+1}\right) \Longleftrightarrow\)
    \(\left(v_{(i-1, j)}, \quad v_{(i, j)}\right) \in E\) with the weight \(d\left(s_{i}, \varepsilon\right)\) for \((i, j) \in\{1, \ldots, m\} \times\{0, \ldots, n\}\),
- \(\operatorname{dep}\left(s_{i+1}\right) \leq \operatorname{dep}\left(t_{j}\right) \Longleftrightarrow\)
    \(\left(v_{(i, j-1)}, \quad v_{(i, j)}\right) \in E\) with the weight \(d\left(\varepsilon, t_{j}\right)\) for \((i, j) \in\{0, \ldots, m\} \times\{1, \ldots, n\}\).
```

Given two trees $S$ and $T$, each node of edit graph for $S$ and $T$ is represented as $\mathrm{D}[i, j]$, which stores the top-down distance between two subforests $S\left[\left\{s_{1}, \ldots, s_{i}\right\}\right]$ and $T\left[\left\{t_{1}, \ldots, t_{j}\right\}\right]$ for $(i, j) \in\{0, \ldots,|S|\} \times$ $\{0, \ldots,|T|\}$. We show Chawathe's algorithm in Algorithm 2.7.

Example 2.74 Consider two ordered trees in Figure 2.34, in which each node is indexed by left-to-right preorder numbering. Figure 2.35(a) shows the edit graph for two ordered trees $S$ and $T$ after computing TopDownDistance $(S, T)$, where all the edit costs are assumed to be 1 (unit cost). In Figure 2.35(a), the distance (minimum weight) from top left to bottom right in the edit graph is computed, and it turns out to be 5 as given at the bottom right node. It is easy to design the traceback procedure for obtaining optimal top-down mappings as well as the procedure Traceback in Algorithm 2.1 for strings. Figure 2.1(b) shows two shortest paths corresponding to two possible optimal top-down mappings in Figure 2.36.


Figure 2.34. Two input trees in computing top-down distance: labels are attached to the left of the nodes, and sequential numbers in preorder to the right.

## Largest Common Subtree (LCST) Problem for Unordered Trees

This problem is also known as top-down maximum common subtree isomorphism [Val98, Section 4.3]. The largest common subtree (LCST) problem is the top-down distance problem with LCS costs (See Section 2.6.2). Yang's algorithm [Yan91] has, in fact, the LCS-costing scheme.

This problem has been well-studied independently of the top-down distance problem, and some results have a significant impact across the board on the approximate tree matching problem.

(a) Edit graph obtained after computing TopDownDistance $(S, T)$

(b) Two shortest paths in the edit graph

Figure 2.35. Edit graph for two ordered trees $S$ and $T$


Figure 2.36. Top-down mappings

```
Algorithm 2.7 Chawathe's algorithm for top-down distance
    procedure TopDownDistance \((S, T)\)
        Input: left-to-right preorder sequences of nodes
            \(s_{1}, \ldots, s_{m} \in S\), where \(|S|=m\)
            \(t_{1}, \ldots, t_{n} \in T\), where \(|T|=n\)
            let \(s_{m+1}\) and \(t_{n+1}\) be dummy nodes with depth 0
        \(\mathrm{D}[0,0] \leftarrow 0\)
        for \(i \leftarrow 1\) to \(m\) do
            \(\mathrm{D}[i, 0] \leftarrow \mathrm{D}[i-1,0]+d\left(s_{i}, \varepsilon\right)\)
        for \(j \leftarrow 1\) to \(n\) do
        \(\mathrm{D}[0, j] \leftarrow \mathrm{D}[0, j-1]+d\left(\varepsilon, t_{i}\right)\)
        for \(i \leftarrow 1\) to \(m\) do
            for \(j \leftarrow 1\) to \(n\) do
            \(x \leftarrow \infty ; y \leftarrow \infty ; z \leftarrow \infty\)
            if \(\quad \operatorname{dep}\left(s_{i}\right)=\operatorname{dep}\left(t_{j}\right) \quad\) then \(\quad x \leftarrow \mathrm{D}[i-1, j-1]+d\left(s_{i}, t_{j}\right)\)
            if \(\operatorname{dep}\left(s_{i}\right) \geq \operatorname{dep}\left(t_{j+1}\right)\) then \(y \leftarrow \mathrm{D}[i-1, j \quad]+d\left(s_{i}, \varepsilon\right)\)
            if \(\operatorname{dep}\left(s_{i+1}\right) \leq \operatorname{dep}\left(t_{j}\right)\) then \(z \leftarrow \mathrm{D}[i, \quad j-1]+d\left(\varepsilon, t_{j}\right)\)
            \(\mathrm{D}[i, j] \leftarrow \min \{x, y, z\}\)
        return \(\mathrm{D}[m, n]\)
    end
```

There is an $\mathrm{O}\left(n^{3}\right)$-time algorithm for unordered trees, and an $\mathrm{O}\left(n^{2}\right)$-time algorithm for unlabeled unordered trees with bounded degree [Mat78]. Recently, Fukagawa and Akutsu proposed a fixed-parameter algorithm for unordered trees with a bounded size alphabet [FA06]. This algorithm runs in $\mathrm{O}\left(4^{k} n\right)$ time for unordered trees, where $k$ is a fixed upper bound of differences between two input trees $T_{1}$ and $T_{2}$, and $n=\max \left\{\left|T_{1}\right|,\left|T_{2}\right|\right\}$. Even for unrooted trees, it runs in $\mathrm{O}\left(4^{k} k n\right)$ time.

For more than two input unordered trees, Akutsu [Aku92] showed that the LCST problem is NPhard, and moreover, Akutsu and Balledórsson [AHOO] showed that the LCST problem is also very hard to approximate. This result implies that the intractability of multiple tree matching problems based on not exclusively the LCST problem but also the other approximate tree matching problems.

### 2.9.2 Bottom-Up Distance

The bottom-up distance [Val01] is a tree edit distance measure with the restriction that applying deletions and insertions is confined to maximal nodes with respect to hierarchical order.

Valiente introduced the bottom-up mapping for formulating the bottom-up distance.

Definition 2.75 (Bottom-up mapping [Val01]) A Tai mapping $M$ between two trees $S$ and $T$ is a bottom-up mapping if and only if, for any pair $(s, t) \in M$, the following hold.

1. $\forall s \in S\left[s \in M^{(1)} \Longrightarrow \forall s^{\prime} \in S(s)\left[s^{\prime} \in M^{(1)}\right]\right]$.
2. $\forall t \in T \quad\left[t \in M^{(2)} \Longrightarrow \forall t^{\prime} \in T(t)\left[t^{\prime} \in M^{(2)}\right]\right]$.

The bottom-up mapping between two trees is the common complete subforest between two trees if labels are ignored.

Valiente proposed an $\mathrm{O}\left(\left|T_{1}\right|+\left|T_{2}\right|\right)$-time and -space algorithm [Val01] for computing the bottom-up distance for both ordered and unordered trees. This algorithm takes advantage of the algorithms for the common subexpression problem [DST80, FSS90]. Then, it basically computes the LCS-cost bottom-up mapping between two trees.

The bottom-up mapping is not a subclass of isolated-subtree or constrained mapping. Definition 2.75 is different from the original definition of bottom-up mapping [Val01] in which the bottom-up mapping is required to be a subclass of isolated-subtree mapping. Since Valiente's algorithm, in fact, does not compute isolated-tree mappings, we omit the requirement of isolated-subtree mapping in our definition of bottom-up mapping.

Example 2.76 Figure 2.37 shows an optimal bottom-up mapping between trees $S$ and $T$ (we only depict the mapping between maximal nodes with lines). This example is drawn from [Val01, Figure 8]. From this example, it is easy to verify that the bottom-up mapping is not constrained, i.e. not an isolated-subtree mapping. In fact, although $s_{2}<s_{7} \smile s_{9}$ does not hold, $t_{4}<t_{8} \smile t_{12}$ holds.

### 2.10 Related Work

There have been various directions to study related to approximate tree matching. Most of improvements and refinements in approximate tree matching have been made by taking advantage of the results in the field of stringology such as fixed-parameter algorithms, low-distortion embeddings, non-linear gap penalty, local similarity, multiple alignment. These topics are all intriguing and significant for real-world applications also in trees. In this section, we give a cursory review on some of these topics.

### 2.10.1 Hierarchical View of Tree Mappings

Wang and Zhang [WZ01] established a hierarchy among several distance measures based on the notion of tree mappings. Although there was some confusion in understanding the relationship between the structurepreserving distance [TT88] and the constrained distance [Zha95], the following was proved.

$$
\text { TAI } \supsetneq \text { Aln } \supsetneq \text { Cst } \supsetneq \text { Top. }
$$



Figure 2.37. Bottom-up mapping

### 2.10.2 Tree Inclusion Problem

The tree inclusion problem is regarded a special case of approximate tree matching. For two trees $P$ and $T$, $P$ is included in $T$ if $P$ is obtained from $T$ by deleting nodes in $T$.

The tree inclusion is also defined by a class of tree mappings. A tree mapping $M$ from $P$ to $T$ is left-total if the following holds:

$$
\forall p \in P[\exists t \in T \text { such that }(p, t) \in M] .
$$

$P$ is included in $T$ if there exists a left-total Tai mapping $M$ with LCS costs from $P$ to $T$.
Since Kilpeläinen and Mannila proposed [KM95] a quadratic-time algorithm for ordered trees, some improvements have been made [Che98, Bil05].

The tree inclusion problem for unordered trees are proved to be NP-complete [MT92, KM95]. Valiente proposed a constrained tree inclusion [Val05] by confining deletions only to nodes with at most one child, and presented a polynomial time algorithm for unordered trees.

We summarize the complexities of these algorithms in Table 2.8.

Table 2.8. Computational complexity of tree inclusion problem

| Trees | Class | Reference | Time | Space |
| :---: | :---: | :---: | :---: | :---: |
| ordered | general | [KM95] | $\mathrm{O}\left(\ell_{p} n_{t}\right)$ | $\mathrm{O}\left(n_{p} n_{t}\right)$ |
|  | general | [Che98] | $\mathrm{O}\left(\ell_{p} n_{t}\right)$ | $\mathrm{O}\left(\ell_{p} \min \left\{h_{t}, \ell_{t}\right\}\right)$ |
|  | general | [BG05] | $\mathrm{O}\left(\ell_{p} n_{t}\right)$ | $\mathrm{O}\left(n_{p}+n_{t}\right)$ |
|  | general | [BG05] | $\mathrm{O}\left(n_{p} \ell_{t} \log \log n_{t}\right)$ | $\mathrm{O}\left(n_{p}+n_{t}\right)$ |
|  | general | [BG05] | $\mathrm{O}\left(n_{p} n_{t} / \log n_{t}\right)$ | $\mathrm{O}\left(n_{p}+n_{t}\right)$ |
|  | constrained | [Val05] | $\mathrm{O}\left(n_{p} n_{t} / \log n_{t}\right)$ | $\mathrm{O}\left(n_{p} n_{t}\right)$ |
| unordered | general | [MT92, KM95] | NP-complete |  |
|  | constrained | [Va105] | $\mathrm{O}\left(n_{p}^{1.5} n_{t} / \log n_{t}\right)$ | $\mathrm{O}\left(n_{p} n_{t}\right)$ |

$n_{p}=|P|, \quad n_{t}=|T|, \quad \ell_{p}=|\operatorname{leaves}(P)|, \quad \ell_{t}=|\operatorname{leaves}(T)|, \quad h_{t}=\operatorname{dep}(T)$

### 2.10.3 Additional Edit Operations

In this thesis, we consider only the three elementary edit operations: replacements, deletions, and insertions. Barnard [BCD95] introduced swapping operations on two complete subtrees rooted at adjacent siblings into Zhang-Shasha's algorithm for computing Tai distance. Also, Bille [Bil03] incorporated merge and split operations on nodes into Zhang-Shasha's algorithm with some restrictions. Chawathe et al. [CRGMW96, CGM97, Cha99b] proposed efficient change detection algorithms including move operations on complete subtrees with heuristics for semi-structured data such as XML documents.

Magniez and Rougemont [MR07] proved that the Tai edit problem for ordered trees with move operations on complete subtrees is NP-complete even for binary trees by reducing the one-dimensional perfect BIN-PACKING problem into the Tai edit problem.

### 2.10.4 Gap Costs

Sakakibara [Sak03] proposed a polynomial-time algorithm for computing alignments of a specific type of binary trees with affine gap penalties for the analysis of RNA secondary structures. For more general gap penalties in tree edit distance, Touzet showed the following negative result.

## Convex Gap Costs for Tai Distance

For a tree mapping $M$ between two trees $S$ and $T$, we refer to the set of (inserted or deleted) nodes $(V(S) \backslash$ $\left.M^{(1)}\right) \cup\left(V(T) \backslash M^{(2)}\right)$ as the gaps in $M$. In this thesis, we consider only tree edit distance with linear gap costs, i.e. insertions and deletions are applied to nodes one by one, and the total cost is evaluated as the sum of each cost of editing one single node.

On the other hand, in string edit distance, a variety of costing schemes other than linear gap costs have been proposed in computational biology for confirming to biological models (cf. [Gus97, Section 11.8,12.6]). In analogy with the costing schemes in strings, Touzet [Tou03] proposed a new edit model called gapped edit distance. In this model, we can delete and insert a subtree with contiguous nodes by one step edit operation. A convex gap cost function is as a natural extension of it for strings, and defined as follows:

$$
\operatorname{cost}\left(\tau_{1}\left(\tau_{2}\right)\right) \leq \operatorname{cost}\left(\tau_{1}\right)+\operatorname{cost}\left(\tau_{2}\right)
$$

where $\tau_{1}$ and $\tau_{2}$ are subtrees, and $\tau_{1}\left(\tau_{2}\right)$ is a subtree such that $\tau_{2}$ is attached to a leaf of $\tau_{1}$. Touzet showed a negative result that the Tai edit problem with convex gap costs for ordered trees is NP-hard, while there exists a quadratic-time algorithm if gaps are restricted to complete subtrees [Tou03].

### 2.10.5 Local Similarity between Trees

If two large trees are not totally similar but share a small important subtree pattern, we need a specific method to find such a local pattern in stead of global tree matching methods. In strings, the algorithms for computing local alignments have been widely developed since Smith and Waterman first presented a local alignment algorithm [SW81]. The technique used in Smith and Waterman's algorithm is also applied straightforward to the algorithms for finding local similarity in tree mappings of the alignable and the constrained classes.

Höchsmann et al. [HTGK03] proposed an algorithm for computing an optimal local alignable mapping between ordered trees, and applied it to the analysis of RNA secondary structures [Höc05, Section 7.1]. This algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \operatorname{deg}\left(T_{1}\right) \cdot \operatorname{deg}\left(T_{2}\right) \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)\right)$ time and $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \operatorname{deg}\left(T_{1}\right)\right.$. $\left.\operatorname{deg}\left(T_{2}\right)\right)$ space for two input trees $T_{1}$ and $T_{2}$. Ferraro and Ouangraoua [FO05] proposed an algorithm for computing an optimal local constrained mapping between unordered trees with the same complexity as Zhang's algorithm [Zha96].

Aoki et al. $\left[\mathrm{AYO}^{+} 03\right]$ developed a local approximate matching algorithm for unordered trees. This algorithm is a local matching and unordered tree version of Shin-Yee Lu's algorithm [Lu79].

### 2.10.6 Approximation of Tree Edit Distance

For a large data set of trees, as in the case of strings (Section 2.2.7), the computation of tree edit distance is often required to speed up even by sacrificing the accuracy of the computation.

In addition, if this metric space of tree edit distance can be embedded into a more familiar and tractable metric space such as Euclidean space while preserving the distances between each pair of trees, it may gain the understanding of the whole structure of given data.

## Filtering by a Lower Bound

Inspired by $q$-gram distance for strings due to Ukkonen [Ukk92], a few similar methods have been proposed for trees.

Kailing et al. proposed distance measures [KKSS03] between unordered trees by combining a few very simple histograms of tree features; i.e., degrees, heights, and labels of all nodes. These histogrambased distance measures are all computed in linear time, and are obviously lower bounds of Tai distance between unordered trees.

Augsten et al. [ABG05] introduced pq-gram distance between two ordered trees. The $p q$-grams are subtrees in which the number of leaves is $q$ with the same depth $p$ and the number of edges is $p+q-1$. The $p q$-gram distance is defined based on the differences of the number of the occurrences of $p q$-grams between two input ordered trees. The $p q$-gram distance between two trees is computed in $\mathrm{O}(n \log n)$ time and $\mathrm{O}(n)$ space for the size of trees $n$. Although it is not shown that the $p q$-gram distance gives a theoretical lower bound of any tree edit distance, the 1,2-gram distance achieves empirically an effective approximation to Tai distance for real address data in the form of ordered trees.

Yang et al. [YKT05] also introduced the binary branch distance $\operatorname{BBD}\left(T_{1}, T_{2}\right)$ between two ordered trees $T_{1}$ and $T_{2}$. A $q$-level binary branch is a perfect binary tree ${ }^{\dagger}$ with depth $q$. Two input trees are normalized into binary tree representations. Then, the binary branch distance is defined based on the differences of the number of the occurrences of $q$-level binary branches between two input ordered trees. It is computed in $\mathrm{O}\left(\left|T_{1}\right|+\left|T_{2}\right|\right)$ time. The lower bound is given as follows:

$$
\operatorname{BBD}\left(T_{1}, T_{2}\right) \leq(4 \cdot(q-1)+1) \cdot \mathbf{D}_{1}^{\mathrm{TAI}}\left(T_{1}, T_{2}\right)
$$

## Tree Edit Distance Embeddings

As in the case of strings (Section 2.2.7), the low-distortion embedding problem for tree edit distance has very recently started to be addressed.

Garofalakis and Kumar [GK05] first introduced a low-distortion embedding algorithm of Tai distance for ordered trees with move operations on complete subtrees. This algorithm embeds a tree $T$ into a vector image $\mathrm{FV}(\mathrm{T})$ with at most $\mathrm{O}(|T|)$ non-zero components in $\mathrm{O}\left(|T| \log ^{*}|T|\right)$ time. For two ordered trees $T_{1}$ and $T_{2}$, and $n=\max \left\{\left|T_{1}\right|,\left|T_{2}\right|\right\}$, the following logarithmic distortion bounds are proved:

$$
\mathbf{D}_{1}^{\mathrm{TAI}}\left(T_{1}, T_{2}\right) \leq 5 \cdot\left\|\mathrm{FV}\left(T_{1}\right)-\mathrm{FV}\left(T_{2}\right)\right\|_{1}=\mathrm{O}\left(\log ^{2} n \log ^{*} n\right) \cdot \mathbf{D}_{1}^{\mathrm{TAI}}\left(T_{1}, T_{2}\right)
$$

Moreover, Garofalakis and Kumar applied their algorithm to building a compact concise sketch synopses, and to approximating the similarity joins over streaming XML data.

Akutsu et al. [Aku06, AFT06] proposed two algorithms of embedding Tai distance for ordered trees into string edit distance. These embedding algorithms do not require move operations, but assume bounded degree trees. An input tree is coded into a string by using an Euler tour or a modified Euler tour (See [AFT06]). For a tree $T$, let us denote these two codings by $\operatorname{Euler}(T)$ and $\operatorname{Euler}^{\prime}(T)$ respectively. Then the following hold.

$$
\begin{gathered}
\frac{1}{2 h+1} \cdot \mathbf{D}_{1}^{\mathrm{T}_{\mathrm{AI}}}\left(T_{1}, T_{2}\right) \leq \mathbf{D}_{1}^{\mathrm{Edrt}}\left(\operatorname{Euler}\left(T_{1}\right), \operatorname{Euler}\left(T_{2}\right)\right) \leq 2 \cdot \mathbf{D}_{1}^{\mathrm{T}_{\mathrm{AI}}}\left(T_{1}, T_{2}\right), \\
\frac{1}{\mathrm{O}\left(n^{3 / 4}\right)} \cdot \mathbf{D}_{1}^{\mathrm{TAI}^{\mathrm{A}}}\left(T_{1}, T_{2}\right) \leq \mathbf{D}_{1}^{\mathrm{Edrt}}\left(\operatorname{Euler}^{\prime}\left(T_{1}\right), \operatorname{Euler}^{\prime}\left(T_{2}\right)\right) \leq 6 \cdot \mathbf{D}_{1}^{\mathrm{TAI}}\left(T_{1}, T_{2}\right),
\end{gathered}
$$

where $h$ is the minimum height of two input trees, and the sizes of both trees are assumed to be $\mathrm{O}(n)$.

### 2.10.7 Edit Distance between Graphs

There has not been an established model of the edit distance for general graphs. Bunke et al. have recently given a couple of edit distance measures between two graphs based on the maximum common subgraph [Bun97], the maximal common subgraph [BS98], and the minimum common supergraph [BJK00]. On the other hand, Robles-Kelly and Hancock proposed methods for converting a graph into a string to exploit the established theory of string edit distance [RKH02, RKH03].

### 2.11 Summary

There are a lot of problem settings in approximate tree matching according to the factors considered such as tree types, costing schemes, edit operations, the classes of tree mappings. We mainly focus on labeled rooted trees, and formulate a variety of methods in a uniformed representation. Then we have clarified confusion and inconsistency in prior work as follows.

[^7]- The tree mapping for alignment distance has not been known in any explicit formulation since Jiang and Wang proposed an algorithm for computing alignment of trees [JWZ95].
- The formulation of less-constrained mapping due to Lu et al. [LST01] does not imply the tree mappings initially intended.
- The relationship among structure-preserving, Lu, constrained, less-constrained, and structure-respecting distance measures are not clear, although some are regarded as the same.

The following two chapters are devoted to solve these problems.


## Chapter 3

## Theoretical Foundation of Approximate Tree Matching

In the previous chapter, we went through a variety of tree edit distance measures in both operational and declarative forms. Now we have found that there exit a few inconsistencies between declarative definitions and operational definitions.

In this chapter, we equip the notion of tree edit distance with an algebraic formulation for bridging the gap between operational and declarative semantics.

### 3.1 Preliminaries

We first show some important properties on interrelations of nodes in a tree with respect to least common ancestors.

Proposition 3.1 For any tree $T=(V, \leq)$, and any $x, y, z \in V$, the following properties hold.

1. For any subset of nodes $U \subseteq V$, there exists a unique least common ancestor of $U$.
2. $x \smile y$ and $x \smile z$ are comparable.
3. $x \smile x=x$.
4. $x \smile y=y \smile x$.
5. $(x \smile y) \smile z=x \smile(y \smile z)$.
6. $x \leq y \Longleftrightarrow x \smile y=y$.
7. $y \leq x \wedge z \leq x \Longrightarrow y \backsim z \leq x$.
8. $x \leq x^{\prime} \wedge y \leq y^{\prime} \Longrightarrow x \smile y \leq x^{\prime} \smile y^{\prime}$.
9. $\operatorname{lca}(U)=\operatorname{lca}(U \backslash W \cup\{\operatorname{lca}(W)\})$ for non-empty $W$ such that $W \subseteq U \subseteq V$.
10. $x \smile y<x \smile z \Longrightarrow x \smile z=y \smile z$.
11. $x \smile y=x \smile z \Longrightarrow y \smile z \leq x \smile y$.

Proof. 1. Let $x$ and $y$ be two least common ancestors of $U$. Then $x \leq y$ and $y \leq x$ hold. Hence $x=y$.
2. Both $x \leq x \smile y$ and $x \leq x \smile z$ hold. By Definition 2.17(2), $x \smile y$ and $x \smile z$ are comparable.

3-9. We omit these proofs since they are all obvious.
10. Since $y<x \smile z$ by the premise, we have $y \smile z \leq x \smile z$. We consider the following two cases since $x \smile y$ and $y \smile z$ are comparable by (2).

- Assume $x \smile y<y \smile z$, then $x<y \smile z$. We have $x \smile z \leq y \smile z$.
- Assume $x \smile y \geq y \smile z$, then $x \smile y \geq z$. We have $x \smile y \geq x \smile z$. It is contradictory to the premise. Hence we have $y \smile z \leq x \smile z$ and $x \smile z \leq y \smile z$.

11. It follows from $z \leq x \smile z$ and the premise that $z \leq x \smile y$ holds. Moreover $y \leq x \smile y$ also holds, then $y \smile z \leq x \smile y$.

From Proposition 3.1.9-10, the relation among the least common ancestors of two nodes among given three nodes is summarized as follows.

Corollary 3.2 For any tree $T=(V, \leq)$, and any $x, y, z \in V$, any of the following properties holds.

1. $x \smile y<x \smile z$ and $x \smile z=y \smile z$.
2. $x \smile y=x \smile z$ and $y \smile z \leq x \smile z$.
3. $x \smile y>x \smile z$ and $x \smile y=y \smile z$.

For an ordered tree, there have several relations between the hierarchical order and the sibling order via least common ancestors.

Proposition 3.3 For any ordered tree $T=(V, \leq, \preceq)$, and any $x, y, z \in V$, the following properties hold.

1. $x \prec y \Longrightarrow x<x \smile y \wedge y<x \smile y$.
2. $x \smile y<x \smile z \wedge x \prec z \Longrightarrow y \prec z$.
3. $x \smile y<x \smile z \wedge x \succ z \Longrightarrow y \succ z$.
4. $x \prec y \prec z \Longrightarrow x \smile y \leq x \smile z$.
5. $x \prec y \prec z \Longrightarrow y<x \smile z$.

Proof. 1. Since $x \prec y$, two nodes $x$ and $y$ are incomparable with respect to the hierarchical order, i.e. $x \not \leq y$ and $y \not \leq x$. We then immediately have $x<x \smile y$ and $y<x \smile y$.
2. Since $x \prec z$, we have $x \smile y \not \leq z$. Also we have $x \smile y \nsupseteq z$ since $x \smile y<x \smile z$. Hence $x \smile y$ and $z$ are incomparable in the hierarchical order. It follows that $x \smile y \prec z$ because if $x \smile y \succ z$, we have $x \succ z$. Thus we obtain $y \prec z$ since $y \leq x \smile y$.
3. We omit this proof since this is symmetrical to (2).
4. If $x \smile y>x \smile z$ and $y \prec z$, then we have $y \prec x$ by (2). This is the contraposition of the assertion.
5. Since $x \prec y \prec z$, we have $y<x \smile y$ by (1), and $x \smile y \leq x \smile z$ by (4). Hence we have $y<x \smile z$.

### 3.2 Tree Homomorphism

In this section, we first introduce the notion of tree homomorphism. This notion stipulates a minimum requisite for a structure-preserving relationship between two trees. In the following two sections, By imposing further restrictions on the tree homomorphism, we provide two fundamental relationships between two trees.

Definition 3.4 (Tree Homomorphism) Let $S$ and $T$ be two unordered trees, an unordered tree homomorphism ${ }^{\dagger}$ from $S$ to $T$ is a (set-theoretic) mapping $f: V(S) \rightarrow V(T)$ that satisfies the following:

$$
\forall x, y \in S\left[x \leq_{S} y \Longrightarrow f(x) \leq_{T} f(y)\right]
$$

When $S$ and $T$ are two ordered trees, we define an ordered tree homomorphism from $S$ to $T$ by adding the following condition to the unordered tree homomorphism.

$$
\forall x, y \in S\left[x \prec_{S} y \Longrightarrow f(y) \npreceq_{T} f(x)\right] .
$$

For an ordered or unordered tree homomorphism $f: V(S) \rightarrow V(T)$, we simply write $f: S \rightarrow T$. For a homomorphism $f: S \rightarrow T$, we define $f(V(S)$ ) as $\{f(x) \in T \mid x \in S\}$, and abuse the notation $f(S)$ to denote $f(V(S))$.

Proposition 3.5 For two ordered trees $S$ and $T$, let $f: V(S) \rightarrow V(T)$ be a mapping that satisfies the following:

$$
\forall x, y \in S\left[x \leq_{S} y \Longrightarrow f(x) \leq_{T} f(y)\right]
$$

Then the following two statements are equivalent.

1. $\forall x, y \in S\left[x \prec_{S} y \Longrightarrow f(y) \npreceq_{T} f(x)\right]$.
2. $\forall x, y \in S\left[f(x) \prec_{T} f(y) \Longrightarrow x \prec_{S} y\right]$.

Proof. $(2 \Rightarrow 1)$ : We now assume that $x \not_{S} y$ for $x, y \in S$. Then one of $x \leq_{S} y, y \leq_{S} x$, or $y \prec_{S} x$ holds. It follows that

- $x \leq_{S} y \Longrightarrow f(x) \leq_{T} f(y)$,
- $y \leq_{S} x \Longrightarrow f(y) \leq_{T} f(x)$, or
- $y \prec_{S} x \Longrightarrow f(x) \nprec_{T} f(y)$.

For each case, we have $f(x) \nprec_{T} f(y)$.
$(1 \Rightarrow 2)$ : We omit the proof since it is similar to the converse.
Example 3.6 For two ordered trees $S$ and $T$, Figure 3.1 depicts an ordered tree homomorphism $f$ from $S$ to $T$. Note that, in this example, $s_{2} \prec_{S} s_{3}$ and $f\left(s_{2}\right) \not \varliminf_{T} f\left(s_{3}\right)$. This tree homomorphism is bijective but its inverse $f^{-1}$ is not a tree homomorphism.


Figure 3.1. An ordered tree homomorphism from $S$ to $T$

Definition 3.7 (Tree Isomorphism) Let $S$ and $T$ be two ordered (resp. unordered) trees. An ordered (resp. unordered) tree isomorphism $f: S \rightarrow T$ is an ordered (resp. unordered) tree homomorphism such that the mapping $f$ is bijective from $V(S)$ to $V(T)$, and the inverse mapping $f^{-1}$ is also an ordered (resp. unordered) tree homomorphism.

We simply write a tree homomorphism and a tree isomorphism without "ordered" and "unordered" if the context is clear, or both ordered and unordered are considered in the context.

In graph theory, the notion of isomorphism is defined as follows:
Let $G=(V, E)$, and $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be two graphs. Two graphs $G$ and $G^{\prime}$ are isomorphic, denoted by $G \simeq G^{\prime}$, if there exists a bijection (i.e. a one-to-one and onto mapping) $f: V \rightarrow V^{\prime}$ such that

$$
\forall x, y \in V\left[(x, y) \in E(G) \Longleftrightarrow(f(x), f(y)) \in E\left(G^{\prime}\right)\right]
$$

and such a mapping $f$ is called an isomorphism.
We show that two unordered trees are isomorphic also as graphs if and only if there exists a tree isomorphism between them.

Proposition 3.8 Let $S$ and $T$ be two unordered trees. For a mapping $f: V(S) \rightarrow V(T)$, the following two statements are equivalent.

1. $f$ is an unordered tree isomorphism from $S$ to $T$.
2. $f$ is a bijection such that $\forall x, y \in S[(x, y) \in E(S) \Longleftrightarrow(f(x), f(y)) \in E(T)]$.

Proof. We only show that 1 implies 2 since the converse is straightforward. Define $g: V(S) \times V(S) \rightarrow$ $V(T) \times V(T)$ by setting $g(x, y)=(f(x), f(y))$. Then it suffices to show $g(E(S)) \subseteq E(T)$.

For any edge $(x, y) \in E(S)$, let $z$ be a node in $V(T)$ such that $f(x) \leq_{T} z<_{T} f(y)$. Since $f^{-1}$ is a tree homomorphism, we have $x \leq_{S} f^{-1}(z)<_{S} y$, and hence $x=f^{-1}(z)$ because $(x, y)$ is an edge of $S$. It follows from $z=f(x)$ that $(f(x), f(y))$ is an edge of $T$.

Proposition 3.9 Let $S$ and $T$ be two ordered trees. For a mapping $f: V(S) \rightarrow V(T)$, the following three statements are equivalent.

1. $f$ is an ordered tree isomorphism from $S$ to $T$.
2. $f$ is an ordered tree homomorphism from $S$ to $T$, and an unordered tree isomorphism from $S$ to $T$.
3. $f$ is a bijection and an unordered tree homomorphism from $S$ to $T$ such that

$$
\forall x, y \in S\left[x \prec_{S} y \Longrightarrow f(x) \prec_{T} f(y)\right] .
$$

Proof. ( $\mathbf{1} \Rightarrow \mathbf{3}$ ): It is straightforward.
$\mathbf{( 3 \Rightarrow 2 )}$ : It suffices to show that $x<_{S} y$ for any $x, y \in V(S)$ such that $f(x)<_{T} f(y)$. One of $x<_{S} y$, $x>_{S} y, x \prec_{S} y$ and $x \succ_{S} y$ holds, and we have $x \nprec_{S} y$ and $x \nsucc_{S} y$ since we have $f(x) \prec_{T} f(y)$ or $f(x) \succ_{T} f(y)$ otherwise. Further, $x \ngtr_{T} y$ since $f$ is a tree homomorphism of the unordered tree.
$(\mathbf{2} \Rightarrow \mathbf{1})$ : If $f(x) \prec f(y)$, then $x \prec y$. We thus have $f^{-1}$ is also a tree homomorphism.
Example 3.10 For unordered trees, the tree isomorphisms are not uniquely determined. Figure 3.2 shows two tree isomorphisms from $T$ to itself, i.e. there exists a non-trivial automorphism.

a trivial tree isomorphism

a non-trivial tree isomorphism

Figure 3.2. Tree isomorphisms for unordered trees.
In contrast to unordered trees, for two ordered trees $S$ and $T$, a tree isomorphism from $S$ to $T$ is unique if it exists. This property follows the fact that there exists a unique leftmost leaf for any ordered tree $T$, where the leftmost leaf is defined as the node $x$ of $T$ such that

$$
\nexists y \in T \text { s.t. }(y<x) \text { and } \nexists y \in T \text { s.t. }(y \prec x) .
$$

Hence if $f$ is an ordered tree isomorphism from $S$ to $T$, the leftmost node of $S$ must be mapped to the leftmost node of $T$.

The following proposition can be proved by the induction on the size of two ordered trees $S$ and $T$.

Proposition 3.11 Let $S$ and $T$ bet two ordered trees. An ordered tree isomorphism from $S$ to $T$ is unique if it exists.

Corollary 3.12 Let $T$ be an ordered tree. An ordered tree isomorphism $f: T \rightarrow T$ is identical to the identity map of $V(T)$

### 3.3 Tree Embedding

We introduce a variant of the tree homomorphism, embedding, which plays a central role to define the alignment of trees.

Definition 3.13 (Embedding) Let $S$ and $T$ be two ordered (resp. unordered) trees. An ordered (resp. unordered) embedding from $S$ to $T$ is an ordered (resp. unordered) tree homomorphism $f: S \rightarrow T$ such that

$$
\forall x, y \in S\left[x \leq_{S} y \Longleftrightarrow f(x) \leq_{T} f(y)\right]
$$

We define the residue of $f$ as res $(f)=|V(T(f(\operatorname{root}(S)))) \backslash f(S)|$.

It is obvious from the definition that any embedding is an injection (i.e. a one-to-one mapping), and for any embedding $f: S \rightarrow T$, and any two node $x, y \in S$, we have $x=y \Longleftrightarrow f(x)=f(y)$, and $x<_{S} y \Longleftrightarrow f(x)<_{T} f(y)$.

Example 3.14 Figure 3.3 shows an embedding $f$ from $S$ to $T$. The residue of $f$ is $\operatorname{res}(f)=|V(T) \backslash f(S)|=$ $\left|\left\{t_{1}, t_{2}, t_{3}, t_{4}, t_{5}, t_{6}, t_{7}, t_{8}\right\} \backslash\left\{t_{2}, t_{4}, t_{7}\right\}\right|=5$.


Figure 3.3. An ordered embedding from $S$ to $T$.

Proposition 3.15 Let $S$ and $T$ be ordered trees, and $f: S \rightarrow T$ be an ordered embedding. Then, for all $x, y \in S, f(x) \preceq_{T} f(y)$ if $x \preceq_{S} y$.

Proof. Assume that $f(x) \not \varliminf_{T} f(y)$. Then one of $f(y) \prec_{T} f(x), f(x)<_{T} f(y)$, or $f(y)<_{T} f(x)$ holds. Thus one of $x<y, y<x$, or $y \prec_{S} x$ must hold. It follows that $x \npreceq_{S} y$.

Proposition 3.16 Let $R, S$, and $T$ be (ordered or unordered) trees. Suppose that $f: R \rightarrow S$ and $g: S \rightarrow T$ are tree homomorphisms, i.e.


Then the following properties hold.

1. If $f$ and $\left.g\right|_{f(R)}$ are embeddings, the composite of $f$ and $g$, i.e. $g \circ f$, is an embedding from $R$ to $T$. Moreover, $\operatorname{res}(g \circ f)=\operatorname{res}(f)+\operatorname{res}\left(\left.g\right|_{f(R)}\right)$ holds.
2. If $g \circ f$ is an embedding, then $f$ is also an embedding.

Proof. 1. By Definition 3.13, for any $x, y \in S$, if $g(f(x)) \leq_{T} g(f(y))$ then $f(x) \leq_{S} f(y)$, and if $f(x) \leq_{S}$ $f(y)$ then $x \leq_{R} y$. Therefore $g \circ f$ is an embedding. Also, res $(g \circ f)=|V(T)|-|(g \circ f)(R)|=(|V(S)|-$ $\left.|f(R)|)+\left(|V(T)|-|g|_{f(R)}(S)\right) \mid\right)=\operatorname{res}(f)+\operatorname{res}\left(\left.g\right|_{f(R)}\right)$.
2. The mapping $f$ is a tree homomorphism. Thus it suffices to show that $f(x) \leq_{S} f(y) \Rightarrow x \leq_{R} y$, for all $x, y \in R$. Now assume that $f(x) \leq_{S} f(y)$. Then we have $g(f(x)) \leq_{T} g(f(y))$ since $g$ is a tree homomorphism. We obtain $x \leq_{R} y$ since the mapping $g \circ f$ is an embedding.

The embedding has a universal property in the following sense.

Proposition 3.17 (Universal Property of Embeddings) Let $R, S$, and $T$ be three (ordered or unordered) trees. For an embedding $f: R \rightarrow T$, and a tree homomorphism $g: S \rightarrow T$, if $g(S) \subseteq f(R)$, then there exists a unique tree homomorphism $h: S \rightarrow R$ such that $g=f \circ h$, i.e.


Proof. Let us choose the unique (set-theoretic) mapping $h: V(S) \rightarrow V(R)$ so that $g=f \circ h$. We show that $h$ is a tree homomorphism. Let $x$ and $y$ be two nodes in $V(S)$. From the definition of $h$, it follows that $g(x)=f(h(x))$ and $g(y)=f(h(y))$. Assume that $x \leq_{S} y$, then we have $g(x) \leq_{T} g(y)$. Since $f$ is an embedding, we have $h(x) \leq_{R} h(y)$.

Corollary 3.18 Let $R, S$, and $T$ be three trees, and $f: R \rightarrow T$ and $g: S \rightarrow T$ be two embeddings with $f(R)=g(S)$. There exists a unique isomorphism $h: S \rightarrow R$ such that $g=f \circ h$.

The following proposition and corollary show important relations between the embedding and the binary operator $\smile$, i.e. any embedding preserves the hierarchical order of least common ancestors between two trees.

Proposition 3.19 For an embedding $f: S \rightarrow T$, and any $x, y \in S$, let $z \in f(S) \subseteq V(T)$ be the minimum node with respect to the hierarchical order of $T$ such that $f(x)-f(y) \leq_{T} z$. Then the node $z$ is identical to $f(x \smile y)$. Furthermore $f(x) \smile f(y)<_{T} f(x \smile y)$ holds if and only if $f(x) \smile f(y) \notin f(S)$ holds. (See Figure 3.4.)


Figure 3.4. An example of the property in Proposition 3.19.

Proof. Let $z$ be a node in $f(S) \subseteq V(T)$ such that $f(x) \smile f(y) \leq_{T} z$. Since $f$ is an embedding, we have $x \smile y \leq_{S} f^{-1}(z)$. Hence $f(x \smile y) \leq_{T} z$. This implies that $f(x \smile y)$ is the minimum $z$ such that $f(x) \backsim f(y) \leq_{T} z$. The rest of the assertion is obvious.

Corollary 3.20 For any embedding $f: S \rightarrow T$, and any $x, y, z \in S$, if $x \smile y<_{S} x \smile z$, then $f(x)-f(y)<_{T} f(x)-f(z)$.

Proof. Since $f$ is an embedding, by Proposition 3.19 we have $f(x) \smile f(y) \leq_{T} f(x \smile y)<_{T} f(x \smile z)$, and $f(x) \smile f(z) \leq_{T} f(x \smile z)$. If $f(x) \smile f(z)=f(x \smile z)$, then there is nothing to show. Here $f(x \smile y)$ and $f(x) \smile f(z)$ are comparable with respect to the hierarchical order of $T$. If there exists a node $w \in T$ such that $f(x) \smile f(z) \leq_{T} w<_{T} f(x-z)$, then $w$ cannot be mapped by $f$ from any node in $V(S)$ by Proposition 3.19, i.e. $w \neq f(x \smile y)$. Hence $f(x \smile y)<_{T} f(x) \smile f(z)$. Thus we conclude $f(x) \smile f(y)<_{T} f(x) \smile f(z)$.

Note that Corollary 3.20 cannot be extended to the 4-node case, i.e. for any embedding $f: S \rightarrow T$, even if $w \smile x \leq_{S} y \smile z$, the property $f(w) \smile f(x) \leq_{T} f(y) \smile f(z)$ does not necessarily hold. Actually Figure 3.5 illustrates an example in which, for an embedding $f$, two nodes $f\left(s_{1}\right) \smile f\left(s_{2}\right)$ and $f\left(s_{3}\right) \smile f\left(s_{4}\right)$ are not comparable with respect to the hierarchical order in $T$, while $s_{1} \smile s_{2}<_{S} s_{3} \smile s_{4}$ holds.


Figure 3.5. Corollary 3.20 cannot be extended to the 4-node case.

Proposition 3.21 Let $T$ be a tree, and $U$ be a subset of $V(T)$. If $T[U]$ is a tree, then the natural (set-theoretic) inclusion $f: U \rightarrow V(T)$ is an embedding, and $\operatorname{res}(f)=|V(T) \backslash U|$.

We denote this embedding by $\boldsymbol{E}_{U}: T[U] \rightarrow T$.

### 3.4 Insertion

Insertion of a node to a tree is known as a primitive operation used in tree edit distance. In what follows, we show the insertion is defined as a primitive variant of the embedding. More importantly, it is shown that any embedding is decomposed into one or more insertions.

Definition 3.22 (Insertion) Let $S$ and $T$ be two trees. An embedding $f: S \rightarrow T$ with res $(f)=1$ is called an insertion. For an insertion $f: S \rightarrow T$ with a unique node $x \in V(T) \backslash f(S)$, the insertion $f$ is said be $x$-insertion into $S$, denoted by $I_{x}$.

Proposition 3.23 For any $x \in V(T) \backslash\{\operatorname{root}(T)\}$, there exist a tree $S$ and an $x$-insertion $I_{x}: S \rightarrow T$. Furthermore, the $x$-insertion is unique up to isomorphism.

Proof. Let $x$ be a node in $V(T)$, and $U$ be $V(T) \backslash\{x\}$. Then the natural inclusion $\boldsymbol{E}_{U}: T[U] \rightarrow T$ is an $x$-insertion into $T[U]$ by Proposition 3.21. It follows from Corollary 3.18 that the $x$-insertion is unique up to isomorphism.

By the following theorem, we give the most important property of embeddings. That is, the embedding is identical to the composite of a series of insertions. In other words, any embedding corresponds to a transformation of a tree to another by repeatedly applying an insertion, i.e. a primitive edit operation.

Theorem 3.24 (Decomposition of Embedding) Let $f$ be an embedding from $S$ to $T$ such that $V(T) \backslash$ $f(S)=\left\{t_{1}, \ldots, t_{n}\right\}$. There exists a series of trees $T_{0}, T_{1}, \ldots, T_{n}$, and a series of insertions $f_{i}: T_{i} \rightarrow$ $T_{i-1}$ for $i \in\{1, \ldots, n\}$ such that

1. $T_{0}=T$,
2. $T_{n}=S$,
3. $\left(f_{1} \circ \cdots \circ f_{i}\right)\left(T_{i}\right)=V\left(T_{0}\right) \backslash\left\{t_{1}, \ldots, t_{i}\right\}$,
4. $f=f_{1} \circ \cdots \circ f_{n}$, i.e.


Proof. We apply induction on $n=\operatorname{res}(f)$. For $n=1$, it is obvious that $f$ is an insertion. Now we assume that $n \geq 2$. Let $f_{1}$ be the $t_{1}$-insertion into $T_{1}$. Note that $f_{1}$ can be naturally regarded as an insertion from $T_{1}$ to $T_{0}$ by Proposition 3.16.2. Now $f\left(T_{n}\right) \subseteq f_{1}\left(T_{1}\right)$ holds. Then there exists a unique tree homomorphism $g: T_{n} \rightarrow T_{1}$ such that $f=f_{1} \circ g$ by Proposition 3.17. Moreover, by Proposition 3.16.2, $g$ is also an embedding and $\operatorname{res}(g)=n-1$, and $g\left(T_{n}\right)=V\left(T_{1}\right) \backslash\left\{f_{1}^{-1}\left(t_{2}\right), \ldots, f_{1}^{-1}\left(t_{n}\right)\right\}$ holds.

By the induction hypothesis, there exist a series of trees $T_{2}, T_{3}, \ldots, T_{n}$, and a series of insertions $f_{i}: T_{i} \rightarrow T_{i-1}$ for $i \in\{2, \ldots, n\}$ that satisfy the following:

1. $T_{n}=S$,
2. $\left(f_{2} \circ \cdots \circ f_{i}\right)\left(T_{i}\right)=V\left(T_{1}\right) \backslash\left\{f_{1}^{-1}\left(t_{1}\right), \ldots, f_{1}^{-1}\left(t_{i}\right)\right\}$,
3. $g=f_{2} \circ \cdots \circ f_{n}$.

Then we have $\left(f_{1} \circ \cdots \circ f_{i}\right)\left(T_{i}\right)=V\left(T_{0}\right) \backslash\left\{t_{1}, \ldots, t_{i}\right\}$ as follows:

$$
\begin{aligned}
\left(f_{1} \circ \cdots \circ f_{i}\right)\left(T_{i}\right) & =f_{1}\left(V\left(T_{1}\right) \backslash\left\{f^{-1}\left(t_{2}\right), \ldots, f_{1}^{-1}\left(t_{i}\right)\right\}\right) \\
& =f_{1}\left(T_{1}\right) \backslash\left\{t_{2}, \ldots, t_{i}\right\} \\
& =V\left(T_{0}\right) \backslash\left\{t_{1}, t_{2}, \ldots, t_{i}\right\} .
\end{aligned}
$$

Then we complete the proof.

### 3.5 Tree Contraction

We introduce a variant of the tree homomorphism, contraction along with the embedding, which plays a central role to define the general tree edit distance due to Tai.

Definition 3.25 (Contraction) Let $S$ and $T$ be two (ordered or unordered) trees. A contraction from $S$ to $T$ is a tree homomorphism $f: S \rightarrow T$ such that

1. $f$ is surjective onto $V(T)$,
2. $\forall x, y \in S[f(x)=f(y) \Longrightarrow f(x \smile y)=f(x)]$,
3. $\forall x, y \in S\left[f(x)<_{T} f(y) \Longrightarrow \exists z \in S\right.$ s.t. $\left.f(y)=f(z) \wedge x<_{S} z\right]$.

We define the duplication of $f$ as $\operatorname{dup}(f)=\{x \in S \mid f(x)=f(\operatorname{par}(x))\}$.


Figure 3.6. The definition of contraction

The second condition means that if two nodes are mapped to one node, then the least common ancestor of these two nodes is also mapped to the same node. The third condition with the second one means that if any incomparable two nodes $x, y$ are mapped to comparable two nodes such that $f(x)<_{T} f(y)$, then all the nodes on the path between $y$ and $z\left(z>_{S} x\right)$ is also mapped to $f(y)$ (See Figure 3.6). Without the third condition, mappings such as shown in Figure 3.1 are also allowed.

Example 3.26 Figure 3.7 shows a contraction $f$ from $S$ to $T$. The duplication of $f$ is $\operatorname{dup}(f)=\left\{s_{2}, s_{3}, s_{5}, s_{6}, s_{8}\right\}$. I


Figure 3.7. A contraction $f$ from $S$ to $T$

Proposition 3.27 Let $S$ and $T$ be two (ordered or unordered) trees. Any contraction $f: S \rightarrow T$ satisfies the following properties:

1. $f(\operatorname{root}(S))=\operatorname{root}(T)$,
2. If $(x, y) \in E(S)$, then $(f(x), f(y)) \in E(T)$ or $f(x)=f(y)$,
3. For any node $x \in T$ and a node set $U=f^{-1}(x) \subseteq V(S)$, the least common ancestor of $U$ is included in $U$, i.e. $\operatorname{lca}(U) \in U$, and
4. $\operatorname{dup}(f)=\bigcup_{x \in T} f^{-1}(x) \backslash\left\{\operatorname{lca}\left(f^{-1}(x)\right)\right\}$.

Proof. 1. It is straightforward since $f$ is surjective and a tree homomorphism.

1. The case of $f(x)=f(y)$ is obvious. Then assume $f(x)<_{T} f(z) \leq_{T} f(y)$ for $x, y, z \in S$. By Definition 3.25, we may assume $x<z$. It follows from $(x, y) \in E(S)$ that $y \leq_{T} z$, and then $f(y)=f(z)$. This implies that $(f(x), f(y)) \in E(T)$.
2. For a node $x \in T$, let $U$ be $f^{-1}(x)$. Choose $s \in U$ so that $s \nless S y$ for all $y \in U$. We show that such $s \in U$ is identical to lca $(U)$. By Definition 3.25, for any node $y \in U$, we have $f(s \smile y)=x$, and hence $s \smile y=s$, i.e. $y \leq_{S} s$. Then $s=\operatorname{lca}(U)$ holds.
3. Let $t$ be a node in $T$. Assume that, for $x \in S, f(x)=t$ and $x \leq_{S} \operatorname{lca}\left(f^{-1}(t)\right)$. For all $y$ such that $x<_{S} y \leq_{S} \operatorname{lca}\left(f^{-1}(t)\right)$, we have $f(y)=t$ since $f$ is a tree homomorphism. In particular, $\operatorname{par}(x) \in f^{-1}(t)$, and hence

$$
\operatorname{dup}(f) \supseteq \bigcup_{t \in T} f^{-1}(t) \backslash \operatorname{lca}\left(f^{-1}(t)\right)
$$

We have the converse since if $f(x)=f(\operatorname{par}(x))=t$, then $x \leq_{S} \operatorname{lca}\left(f^{-1}(t)\right)$, thus $\operatorname{lca}\left(f^{-1}(t)\right) \notin \operatorname{dup}(f)$.

The next proposition gives the very fundamental property that any contraction preserves the least common ancestors.

Proposition 3.28 (LCA-Preserving) Let $S$ and $T$ be two (ordered or unordered) trees. For any contraction $f: S \rightarrow T$ and $x, y \in S$, the following holds:

$$
f(x \smile y)=f(x)-f(y) .
$$

The property is said to be LCA-preserving.

Proof. Since $f$ is surjective onto $V(T)$, there exists $z \in S$ such that $f(z)=f(x)-f(y)$. Now we choose $x^{\prime} \in S$ such that $x^{\prime} \geq_{S} x$ and $f\left(x^{\prime}\right)=f(z)$. In the case of $f\left(x^{\prime}\right)<_{T} f(z)$, such $x^{\prime}$ exists since $f$ is a contraction. On the other hand, in the case of $f\left(x^{\prime}\right)=f(z)$, it suffices to define $x^{\prime}=x$. In the same way, we can choose $y^{\prime} \in S$ such that $y^{\prime} \geq_{S} y$ and $f\left(y^{\prime}\right)=f(z)$.

By the definition of the contraction, we have $f\left(x^{\prime} \smile y^{\prime}\right)=f(z)=f(x) \smile f(y)$. Therefore $f(x \smile y)=$ $f(x) \smile f(y)$ since $x^{\prime} \smile y^{\prime} \geq_{S} x \smile y$.

Corollary 3.29 Let $f: S \rightarrow T$ be a contraction. For any nodes $x, y, z \in S$ such that $x \smile y<_{S} x \smile z$, the following hold.

1. $f(x)-f(y) \leq_{T} f(x) \smile f(z)$,
2. $f(x) \smile f(y)=f(x) \smile f(z) \Longleftrightarrow f(x \smile y)=f(x \smile z)$,
3. $f(y) \smile f(z)=f(x)-f(z)$.

Proof. Straightforward from Proposition 3.28.

Proposition 3.30 Let $R, S$, and $T$ be three (unordered or ordered) trees. For two homomorphisms $f: R \rightarrow S$ and $g: S \rightarrow T$, the following properties hold:

1. If $f$ and $g$ are both contractions, then $g \circ f$ is also a contraction, $\operatorname{dup}(g \circ f)=\operatorname{dup}(f) \cup f^{-1}(\operatorname{dup}(g))$,
2. If $f$ is surjective onto $V(S)$ and $g \circ f$ is a contraction, then $g$ is also a contraction.

Proof. 1. Since it is obvious that $g \circ f$ is surjective onto $V(T)$, we verify the remaining requirements for the contraction one by one.

First, we show $g(f(x-y))=g(f(x))$ holds for any $x, y \in R$ such that $g(f(x))=g(f(y))$. In fact, $g(f(x \smile y))=g(f(x) \smile f(y))=g(f(x)) \smile g(f(y))=g(f(x))$ holds by Proposition 3.28.

Next, we show that there exists $z \in R$ such that $g(f(z))=g(f(y))$ and $x<_{R} z$ for any $x, y \in R$ such that $g(f(x))<_{T} g(f(y))$. Since $g$ is a contraction, there exists $z^{\prime} \in R$ such that $g\left(f\left(z^{\prime}\right)\right)=g(f(y))$ and $f(x)<_{S} f\left(z^{\prime}\right)$. In the same way, there exists $z \in R$ such that $f(z)=f\left(z^{\prime}\right)$ and $x<_{R} z$ since $f$ is a contraction. Hence $g(f(z))=g\left(f\left(z^{\prime}\right)\right)=g(f(y))$ holds.

The equation $\operatorname{dup}(f \circ g)=\operatorname{dup}(f) \cup f^{-1}(\operatorname{dup}(g))$ is showed as follows. By Proposition 3.27, either $(f(x), g(y)) \in E(S)$ or $f(x)=g(y)$ holds for any $(x, y) \in E(R)$. Therefore, $g(f(x))=g(f(y))$ holds if and only if either $x \in \operatorname{dup}(f)$ or $f(x) \in \operatorname{dup}(g)$ holds.
2. Since it is obvious that $f$ is surjective onto $f(S)$, we verify the remaining requirements for the contraction one by one.

First, we show $g(f(x) \smile g(y))=g(f(x))$ holds for any $x, y \in R$ such that $g(f(x))=g(f(y))$. Note that $g(f(x)) \smile g(f(y)) \leq_{T} g(f(x) \smile f(y)) \leq_{T} g(f(x \smile y))$ generally holds. Since $g \circ f$ is a contraction, $g(f(x)) \smile g(f(y))=g(f(x) \smile f(y))=g(f(x \smile y))$ holds by Proposition 3.28. Hence, we obtain $g(f(x)-f(y))=g(f(x))$.

Next, we show that there exists $z \in R$ such that $g(f(z))=g(f(y))$ and $f(x)<_{S} f(z)$ for any $x, y \in R$ such that $g(f(x))<_{T} g(f(y))$. Since $g \circ f$ is a contraction, there exists $z \in R$ such that $g(f(z))=g(f(y))$ and $x<_{R} z$. Thus $f(x)<_{S} f(z)$ holds.

The contraction has a universal property in the following sense.

Proposition 3.31 (Universal Property of Contractions) Let $R, S$, and $T$ be three (ordered or unordered) trees. For a contraction $f: R \rightarrow S$ and a tree homomorphism $g: R \rightarrow T$ such that $g(x)=g(y)$ if $f(x)=f(y)$ for any $x, y \in R$, there exists a unique homomorphism $h: S \rightarrow T$ satisfying $g=h \circ f$, i.e.


Proof. By the premise of the proposition, we have the unique set-theoretic mapping $h: S \rightarrow T$ such that $h \circ f=g$.

Next, we show that $h$ is a tree homomorphism. Assume that $x, y \in R$ satisfy $f(x)<f(y)$. By assumption and Definition 3.25, we may assume $x<_{R} y$. Therefore, we have $g(x) \leq_{T} g(y)$. Hence $h$ is an unordered tree homomorphism.

When $f$ and $g$ are ordered tree homomorphisms, so is $h$. In fact, if $g(x) \prec_{T} g(y)$, we have $x \prec_{R} y$. Therefore, one of $g(x) \prec_{T} g(y), f(x)<_{S} f(y)$ and $f(x)>_{S} f(y)$ holds. If $f(x)<_{S} f(y)$ holds, we can choose $y$ such that $x<_{S} y$ by assumption and Definition 3.25. Thus, this contradicts the assumption of $g(x) \prec_{T} g(y)$. In the same way, $f(x)>_{S} f(y)$ does not hold.

Corollary 3.32 Let $R, S$ and $T$ be three (ordered or unordered) trees. For $f: R \rightarrow S$ and $g: R \rightarrow T$ be both contractions such that, for any $x, y \in R, f(x)=f(y)$ if and only if $g(x)=g(y)$, there exists a unique isomorphism $h: S \rightarrow T$ such that $g=h \circ f$.

Proposition 3.33 Let $T$ be an (ordered or unordered) tree, and $U$ be a subset of $V(T)$ including the root of $T$. Assume that $T[U]$ is a tree, and let $f$ be a surjective mapping from $V(T)$ to $U$ such that $f(x)=x$ for all $x \in U$, and $f(x)=f(\operatorname{par}(x))$ for all $x \notin U$. Then $f: V(T) \rightarrow U$ is a contraction with $\operatorname{dup}(f)=V(T) \backslash U$.

We denote this contraction by $\boldsymbol{C}_{U}: T \rightarrow T[U]$.
Proof. First, we show that $f$ is a tree homomorphism. Let $x, y$ be two any nodes in $V(T)$. By definition, there exist $x^{\prime}, y^{\prime} \in T$ such that $x \leq_{T} x^{\prime}, f(x)=x^{\prime}, y \leq_{T} y^{\prime}$, and $f(y)=y^{\prime}$. In other words, $x^{\prime}$ is the minimum ancestor of $x$ such that $x^{\prime} \in U$, and $y^{\prime}$ is the minimum ancestor of $y$ such that $y^{\prime} \in U$.

If $x \leq_{T} y$, then $x^{\prime} \leq_{T} y^{\prime}$. Therefore $f$ is an unordered tree homomorphism. Also, for ordered $T$, if $x^{\prime} \prec_{T} y^{\prime}$, then $x \prec_{T} y$. Therefore $f$ is an ordered tree homomorphism.

Finally, we verify that $f$ satisfies the conditions for the contraction.

1. The mapping $f$ is surjective by assumption.
2. If $x^{\prime}=y^{\prime}$, then $x \smile y \leq_{T} x^{\prime}=y^{\prime}$. Therefore, $f(x) \leq_{T} f(x \smile y) \leq_{T} f\left(x^{\prime}\right)=f(x)$ holds.
3. We have $x<_{T} y^{\prime}$ since $x^{\prime}<_{T} y^{\prime}$.

We thus have the assertion.

### 3.6 Deletion

Deletion of a node, as well as insertion of a node, is a primitive edit operation to transform a tree to another. In this subsection, we formally define the primitive edit operation of node-deletion as a primitive variant of the tree homomorphism. At the same time, we present a property that characterizes the contraction from a operational point of view. We thus show that any contraction is identical to the composite of one or more deletion.

Definition 3.34 (Deletion) Let $S$ and $T$ be two (ordered or unordered) trees. A contraction $f: S \rightarrow T$ with $|\operatorname{dup}(f)|=1$ is called a deletion. In particular, $f$ is called an $x$-deletion, if $\operatorname{dup}(f)=\{x\}$, and denoted by $D_{x}$.

Proposition 3.35 For any $x \in S$ such that $x \neq \operatorname{root}(S)$, there exist a tree $T$ and an $x$-deletion $f: S \rightarrow T$. Furthermore, such an $x$-deletion is unique up to isomorphism.

Proof. Let $U$ be $V(S) \backslash\{x\}$. Then $\boldsymbol{C}_{U}: S \rightarrow S[U]$ is an $x$-deletion by Proposition 3.33. By Corollary 3.32, an $x$-degeneration is unique up to isomorphism.

In the same way as an embedding is decomposed into insertions, a contraction is decomposed into deletions.

Theorem 3.36 (Decomposition of Contractoin) Let $f$ be a degeneration from $S$ to $T$ with $\operatorname{dup}(f)=$ $\left\{t_{1}, \ldots, t_{n}\right\}$. There exist a series of trees $T_{0}, T_{1}, \ldots, T_{n}$ and a series of deletions $f_{i}: T_{i} \rightarrow T_{i+1}$ for $i \in\{0, \ldots, n-1\}$ such that

1. $T_{0}=S$,
2. $T_{n}=T$,
3. $\operatorname{dup}\left(f_{i-1} \circ \cdots \circ f_{0}\right)=\left\{t_{1}, \ldots, t_{i}\right\}$,
4. $f=f_{n-1} \circ \cdots \circ f_{0}$, i.e.

$$
\begin{gathered}
T_{0} \xrightarrow[D_{t_{0}}]{f_{0}} T_{1} \xrightarrow[D_{t_{1}}]{f_{1}} \cdots \xrightarrow[D_{t_{n-2}}]{f_{n-2}} T_{n-1} \xrightarrow[D_{t_{n-1}}]{f_{n-1}} T_{n} \\
S \xrightarrow{\|} T_{\|} .
\end{gathered}
$$

Proof. We prove the assertion by induction on $n$. When $n=1, f$ is a deletion by definition.
In the following, we assume $n \geq 2$. Let $f_{0}: T \rightarrow T_{1}$ be $D_{t_{1}}$. By Proposition 3.31, there exists $g$ : $T_{1} \rightarrow T$ such that $f=g \circ f_{0}$. By Proposition 3.27, $g$ is a contraction with $\operatorname{dup}(f)=\operatorname{dup}\left(f_{0}\right) \cup f_{0}^{-1}(\operatorname{dup}(g))$. Furthermore, $\operatorname{dup}(g)=\left\{f_{0}\left(t_{2}\right), \ldots, f_{0}\left(t_{n}\right)\right\}$ holds. In fact, if $f_{0}\left(t_{1}\right) \in \operatorname{dup} g$, then $\operatorname{par}\left(t_{1}\right) \in \operatorname{dup}(f)$. Hence $f_{0}\left(t_{1}\right) \in\left\{f_{0}\left(t_{2}\right), \ldots, f_{0}\left(t_{n}\right)\right\}$.

Thus, by applying the induction hypothesis to $g$, there exists a series of trees $T_{2}, T_{3}, \ldots, T_{n}$ as follows:

1. $T_{n}=T$,
2. $\operatorname{dup}\left(f_{i-1} \circ \cdots \circ f_{1}\right)=\left\{f_{0}\left(t_{2}\right), \ldots, f_{0}\left(t_{i}\right)\right\}$ for $i \in\{2, \ldots, n-1\}$, and
3. $g=f_{n-1} \circ \cdots \circ f_{1}$.

Obviously $f=g \circ f_{0}=f_{n-1} \circ \cdots \circ f_{0}$ holds. In addition, the following holds.

$$
\begin{aligned}
\operatorname{dup}\left(f_{i-1} \circ \cdots \circ f_{1} \circ f_{0}\right) & =\operatorname{dup}\left(f_{0}\right) \cup f_{0}^{-1}\left(\operatorname{dup}\left(f_{i-1} \circ \cdots \circ f_{1}\right)\right) \\
& =\left\{t_{1}, \ldots, t_{i}\right\}
\end{aligned}
$$

We thus have the assertion.

### 3.7 Duality between Embedding and Contraction

The embedding and the contraction satisfy a certain duality property. In this subsection, we show the duality between embeddings and contractions.

Theorem 3.37 (Duality Theorem) For two (ordered or unordered) trees $S$ and $T$, the following properties hold. (See Figure 3.8.)

1. For any contraction $f: S \rightarrow T$, there exists a unique embedding $g: T \rightarrow S$ such that $f \circ g$ is the identity map on $V(T)$ and $g \circ f$ is the identity map on $V(S) \backslash \operatorname{dup}(g)$.
2. For any embedding $g: T \rightarrow S$ such that $g(\operatorname{root}(T))=\operatorname{root}(S)$, there exists a unique contraction $f: S \rightarrow T$ such that $f \circ g$ is the identity map on $V(T)$ and $g \circ f$ is the identity map on $V(S) \backslash \operatorname{dup}(f)$.


Figure 3.8. The duality between contraction $f$ and embedding $g$

Proof. 1. Let $U$ be $V(S) \backslash \operatorname{dup}(f)$, and $h: S[U] \rightarrow S$ be the embedding defined by Proposition 3.21. Then $f \circ h$ is an isomorphism. In fact, since $f \circ h: S[U] \rightarrow T$ is a bijective tree homomorphism, it suffices to show that $x<_{S} y$ holds if $f(h(x))<_{T} f(h(y))$ for any $x, y \in S$ according to Proposition 3.8).

By definition of the contraction, there exists $z \in V(S)$ such that $h(x)<_{S} z$ and $f(h(y))=f(z)$. Since $h(y)=\operatorname{lca}\left(\left(f^{-1}(f(h(y)))\right)\right)$, we have $h(x)<_{S} z \leq_{S} h(y)$. Hence $x<_{S} y$ since $h$ is an embedding. Therefore, $g=h \circ(f \circ h)^{-1}$ is an embedding from $T$ into $S$, and the rest of the assertion is obvious.
2. Let $U$ be $g(T)$ and $h: S \rightarrow S[U]$ be the contraction defined by Proposition 3.33. In the same way as the proof to (1), it is shown that $h \circ g$ is an isomorphism. Therefore, $f=(h \circ g)^{-1} \circ h$ is a contraction from $S$ onto $T$, and the rest of the assertion is obvious.

In the rest of this chapter and the next chapter, we use the following notation.

- By $\bar{f}$, we denote the embedding that is the dual of $f$ in the sense of Theorem 3.37, provided $f: S \rightarrow T$ is a surjective contraction.
- By $\bar{g}$, we denote the contraction that is the dual of $g$ in the sense of Theorem 3.37 provided $g: T \rightarrow S$ is an embedding such that $g(\operatorname{root}(T))=\operatorname{root}(S)$.

Example 3.38 (Tai Mapping as a Common Subtree Pattern) We can define Tai mapping by using the notions introduced in this chapter. Recall that an alternative view of Tai mapping is a common subtree pattern shared in two trees. Then if we obtain two isomorphic trees by repeatedly deleting nodes from each tree, the corresponding nodes in the isomorphic two trees forms a Tai mapping. From this observation, we can give an alternative definition of Tai mapping as follows.

Definition 3.39 (Tai Mapping by Common Subtree Pattern) A tree mapping $M$ from $R$ to $S$ is a Tai mapping if there exists a triplet $(T, f, g)$ that satisfies the following.

1. $f: R \rightarrow T$ is a contraction.
2. $g: S \rightarrow T$ is a contraction.

## 3. $M=\left\{\left(\operatorname{lca}\left(f^{-1}(x)\right), \operatorname{lca}\left(g^{-1}(x)\right)\right) \mid x \in T\right\}$.



The triplet $(T, f, g)$ is called a common subtree pattern between $R$ and $S$ on $M$.

### 3.8 Summary

Figure 3.9 illustrates our algebraic framework of approximate tree matching. In this chapter, we have established a theoretical foundation of edit-based approaches to approximate tree matching, which bridges the gap between operational semantics and declarative semantics of tree edit distance. This framework enables us to study mathematically the relationship among approximate tree matching methods defined in various ways.


Figure 3.9. Algebraic formulation of approximate tree matching


## Chapter 4

## Relationship Analysis among Tree Edit Distance Measures

In this chapter, by comparing tree mapping conditions of a variety of tree edit distance measures, we reveal the relationship among them. First, we prove the equivalence between the constrained mapping and the structure-respecting mapping. Secondly, we show that the symmetric version of structure-preserving mapping is equivalent to the constrained mapping. In addition, we prove that the definition of less-constrained mapping due to Lu [LST01] turns out to be the definition of constrained mapping, and show the correct definition of less-constrained mapping.

Recall that the explicit definition of alignable mapping has remained unknown. We address this problem by using the algebraic framework developed in Chapter 2. Finally, we show some new facts on the classes of tree mappings, and summarize the hierarchy of tree mappings.

### 4.1 Constrained and Structure-Respecting Mappings: Cst = SR

We show the equivalence between structure-respecting and constrained mappings with a few other equivalent tree mappings.

Proposition 4.1 (Constrained Mapping \& Structure-Respecting Mapping) For a Tai mapping $M$, the following are equivalent:

1. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$,

$$
\left.\begin{array}{rl}
s_{1} \smile s_{2}<s_{1} \smile s_{3} \wedge(\forall i, j \in\{1,2,3\} & s_{i}
\end{array}<s_{j}\right) .
$$

2. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right),\left(s_{4}, t_{4}\right) \in M$,

$$
\begin{aligned}
s_{1} \smile s_{2}=s_{3} \smile s_{4} \wedge(\forall i, j \in\{1, \ldots, 4\} & \left.s_{i} \nless s_{j}\right) \\
& \Longleftrightarrow t_{1} \smile t_{2}=t_{3} \smile t_{4} \wedge\left(\forall i, j \in\{1, \ldots, 4\} t_{i} \nless t_{j}\right) .
\end{aligned}
$$

3. For any $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right),\left(s_{4}, t_{4}\right) \in M$,

$$
s_{1} \smile s_{2}<s_{3} \smile s_{4} \wedge\left(\forall i, j \in\{1, \ldots, 4\} s_{i} \nless s_{j}\right) \Longleftrightarrow t_{1} \smile t_{2}<t_{3} \smile t_{4} \wedge\left(\forall i, j \in\{1, \ldots, 4\} t_{i} \nless t_{j}\right) .
$$

4. $M$ is structure-respecting, i.e. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$

$$
\begin{aligned}
s_{1} \smile s_{2}=s_{1} \smile s_{3} \wedge\left(\forall i, j \in\{1,2,3\} s_{i}\right. & \left.\nless s_{j}\right) \\
& \Longleftrightarrow t_{1} \smile t_{2}=t_{1} \smile t_{3} \wedge\left(\forall i, j \in\{1,2,3\} t_{i} \nless t_{j}\right) .
\end{aligned}
$$

5. $M$ is constrained, i.e.

$$
\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{3}<s_{1} \smile s_{2} \Longleftrightarrow t_{3}<t_{1} \smile t_{2}\right] .
$$

Proof. $(\mathbf{1} \Rightarrow \mathbf{4})$ : We prove the contraposition of $s_{1} \smile s_{2}=s_{1} \smile s_{3} \Longrightarrow t_{1} \smile t_{2}=t_{1} \smile t_{3}$ under the condition that any of $s_{1}, s_{2}, s_{3}$ is not a proper ancestor of the others. If $t_{1} \smile t_{2} \neq t_{1} \smile t_{3}$, we may assume $t_{1} \smile t_{2}<t_{1} \smile t_{3}$ since $t_{1} \smile t_{2}$ and $t_{1} \smile t_{3}$ are comparable. $s_{1} \smile s_{2}<s_{1} \smile s_{3}$ and therefore $s_{1} \smile s_{2}<s_{1} \smile s_{3}$ immediately follows the condition (1).
$\mathbf{( 4 \Rightarrow 5 )}$ : Assume that $s_{3}<s_{1} \smile s_{2}$. Note that, if $t_{3}$ and $t_{1} \smile t_{2}$ are comparable, then $t_{3}<t_{1} \smile t_{2}$ holds. In fact, if $t_{3} \geq t_{1} \smile t_{2}$, then $s_{3} \geq s_{1}$ and $s_{3} \geq s_{2}$ holds, which contradicts the assumption of $s_{3}<s_{1} \smile s_{2}$. Hence, to show the assertion, it suffices to verify that $t_{3}$ is comparable with $t_{1} \checkmark t_{2}$.

If some two of $s_{1}, s_{2}, s_{3}$ are comparable, $s_{3}$ is comparable with $s_{1}$ or $s_{2}$ (if $s_{1} \leq s_{2}$ for example, $s_{3}<s_{1}-s_{2}=s_{2}$ holds). Therefore, $t_{3}$ is comparable with $t_{1}-t_{2}$ by the definition of the tree mapping.

Suppose that any two of $s_{1}, s_{2}, s_{3}$ are not comparable with each other. We may assume that $s_{1} \smile s_{2}=$ $s_{1} \smile s_{3}$ without loss of generality, and hence $t_{1} \smile t_{2}=t_{1} \smile t_{3}$ since $M$ is structure-respecting. In particular, $t_{3}$ is comparable with $t_{1} \smile t_{2}$.
$(\mathbf{5} \Rightarrow \mathbf{1})$ : Assume that $s_{1} \smile s_{2}<s_{1} \smile s_{3}$ and any of $s_{1}, s_{2}, s_{3}$ is not a proper ancestor of the others (and therefore, any of $t_{1}, t_{2}, t_{3}$ is not a proper ancestor of the others).

Then, $t_{3} \not \leq t_{1} \smile t_{2}$ holds. In fact,
(i) if $t_{3}<t_{1} \smile t_{2}$, then $s_{3}<s_{1} \smile s_{2}$ holds by (5);
(ii) if $t_{3}=t_{1} \smile t_{2}$, either $s_{3}=s_{1}$ or $s_{3}=s_{2}$ holds since $t_{3} \ngtr t_{1}$ and $t_{3} \ngtr t_{2}$.

Any of the above is a contradiction to the assumption of $s_{1} \smile s_{2}<s_{1} \smile s_{3}$. Hence, we conclude that $t_{1} \smile t_{2}<t_{1} \smile t_{3}$.
(1 and $\mathbf{4} \Rightarrow \mathbf{2}$ and 3): By Proposition 3.1, we assume $s_{1} \smile s_{3}=s_{3} \smile s_{4}$ and therefore $t_{1} \smile t_{3}=t_{3} \smile t_{4}$. $t_{1} \smile t_{2}<t_{1} \smile t_{3}$ follows $s_{1} \smile s_{2}<s_{1} \smile s_{3}$, and $t_{1} \smile t_{2}=t_{1} \smile t_{3}$ does $s_{1} \smile s_{2}=s_{1} \smile s_{3}$.
$(\mathbf{2} \Rightarrow \mathbf{4})$ and $(\mathbf{3} \Rightarrow \mathbf{1})$ : To prove this, it suffices to let $s_{1}$ and $s_{3}$ be equal, and hence $t_{1}$ and $t_{3}$ be also equal.
Now we have proved that the constrained mapping is equivalent to the structure-respecting mapping, i.e.

$$
\mathrm{Cst}=\mathrm{SR} .
$$

### 4.2 Structure-Preserving and Constrained Mappings: SP $\supsetneq$ Cst

Before proving the relationship between the structure-Preserving mapping and the constrained mapping, we simplify the definition of structure-preserving mapping. From the definition of left-to-right preorder, the following holds for any nodes $s_{1}$ and $s_{2}$ in an ordered tree $S$ (See Figure 4.1):

$$
r l\left(s_{1}\right) \triangleleft_{S} s_{2} \Longleftrightarrow s_{1} \prec_{S} s_{2}
$$



Figure 4.1. Left-to-right preorder and sibling order

Lemma 4.2 For a Tai mapping $M$ from $S$ to $T$, the following holds:

$$
\forall s_{1}, s_{2} \in S\left[\mathbf{R}_{M}\left(s_{1}\right) \neq \perp \wedge \mathbf{R}_{M}\left(s_{2}\right) \neq \perp \Longrightarrow\left[\mathbf{R}_{M}\left(s_{1}\right) \prec_{T} \mathbf{R}_{M}\left(s_{2}\right) \Longrightarrow s_{1} \prec_{S} s_{2}\right]\right]
$$

Proof. We consider only $s_{1}, s_{2} \in S$ such that $\mathrm{R}_{M}\left(s_{1}\right) \neq \perp$ and $\mathrm{R}_{M}\left(s_{2}\right) \neq \perp$. Then, there exist $s_{1}^{\prime} \leq S s_{1}$ and $s_{2}^{\prime} \leq_{S} s_{2}$ such that $s_{1}^{\prime}, s_{2}^{\prime} \in M^{(1)}$. Further, we have $s_{1}^{\prime} \prec_{S} s_{2}^{\prime}$ since $\mathbf{R}_{M}\left(s_{1}\right) \prec_{T} \mathbf{R}_{M}\left(s_{2}\right)$. This implies that $s_{1} \succ_{S} s_{2}$ never happens.

Therefore, the definition of structure-preserving mapping in Definition 2.61 is simplified as follows.

Definition 4.3 (Structure-Preserving Mapping (2)) For two trees $S$ and $T$, a Tai mapping $M$ from $S$ to $T$ is structure-preserving if the following condition is satisfied:

$$
\forall s_{1}, s_{2} \in S\left[\mathbf{R}_{M}\left(s_{1}\right) \neq \perp \wedge \mathbf{R}_{M}\left(s_{2}\right) \neq \perp \Longrightarrow\left[s_{1} \prec_{S} s_{2} \Longrightarrow \mathbf{R}_{M}\left(s_{1}\right) \prec_{T} \mathbf{R}_{M}\left(s_{2}\right)\right]\right]
$$

By using this, we prove the following proposition.

Proposition 4.4 For a Tai mapping $M$, if $M$ is constrained, then $M$ is structure-preserving, i.e.

$$
\mathrm{SP} \supseteq \text { Cst. }
$$

Proof. Assume that $M$ is a constrained mapping from $S$ to $T$. We consider only nodes $s_{1}, s_{2} \in S$ such that $\mathrm{R}_{M}\left(s_{1}\right)$ and $\mathrm{R}_{M}\left(s_{2}\right)$ are well-defined, i.e. $\mathrm{R}_{M}\left(s_{i}\right) \neq \perp$ for $i \in\{1,2\}$. Then, $\mathrm{R}_{M}\left(s_{1}\right)$ and $\mathrm{R}_{M}\left(s_{2}\right)$ respectively coincide with $y_{1} \smile y_{2}$ and $y_{3} \smile y_{4}$ such that $x_{1} \smile x_{2} \leq_{S} x_{1}$ and $x_{3}-x_{4} \leq_{S} x_{2}$ for some $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right) \in M$. The hypothesis $s_{1} \prec_{S} s_{2}$ implies $x_{1} \smile x_{2}<_{S} x_{1} \smile x_{3}$ and $x_{3} \smile x_{4}<_{S}$ $x_{1}-x_{3}$.

If none of $x_{i}$ for $i \in\{1, \ldots, 4\}$ is an ancestor of the others, $y_{1} \smile y_{2}<_{T} y_{1} \smile y_{3}$ and $y_{3} \smile y_{4}<_{T} y_{1} \smile y_{3}$ hold, since $M$ is constrained. Therefore, $\mathrm{R}_{M}\left(s_{1}\right) \prec \mathrm{R}_{M}\left(s_{2}\right)$ immediately follows.

To complete the proof, It suffices to consider the following cases.
(a) $x_{1} \geq_{S} x_{2}$, and $x_{3}$ and $x_{4}$ are not comparable with respect to the hierarchical order.
(b) $x_{1} \geq_{S} x_{2}$ and $x_{3} \geq_{S} x_{4}$.
(c) Two nodes $x_{1}$ and $x_{2}$ are not comparable with respect to the hierarchical order, and $x_{3} \geq_{S} x_{4}$.

Case (a): Any two of $x_{1}, x_{3}$ and $x_{4}$ are not comparable, and hence $y_{3} \smile y_{4}<_{T} y_{1} \smile y_{3}$ holds, since $M$ is constrained. Then $y_{1}<_{T} y_{1} \checkmark y_{3}$ follows from the hypothesis that $M$ is a Tai mapping. Therefore, $\mathrm{R}_{M}\left(s_{1}\right)=y_{1} \prec_{T} y_{3}-y_{4}=\mathrm{R}_{M}\left(s_{2}\right)$.
Case (b): Since $\mathrm{R}_{M}\left(s_{2}\right)=y_{3}$ holds, the assertion immediately follows from the hypothesis that $M$ is a Tai mapping.
Case (c): The proof is symmetrical to the proof for Case (a).
Then we have proved SP $\supseteq$ Cst.
We have already seen $\mathrm{SP} \neq$ Cst since the structure-preserving mapping is asymmetric while the constrained mapping is symmetric in Proposition 2.63. Hence, $\mathrm{SP} \supsetneq$ Сst is concluded.

### 4.3 Strongly Structure-Preserving and Constrained Mappings: S $\mathbf{P}^{\text {b }}=\mathbf{C s t}$

The structure-preserving mapping is almost the same as the constrained mapping in its concept except for the asymmetricity of structure-preserving mapping.

Here we prove that the symmetric version of structure-preserving mapping is equivalent to the constrained mapping. In the same way as the previous section, we simplify the definition of strongly structurepreserving mapping in Definition 2.64 as follows.

Definition 4.5 (Strongly Structure-Preserving Mapping (2)) For two ordered trees $S$ and $T$, a Tai mapping $M$ from $S$ to $T$ is strongly structure-preserving if the following two conditions are satisfied:

1. $\forall s_{1}, s_{2} \in S\left[\mathrm{R}_{M}\left(s_{1}\right) \neq \perp \wedge \mathrm{R}_{M}\left(s_{2}\right) \neq \perp \Longrightarrow\left[s_{1} \prec_{S} s_{2} \Longrightarrow \mathrm{R}_{M}\left(s_{1}\right) \prec_{T} \mathrm{R}_{M}\left(s_{2}\right)\right]\right]$.
2. $\forall t_{1}, t_{2} \in T\left[\mathrm{R}_{M}\left(t_{1}\right) \neq \perp \wedge \mathrm{R}_{M}\left(t_{2}\right) \neq \perp \Longrightarrow\left[t_{1} \prec_{S} t_{2} \Longrightarrow \mathrm{R}_{M}\left(t_{1}\right) \prec_{T} \mathrm{R}_{M}\left(t_{2}\right)\right]\right]$.

Proposition 4.6 For a Tai mapping $M, M$ is constrained if and only if $M$ is strongly structurepreserving, i.e.

$$
\mathrm{SP}^{b}=\text { Cst. }
$$

Proof. From Proposition $4.4, \mathrm{SP}^{\mathrm{b}} \supseteq \mathrm{Cst}$ is obvious. Then we show that if $M$ is strongly structurepreserving, then $M$ is constrained, i.e. $\mathrm{SP}^{b} \subseteq$ Cst.

We here employ the following equivalent definition of constrained mapping (See Proposition 4.1):

$$
\begin{aligned}
& \forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M \\
& {\left[s_{1} \smile s_{2}<s_{1} \smile s_{3} \wedge\left(\forall i, j \in\{1,2,3\} s_{i} \nless s_{j}\right) \Longleftrightarrow t_{1} \smile t_{2}<t_{1} \smile t_{3} \wedge\left(\forall i, j \in\{1,2,3\} t_{i} \nless t_{j}\right)\right] .}
\end{aligned}
$$

Assume that $M$ is a strongly structure-preserving mapping from $S$ to $T$. Let $s_{1} \smile s_{2}<S_{S} s_{1} \smile s_{3}$ for $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$ such that none of $s_{1}, s_{2}$, and $s_{3}$ is an ancestor of the others. Without loss of generality, we may assume that $s_{1} \prec_{S} s_{2} \prec_{S} s_{3}$. Let $x$ and $x^{\prime}$ be $s_{1} \smile s_{2}$ and $s_{3}$, respectively. Then, we have $x \prec_{S} x^{\prime}$, and therefore, $\mathrm{R}_{M}(s) \prec_{T} \mathrm{R}_{M}\left(x^{\prime}\right)$ since $M$ is strongly structure-preserving. It follows from $t_{1} \smile t_{2} \leq_{T} \mathbf{R}_{M}(x)$ and $t_{3} \leq_{T} \mathbf{R}_{M}\left(x^{\prime}\right)$ that $t_{1} \smile t_{2}<_{T} t_{1} \smile t_{3}$ holds. (Recall that if $x \prec y$, then $x<x \smile y$ and $y<x \smile y$ hold.)

In the same way, by assuming $t_{1} \smile t_{2}<_{T} t_{1} \smile t_{3}$ for $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$ such that none of $s_{1}$, $s_{2}$, and $s_{3}$ is an ancestor of the others, we have $s_{1} \smile s_{2}<_{S} s_{1} \smile s_{3}$.

Thus, $M$ is constrained, i.e. $\mathrm{SP}^{b} \subseteq$ Cst.

### 4.4 Less-Constrained Mapping Revised

As mentioned in Section 2.8.6, Definition 2.70 due to Lu et al. [LST01] does not relax the condition of the constrained mapping. In fact, it is easy to show that the definition of less-constrained mapping due to Lu et $a l$. is exactly equivalent to the definition of constrained mapping as follows.

Proposition 4.7 The condition for less-constrained mapping in Definition 2.70 is equivalent to the condition of the constrained mapping, i.e. the following two conditions are equivalent.

1. for all $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$ such that none of $s_{1}, s_{2}$, and $s_{3}$ is an ancestor of the others,

$$
s_{1} \smile s_{2} \leq s_{1} \smile s_{3} \wedge s_{1} \smile s_{3}=s_{2} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2} \leq t_{1} \smile t_{3} \wedge t_{1} \smile t_{3}=t_{2} \smile t_{3} .
$$

2. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{3}<s_{1} \smile s_{2} \Longleftrightarrow t_{3}<t_{1} \smile t_{2}\right]$.

Proof. Definition 2.70 is reduced to a more simple form of condition by Proposition 3.1(11); i.e., $x_{i} \smile y_{i} \leq$ $x_{i} \smile z_{i}$ is implied by $x_{i} \smile z_{i}=y_{i} \smile z_{i}$ for $i \in\{1,2\}$ in Definition 2.70. Therefore, it is shown that the condition due to Lu et al. is equivalent to that of the structure-respecting mapping in Definition 2.69. Hence, the condition due to Lu et al. is equivalent to the condition of constrained mapping.

We give a correct definition of the less-constrained mapping as follows.
Definition 4.8 ((Revised) Less-Constrained Mapping) A Tai mapping $M$ is less-constrained if the following condition holds:

$$
\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{1} \smile s_{2}<s_{1} \smile s_{3} \Longrightarrow t_{2} \smile t_{3}=t_{1} \smile t_{3}\right] .
$$

It is easy to confirm that this definition satisfies both cases in Figure 2.32(a) and (b). The revised definition of less-constrained mapping may seem somewhat incomplete since is asymmetric. However, by the following proposition, the symmetricity of the mapping condition is satisfied.

Proposition 4.9 The following two conditions are equivalent for a Tai mapping $M$.

1. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{1} \smile s_{2}<s_{1} \smile s_{3} \Longrightarrow t_{2} \smile t_{3}=t_{1} \smile t_{3}\right]$.
2. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[t_{1} \smile t_{2}<t_{1} \smile t_{3} \Longrightarrow s_{2} \smile s_{3}=s_{1} \smile s_{3}\right]$.

Proof. By symmetry, it suffices to prove $(1 \Rightarrow 2)$. Then, by assuming the condition 1 , we show that $t_{1} \smile t_{2} \nless t_{1} \smile t_{3}$ if $s_{2} \smile s_{3} \neq s_{1} \smile s_{3}$. Note that $s_{2} \smile s_{3}$ and $s_{1} \smile s_{3}$ are comparable.

- If $s_{2} \smile s_{3}<s_{1} \smile s_{3}$, then we have $t_{1} \smile t_{2}=t_{1} \smile t_{3}$ by the condition 1 .
- If $s_{2} \smile s_{3}>s_{1} \smile s_{3}$, then we have $t_{1} \smile t_{2}=t_{2} \smile t_{3}$ by the condition 1. It follows that $t_{1} \smile t_{2} \leq t_{1} \smile t_{3}$. Hence, $t_{1} \smile t_{3} \leq t_{1} \smile t_{2}$.

Therefore, we have the condition 2.

### 4.5 Constrained and Less-Constrained Mappings: Cst ${ }^{\sharp} \supsetneq$ Cst

It is obvious that the constrained mapping is not the less-Constrained mapping as shown in Figure 2.32(b). Then it suffices to prove the following proposition in order to show $\mathrm{CsT}^{\sharp} \supsetneq$ Сst.

Proposition 4.10 A constrained tree mapping $M$ is less-constrained, i.e.

$$
\mathrm{Cst}^{\sharp} \supseteq \text { Сsт. }
$$

Proof. Consider a constrained mapping $M$. We assume that $s_{1} \smile s_{2}<s_{1} \smile s_{3}$ holds for $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in$ $M$, we prove that $t_{2} \smile t_{3}=t_{1} \smile t_{3}$ holds. If none of $s_{i}$ for $i \in\{1,2,3\}$ is an ancestor of the others, we have $t_{1} \smile t_{2}<t_{1} \smile t_{3}$ since $M$ is constrained. Therefore, $t_{2} \smile t_{3}=t_{1} \smile t_{3}$ holds.

The remaining cases are as follows:

1. $s_{1}<s_{2}$ or $s_{2}<s_{1}$,
2. $s_{1}<s_{3}$ and $s_{2}<s_{3}$.

For the case (1), we can assume $s_{1}<s_{2}$, and therefore $t_{1}<t_{2}$, without loss of generality. Since $s_{2}$ is not an ancestor of $s_{3}$, $t_{2}$ is not an ancestor of $t_{3}$. Therefore, we have $t_{1} \smile t_{3}>t_{2}$ and $t_{2} \smile t_{3} \leq t_{1} \smile t_{3}$ holds. The opposite inequality follows from $t_{1}<t_{2}$.

In the case (2), $t_{2} \checkmark t_{3}=t_{1} \smile t_{3}=t_{3}$, since $t_{1}<t_{3}$ and $t_{2}<t_{3}$
Thus, we have shown that $M$ is less-constrained.

### 4.6 Alignable and Less-Constrained Mapping: Aln $=\mathrm{Cst}^{\sharp}$

In this section, we prove that the alignable mapping is equivalent to the less-constrained mapping, i.e. ALn $=$ Cst $^{\sharp}$. The definition of alignable mapping is, however, not explicitly known. Then we first formulate the alignable mapping by the algebraic framework developed in previous chapter before proving the equivalence.

### 4.6.1 Algebraic Formulation of Alignable Mappings

We study the property alignable mapping by using the algebraic framework introduced in Chapter 3. We redefine the alignable tree mapping as follows.

Definition 4.11 (Alignable Mapping) A tree mapping $M$ from $S$ to $T$ is alignable if there exists a triplet $(R, f, g)$ that satisfies the following.

1. $f: S \rightarrow R$ is an embedding.
2. $g: T \rightarrow R$ is an embedding.
3. $f(x)=g(y)$ for $(x, y) \in M$.


The triplet $(R, f, g)$ is called an aligned tree of $S$ and $T$ on $M$.

Let us show several properties of alignable mappings.

Lemma 4.12 Note that $M^{\prime}$ be a subset of $M$. If $M$ is alignable, then $M^{\prime}$ is also alignable.

Proof. An aligned tree on $M$ is also an aligned tree on $M^{\prime}$.

Lemma 4.13 For an alignable mapping $M$ with an alignment tree $(R, f, g),(s, t)=(s, \bar{g}(f(s)))$ holds for any $(s, t) \in M$, where $\bar{g}$ is the contraction such that $\bar{g} \circ g$ is the identity map of $T$.

Proof. The assertion is obvious since $\bar{g} \circ g$ is the identity map of $T$.

Folding Two Sibling Subtrees. Let $T$ be a rooted tree, $v$ and $w$ be two nodes in $T$ such that $\operatorname{par}(v)=$ $\operatorname{par}(w)$, and $\nu$ be a new node not in $V(T)$. We define a poset $T^{(v w)}=\left(V(T)^{(v w)}, \leq_{T}^{(v w)}\right)$ as follows.

- $V(T)^{(v w)}=V(T) \backslash\{v, w\} \cup\{\nu\}$.
- For any two nodes $x, y \in V(T)^{(v w)}, x \leq_{T}^{(v w)} y$ holds if and only if any of the following holds.

1. $x \neq \nu, y \neq \nu$ and $x \leq_{T} y$.
2. $x=\nu$ and $y \geq_{T} v$ (i.e. $y \geq_{T} w$ ).
3. $y=\nu$, and $x \leq_{T} v$ or $x \leq_{T} w$.

Figure 4.2 illustrates an example of the folding Two sibling subtrees.

Lemma 4.14 $T^{(v w)}=\left(V(T)^{(v w)}, \leq_{T}^{(v w)}\right)$ is a rooted tree.

Proof. First, we show that $x \leq_{T}^{(v w)} z$ if $x \leq_{T}^{(v w)} y$ and $y \leq_{T}^{(v w)} z$.

- If $x, y, z \neq \nu$, then $x \leq_{T} y$ and $y \leq_{T} z$ hold, and therefore $x \leq_{T} z$ holds.
- If $x=\nu$, then $v \leq_{T} y$ and $y \leq_{T} z$ hold. Therefore $v \leq_{T} z$ holds.
- If $y=\nu$, then $x \leq_{T} v$ or $x \leq_{T} w$, and $z \geq_{T} v$ and $z \geq_{T} w$ hold. Therefore $x \leq_{T} z$ holds.
- If $z=\nu$, then $x \leq_{T} y$, and $y \leq_{T} v$ or $y \leq_{T} w$ hold. Therefore $x \leq_{T} v$ or $x \leq_{T} w$ holds.

Hence we have $x \leq_{T}^{(v w)} z$ for each case.
Secondly, we show that $(\uparrow x)_{T_{(v w)}}=\left\{y \in V(T)^{(v w)} \mid y \geq_{T^{(v w)}} x\right\}$ is a chain for every node $x$. Let us choose arbitrary two nodes $y, z \in(\uparrow x)_{T}$. If $y \neq \nu$ and $z \neq \nu$, then $y \geq_{T} x$ and $z \geq_{T} x$ for $x \neq \nu$, or $y \geq_{T} a$ and $z \geq_{T} v$ for $x=\nu$ hold. In any case, $y \leq_{T} z$ or $y \geq_{T} z$ holds. Thus we have $y \leq_{T}^{(v w)} z$ or $y \geq_{T}^{(v w)} z$. If $y=\nu$, then $x \leq_{T} v$ or $x \leq_{T} w$, and $x \leq_{T} z$ hold. Therefore one of $v \leq_{T} z, w \leq_{T} z, z \leq_{T} v$ and $z \leq_{T} w$ holds. Hence we have $\nu \leq_{T}^{(v w)} z$ or $\nu \geq_{T}^{(v w)} z$.


Figure 4.2. Folding two subtrees $T(v)$ and $T(w)$

Proposition 4.15 Let $S$ and $T$ be two trees. Any singleton tree mapping $M=\{(s, t)\}$ from $S$ to $T$ is alignable for any two nodes $s \in S$ and $t \in T$.

Proof. We start by constructing a tree $R^{\prime}=\left(V\left(R^{\prime}\right), \leq_{R^{\prime}}\right)$ from $S$ and $T$ as follows.

- $V\left(R^{\prime}\right)=V(S) \cup V(T)$.
- $x \leq_{R^{\prime}} y$ holds for any two nodes $x, y \in R^{\prime}$ if and only if any of the following holds.

1. $x, y \in S$ and $x \leq_{S} y$.
2. $x, y \in T$ and $x \leq_{T} y$.
3. $x \in S$ and $y \in(\upharpoonright t)_{T}$.
4. $x \in T(t)$ and $y \in(\upharpoonright s)_{S}$.

Note that $R^{\prime}=\left(V\left(R^{\prime}\right), \leq_{R^{\prime}}\right)$ is a rooted tree. We have $\operatorname{par}(s)=\operatorname{par}(t)$ in $R^{\prime}$ since $(\upharpoonright s)_{R^{\prime}}=(\uparrow t)_{R^{\prime}}=$ $(\upharpoonright s)_{S} \cup(\upharpoonright t)_{T}$ by the definition of $\leq_{R^{\prime}}$.

Thus, we can apply Lemma 4.14 to the tree $R^{\prime}$, and $R=\left(V(R), \leq_{R}\right)=R^{\prime(s, t)}$ is a rooted tree. Moreover, it is easy to see that natural inclusion maps $f: V(S) \rightarrow V(R)$ and $g: V(T) \rightarrow V(R)$ are embeddings. In particular, since $f(s)=g(t)$ holds, $M=\{(s, t)\}$ is alignable.

Lemma 4.16 Let $M$ be an alignable mapping from a tree $S$ to a tree $T$. For two trees $S$ and $S^{\prime}$, let $h: S \rightarrow S^{\prime}$ is an embedding. For a tree mapping $M$, the following are equivalent.

1. $M$ is alignable.
2. $M^{\prime}=\{(h(x), y) \mid(x, y) \in M\}$ is alignable.

Proof. $(\mathbf{2} \Rightarrow \mathbf{1})$ By the definition of the alignable mapping (Definition 4.11), it is obvious.
$(\mathbf{1} \Rightarrow \mathbf{2})$ Let $(R, f, g)$ be an aligned tree on $M$. Then the embeddings $f: S \rightarrow R$ and $g: T \rightarrow R$ satisfy $f(s)=g(t)$ for all $(s, t) \in M$. By Theorem 3.24, it suffices to consider the following two cases.

1. $h$ is not surjective and res $(h)=0$.
2. $h(S)=S^{\prime}$ and $\operatorname{res}(h)=1$.

Case 1: Letting $V\left(R^{\prime}\right)=V\left(S^{\prime}\right) \backslash h(S) \cup V(R)$, we define the relation $\leq_{R^{\prime}}$ over $V\left(R^{\prime}\right)$ such that, for $x, y \in V\left(R^{\prime}\right), x \leq_{R^{\prime}} y$ if and only if one of the following holds.
(i) $x, y \in V\left(S^{\prime}\right) \backslash h(S)$ and $x \leq_{S^{\prime}} y$;
(ii) $x, y \in R$ and $x \leq_{R} y$;
(iii) $x \in R$ and $y \in(\upharpoonright h(\operatorname{root}(S)))_{S^{\prime}}$.

Note that $R^{\prime}=\left(V\left(R^{\prime}\right), \leq_{R^{\prime}}\right)$ is a tree. Let

$$
\alpha:\left(V\left(S^{\prime}\right) \backslash h(S)\right) \rightarrow V\left(R^{\prime}\right) \quad \text { and } \quad \beta: V(R) \rightarrow V\left(R^{\prime}\right)
$$

denote the natural inclusions. We define $f^{\prime}: V\left(S^{\prime}\right) \rightarrow V\left(R^{\prime}\right)$ with

$$
f^{\prime}(x)= \begin{cases}\alpha(x) & \text { if } x \in V\left(S^{\prime}\right) \backslash h(S) \\ \beta\left(f\left(h^{-1}(x)\right)\right) & \text { if } x \in h(S)\end{cases}
$$

Also, we define $g^{\prime}: V(T) \rightarrow V\left(R^{\prime}\right)$ with $g^{\prime}=\beta \circ g$. It is easy to see that both $f^{\prime}$ and $g^{\prime}$ are embeddings. Since $f^{\prime}(h(s))=\beta\left(f\left(h^{-1}(h(s))\right)\right)=\beta(f(s))=\beta(g(t))=g^{\prime}(t)$, we have the conclusion in the case of $(1)$.

Case 2: In the following, we use the following notation.

- $v: V\left(S^{\prime}\right) \backslash h(S)=\{v\}$.
- $w: \operatorname{par}(v)=h(w)$.
- $c_{i}: \operatorname{ch}(v)=\left\{h\left(c_{1}\right), \ldots, h\left(c_{n}\right)\right\}$.

Now, letting $V\left(R^{\prime}\right)=V(R) \cup\left\{v^{\prime}\right\}$, we define the relation $\leq_{R^{\prime}}$ over $V\left(R^{\prime}\right)$ such that, for $x, y \in R^{\prime}, x \leq_{R^{\prime}} y$ if and only if one of the following holds.

1. $x, y \in R$ and $x \leq_{R^{\prime}} y$.
2. $x=v^{\prime}$ and $y \geq_{R^{\prime}} f(w)$.
3. $x \in R$, and $\exists z \in R\left[f\left(c_{i}\right) \leq_{R^{\prime}} z<f(w) \wedge x \leq_{R^{\prime}} z\right]$ and $y=v^{\prime}$.

Note that $R=\left(V\left(R^{\prime}\right), \leq_{R^{\prime}}\right)$ is a tree
Letting $\alpha: V(R) \rightarrow V\left(R^{\prime}\right)$ be the natural inclusion, we define $f^{\prime}: V\left(S^{\prime}\right) \rightarrow V\left(R^{\prime}\right)$ with $f^{\prime}(x)=$ $\alpha\left(f\left(h^{-1}(x)\right)\right.$ ) if $x \neq v$ and $f^{\prime}(v)=v^{\prime}$. Further, we define $g^{\prime}=\alpha \circ g: V(T) \rightarrow V\left(R^{\prime}\right)$. Note that both $f^{\prime}$ and $g^{\prime}$ are embeddings. Since $f^{\prime}(h(s))=\alpha\left(f\left(h^{-1}(h(s))\right)\right)=\alpha(f(s))=\alpha(g(t))=g^{\prime}(t)$, we have the conclusion in the case of (2).

This lemma implies that if $M$ is alignable after inserting nodes, it is also alignable before applying the insertions.

By the definition of tree mapping, without loss of generality, we may assume that for $(s, t) \in M$ if $s=\operatorname{root}(S)$, then $t=\operatorname{root}(T)$.

Lemma 4.17 Let $(R, f, g)$ be an aligned tree on $M$. Then there exist $f^{\prime}$ and $g^{\prime}$ such that $\left(R, f^{\prime}, g^{\prime}\right)$ is also an aligned tree on $M$ and $f^{\prime}(\operatorname{root}(S))=g^{\prime}(\operatorname{root}(T))$. In particular, the following are equivalent.

1. $M$ is alignable.
2. $M \cup\{(\operatorname{root}(S), \operatorname{root}(T))\}$ is alignable.

Proof. Let $(s, t) \in M$. Two nodes $f(\operatorname{root}(S))$ and $g(\operatorname{root}(T))$ are comparable in $R$ since they are ancestors of $f(s)=g(t)$. If $f(\operatorname{root}(S))=g(\operatorname{root}(T))$, there is nothing to prove.

Without loss of generality, we may assume that $f(\operatorname{root}(S))<g(\operatorname{root}(T))$. Define $f^{\prime}: V(S) \rightarrow V(R)$ with $f^{\prime}(x)=f(x)$ if $x \neq \operatorname{root}(S)$ and $f^{\prime}(\operatorname{root}(S))=g(\operatorname{root}(T))$. In the following, we show that $f^{\prime}$ is an embedding. First, assume that $x \leq_{S} y$ for $x, y \in S$. If $y \neq \operatorname{root}(S)$, then $f^{\prime}(x)<_{R} f^{\prime}(y)$ holds since $f$ is a tree homomorphism. If $y=\operatorname{root}(S)$, then $f^{\prime}(x)=f(x)<_{R} f(\operatorname{root}(S))<_{R} f^{\prime}(\operatorname{root}(S))$ holds. Thus $f^{\prime}$ is a tree homomorphism. The property $x<y$ if $f^{\prime}(x)<f^{\prime}(y)$ is also easily proved. Consequently, we see that $f^{\prime}$ is an embedding.

Since the $(2) \Rightarrow(1)$ follows from Lemma 4.12, it suffices to show $(1) \Rightarrow(2)$. As shown in the first part, if $(R, f, g)$, we have another aligned tree $\left(R, f^{\prime}, g^{\prime}\right)$ such that $f^{\prime}(\operatorname{root}(S))=g^{\prime}(\operatorname{root}(T))$. Therefore, $M \cup\{(\operatorname{root}(S), \operatorname{root}(T))\}$ is alignable.

### 4.6.2 Equivalence between Alignable and Less-Constrained Mappings

In this section, we prove that the alignable mapping is equivalent to the less-constrained mapping.
In the following lemma, we prove that an alignable mapping can be constructed from tree mappings between subtrees.

Lemma 4.18 Let $M$ be a tree mapping from a tree $S$ to a tree $T$. Let $S_{i}$ and $T_{i}$ be as follows:

- $S_{i}$ : the tree $S\left(s_{i}\right)$ for $\operatorname{ch}(\operatorname{root}(S))=\left\{s_{1}, \ldots, s_{m}\right\}$, and
- $T_{i}$ : the tree $T\left(t_{i}\right)$ for $\operatorname{ch}(\operatorname{root}(T))=\left\{t_{1}, \ldots, t_{n}\right\}$.

By symmetry we assume that $m \leq n$. By $M_{i} \subset V\left(S_{i}\right) \times V\left(T_{i}\right)$ for $i \in\{1, \ldots, m\}$, we denote the tree mapping $\left\{(s, t) \in M \mid s \in S_{i}\right.$ and $\left.t \in T_{i}\right\}$. If $M=\bigcup_{i=1}^{m} M_{i}$ and each $M_{i}$ for $i \in\{1, \ldots, m\}$ is alignable, then $M$ is also alignable.

Proof. Let $\left(R_{i}, f_{i}, g_{i}\right)$ be an aligned tree of $M_{i}$. Hence the embeddings $f_{i}: S_{i} \rightarrow R_{i}$ and $g_{i}: T_{i} \rightarrow R_{i}$ satisfy $f_{i}(s)=g_{i}(t)$ for all $(s, t) \in M_{i}$ for $i \in\{1, \ldots, m\}$. Now we let

$$
V(R)=\{r\} \cup \bigcup_{i=1}^{m} V\left(R_{i}\right) \cup \bigcup_{i=m+1}^{n} V\left(T_{i}\right),
$$

where $r$ is a new node not in $S$ nor $T$. We define the relation $\leq_{R}$ so that, for $x, y \in R, x \leq_{R} y$ if and only one of the following holds.

1. $1 \leq i \leq m, x, y \in R_{i}$ and $x \leq_{R_{i}} y$;
2. $m<i \leq n, x, y \in T_{i}$ and $x \leq_{T_{i}} y$;
3. $y=r$.

Note that $R=\left(V(R), \leq_{R}\right)$ is a tree.
Let $\alpha_{i}: V\left(R_{i}\right) \rightarrow V(R)$ for $i \in\{1, \ldots, m\}$ and $\beta_{j}: V\left(T_{j}\right) \rightarrow V(R)$ for $j \in\{m+1, \ldots, n\}$ be the natural inclusions. Thus we define $f: V(S) \rightarrow V(R)$ and $g: V(T) \rightarrow V(R)$ as follows:

$$
\begin{aligned}
& f(x)= \begin{cases}\alpha_{i}\left(f_{i}(x)\right) & \text { if } x \in S_{i} \\
r & \text { if } x=\operatorname{root}(S),\end{cases} \\
& g(x)= \begin{cases}\alpha_{i}\left(g_{i}(x)\right) & \text { if } x \in T_{i} \text { for } i \in\{1, \ldots, m\} \\
\beta_{i}(x) & \text { if } x \in T_{i} \text { for } i \in\{m+1, \ldots, n\} \\
r & \text { if } x=\operatorname{root}(S)\end{cases}
\end{aligned}
$$

It is easy to see that $f$ and $g$ are embeddings. Since $f(s)=\alpha_{i}\left(f_{i}(s)\right)=\alpha_{i}\left(g_{i}(t)\right)=g(t)$ for $(s, t) \in M_{i}$, the lemma is shown.

Now we are ready to prove the following important theorem.

Theorem 4.19 For any tree mapping $M$, the following two properties are equivalent, i.e ALN $=\mathrm{Cst}^{\sharp}$.

1. $M$ is alignable (in Definition 4.11).
2. $M$ is less-constrained (in Definition 4.8).

Proof. ( $\mathbf{1} \Rightarrow \mathbf{2}$ ): Let $(R, f, g)$ be an alignment of $M$. Then $f: S \rightarrow R$ and $g: T \rightarrow R$ are embeddings such that $f(s)=g(t)$ for all $(s, t) \in M$. Further $\bar{g}$ denote the contraction such that $\bar{g} \circ g$ is the identity map of $T$ (Theorem 3.37).

Suppose that $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right)$, and $\left(s_{3}, t_{3}\right)$ are any three elements of $M$ such that $s_{1} \smile s_{2}<s_{1} \smile s_{3}$. We have $f\left(s_{1}\right) \smile f\left(s_{2}\right)<f\left(s_{1}\right) \smile f\left(s_{3}\right)$ by Corollary 3.20, and therefore $f\left(s_{2}\right) \smile f\left(s_{3}\right)=f\left(s_{1}\right) \smile f\left(s_{3}\right)$. Also, we have $\bar{g}\left(f\left(s_{2}\right)\right) \smile \bar{g}\left(f\left(s_{3}\right)\right)=\bar{g}\left(f\left(s_{2}\right) \smile f\left(s_{3}\right)\right)=\bar{g}\left(f\left(s_{1}\right) \smile f\left(s_{3}\right)\right)=\bar{g}\left(f\left(s_{1}\right)\right) \smile \bar{g}\left(f\left(s_{3}\right)\right)$ by Proposition 3.28.

Since $\bar{g}\left(f\left(s_{1}\right)\right)=t_{1}, \bar{g}\left(f\left(s_{2}\right)\right)=t_{2}$ and $\bar{g}\left(f\left(s_{3}\right)\right)=t_{3}$ hold by Lemma 4.13, we conclude that $t_{2} \smile t_{3}=$ $t_{1} \smile t_{3}$. Derivation of $s_{2} \smile s_{3}=s_{1} \smile s_{3}$ from $t_{1} \smile t_{2}<t_{1} \smile t_{3}$ is shown in the same way.
$(\mathbf{2} \Rightarrow \mathbf{1})$ : We prove this assertion by induction on the size of the tree mapping $M$. In the case of $|M|=1$, this assertion directly follows Proposition 4.15.

Let $|M| \geq 2$ for the induction step. Let $M$ be the set of node pairs $\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{n}, t_{n}\right)\right\}$,

$$
X=\left\{s_{1}, \ldots, s_{n}\right\} \subseteq V(S), \text { and } Y=\left\{t_{1}, \ldots, t_{n}\right\} \subseteq V(T)
$$

It suffices to prove the assertion of the theorem under the hypothesis that $\operatorname{lca}(X)=\operatorname{root}(S)$ and $\operatorname{lca}(Y)=\operatorname{root}(T)$. In fact, for the embeddings

$$
\begin{array}{ll}
\alpha= & \boldsymbol{E}_{V(S(\operatorname{lca}(X))}: \\
\beta= & S(\operatorname{lca}(X)) \rightarrow S, \text { and } \\
\boldsymbol{E}_{V(T(\operatorname{cca}(Y))}: & T(\operatorname{lca}(Y)) \rightarrow T,
\end{array}
$$

Lemma 4.16 asserts that, if $M^{\prime}=\left\{\left(\alpha^{-1}(s), \beta^{-1}(t)\right) \mid(s, t) \in M\right\}$ is alignable, then $M$ is alignable.
Also, we may assume that $M$ does not contain $(\operatorname{root}(S), \operatorname{root}(T))$ since if $M$ contains it, we have only to eliminate it by Lemma 4.17.

We now choose $X_{k}=\left\{s_{1}, \ldots, s_{k}\right\}$, by reordering $s_{i}$ 's if necessary, so that

- $k \geq 1$,
- $\operatorname{lca}\left(X_{k}\right)$ is not the root of $S$,
- for any $x \in X \backslash X_{k}, \operatorname{lca}\left(X_{k} \cup\{x\}\right)=\operatorname{root}(S)$.

Note that $k<n$. Let us denote by $Y_{k}$ the set of nodes $\left\{t_{1}, \ldots, t_{k}\right\}$ corresponding to $X_{k}$.

Claim 1 For any $i \leq k$ and $j>k$, the node $s_{i} \smile s_{j}$ is the root of $S$.
Proof. The two nodes $s_{i} \smile s_{j}$ and lca $\left(S_{k}\right)$ are comparable since $s_{i} \in X_{k}$. Now assume that $s_{i} \smile s_{j} \leq \operatorname{lca}\left(X_{k}\right)$. It follows that $\operatorname{lca}\left(S_{k} \cup\left\{s_{j}\right\}\right)=\operatorname{lca}\left(X_{k}\right)$. This contradicts the definition of $X_{k}$. Hence $\operatorname{lca}\left(X_{k}\right)<s_{i} \smile s_{j}$, and in particular $s_{i} \smile s_{j}=\operatorname{lca}\left(X_{k} \cup\left\{s_{j}\right\}\right)$. This implies that $s_{i} \smile s_{j}$ is the root of $S$.

Let $A=\left\{x \in \operatorname{ch}(\operatorname{root}(S)) \mid \exists i\left[1 \leq i \leq k \wedge s_{i} \leq x\right]\right\}$, and $B=\left\{x \in \operatorname{ch}(\operatorname{root}(S)) \mid \exists j\left[k<j \leq n \wedge s_{j} \leq\right.\right.$ $x]\}$. We have $A \cap B=\emptyset$ since if $x \in A \cap B$, we have $s_{i}-s_{j} \leq x$ for $1 \leq i \leq k$ and $k<j \leq n$, as is contradictory to Claim 1.

Thus, by inserting nodes as children of $\operatorname{root}(S)$ if necessary, we may assume the following properties (Lemma 4.16 asserts that, if $M$ is alignable after insertion of nodes, it is alignable without the insertion):

- the children of $\operatorname{root}(S)$ are only two nodes $v$ and $w$,
- $\operatorname{lca}\left(S_{k}\right) \leq v$,
- $\operatorname{lca}\left(X \backslash S_{k}\right) \leq w$.

Now, to apply the similar proof to $Y_{k}$, we claim the following.

Claim 2 For any $i \leq k$ and $j>k$, the node $t_{i} \smile t_{j}$ is the root of $T$.
Proof. We start with showing that, for any $i^{\prime} \leq k$ and $j^{\prime}>k, t_{i} \smile t_{j}=t_{i^{\prime}} \checkmark t_{j^{\prime}}$. By Claim 1, we now have $s_{i} \smile s_{i^{\prime}}<s_{i} \smile s_{j}$. Hence, since $M$ is less-constrained (Definition 4.8), $t_{i^{\prime}} \smile t_{j}=$ $t_{i} \smile t_{j}$ holds. In the same way, we have $s_{j} \smile s_{j^{\prime}} \leq b<s_{i^{\prime}} \checkmark s_{j}$ and therefore $t_{i^{\prime}} \smile t_{j}=t_{i^{\prime}} \checkmark t_{j^{\prime}}$. Hence, we conclude $t_{i} \checkmark t_{j}=t_{i^{\prime}} \smile t_{j^{\prime}}$. Hence we have $t_{i} \smile t_{j}=t_{i^{\prime}} \checkmark t_{j^{\prime}}$. Next, we show the assertion of the claim. Since $t_{i} \smile t_{j}=t_{i^{\prime}} \smile t_{j^{\prime}}$ for all $i^{\prime} \leq k$ and $j^{\prime}>k$, we have lca $(Y) \leq$ $t_{i} \smile t_{j}$. Since lca $(Y)$ is the root of $T$, the node $t_{i} \smile t_{j}$ is also the root of $T$.

Therefore, in the same way as the case of $S$, by inserting nodes as children of $\operatorname{root}(T)$ if necessary, we may assume the following properties:

- the children of $\operatorname{root}(T)$ are only two nodes $v^{\prime}$ and $w^{\prime}$,
- $\operatorname{lca}\left(Y_{k}\right) \leq v^{\prime}$,
- $\operatorname{lca}\left(Y \backslash Y_{k}\right) \leq w^{\prime}$.

By the induction hypothesis, $M_{k}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}$ is an alignable mapping from $S(v)$ to $T\left(v^{\prime}\right)$, and $M \backslash M_{k}$ is an alignable mapping from $S(w)$ to $T\left(w^{\prime}\right)$. Then, by Lemma 4.18, $M$ is an alignable mapping from $S$ to $T$.

For ordered trees, an algorithm for computing a less-constrained edit distance was presented by Lu et al. [LST01]. As in The time complexity of the algorithm is, for two trees $T_{1}$ and $T_{2}$,

$$
\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot \operatorname{deg}\left(T_{1}\right)^{3} \cdot \operatorname{deg}\left(T_{2}\right)^{3} \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)\right)
$$

. By Theorem 4.19, we can immediately improve this algorithm because there is a more efficient algorithm for computing an alignment of trees by [JWZ95]. The time complexity is

$$
\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right| \cdot\left(\operatorname{deg}\left(T_{1}\right)+\operatorname{deg}\left(T_{2}\right)\right)^{2}\right)
$$

Recall that Jiang et al. showed that the alignment problem for two unordered trees is MAX SNPhard [JWZ95]. Furthermore, we obtain a more negative result for the alignment of trees because Lu et al. showed that the less-constrained distance problem for unordered trees has no polynomial-time absolute approximation algorithm [LST01], i.e. the solution is not within an additive constant of the optimum, unless $\mathrm{P}=\mathrm{NP}$. Then we immediately have the following corollary.

Corollary 4.20 The alignment problem for two unordered trees has no polynomial-time absolute approximation algorithm, unless $\mathrm{P}=\mathrm{NP}$.

### 4.6.3 Property of Alignable Mappings

In order to verify that a given tree mapping $M$ is alignable, we do not need to verify that the requisite condition for the alignable mapping holds for all the elements of $M$. In fact, it suffices to verify the same condition only for the leaves of $M$ defined as follows.

Definition 4.21 (Leaves in Tree Mapping) For a tree mapping $M$, the set of leaves $\mathfrak{L}(M)$ is defined as

$$
\mathfrak{L}(M)=\{(s, t) \in M \mid \forall(x, y) \in M[x \leq s \Longrightarrow x=s]\} .
$$

Proposition 4.22 Let $M$ be a Tai mapping. Then, the following are equivalent.

1. $M$ is alignable.
2. $\mathfrak{L}(M)$ is alignable.

Proof. ( $\mathbf{1} \boldsymbol{=} \mathbf{2}$ ): It is obvious.
$(\mathbf{2} \Rightarrow \mathbf{1}):$ For $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$, we assume that $s_{1} \smile s_{2}<s_{1} \smile s_{3}$. Further, let $\left(s_{i}^{\prime}, t_{i}^{\prime}\right), \in \mathfrak{L}(M)$ satisfy $s_{i}^{\prime} \leq s_{i}$ and $t_{i}^{\prime} \leq t_{i}$ for each $i \in\{1,2,3\}$. We consider all the cases as follows.
(i) If $s_{i}$ and $s_{j}$ are not comparable with each other for any $i, j \in\{1,2,3\}$ such that $i \neq j$, we have $s_{i} \smile s_{j}=s_{i}^{\prime} \smile s_{j}^{\prime}$ and $t_{i} \smile t_{j}=t_{i}^{\prime} \smile t_{j}^{\prime}$ by Proposition 3.1. This immediately implies the assertion.
(ii) If $s_{1} \leq s_{3}$ and $s_{2} \leq s_{3}$ hold, then $t_{1} \smile t_{3}=t_{2} \smile t_{3}=t_{3}$ holds.
(iii) If $s_{1} \leq s_{2}$ holds, then $s_{1} \smile s_{2}=s_{1} \smile s_{3}$ implies that $s_{2}$ is not an ancestor of $s_{3}$. Hence, we have $t_{1} \smile t_{2}=t_{2}<t_{2} \smile t_{3}$.

Therefore, we have the assertion.
This proposition implies a close relation to the analysis of phylogenetic trees although it goes beyond the scope of this thesis.

### 4.7 Semi-Accordant Mappings: $\mathrm{Acc}^{\sharp}=\mathbf{C s t}=\mathbf{S P}^{b}=\mathbf{S R}$

We have already shown that the following three mappings are equivalent: strongly structure-preserving, constrained, and structure-respecting mappings. Therefore, we unify these three classes of tree mappings, and coin a new term standing for these classes instead of the conventional terms.

As shown in this section title, we refer to the class of these three mappings as semi-accordant mapping, and denote the class by $A c c^{\sharp}$. We employ the definition of constrained mapping as the primary definition of semi-accordant mapping.

Definition 4.23 (Semi-Accordant Mapping) A Tai mapping $M$ is semi-accordant if the following condition holds:

$$
\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{3}<s_{1} \smile s_{2} \Longleftrightarrow t_{3}<t_{1} \smile t_{2}\right] .
$$

In order to verify that a given tree mapping $M$ is semi-accordant, we do not need to verify that the requisite condition for the semi-accordant mapping holds for all the elements of $M$. As in case of the alignable mapping, it suffices to verify the same condition only for the leaves of $M$ defined in Definition 4.21.

Proposition 4.24 Let $M$ be a Tai mapping. Then, the following are equivalent.

1. $M$ is semi-accordant.
2. $\mathfrak{L}(M)$ is semi-accordant.

Proof. ( $\mathbf{1} \boldsymbol{= 2}$ ): It is obvious.
$(\mathbf{2} \Rightarrow \mathbf{1}):$ For $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M$, we assume that $s_{1} \smile s_{2}=s_{1} \smile s_{3}$. Further, let $\left(s_{i}^{\prime}, t_{i}^{\prime}\right), \in \mathfrak{L}(M)$ satisfy $s_{i}^{\prime} \leq s_{i}$ and $t_{i}^{\prime} \leq t_{i}$ for each $i \in\{1,2,3\}$. Since $s_{i}$ and $s_{j}$ are not comparable with each other for any $i, j \in\{1,2,3\}$ such that $i \neq j$, we have $s_{i} \smile s_{j}=s_{i}^{\prime} \smile s_{j}^{\prime}$ and $t_{i} \smile t_{j}=t_{i}^{\prime} \smile t_{j}^{\prime}$ by Proposition 3.1. This immediately implies the assertion.

### 4.8 Accordant and Lu Mappings: Acc $\supsetneq$ Acc* $=$ Lu

Here, we introduce an important class of tree mapping by restricting accordant mapping. This class plays an important role in Part II in this thesis.

Definition 4.25 (Accordant Mapping) For a Tai mapping $M, M$ is accordant if and only if the following condition is satisfied:

$$
\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{1} \smile s_{2}=s_{1} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2}=t_{1} \smile t_{3}\right] .
$$

Example 4.26 Figure 4.3 shows an example of accordant mappings. Figure 4.3(a) and (b) are accordant while Figure 4.3(c) is semi-accordant but not accordant.

(a) Accordant mapping

(b) Accordant mapping

(c) Non-accordant mapping

Figure 4.3. Accordant mapping

The accordant mapping has the following equivalent form of definitions.
Proposition 4.27 For a Tai mapping $M$, the following four conditions are all equivalent.

1. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{1} \smile s_{2}=s_{1} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2}=t_{1} \smile t_{3}\right]$.
2. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right) \in M\left[s_{1} \smile s_{2}<s_{1} \smile s_{3} \Longleftrightarrow t_{1} \smile t_{2}<t_{1} \smile t_{3}\right]$
3. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right),\left(s_{4}, t_{4}\right) \in M\left[s_{1}-s_{2}=s_{3} \smile s_{4} \Longleftrightarrow t_{1} \smile t_{2}=t_{3}-t_{4}\right]$
4. $\forall\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right),\left(s_{4}, t_{4}\right) \in M\left[s_{1} \smile s_{2}<s_{3} \smile s_{4} \Longleftrightarrow t_{1} \smile t_{2}<t_{3} \smile t_{4}\right]$

Proof. $(\mathbf{1} \Rightarrow \mathbf{2})$ : If $s_{1} \smile s_{2}<s_{1} \smile s_{3}$, then $s_{2} \smile s_{3}=s_{1} \smile s_{3}$. By condition (1), we have $t_{2} \smile t_{3}=t_{1} \smile t_{3}$ and therefore $t_{1} \smile t_{2} \leq t_{2} \smile t_{3}$. Since $s_{1} \smile s_{2}=s_{1} \smile s_{3}$ follows $t_{1} \smile t_{2}=t_{1} \smile t_{3}$, we conclude $t_{1} \smile t_{2}<t_{1} \smile t_{3}$.
$(\mathbf{2} \Rightarrow \mathbf{1})$ : We claim that $s_{1} \smile s_{2} \neq s_{1} \smile s_{3}$ if $t_{1} \smile t_{2} \neq t_{1} \smile t_{3}$. Since $t_{1} \smile t_{2}$ and $t_{1} \smile t_{3}$ are comparable, we may assume that $t_{1}-t_{2}<t_{1}-t_{3}$. Hence, we have $s_{1} \smile s_{2}<s_{1} \smile s_{3}$ by condition (2).
$(\mathbf{1} \wedge \mathbf{2} \Rightarrow \mathbf{3} \wedge \mathbf{4})$ : By Proposition 3.1, we may assume $s_{1} \smile s_{3}=s_{3} \smile s_{4}$ and therefore $t_{1} \smile t_{3}=t_{3} \triangleleft t_{4}$ by condition (1). $t_{1} \smile t_{2}=t_{3} \smile t_{4}$ follows $s_{1} \smile s_{2}=s_{1} \smile s_{3}$ by condition (1), and $t_{1} \smile t_{2}<t_{3} \smile t_{4}$ does $s_{1} \smile t_{1}<$ $s_{1} \smile s_{3}$ by condition (2).
( $\mathbf{3} \Rightarrow \mathbf{1}$ and $\mathbf{4} \Rightarrow \mathbf{2}$ ): The conditions (1) and (2) are respectively obtained by letting $s_{1}=s_{4}$ in the conditions (3) and (4).

If Eq.(2.7a) of the recurrences in Section 2.8.3 is rewritten as follows, the algorithm for computing an optimal accordant mapping is immediately obtained.

$$
\begin{aligned}
& \mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \\
& \min \left\{\begin{array}{l}
\mathrm{D}_{T}\left(\emptyset, v_{2}\left(F_{2}\right)\right)+\min _{T \in F_{2}}\left\{\mathbf{D}_{T}\left(v_{1}\left(F_{1}\right), T\right)-\mathrm{D}_{T}(\emptyset, T)\right\} \\
\mathrm{D}_{T}\left(v_{1}\left(F_{1}\right), \emptyset\right)+\min _{T \in F_{1}}\left\{\mathbf{D}_{T}\left(T, v_{2}\left(F_{2}\right)\right)-\mathrm{D}_{T}(T, \emptyset)\right\} \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, v_{2}\right) \\
\mathrm{D}\left(F_{1}, F_{2}\right)+d\left(v_{1}, \varepsilon\right)+d\left(\varepsilon, v_{2}\right)
\end{array}\right.
\end{aligned}
$$

Without proof, we show some important properties of accordant mappings.

Proposition 4.28 For an accordant mapping $M$, the following hold.

1. $M$ is monotonic, symmetric, and transitive.
2. If $d$ is metric, accordant distance is a metric.
3. If $M$ is accordant, $M$ is semi-accordant, and not vice versa; i.e Acc ${ }^{\sharp} \supsetneq$ Acc.

### 4.8.1 Closure of Tree Mappings

). The accordant mapping is characterized by the existence of the closure with respect to the binary operation $x \smile y$. Hence, there exists a tree mapping $M^{*}$ such that $M \subseteq M^{*}$ and $\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \in M^{*}$ for any $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M^{*}$ if and only if $M^{*}$ is accordant.

Definition 4.29 (Closure of Set of Nodes) For a given subset $U \subseteq V(T)$, we can define the closure $U^{*}$ of $U$ as the minimum set satisfying the following:

1. $V(T) \supseteq U^{*} \supseteq U$.
2. For any $x, y \in U^{*}, x \smile y \in U^{*}$.

From this definition, the closure $U^{*}$ of $U$ is defined as follows:

$$
U^{*}=V(T) \cup\{x \smile y \mid x, y \in U\} .
$$

We extend the notion of closure to tree mappings.

Definition 4.30 (Closure of Tree Mapping) For two trees $S$ and $T$, let $M$ be a tree mapping between $S$ and $T$. The closure of $M$ is defined as the minimum tree mapping satisfying the following.

1. $V(S) \times V(T) \supseteq M^{*} \supseteq M$.
2. $\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \in M^{*}$ holds for any $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M^{*}$.

If the closure $M^{*}$ exists for a tree mapping $M$, the following holds:

$$
M^{*}=M \cup\left\{\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \mid\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M\right\} .
$$

We refer to the class of the closure of $\mathcal{C}$-mapping as $\mathcal{C}^{*}$. Note that every tree mapping does not necessarily have its closure. In fact, a tree mapping has its closure if and only if it is accordant.
Example 4.31 In Figure 4.4, we show an accordant mapping (left), and its closure (right). It is easy to see that the closure is also an accordant mapping. In Figure 4.5(left), we show a Tai mapping. Figure 4.5(right) shows that the resulting mapping calculated along the definition of closure in Definition 4.30. It is obvious that this mapping is not a tree mapping. Then there is no closure for the Tai mapping in Figure 4.5 (left).

Proposition 4.32 For a tree mapping $M$, the following are equivalent.

1. $M$ is accordant.
2. $M^{*}=M \cup\left\{\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \mid\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right) \in M\right\}$ is a tree mapping.
3. $M^{*}$ is accordant

Proof. The equivalence between (1) and (2) is obvious by (3) and (4) in Proposition 4.27. The condition (3) apparently implies (2).
$(\mathbf{3} \Rightarrow \mathbf{2}): M^{*} \cup\left\{\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \mid\left(s_{1}, s_{2}\right),\left(t_{1}, t_{2}\right) \in M^{*}\right\}=M^{*}$ holds. In particular, $M^{*} \cup\left\{\left(s_{1} \smile s_{2}, t_{1} \smile t_{2}\right) \mid\right.$ $\left.\left(s_{1}, s_{2}\right),\left(t_{1}, t_{2}\right) \in M^{*}\right\}$ is a tree mapping, and hence $M^{*}$ is accordant.

We have immediately the following proposition from the definition of closure of tree mappings.


Figure 4.4. Closure of a tree mapping


Figure 4.5. A Tai mapping with no closure

Proposition 4.33 (Tree Mapping for $\mathbf{L u}$ distance) A tree mapping in Lu distance is the closure of an accordant mapping, i.e.

$$
\mathrm{Acc} \supsetneq \mathrm{Acc}^{*}=\mathrm{Lu} .
$$

If $d$ is a metric, the following holds:

$$
\mathbf{D}^{\mathrm{Acc}}\left(T_{1}, T_{2}\right)=\mathbf{D}^{\mathrm{Acc}^{*}}\left(T_{1}, T_{2}\right)
$$

### 4.9 Summary

We have addressed the problems raised in Chapter 2, and untied confusion in the definitions and relationships of tree edit distance measures. The class hierarchy of tree mappings established this chapter is shown in Figure 4.6. In Table 4.1, we summarize the properties in each class of tree mappings. For tree mapping classes of Tai, alignable, semi-accordant, and accordant, each class is clearly discriminated by a simple tree mapping depicted in Table 4.2.
Table 4.1. Properties of tree mapping classes

| Class | Equivalent Class (ID) | Reference | Metricity | Transitivity | Symmetricity | Monotonicity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tai (TaI) | Tai (Tai) | [Tai79] | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Alignable (Aln) | Alignment (Aln) <br> Less-Constrained (Cst $\left.{ }^{\sharp}\right)$ | $\begin{aligned} & \text { [JWZ95] } \\ & \text { [LST01] } \end{aligned}$ |  |  | $\checkmark$ | $\checkmark$ |
| Structure-Preserving (SP) | Structure-Preserving (SP) | [TT88] |  | $\checkmark$ |  | $\checkmark$ |
| Semi-Accordant ( Acc $^{\sharp}$ ) | Strongly Structure-Preserving (SP ${ }^{b}$ ) <br> Constrained (Cst) <br> Structure-Respecting (SR) | $\begin{gathered} {[\text { Tan84] }} \\ {[\text { Zha95, Zha96] }} \\ {[\text { Ric97] }} \\ \hline \end{gathered}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Accordant (Acc) |  | This thesis | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Closure of Accordant (Acc*) | Lu (Lu) <br> Glycan Matching | $\begin{gathered} {[\mathrm{Lu} 79]} \\ {\left[\mathrm{AYO}^{+} 03\right]} \end{gathered}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Top-Down (Top) | Top-Down (Top) LCST (LCST) | [Sel77] <br> [Aku92] | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Bottom-Up (Вот) | bottom-up (Вот) | [Va198] | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| Inclusion (Inclusion) | Inclusion (Inclusion) | [KM95] |  | $\checkmark$ | left-total |  |
| Constrained Inclusion (Inclusion ${ }^{\text {b }}$ ) | Constrained Inclusion (Inclusion ${ }^{\text {b }}$ ) | [Va105] |  | $\checkmark$ | left-total |  |
| $\underline{\text { Isomorphism (Isomorphism) }}$ | Isomorphism (Isomorphism) |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |



Figure 4.6. Class hierarchy of tree mappings

Table 4.2. Characteristic of tree mapping classes

| $S$ $T$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Tai <br> Alignable <br> Semi-Acc. <br> Accordant | Tai <br> Alignable | Tai |  |  |
|  | Tai <br> Alignable | Tai <br> Alignable <br> Semi-Acc. <br> Accordant | Tai Alignable |  |  |
|  | Tai | Tai <br> Alignable | Tai <br> Alignable <br> Semi-Acc. <br> Accordant |  |  |
|  |  |  |  | Tai <br> Alignable <br> Semi-Acc. <br> Accordant | Tai <br> Alignable <br> Semi-Acc. |
|  |  |  |  | Tai <br> Alignable <br> Semi-Acc. | Tai <br> Alignable <br> Semi-Acc. <br> Accordant |

Semi-Acc. stands for Semi-Accordant,
$M=\left\{\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right),\left(s_{3}, t_{3}\right)\right\}$.


## Part II <br> Learning in Trees

"I like to climb trees. I can see everything."

- Orson Scott Card, Speaker for the Dead



## Chapter 5

## Kernel-based Learning for Trees

Data encountered in the real world are often not represented as vectors of numbers, but as structured data. Analysis of structured data such as sequences, trees, and graphs is attracting considerable attention. Haussler [Hau99] introduced the convolution kernel, a general framework for designing kernel functions for discrete data structures including structured data. The basic idea of convolution kernel is to decompose a data object into its parts, and to define a kernel function in terms of the parts. Many convolution kernels specialized for various discrete data structures have been proposed.

In this chapter, we focus on the kernel method for rooted ordered labeled trees. A rooted ordered labeled tree is a fairly general data structure that models a wide variety of structured data including parse trees of natural language texts, semi-structured data such as HTML/XML, and biological data such as RNA secondary structures and glycans. We focus on glycans in the next chapter. Throughout this chapter, we refer to rooted ordered labeled trees simply as trees unless otherwise stated.

### 5.1 Support Vector Machines

Support Vector Machines (SVMs) are a class of supervised learning algorithms first introduced by Vapnik [Vap95]. SVMs have shown an outstanding generalization performance in a variety of practical problems and have a strong theoretical basis in statistical learning theory.

SVMs is primarily a two-class discriminative classifier. For a given set of training data, each of which is labeled with positive and negative, SVMs learn a linear decision boundary to discriminate between the positive and negative classes of the predetermined training data. To determine whether an arbitrary datum is positive or negative, which is not necessarily a training datum, the decision boundary has only to be applied to each element of data.

To be more precise, the two-class classification is defined as follows. Let $X \subset \mathbb{R}^{n}$ denote the input space and $Y$ denote the output space $\{-1,+1\}$, where the values -1 and +1 indicate the labels of negative and positive respectively.

A training datum is a pair in $X \times Y$ and a training set is a finite set of training data, denoted by

$$
D=\left\{\left(\boldsymbol{x}_{1}, y_{1}\right), \ldots,\left(\boldsymbol{x}_{m}, y_{m}\right)\right\} \subsetneq X \times Y
$$

The $\boldsymbol{x}_{i}$ is referred to as an example, and the $y_{i}$ as a class label. The purpose of the learning procedure in SVMs is to find a hypothesis function $f: X \rightarrow \mathbb{R} \backslash\{0\}$, which is characterized by a pair of parameters, weight vector $\boldsymbol{w} \in \mathbb{R}^{n}$ and threshold $b \in \mathbb{R}$. In fact, the hypothesis function is represented by the following linear function:

$$
f(\boldsymbol{x})=\boldsymbol{w} \cdot \boldsymbol{x}+b
$$

A datum $\boldsymbol{x}$ is classified as positive or negative if $f(\boldsymbol{x})<0$ or $f(\boldsymbol{x})>0$ respectively. In other words, the learning procedure outputs a decision function $f_{d}: X \rightarrow Y$, i.e.

$$
f_{d}(\boldsymbol{x})=\operatorname{sgn}(\boldsymbol{w} \cdot \boldsymbol{x}+b)
$$

so that $y_{i}=f_{d}\left(\boldsymbol{x}_{i}\right)$ approximates the probabilistic relation between inputs and outputs.

### 5.2 Kernel Methods

The kernel method, a method of machine learning, provides a diversity of applications with a generic and flexible framework to solve various problems including the classification problem, and is being extensively studied (cf. [STC04]). The advantages of the kernel method, also known as the kernel trick, have resulted from the usage of kernel functions instead of usage of explicit and fixed vector representations of data.

We take the classification problem for instance to clarify the feature of the kernel method. The classification problem is a problem to find a decision function

$$
f_{d}: \mathcal{X} \rightarrow\{-1,1\}
$$

so that $f_{d}\left(x_{i}\right)=y_{i}$ holds for a given set of training data $\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{N}, y_{N}\right)\right\} \subset \mathcal{X} \times\{1,-1\}$ for a proper subset $\left\{x_{1}, \ldots, x_{N}\right\}$ of a data space $\mathcal{X}$, i.e. $\left.\left\{x_{1}, \ldots, x_{N}\right\} \subsetneq \mathcal{X}\right)$. As seen in the previous section, SVMs solve the classification problem, if the set of training data $\left\{\left(x_{i}, y_{i}\right)\right\}$ is linearly separable, i.e. under a given vector representation of an object space $X$ by $\phi: \mathcal{X} \rightarrow \mathbb{R}^{n}$, there exist $\boldsymbol{w} \in \mathbb{R}^{n}$ and $b \in \mathbb{R}$ such that:

$$
\begin{equation*}
\forall i\left[y_{i}=\operatorname{sgn}\left(\boldsymbol{w} \cdot \phi\left(x_{i}\right)+b\right)\right] . \tag{5.1}
\end{equation*}
$$

Eventually, given $\phi$ and the training data, SVMs find $\boldsymbol{w}$ and $b$ that make Eq.(5.1) hold. When $\phi_{i}(x)$ denotes the $i$-th component of $\phi(x)$, i.e. $\phi(x)=\left(\phi_{1}(x), \ldots, \phi_{n}(x)\right)$, each $\phi_{i}(x)$ is called a feature of $x$, and $\mathbb{R}^{n}$ is a feature space.

A problem in practicing SVMs is that it is an elaborate and time-consuming job to discover an appropriate $\phi: \mathcal{X} \rightarrow \mathbb{R}^{n}$ so that the image of the positive training data (i.e. $\left\{\phi\left(x_{i}\right) \mid y_{i}=1\right\}$ ) and that of the negative ones (i.e. $\left\{\phi\left(x_{i}\right) \mid y_{i}=-1\right\}$ ) are split by a hyperplane.

Apart from the classification problem and SVMs, the same applies to many conventional methods of machine learning. In fact, they solve problems provided with a feature space and a vector representation that fulfill certain good conditions. In other words, to take advantage of conventional learning machines, it is required to determine a good vector representation $\phi$ to a feature space, which is an elaborate and time-consuming job, too.

In contrast, the kernel method does not require a vector representation $\phi$, but does a kernel instead, which is a symmetric and positive semidefinite pairing $\mathbf{K}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$.

Symmetric: $\mathbf{K}(x, y)=\mathbf{K}(y, x)$;
Positive Semidefinite: an arbitrary Gram matrix

$$
\left[\mathbf{K}\left(x_{i}, x_{j}\right)\right]_{i, j=1, \ldots, n}=\left[\begin{array}{ccc}
\mathbf{K}\left(x_{1}, x_{1}\right) & \ldots & \mathbf{K}\left(x_{1}, x_{n}\right) \\
\vdots & \ddots & \vdots \\
\mathbf{K}\left(x_{n}, x_{1}\right) & \ldots & \mathbf{K}\left(x_{n}, x_{n}\right)
\end{array}\right]
$$

has only non-negative eigenvalues.
In learning machines such as SVMs, we need to provide an appropriate vector representation $\phi$ such that the provided kernel $\mathbf{K}$ is identical to the natural inner product in the associated feature space, that is, $\mathbf{K}(x, y)=\langle\phi(x), \phi(y)\rangle$ holds. The kernel method encapsulates vector representations of data and feature spaces, and does not necessarily require explicit vector representations. We have only to design a similarity function $\mathbf{K}(x, y)$ between two objects $x$ and $y$, and verify the positive semidefiniteness of the function.

### 5.3 Haussler's Convolution Kernels

Haussler [Hau99] proposed convolution kernels, a general framework for handling discrete data structures by kernel methods. The basic idea of the Haussler's convolution kernel method is

1. decomposing objects into their subparts and then,
2. calculating the convolution kernel using a known underlying kernel defined for the subparts (a subpart kernel).

Let $\mathcal{X}$ and $\mathcal{X}^{\prime}$ denote nonempty data spaces. The following theorem gives the special form of the Haussler's $R$-convolution kernel [Hau99, Theorem 1] for the case of $D=1$.

Theorem 5.1 (Convolution Kernel with $\boldsymbol{D}=1$ [Hau99]) Let $\mathbf{K}^{\prime}: \mathcal{X}^{\prime} \times \mathcal{X}^{\prime} \rightarrow \mathbb{R}$ be a kernel. Given a binary relation $R \subset \mathcal{X}^{\prime} \times \mathcal{X}$, the function $\mathbf{K}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ defined by the following is also a kernel.

$$
\mathbf{K}(x, y)=\sum_{\left(x^{\prime}, x\right) \in R} \sum_{\left(y^{\prime}, y\right) \in R} \mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right) .
$$

Intuitively, let $\mathcal{S}(x)$ be the set including all parts of the structure $x$ such that $\mathcal{S}: \mathcal{X} \rightarrow 2^{\mathcal{X}^{\prime}}$, the convolution kernel is defined as follows:

$$
\mathbf{K}(x, y)=\sum_{x^{\prime} \in \mathcal{S}(x)} \sum_{y^{\prime} \in \mathcal{S}(y)} \mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right)
$$

Haussler's theorem [Hau99, Theorem 1], which defines the general form of the $R$-convolution kernel, is obtained as a corollary to Theorem 5.1.

Corollary 5.2 (Haussler [Hau99]) Let $\mathbf{K}_{d}^{\prime}: \mathcal{X}_{d}^{\prime} \times \mathcal{X}_{d}^{\prime} \rightarrow \mathbb{R}$ be kernels for $d=1, \ldots, D$. Given a relation $R \subset \mathcal{X}_{1}^{\prime} \times \cdots \times \mathcal{X}_{D}^{\prime} \times \mathcal{X}$, the function $\mathbf{K}: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ defined in Eq.(5.2) is also a kernel.

$$
\begin{equation*}
\mathbf{K}(x, y)=\sum_{\left(x_{1}^{\prime}, \ldots, x_{D}^{\prime}, x\right) \in R} \sum_{\left(y_{1}^{\prime}, \ldots, y_{D}^{\prime}, y\right) \in R} \prod_{d=1}^{D} \mathbf{K}_{d}^{\prime}\left(x_{d}^{\prime}, y_{d}^{\prime}\right) \tag{5.2}
\end{equation*}
$$

Proof. Define a function $\mathbf{K}^{\prime}:\left(\mathcal{X}_{1}^{\prime} \times \cdots \times \mathcal{X}_{D}^{\prime}\right) \times\left(\mathcal{X}_{1}^{\prime} \times \cdots \times \mathcal{X}_{D}^{\prime}\right) \rightarrow \mathbb{R}$ as follows.

$$
\begin{equation*}
\mathbf{K}^{\prime}\left(\left(x_{1}^{\prime}, \ldots, x_{D}^{\prime}\right),\left(y_{1}^{\prime}, \ldots, y_{D}^{\prime}\right)\right)=\prod_{d=1}^{D} \mathbf{K}_{d}^{\prime}\left(x_{d}^{\prime}, y_{d}^{\prime}\right) \tag{5.3}
\end{equation*}
$$

Since $\mathbf{K}^{\prime}$ is the tensor product of $\mathbf{K}_{1}^{\prime}, \ldots, \mathbf{K}_{D}^{\prime}$ and the set of kernels is closed under the operation of tensor product, $\mathbf{K}^{\prime}$ is a kernel over $\mathcal{X}^{\prime}=\mathcal{X}_{1}^{\prime} \times \cdots \times \mathcal{X}_{D}^{\prime}$. Therefore, applying Theorem 5.1 to $\mathbf{k}$ defined in Eq.(5.3), we obtain the fact that $\mathbf{K}$ defined by Eq.(5.2) is a kernel.

The set of kernels is closed under direct sum, as well. Therefore, we obtain that $\mathbf{K}$ defined in Eq.(5.4) is a kernel as a corollary to Theorem 5.1.

$$
\begin{equation*}
\mathbf{K}(x, y)=\sum_{\left(\left(x_{1}^{\prime}, \ldots, x_{D}^{\prime}\right), x\right) \in R} \sum_{\left(\left(y_{1}^{\prime}, \ldots, y_{D}^{\prime}\right), y\right) \in R} \sum_{d=1}^{D} \mathbf{K}_{d}^{\prime}\left(x_{d}^{\prime}, y_{d}^{\prime}\right) \tag{5.4}
\end{equation*}
$$

The implication of the above discussion is that the variety of the operations that preserve the property of being kernels is an important factor to determine the range of application of the Haussler's convolution kernel. In this regards, Lemma 5.3 and Corollary 5.4 adds an example of the Haussler's convolution kernel, but the meaning is more than it. In fact, Corollary 5.4 showed a way to weight the underlying kernels $\mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right)$ when they are accumulated into a convolution kernel.

Haussler's theorem is available even if the underlying kernels $\mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right)$ are weighted according to the structures $x^{\prime}$ and $y^{\prime}$.

Lemma 5.3 Let $\mathbf{K}^{\prime}: \mathcal{X}^{\prime} \times \mathcal{X}^{\prime} \rightarrow \mathbb{R}$ be a kernel. For any function $f: \mathcal{X}^{\prime} \rightarrow \mathbb{R}$, the function $\mathbf{K}^{\prime \prime}$ defined by the following is a kernel.

$$
\begin{equation*}
\mathbf{K}^{\prime \prime}(x, y)=f(x) \cdot f(y) \cdot \mathbf{K}^{\prime}(x, y) \tag{5.5}
\end{equation*}
$$

Proof. Apparently, $F(x, y)=f(x) \cdot f(y)$ is a kernel. Since the property of being kernels is closed under tensor product and restriction of domains, $\mathbf{K}^{\prime \prime}$ is also a kernel.

Corollary 5.4 For a given function $\mathcal{S}: \mathcal{X} \rightarrow 2^{\mathcal{X}^{\prime}}$, let $w_{x}$ be a set of functions indexed by $x \in \mathcal{X}$ such that

$$
w_{x}: \mathcal{S}(x) \rightarrow \mathbb{R}
$$

Then, the function $\mathbf{K}$ defined by the following is a kernel.

$$
\mathbf{K}(x, y)=\sum_{x^{\prime} \in \mathcal{S}(x)} \sum_{y^{\prime} \in \mathcal{S}(y)} w_{x}\left(x^{\prime}\right) \cdot w_{y}\left(y^{\prime}\right) \cdot \mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right)
$$

Proof. By letting $\mathcal{X}^{*}$ denote $\mathcal{X}^{\prime} \times \mathcal{X}$, we extend our definitions as follows: $w^{*}: \mathcal{X}^{*} \rightarrow \mathbb{R}, \mathbf{K}^{*}: \mathcal{X}^{*} \times \mathcal{X}^{*} \rightarrow$ $\mathbb{R}$ and $\mathcal{S}^{*}: \mathcal{X} \rightarrow 2^{\mathcal{X}^{*}}$ such that

$$
\begin{gathered}
w^{*}\left(x^{\prime}, x\right)= \begin{cases}w\left(x, x^{\prime}\right) & \text { if } x^{\prime} \in \mathcal{S}(x) \\
0 & \text { if } x^{\prime} \notin \mathcal{S}(x)\end{cases} \\
\mathbf{K}^{*}\left(\left(x^{\prime}, x\right),\left(y^{\prime}, y\right)\right)=\mathbf{K}^{\prime}\left(x^{\prime}, y^{\prime}\right), \\
\mathcal{S}^{*}(x)=\left\{\left(x^{\prime}, x\right) \mid x^{\prime} \in \mathcal{S}(x)\right\} .
\end{gathered}
$$

Since the following Equation holds, the assertion immediately follows from Lemma 5.3 and Theorem 5.1.

$$
\mathbf{K}(x, y)=\sum_{\left(x^{\prime}, x\right) \in \mathcal{S}^{*}(x)} \sum_{\left(y^{\prime}, y\right) \in \mathcal{S}^{*}(y)} w^{*}\left(x^{\prime}, x\right) \cdot w^{*}\left(y^{\prime}, y\right) \cdot \mathbf{K}^{*}\left(\left(x^{\prime}, x\right),\left(y^{\prime}, y\right)\right)
$$

To normalize the size factor of instances, the following normalized kernel is often used:

$$
\widetilde{\mathbf{K}}(x, y)=\frac{\mathbf{K}(x, y)}{\sqrt{\mathbf{K}(x, x)} \sqrt{\mathbf{K}(y, y)}}
$$

### 5.3.1 Gap-Weighted String Kernel

The string kernels that Lodhi [LSST ${ }^{+} 02$ ] introduced is an important example of Haussler's convolution kernels. Lodhi took advantage of Corollary 5.4 and introduced string kernels. To evaluate similarity between two strings, this kernel [ $\mathrm{LSST}^{+} 02$ ] uses the number of the substrings commonly occurring between two strings.

First, let us consider the counting function defined as follows.

$$
\begin{equation*}
\mathbf{K}(x, y)=\sum_{s \in \mathcal{S}(x)} \sum_{t \in \mathcal{S}(y)} \delta(s, t) \tag{5.6}
\end{equation*}
$$

The function $\mathbf{K}(x, y)$ defined by Eq.(5.6) returns the number of common substrings of $x$ and $y$, and is asserted to be a kernel by Theorem 5.1. In Eq.(5.6), $\mathcal{S}(x)$ means that the multiset (or bag) of all subsequences in $x$, and $\delta(s, t)$ is the Kronecker's delta, defined by

$$
\delta(s, t)= \begin{cases}1 & (s=t) \\ 0 & (s \neq t)\end{cases}
$$

The kernel $\mathbf{K}$ in Eq.(5.6), however, involves some drawback due to the property that all the substrings are counted with the same weight. For example, for

$$
x=\text { conversion } \quad \text { and } \quad y=\text { convolution },
$$

the matching of the first occurrences of "con," that is, the matching between
conversion and convolution,
is important, since it indicates that they are both contiguous with the same prefix "con." In contrast, the matching between
is just a coincidence, and should have a much less important impact on the similarity between $x$ and $y$.
To mitigate the drawback, Lodhi [ $\mathrm{LSST}^{+} 02$ ] introduces a weighted counting method as defined by Eq.(5.7), which is a kernel by Corollary 5.4.

$$
\begin{equation*}
\mathbf{K}(x, y)=\sum_{s \in \mathcal{S}(x)} \sum_{t \in \mathcal{S}(y)} \lambda^{g(s, x)} \cdot \lambda^{g(t, y)} \cdot \delta(s, t) \tag{5.7}
\end{equation*}
$$

In Eq.(5.7), $g(s, x)$ is defined as the length of the subsequence $s$ with gaps in $x$. The constant $\lambda$ is called a decay factor, and is taken from the interval $(0,1)$. For $s=$ con and $x=$ conversion, we have the following weight for each matching:

- $g(s, x)=3$ for matching conversion, since the sequence "con" spans 3 character-long in $x$.
- $g(s, x)=10$ for matching convolution, since the sequence "con" spans 10 character-long in $x$.


### 5.3.2 Spectrum Kernel for Strings

Leslie et al. introduced a simple and efficient string kernel, the spectrum kernel [LEN02], for classifying proteins. The spectrum kernel is based on the simple idea that the more substrings with a fixed length are shared in two strings, the more similar they are. Hence, the notion of the spectrum of a string is often used in approximate string matching [JU91, Ukk93].

Let $\Sigma$ be a finite alphabet. By $\Sigma^{*}$, we denote the set of all strings over $\Sigma$, by $\Sigma^{q}$ all strings with length $q$ over $\Sigma$. A $q$-gram is any string with length $q$ in $\Sigma^{q}$.

Recall that $\# x[w]$ is defined as the total number of occurrences of $w$ in $x$ (See Section 2.2.7), i.e.

$$
\# x[w]=\left|\left\{y \mid x=y \cdot w \cdot z \wedge y, z \in \Sigma^{*}\right\}\right|
$$

The $q$-gram profile of a string $x$ is the vector $G_{q}(x)=(\# x[w])_{w \in \Sigma^{q}}$, indexed by all $q$-grams $w$ and arranged in lexicographic order of $q$-grams. It is a feature mapping from an input space $\Sigma^{*}$ to $\mathbb{R}^{|\Sigma|^{q}}$. Then, the $q$-spectrum kernel of two strings $s_{1}$ and $s_{2}$ is defined as follows.

$$
\begin{aligned}
\mathbf{K}_{q}\left(s_{1}, s_{2}\right) & =\sum_{w \in \Sigma^{q}} \# s_{1}[w] \cdot \# s_{2}[w] \\
& =\left\langle G_{q}\left(s_{1}\right), G_{q}\left(s_{2}\right)\right\rangle
\end{aligned}
$$

Example 5.5 Let $\Sigma=\{a, b\}$, and consider the 2-spectrum kernel of the strings $s_{1}=a b a a a b a a$ and $s_{2}=a a b a b b a b$. The 2-gram profiles of $s_{1}$ and $s_{2}$ are given as follows.

| $w$ | $a a$ | $a b$ | $b a$ | $b b$ |
| :---: | :---: | :---: | :---: | :---: |
| $\# s_{1}[w]$ | 3 | 2 | 2 | 0 |
| $\# s_{2}[w]$ | 1 | 3 | 2 | 1 |

Hence, $\mathbf{K}_{\mathbf{2}}\left(s_{1}, s_{2}\right)=\langle(3,2,2,0),(1,3,2,1)\rangle=13$.
The $q$-spectrum kernel $\mathbf{K}_{q}\left(s_{1}, s_{2}\right)$ can be evaluated in time $\mathrm{O}\left(q \cdot\left(\left|s_{1}\right|+\left|s_{2}\right|\right)\right)$. Moreover, the spectrum kernel allows SVMs to classify a new string in linear time.

### 5.4 Tree Kernels

Also, for more complex discrete structures than strings, a variety of convolution kernels are proposed. In this section, we focus on the kernels for trees.

The intuitive idea of tree kernels in common is as follows. For two trees $T$ and $\tau$, let \#T[ $\tau]$ denote the total number of occurrences of $\tau$ in $T$. The vector representation of $T$ is denoted by

$$
\phi(T)=\left(\# T\left[\tau_{1}\right], \# T\left[\tau_{2}\right], \# T\left[\tau_{3}\right], \ldots\right)
$$

where $\tau_{i}(i \geq 1)$ are subtree patterns in $T$. Then the kernel is given by the inner product of two vectors for two trees $T_{1}$ and $T_{2}$ :

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\left\langle\phi\left(T_{1}\right), \phi\left(T_{2}\right)\right\rangle=\sum_{i} \# T_{1}\left[\tau_{i}\right] \cdot \# T_{2}\left[\tau_{i}\right] .
$$

The choice criteria of subtree patterns $\tau_{i}$ lead to a variety of tree kernels.
Note that we omit the weight factor in kernels for simplicity.

### 5.4.1 Parse Tree Kernel

Collins and Duffy [CD01] presented the parse tree kernel as a counting function of common subtrees, which is in the class of convolution kernels [Hau99].

Since a common subtree between two ordered trees $T_{1}$ and $T_{2}$ uniquely defines a partial mapping between $V\left(T_{1}\right)$ and $V\left(T_{2}\right)$, the parse tree kernel is regarded as a counting function of partial node-to-node mappings between trees. Then the kernel function is basically defined as follows. (Note that the definition is slightly modified from the original so that it can be applied not only to parse trees but also to general rooted labeled ordered trees.)

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\sum_{v_{1} \in V\left(T_{1}\right)} \sum_{v_{2} \in V\left(T_{2}\right)} \mathbf{K}^{\mathrm{SC}}\left(v_{1}, v_{2}\right),
$$

where $\mathbf{K}^{\mathrm{SC}}\left(v_{1}, v_{2}\right)$ is the counting function of the number of the partial mappings $f$ that satisfy the following conditions.

- $f$ is a mapping from a set of nodes $V^{\prime} \subseteq V\left(T_{1}\right)$ to $V\left(T_{2}\right)$ with $l\left(f\left(v_{1}\right)\right)=l\left(v_{2}\right)$.
- Any $v \in V^{\prime} \backslash\left\{v_{1}\right\}$ satisfies the following conditions:

1. $v<v_{1}\left(v\right.$ is a descendent of $\left.v_{1}\right)$,
2. $\operatorname{par}(v) \in V^{\prime}$,
3. $|\operatorname{ch}(\operatorname{par}(v))|=|\operatorname{ch}(f(\operatorname{par}(v)))|$,
4. If $v$ is the $i$-th child of $\operatorname{par}(v)$, then $f(v)$ is also the $i$-th child of $f(\operatorname{par}(v))$.

A partial mapping satisfying the above conditions is referred to as a subtree-congruent mapping. The value of $\mathbf{K}^{\mathrm{SC}}\left(v_{1}, v_{2}\right)$ can be calculated by the following recurrences.

$$
\mathbf{K}^{\mathrm{SC}}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \begin{cases}\delta\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot \prod_{i=1}^{\left|\operatorname{ch}\left(v_{1}\right)\right|}\left(1+\mathbf{K}^{\mathrm{SC}}\left(T_{1}^{i}, T_{2}^{i}\right)\right) & \text { if }\left|\operatorname{ch}\left(v_{1}\right)\right|=\left|\operatorname{ch}\left(v_{2}\right)\right|, \\ 0 & \text { otherwise },\end{cases}
$$

where we assume, for $n=\left|\operatorname{ch}\left(v_{1}\right)\right|$,

$$
\begin{aligned}
& F_{1}=T_{1}^{1} \bullet \cdots \bullet T_{1}^{n}, \\
& F_{2}=T_{2}^{1} \bullet \cdots \bullet T_{2}^{n} .
\end{aligned}
$$

The value of the kernel $\mathbf{K}\left(T_{1}, T_{2}\right)$ can be calculated by dynamic programming in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ time. Note that the subtree-congruent mapping is injective and preserves the hierarchical and the sibling orders between two trees.

### 5.4.2 Labeled Tree Kernel

The parse tree kernel is too restrictive since it considers only subtrees with the same number of children. Kashima and Koyanagi [KK02] proposed an extended tree kernel by generalizing parse tree kernel [CD01].

Let $T_{1}, T_{2}$ and $\tau$ be trees. By $\# T_{i}[\tau]$ we denote the total number of the occurrences of subtree $\tau$ in $T_{i}$. Then, the labeled ordered tree kernel [KK02] of $T_{1}$ and $T_{2}$ is defined as follows:

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\sum_{\tau \in \mathscr{T}} \# T_{1}[\tau] \cdot \# T_{2}[\tau]
$$

where $\mathscr{T}$ denotes the universal set of trees. The kernel function is rewritten as

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\sum_{v_{1} \in V\left(T_{1}\right)} \sum_{v_{2} \in V\left(T_{2}\right)} \# M^{\mathrm{ToP}}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right),
$$

where $\# M^{\mathrm{Top}}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$ is the number of common subtrees rooted at both $v_{1}$ and $v_{2}$. Specifically, $\# M^{\mathrm{Top}}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$ is the counting function of the number of the top-down mappings $M$ between $T_{1}\left(v_{1}\right)$ and $T_{1}\left(v_{2}\right)$. We have the following recurrences for efficiently computing $\# M^{\mathrm{Top}}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$ by dynamic programming. In the recurrences, let $\mathbf{K}^{T}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$ be $\# M^{\mathrm{Top}}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right)$.

$$
\begin{align*}
\mathbf{K}\left(T_{1}, T_{2}\right)= & \sum_{v_{1} \in V\left(T_{1}\right)} \sum_{v_{2} \in V\left(T_{2}\right)} \mathbf{K}_{T}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right),  \tag{5.8a}\\
\mathbf{K}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= & \delta\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot\left(1+\mathbf{K}_{F}\left(F_{1}, F_{2}\right)\right),  \tag{5.8b}\\
\mathbf{K}_{F}\left(\emptyset, F_{2}\right)= & \mathbf{K}_{F}\left(F_{1}, \emptyset\right)=0,  \tag{5.8c}\\
\mathbf{K}_{F}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)= & \mathbf{K}_{F}\left(F_{1}, T_{2} \bullet F_{2}\right)+\mathbf{K}_{F}\left(T_{1} \bullet F_{1}, F_{2}\right)-\mathbf{K}_{F}\left(F_{1}, F_{2}\right)  \tag{5.8d}\\
& +\mathbf{K}_{T}\left(T_{1}, T_{2}\right) \cdot\left(1+\mathbf{K}_{F}\left(F_{1}, F_{2}\right)\right) .
\end{align*}
$$

We show the algorithm for computing the recurrences in Algorithm 5.1. This algorithm runs in $\mathrm{O}\left(\left|T_{1}\right| \cdot\left|T_{2}\right|\right)$ time and space.

Example 5.6 Consider two trees $T_{1}$ and $T_{2}$ in Figure 5.1. Table 5.1 shows the feature vectors of $T_{1}$ and $T_{2}$ for the labeled tree kernel. In this example, we depict labels of nodes as white circles and black pentagons. We have the following kernel value.

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\langle(3,1,2,1,0,1,1,1,1,0),(3,1,2,1,1,2,0,0,0,1)\rangle=16 .
$$



Figure 5.1. Two ordered trees for the labeled tree kernels

Table 5.1. Feature vectors in the labeled tree kernel

|  |  |  |  | 0 |  |  | $0$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{1}$ | 3 | 1 | 2 | 1 | 0 | 1 | 1 |  | 1 |  |
| $T_{2}$ | 3 | 1 | 2 | 1 | 1 | 2 | 0 | 0 | 0 |  |

## Labeled Tree Kernels for Unordered Trees

Kashima et al. proved that the problem of computing the labeled tree kernel for unordered trees is \#Pcomplete [KSK06a]. This difficulty can be expected since the problem of counting bipartite matchings is known to be \#P-complete [Val79], and tree matching problems for unordered trees inherently include the computation of bipartite matching.

### 5.4.3 Labeled Tree Kernel with Elastic Structure Matching

Kashima and Koyanagi [KK02] extended their tree kernel by allowing elastic structure matching for a more flexible interpretation of the common patterns, which is referred to as an elastic tree kernel.

Now consider two trees $T_{1}$ and $T_{2}$ in Figure 5.2. As in the previous example, we depict labels as white circles and black pentagons. The elastic tree kernel was designed so that the subtree $\Omega_{0}$ is also counted as a common structure between $T_{1}$ and $T_{2}$.

The elastic tree kernel is given by the following recurrences.


Figure 5.2. Two ordered trees for the elastic tree kernels

```
Algorithm 5.1 Labeled tree kernels
    - \(T[i]\) : the \(i\)-th node in \(T\) indexed by postorder numbering \((i \in[1,|T|])\).
    - \(F[i]\) : the \(i\)-th tree in \(F(i \in[1,|F|])\).
    - \(\operatorname{ch}(v)\) : forest \(F\) obtained by removing \(v\) from \(v(F)\).
    procedure Tree_Kernel \(\left(T_{1}, T_{2}\right)\)
    def array \(\mathbf{K}_{T}\left[1 . .\left|T_{1}\right|, 1 . .\left|T_{2}\right|\right]\)
    def array \(K\left[1 . .\left|T_{1}\right|+1,1 . .\left|T_{2}\right|+1\right]\) initialized with 0
    for \(i \leftarrow 1\) to \(\left|T_{1}\right|\)
            for \(j \leftarrow 1\) to \(\left|T_{2}\right|\)
            if \(l\left(T_{1}[i]\right) \neq l\left(T_{2}[j]\right)\) then \(\mathbf{K}_{T}[i, j] \leftarrow 0\)
            else \(\mathbf{K}_{T}[i, j] \leftarrow 1+\) Forest_Kernel \(\left(\operatorname{ch}\left(T_{1}[i]\right), \operatorname{ch}\left(T_{2}[j]\right)\right)\)
            \(\mathbf{K}[i+1, j+1] \leftarrow \mathbf{K}_{T}[i, j]+\mathbf{K}[i, j+1]+\mathbf{K}[i+1, j]-\mathbf{K}[i, j]\)
        return \(\mathbf{K}\left[\left|T_{1}\right|+1,\left|T_{2}\right|+1\right]\)
    end
    procedure Forest_Kernel \(\left(F_{1}, F_{2}\right)\)
            def array \(\left.\mathbf{K}_{F}\left[1 . .\left|F_{1}\right|+1,1 . . \mid F_{2}\right]+1\right]\) initialized with \(\mathbf{0}\)
            for \(i \leftarrow 1\) to \(\left|F_{1}\right|\)
            for \(i \leftarrow 1\) to \(\left|F_{2}\right|\)
                \(\mathbf{K}_{F}[i+1, j+1] \leftarrow \mathbf{K}_{F}[i+1, j]+\mathbf{K}_{F}[i, j+1]\)
                    \(-\mathbf{K}_{F}[i, j]+\underline{\mathbf{K}_{T}}\left[F_{1}[i], F_{2}[j]\right] *\left(1+\mathbf{K}_{F}[i, j]\right)\)
    return \(\mathbf{K}_{F}\left[\left|F_{1}\right|+1,\left|F_{2}\right|+1\right]\)
    end
    The algorithm for the elastic tree kernel is obtained only by replacing \(\mathbf{K}_{T}\) with \(\mathbf{K}\).
```

$$
\begin{align*}
\mathbf{K}\left(T_{1}, T_{2}\right)= & \sum_{v_{1} \in V\left(T_{1}\right)} \sum_{v_{2} \in V\left(T_{2}\right)} \mathbf{K}_{T}\left(T_{1}\left(v_{1}\right), T_{2}\left(v_{2}\right)\right),  \tag{5.9a}\\
\mathbf{K}_{T}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= & \delta\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot\left(1+\mathbf{K}_{F}\left(F_{1}, F_{2}\right)\right)  \tag{5.9b}\\
\mathbf{K}_{F}\left(\emptyset, F_{2}\right)= & \mathbf{K}_{F}\left(F_{1}, \emptyset\right)=0  \tag{5.9c}\\
\mathbf{K}_{F}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)= & \mathbf{K}_{F}\left(F_{1}, T_{2} \bullet F_{2}\right)+\mathbf{K}_{F}\left(T_{1} \bullet F_{1}, F_{2}\right)-\mathbf{K}_{F}\left(F_{1}, F_{2}\right)  \tag{5.9d}\\
& +\mathbf{K}\left(T_{1}, T_{2}\right) \cdot\left(1+\mathbf{K}_{F}\left(F_{1}, F_{2}\right)\right) .
\end{align*}
$$

These recurrences are the same as the recurrences (5.8) except for one letter in Eq.(5.9d). Algorithm 5.1 can be also applied to the computation of the elastic tree kernel with a subtle modification.

In spite of its flexibility, the elastic tree kernel has a certain unintended property. We here discuss the property.

The elastic tree kernel is the counting function of accordant mapping. Although the elastic tree kernel was proposed with the intention of allowing structural ambiguities as much as possible, it was not sufficient. It is easy to prove that the elastic tree kernel [KK02] counts the number of the accordant mappings between two trees. This fact indicates the possibility that more flexible tree kernels can be designed, since we have already seen that there exist more flexible classes of tree mappings. In the next chapter, we construct more flexible tree kernels from the point of view of tree mappings.

The elastic tree kernel is not a convolution kernel. The tree kernel based on convolution is defined as follows:

$$
\begin{aligned}
\mathbf{K}\left(T_{1}, T_{2}\right) & =\sum_{\tau_{1} \in \mathcal{S}\left(T_{1}\right)} \sum_{\tau_{2} \in \mathcal{S}\left(T_{2}\right)} \mathbf{K}^{\prime}\left(\tau_{1}, \tau_{2}\right) \\
& =\sum_{\left(\tau_{1}, \tau_{2}\right) \in \mathcal{S}\left(T_{1}\right) \times \mathcal{S}\left(T_{2}\right)} \mathbf{K}^{\prime}\left(\tau_{1}, \tau_{2}\right),
\end{aligned}
$$

where $\mathcal{S}(T)$ denotes a set of subtree patterns in $T$. The elastic tree kernel is, however, defined as follows:

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\sum_{\left(\tau_{1}, \tau_{2}\right) \in \mathcal{M}^{\text {Acc }} \subseteq \mathcal{S}\left(T_{1}\right) \times \mathcal{S}\left(T_{2}\right)} \mathbf{K}^{\prime}\left(\tau_{1}, \tau_{2}\right)
$$

where by $\mathcal{M}^{\text {Acc }}$ we denote a pair of common subtree patterns between $T_{1}$ and $T_{2}$ mapped by accordant mappings (See Example 5.7). Since this definition is beyond the convolution kernels, it has yet to be shown that the counting function really satisfies the required properties of a kernel function, i.e. positive semidefiniteness. We prove it in the next chapter.

We address these problems in the next chapter.
Example 5.7 Figure 5.3 shows tree mappings counted in the elastic tree kernel. In this example, we focus on a subtree pattern consisting of three nodes. It is difficult to recognize what is the feature space in this kernel. The subtree pattern is counted in some cases, and not counted in other cases as shown in Figure 5.3.


Figure 5.3. What is the feature space in the elastic tree kernel?

### 5.4.4 String Kernel for Trees

Although tree kernels due to Kashima and Koyanagi [KK02] successfully reduced the computation time by using dynamic programming technique, quadratic computation time is still not sufficient for handling large amounts of data, since the value of this kernel has to be evaluated for most pairs of trees in the training data and test data. Therefore, for more efficient computation, it is important to design a more efficient kernel that is computable in linear time, but with sufficient expressive power.

To tackle this problem, Vishwanathan and Smola proposed a linear-time tree kernel [VS02]. Their idea was to convert trees to strings with brackets generated by preorder traversal, and to count the number of the common substrings among them efficiently by using suffix trees.

This tree kernel does not seem to have enough expressive power for general-purpose. Since this kernel considers only for complete subtrees, which can be represented as a substring of the sequence representations, it cannot incorporate internal structure of trees. More specifically, this kernel considers only the subtrees including all their descendant nodes down to the leaves. Therefore, if disjoint labels are assigned to leaves between two trees, the kernel value (i.e., the similarity) ends up with 0 , even if these trees are isomorphic except for the labels assigned to leaves. This seems that this kernel does not have enough expressive power, and is a restricted similarity measure between two trees for general purpose.

Example 5.8 Consider two trees in Figure 5.4. Filled nodes indicate leaves. Table 5.2 shows the feature vectors of $T_{1}$ and $T_{2}$ for Vishwanathan-Smola's kernel. We have the the following kernel value.

$$
\mathbf{K}\left(T_{1}, T_{2}\right)=\langle(3,2,1,1,0,1),(2,2,1,0,1,0)\rangle=11 .
$$



Figure 5.4. Two ordered trees for Vishwanathan-Smola's tree kernel

Table 5.2. Feature vectors in Vishwanathan-Smola's tree kernel


Example 5.9 For the following two trees $T_{1}$ and $T_{2}$ as shown in Figure 5.5, the liner-time tree kernel gives the value $\mathbf{K}\left(T_{1}, T_{2}\right)=0$. In spite of only the one node mismatch at the leaf node between two trees, this kernel regards these two trees as completely different.


Figure 5.5. Expressive power of the string kernel for trees due to Vishwanathan and Smola

### 5.5 Summary

In this chapter, we reviewed the convolution kernel as a design framework for learning discrete structures. Also we introduced some tree kernels in prior work, and discussed their properties and raised a few problems to be addressed.

- The elastic tree kernel [KK02] enables to us to deal with ambiguities in trees by extending a convolution kernel for trees. As a result, the elastic tree kernel has turned out to be not a convolution kernel. This means that it is required to prove its positive semidefiniteness.
- The elastic tree kernel has not enough expressive power as originally intended by Kashima and Koyanagi. It is possible to develop a more flexible tree kernel.
- The string kernel for trees due to Vishwanathan and Smola [VS02] is one of the most efficient tree kernels in prior work. But, the expressive power is a restrictive.

In the next chapter, we design novel tree kernels based on the notion of tree mappings, and address the problems raised in this chapter. Chapter 7 is devoted to develop a tree kernel as fast as the string kernel for trees due to Vishwanathan and Smola.


## Chapter 6

## Mapping Kernels for Trees

In this chapter, we characterize tree kernels based on the class hierarchy of tree mappings established in Chapter 4. We first propose the algorithms for computing counting functions of Tai mappings, alignable mappings, and semi-accordant mappings. We then show that the counting functions of Tai mappings and semi-accordant mappings are actually tree kernels and that these two tree kernels have more flexible expressive power than the elastic tree kernel proposed by Kashima and Koyanagi [KK02]. In contrast, we show that the counting function of alignable mappings is not a tree kernel.

### 6.1 Recursive Expressions of Counting Functions

In this section, we extend the notion of tree mappings to forests, and provide counting functions for the extended tree mappings between two forests.
Remark 6.1 The counting functions in the label tree kernel and the elastic tree kernel both count subtree patterns between two trees, i.e. these require a pair of nodes ( $s_{r}, t_{r}$ ) in the mapping $M$ such that $s_{r} \geq s$ and $t_{r} \geq t$ for any $(s, t) \in M$. On the other hand, the counting functions proposed in this chapter count common forest patterns between two trees as well as subtree patterns for generality. It is easy to modify our counting functions in this thesis to count only common subtree patterns by just adding the recurrence Eq.(5.8a).

### 6.1.1 Mapping-based Similarity between Forests

Recall that the algorithm for Tai distance is in fact defined over two forests as well as two trees. Then we first extend the notion of tree mappings to forests as follows.

Definition 6.1 (Tree Mapping between Forests) Let $F_{1}$ and $F_{2}$ be two forests. A non-empty mapping $M \subseteq V\left(F_{1}\right) \times V\left(F_{2}\right)$ is said to be a tree mapping if and only if $M$ is a tree mapping from $v_{1}\left(F_{1}\right)$ to $v_{2}\left(F_{2}\right)$ for two nodes $v_{1}, v_{2} \notin V\left(F_{1}\right) \cup V\left(F_{2}\right)$.

Let $\mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ denote the set of all possible $\mathcal{C}$-mappings between $F_{1}$ and $F_{2}$, i.e.

$$
\mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right)=\left\{M \mid M \text { is a tree mapping of class } \mathcal{C} \text { from } F_{1} \text { to } F_{2}\right\} .
$$

The counting functions $\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ are defined as follows. First, let us denote a symmetric function by

$$
\sigma: \Sigma \times \Sigma \rightarrow \mathbb{R}_{0}^{+}
$$

where $\mathbb{R}_{0}^{+}$denotes the set of all non-negative real numbers. This function $\sigma$ defines the similarity between labels of nodes Next, we define the similarity between two trees based on a tree mapping $M$.

$$
\begin{equation*}
\sigma(M)=\prod_{\left(x_{1}, x_{2}\right) \in M} \sigma\left(l\left(x_{1}\right), l\left(x_{2}\right)\right) . \tag{6.1}
\end{equation*}
$$

Then the similarity between two forests $F_{1}$ and $F_{2}$ is defined by

$$
\begin{equation*}
\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)=\sum_{M \in \mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right)} \sigma(M) . \tag{6.2}
\end{equation*}
$$

### 6.1.2 Counting Function for Tai Mappings

The recursive expression of the $\mathbf{K}^{\text {TAI }}\left(T_{1}, T_{2}\right)$ is given as follows.

$$
\begin{align*}
& \mathbf{K}^{\mathrm{TAI}}(F, \emptyset)=\mathbf{K}^{\mathrm{TAI}}(\emptyset, F)=0 \\
& \mathbf{K}^{\mathrm{TAI}}\left(v_{1}\left(F_{1}^{\prime}\right) \bullet F_{1}^{\prime \prime}, v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}\right)= \\
& \quad \sigma\left(l\left(v_{1}\right), l\left(v_{2}\right)\right)\left(1+\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime}, F_{2}^{\prime}\right)\right)\left(1+\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime \prime}, F_{2}^{\prime \prime}\right)\right) \\
& \quad+\mathbf{K}^{\mathrm{TAI}}\left(v_{1}\left(F_{1}^{\prime}\right) \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right) \\
& \quad+\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}\right) \\
& \quad-\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right) \tag{6.3}
\end{align*}
$$

The following natural properties of Tai mapping (Property 6.2 and Lemma 6.3) play a central role in proving the correctness of Eq.(6.3). We omit the proofs since they are immediately obtained from the definition of Tai mapping (Definition 2.46).

Proposition 6.2 Let $M$ be a Tai mapping from a forest $F_{1}$ to a forest $F_{2}$, i.e. $M \subseteq V\left(F_{1}\right) \times V\left(F_{2}\right)$, and $F_{i}^{\prime}$ be any subforest of $F_{i}$ for $i \in\{1,2\}$. For $M^{\prime}=M \cap\left(V\left(F_{1}^{\prime}\right) \times V\left(F_{2}^{\prime}\right)\right)$ and $M^{\prime \prime}=M \cap\left(V\left(F_{1}^{\prime \prime}\right) \times\right.$ $V\left(F_{2}^{\prime \prime}\right)$ ), the following hold.

1. If $M$ is a Tai mapping from $F_{1}$ to $F_{2}$, then $M^{\prime}$ is also a Tai mapping from $F_{1}^{\prime}$ to $F_{2}^{\prime}$.
2. For non-empty $M \subseteq V\left(F_{1}^{\prime}\right) \times V\left(F_{2}^{\prime}\right)$, the following two properties are equivalent.
(a) $M$ is a Tai mapping from $F_{1}^{\prime}$ to $F_{2}^{\prime}$.
(b) $M$ is a Tai mapping from $F_{1}$ to $F_{2}$.

Lemma 6.3 Let $F_{i}^{\prime}$ and $F_{i}^{\prime \prime}$ be two distinct forests. For a non-empty set $M \subseteq\left(V\left(F_{1}^{\prime}\right) \cup V\left(F_{1}^{\prime \prime}\right)\right) \times$ $\left(V\left(F_{2}^{\prime}\right) \cup V\left(F_{2}^{\prime \prime}\right)\right)$, the following two conditions are equivalent.

1. $M \cup\left\{\left(v_{1}, v_{2}\right)\right\}$ is a Tai mapping from $v_{1}\left(F_{1}^{\prime}\right) \bullet F_{i}^{\prime \prime}$ to $v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}$.
2. $M$ satisfies the following three conditions.
(a) $M=M^{\prime} \cup M^{\prime \prime}$.
(b) $M^{\prime}$ is a Tai mapping from $F_{1}^{\prime}$ to $F_{2}^{\prime}$.
(c) $M^{\prime \prime}$ is a Tai mapping from $F_{1}^{\prime \prime}$ to $F_{2}^{\prime \prime}$.

Theorem 6.4 Eq.(6.3) is a counting function for Tai mappings between two trees $T_{1}$ and $T_{2}$.

Proof. The left-hand side of Eq.(6.3) is decomposed into the following two disjoint components for $F_{1}=$ $v_{1}\left(F_{1}^{\prime}\right) \bullet F_{1}^{\prime \prime}$ and $F_{2}=v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}$.

$$
\mathbf{K}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right)=\sum_{M \in \mathcal{M}^{\left(v_{1}, v_{2}\right)}} \sigma(M)+\sum_{M \in \overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)}} \sigma(M),
$$

where

$$
\begin{aligned}
\mathcal{M}^{\left(v_{1}, v_{2}\right)} & =\left\{M \in \mathcal{M}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right) \mid\left(v_{1}, v_{2}\right) \in M\right\}, \text { and } \\
\overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)} & =\left\{M \in \mathcal{M}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right) \mid\left(v_{1}, v_{2}\right) \notin M\right\} .
\end{aligned}
$$

The set $\mathcal{M}^{\left(v_{1}, v_{2}\right)} \subseteq \mathcal{M}$ includes all the Tai mappings with $\left(v_{1}, v_{2}\right)$ whereas the set $\overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)} \subseteq \mathcal{M}$ is the complementary of $\mathcal{M}^{\left(v_{1}, v_{2}\right)}$ in $\mathcal{M}$, i.e. $\overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)}=\mathcal{M} \backslash \mathcal{M}^{\left(v_{1}, v_{2}\right)}$.

Assume $\left(v_{1}, v_{2}\right) \in M$. The tree mapping $M \backslash\left\{\left(v_{1}, v_{2}\right)\right\}$ is identical to $M^{\prime} \cup M^{\prime \prime}$ for some Tai mappings $M^{\prime}$ from $F_{1}^{\prime}$ to $F_{2}^{\prime}$ and $M^{\prime \prime}$ from $F_{1}^{\prime \prime}$ to $F_{2}^{\prime \prime}$ by Lemma 6.3. On the other hand, for any Tai mappings $M^{\prime}$ from $F_{1}^{\prime}$ to $F_{2}^{\prime}$, and $M^{\prime \prime}$ from $F_{1}^{\prime \prime}$ to $F_{2}^{\prime \prime}$, the set $M^{\prime} \cup M^{\prime \prime} \cup\left\{\left(v_{1}, v_{2}\right)\right\}$ is also a Tai mapping from $v_{1}\left(F_{1}^{\prime}\right) \bullet F_{i}^{\prime \prime}$ to $v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}$ by Lemma 6.3.

Hence since $\sigma(M)=\sigma\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot \sigma\left(M^{\prime}\right) \cdot \sigma\left(M^{\prime \prime}\right)$, the following holds.

$$
\sum_{M \in \mathcal{M}^{\left(v_{1}, v_{2}\right)}} \sigma(M)=\sigma\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot\left(1+\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime}, F_{2}^{\prime}\right)\right)\left(1+\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime \prime}, F_{2}^{\prime \prime}\right)\right)
$$

As for $\overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)}$, we decompose it further into the following three components.

$$
\overline{\mathcal{M}}^{\left(v_{1}, v_{2}\right)}=\mathcal{M}^{\left(-, v_{2}\right)} \cup \mathcal{M}^{\left(v_{1},-\right)} \cup \mathcal{M}^{(-,-)},
$$

where

$$
\begin{aligned}
& \mathcal{M}^{\left(-, v_{2}\right)}=\left\{M \in \mathcal{M}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right) \mid\left(v_{1}, w\right) \in M \wedge w \neq v_{2}\right\}, \\
& \mathcal{M}^{\left(v_{1},-\right)}=\left\{M \in \mathcal{M}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right) \mid\left(w, v_{2}\right) \in M \wedge w \neq v_{1}\right\}, \text { and } \\
& \mathcal{M}^{(-,-)}=\left\{M \in \mathcal{M}^{\mathrm{TAI}}\left(F_{1}, F_{2}\right) \mid\left(w_{1}, w_{2}\right) \in M \Longrightarrow w_{1} \neq v_{1} \wedge w_{2} \neq v_{2}\right\} .
\end{aligned}
$$

Note that the set $\mathcal{M}^{\left(v_{1},-\right)}$ does not include any Tai mapping such that $v_{1}$ is paired with a node in $F_{2}$ since $v_{2}$ is paired with a node other than $v_{1}$. Intuitively, the notation $\mathcal{M}^{\left(v_{1},-\right)}$ means that the node $v_{1}$ is not paired with any node in $F_{2}$ in the concerned set of Tai mappings. By condition 2 of Proposition 6.2, the following holds.

$$
\begin{aligned}
& \sum_{M \in \mathcal{M}^{\left(-, v_{2}\right)}} \sigma(M)=\mathbf{K}^{\mathrm{TAI}}\left(v_{1}\left(F_{1}^{\prime}\right) \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right)-\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right), \\
& \sum_{M \in \mathcal{M}^{\left(v_{1},-\right)}} \sigma(M)=\mathbf{K}^{\mathrm{T} \mathrm{II}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, v_{2}\left(F_{2}^{\prime}\right) \bullet F_{2}^{\prime \prime}\right)-\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right), \text { and } \\
& \sum_{M \in \mathcal{M}^{(-,-)}} \sigma(M)=\mathbf{K}^{\mathrm{TAI}}\left(F_{1}^{\prime} \bullet F_{1}^{\prime \prime}, F_{2}^{\prime} \bullet F_{2}^{\prime \prime}\right) .
\end{aligned}
$$

The correctness of Eq.(6.3) is shown by adding together all of the above components, i.e.

$$
\sum_{M \in \mathcal{M}^{\left(v_{1}, v_{2}\right)}} \sigma(M)=\sum_{M \in \mathcal{M}^{\left(-, v_{2}\right)}} \sigma(M)+\sum_{M \in \mathcal{M}^{\left(v_{1},-\right)}} \sigma(M)+\sum_{M \in \mathcal{M}^{(-,-)}} \sigma(M) .
$$

### 6.1.3 Template of Counting Function for Subclasses of Tai Mappings

As Proposition 6.2 and Lemma 6.3 do not hold for the subclasses of Tai mapping, the simple Eq.(6.3) is not applicable to the other three classes, i.e. the accordant, semi-accordant or alignable mapping. However, a common template of counting functions exists that is applicable to all three of the subclasses.

$$
\begin{align*}
& \mathcal{C} \in\{\text { Accordant, Semi-Accordant, Alignable }\} \\
& \mathbf{K}^{\mathcal{C}}(\emptyset, F)= \mathbf{K}^{\mathcal{C}}(F, \emptyset)=\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}(T, \emptyset)=0  \tag{6.6a}\\
& \mathbf{K}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)= \mathbf{K}_{1}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)+\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)  \tag{6.6b}\\
& \mathbf{K}_{\mathfrak{f}}^{\mathcal{C}}\left(v\left(F_{1}\right), T_{2} \bullet F_{2}\right)= \mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(v\left(F_{1}\right), T_{2}\right)-\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{2}, F_{1}\right)+\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(v\left(F_{1}\right), F_{2}\right) \\
&-\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)+\mathbf{K}^{\mathcal{C}}\left(F_{1}, T_{2} \bullet F_{2}\right)  \tag{6.6c}\\
& \mathbf{K}_{\mathfrak{t}}^{\mathcal{C}}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)= \sigma\left(l\left(v_{1}\right), l\left(v_{2}\right)\right) \cdot\left(1+\mathbf{K}_{2}^{\mathcal{C}}\left(F_{1}, F_{2}\right)\right)+\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(v_{1}\left(F_{1}\right), F_{2}\right) \\
&+\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(v_{2}\left(F_{2}\right), F_{1}\right)-\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \tag{6.6d}
\end{align*}
$$

$\mathbf{K}_{1}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ and $\mathbf{K}_{2}^{\mathcal{C}}\left(T_{1}, T_{2}\right)$ in the template are defined as follows.

$$
\begin{aligned}
\mathbf{K}_{1}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right) & =\sum_{M \in \mathcal{M}_{1}} \sigma(M), \\
\mathbf{K}_{2}^{\mathcal{C}}\left(F_{1}, F_{2}\right) & =\sum_{M \in \mathcal{M}_{2}} \sigma(M),
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathcal{M}_{1}=\left\{M \in \mathcal{M}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right) \mid\right. \\
&\left.M \cap\left(V\left(T_{1}\right) \times V\left(T_{2} \bullet F_{2}\right)\right) \neq \emptyset \vee M \cap\left(V\left(T_{1} \bullet F_{1}\right) \times V\left(T_{2}\right)\right) \neq \emptyset\right\}, \text { and } \\
& \mathcal{M}_{2}=\left\{M \in \mathcal{M}^{\mathcal{C}}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right) \mid M \cup\left\{\left(v_{1}, v_{2}\right)\right\} \in \mathcal{M}^{\mathcal{C}}\left(v_{1}\left(F_{1}\right), v_{2}\left(F_{2}\right)\right)\right\} .
\end{aligned}
$$

The recursive expressions for $\mathbf{K}_{1}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ and $\mathbf{K}_{2}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ are given afterward. $\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right)$ takes two trees as the arguments, and $\mathbf{K}_{\mathfrak{f}}^{\mathcal{C}}(T, F)$ takes a tree and a forest. Eq.(6.6b) to Eq.(6.6d) are verified in the similar way to Eq.(6.3), and the following Proposition 6.5 is used instead of Proposition 6.2 and Lemma 6.3.

Proposition 6.5 Let $\mathcal{C}$ be one of Accordant, Semi-Accordant, or Alignable. Further, let $F_{i}^{\prime}$ be a subforest of $F_{i}$ satisfying one of the following.

- $F_{i}=F_{i}^{\prime}$.
- $F_{i}=v_{i}\left(F_{i}^{\prime}\right)$.
- $F_{i}=G_{i} \bullet F_{i}^{\prime} \bullet H_{i}$ for some subforests $G_{i}, H_{i}$ of $F_{i}$.

Then the following two properties hold.

1. For a $\mathcal{C}$-mapping $M$ from $F_{1}$ to $F_{2}, M^{\prime}=M \cap\left(V\left(F_{1}^{\prime}\right) \times V\left(F_{2}^{\prime}\right)\right)$ is a $\mathcal{C}$-mapping from $F_{1}^{\prime}$ to $F_{2}^{\prime}$.
2. For arbitrary $M \subseteq V\left(F_{1}^{\prime}\right) \times V\left(F_{2}^{\prime}\right)$, the following two properties are equivalent.
(a) $M$ is a $\mathcal{C}$-mapping from $F_{1}^{\prime}$ to $F_{2}^{\prime}$; and
(b) $M$ is a $\mathcal{C}$-mapping from $F_{1}$ to $F_{2}$.

In the rest of this section, we use the following notations for $F_{i}=\bullet_{j=1}^{n_{i}} T_{i}^{j} \quad(i \in\{1,2\})$ and $M \in$ $\mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$.

- $M[i, *]=M \cap\left(V\left(T_{1}^{i}\right) \times V\left(F_{2}\right)\right)$ for each $i \in\left\{1, n_{1}\right\}$.
- $M[*, j]=M \cap\left(V\left(F_{1}\right) \times V\left(T_{2}^{j}\right)\right)$ for each $j \in\left\{1, n_{2}\right\}$.
- $M[i, j]=M \cap\left(V\left(T_{1}^{i}\right) \times V\left(T_{2}^{j}\right)\right)=M[i, *] \cap M[*, j]$ for each $i \in\left\{1, n_{1}\right\}$ and each $j \in\left\{1, n_{2}\right\}$.

In what follows, we show the specific counting functions according to the class of tree mappings.

## Expressions for $K_{1}^{\text {Acc }}$ and $K_{1}^{\text {Acc }}$

$$
\begin{align*}
& \mathcal{C} \in\{ \text { Accordant, SEmi-Accordant }\} \\
& \mathbf{K}_{1}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)=\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right) \cdot\left(\mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, F_{2}\right)-1\right) \\
&+\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{1}, T_{2} \bullet F_{2}\right)-\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{1}, F_{2}\right) \\
&+\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{2}, T_{1} \bullet F_{1}\right)-\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{2}, F_{1}\right) \\
&+\mathbf{K}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, F_{2}\right)+\mathbf{K}^{\mathcal{C}}\left(F_{1}, T_{2} \bullet F_{2}\right)-2 \mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \tag{6.7}
\end{align*}
$$

The function $\mathbf{K}_{3}^{\mathcal{C}}$ is defined as

$$
\mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, F_{2}\right)=\sum_{M \in \mathcal{M}_{3}} \sigma(M),
$$

where

$$
\mathcal{M}_{3}=\left\{M \in \mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \mid M[i, j] \neq \emptyset \wedge M[p, q] \neq \emptyset \Longrightarrow(i=p \Leftrightarrow j=q)\right\} .
$$

Any tree mapping in $\mathcal{M}_{3}$ consists of tree mappings between isolated subtrees of $F_{1}$ and $F_{2}$ (See Figure 6.1).


Figure 6.1. $A$ tree mapping in $\mathcal{M}_{3}: M=M[1,2] \cup M[3,3] \cup M[4,5] \cup M[7,6]$

$$
\begin{align*}
& \mathcal{C} \in\{\text { Accordant, SEMI-Accordant }\} \\
& \mathbf{K}_{3}^{\mathcal{C}}(F, \emptyset)=\mathbf{K}_{3}^{\mathcal{C}}(\emptyset, F)=0 \\
& \mathbf{K}_{3}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)=\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right) \cdot\left(1+\mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, F_{2}\right)\right) \\
& \quad+\quad \mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, T_{2} \bullet F_{2}\right)+\mathbf{K}_{3}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, F_{2}\right)-\mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \tag{6.8}
\end{align*}
$$

We show the correctness of Eq.(6.7) by Proposition 6.6 and its corollary.

Proposition 6.6 (Decomposition of Accordant Mapping) Let $\mathcal{C}$ be either Accordant or SemiAccordant. Let $F_{1}=\bullet_{i=1}^{n_{1}} T_{1}^{i}$ and $F_{2}=\bullet_{j=1}^{n_{2}} T_{2}^{j}$. For non-empty $M \subseteq V\left(F_{1}\right) \times V\left(F_{2}\right)$, the following are equivalent.

1. $M$ is a $\mathcal{C}$-mapping.
2. All of the following properties hold.
(i) $M[i, *]$ is a $\mathcal{C}$-mapping for all $i \in\left\{1, n_{1}\right\}$.
(ii) $M[*, j]$ is a $\mathcal{C}$-mapping for all $j \in\left\{1, n_{2}\right\}$.
(iii) If $M[i, j] \neq \emptyset$, one of the following types of tree mappings holds.
(a) $M=M[i, *]$
(b) $M=M[*, j]$
(c) If $M[p, q] \neq \emptyset$, then $(i, j)=(p, q), i<p \wedge j<q$, or $i>p \wedge j>q$ holds.

Proof. ( $\mathbf{1} \Rightarrow \mathbf{2}$ ) The property 1 implies (i) and (ii) by Proposition 6.5. In order to prove $(1 \Rightarrow 2)$, it suffices to derive a contradiction from the assumption that $M \neq M[i, *], M \neq M[j, *]$ and $M[i, q] \neq \emptyset$ for $q \neq j$. From the assumption, there exist $\left(x_{1}, x_{2}\right) \in M[i, j],\left(y_{1}, y_{2}\right) \in M[i, q]$ and $\left(z_{1}, z_{2}\right) \in M[p, q]$ for $p \neq i$, and therefore the following holds in $v_{1}\left(F_{1}\right)$ and $v_{2}\left(F_{2}\right)$.

$$
x_{1} \smile y_{1}<F_{1} x_{1} \smile z_{1}=v_{1} \text { and } v_{2}=x_{2} \smile y_{2} \geq_{F_{2}} x_{2} \smile z_{2} .
$$

Note that any two of $x_{1}, y_{1}, z_{1}$ are comparable by the hierarchical order, since $x_{1}, y_{1} \in T_{1}^{i}, z_{1} \in T_{1}^{p}$, $x_{2} \in T_{2}^{j}$ and $y_{2} \in T_{2}^{q}$. This contradicts the hypothesis that $M$ is of $\mathcal{C}$
$(\mathbf{2} \Rightarrow \mathbf{1})$ We omit the proof since it is obvious.

Corollary 6.7 Let $\mathcal{C}$ be one of Accordant and Semi-Accordant. For $\mathcal{C}$-mappings of type (c) in Proposition 6.6, $M^{\prime}$ from $F_{1}^{\prime}$ to $F_{2}^{\prime}$ and $M^{\prime \prime}$ from $F_{1}^{\prime \prime}$ to $F_{2}^{\prime \prime}$, the tree mapping $M=M^{\prime} \cup M^{\prime \prime}$ is a $\mathcal{C}$-mapping of type (c) from $F_{1}^{\prime} \bullet F_{1}^{\prime \prime}$ to $F_{2}^{\prime} \bullet F_{2}^{\prime \prime}$.

We assume $M[1,1] \neq \emptyset$. The following show the contributions of the tree mapping of type (a), (b) and (c) in Proposition 6.6 to $\mathbf{K}_{1}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)$.
(a) $\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{1}, T_{2} \bullet F_{2}\right)-\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{1}, F_{2}\right)-\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right)$
(b) $\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{2}, T_{1} \bullet F_{1}\right)-\mathbf{K}_{\mathrm{f}}^{\mathcal{C}}\left(T_{2}, F_{1}\right)-\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right)$
(c) $\mathbf{K}_{\mathrm{t}}^{\mathcal{C}}\left(T_{1}, T_{2}\right) \cdot\left(1+\mathbf{K}_{3}^{\mathcal{C}}\left(F_{1}, F_{2}\right)\right)$

If $M[1,1]=\emptyset$, the contribution to $\mathbf{K}_{1}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, T_{2} \bullet F_{2}\right)$ is given as follows.

$$
\mathbf{K}^{\mathcal{C}}\left(T_{1} \bullet F_{1}, F_{2}\right)+\mathbf{K}^{\mathcal{C}}\left(F_{1}, T_{2} \bullet F_{2}\right)-2 \mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)
$$

Expressions for $K_{1}^{\text {ALN }}$ and $K_{2}^{A c c}$

$$
\begin{align*}
& \mathbf{K}_{1}^{\mathrm{ALN}}\left(\underset{i=1}{\boldsymbol{o}} T_{1}^{i}, \stackrel{n}{\boldsymbol{\bullet}} T_{2}^{j}\right)=\kappa_{1,1}^{1,1}\left(1+\kappa_{2, n}^{2, m}\right) \\
& \quad+\sum_{j=2}^{n}\left\{\left(\kappa_{1, j}^{1,1}-\kappa_{1, j-1}^{1,1}\right)\left(1+\kappa_{j+1, n}^{2, m}\right)+\sum_{i=2}^{m}\left(\kappa_{j, j}^{1, i}-\kappa_{j, j}^{1, i-1}-\kappa_{j, j}^{2, i}+\kappa_{j, j}^{2, i-1}\right)\left(1+\kappa_{j+1, n}^{i+1, m}\right)\right\} \\
& \quad+\sum_{i=2}^{m}\left\{\left(\kappa_{1,1}^{1, i}-\kappa_{1,1}^{1, i-1}\right)\left(1+\kappa_{2, n}^{i+1, m}\right)+\sum_{j=2}^{n}\left(\kappa_{1, j}^{i, i}-\kappa_{1, j-1}^{i, i}-\kappa_{2, j}^{i, i}+\kappa_{2, j-1}^{i, i}\right)\left(1+\kappa_{j+1, n}^{i+1, m}\right)\right\} \tag{6.9}
\end{align*}
$$

Let $a, b, c$, and $d$ satisfy $1 \leq a \leq b \leq n_{1}$ and $1 \leq c \leq d \leq n_{2}$.

$$
\begin{equation*}
\kappa_{c, d}^{a, b}=\mathbf{K}^{\mathrm{ALN}}\left(\underset{i=a}{b} T_{1}^{i}, \stackrel{\substack{d}}{j=c} T_{2}^{j}\right) \tag{6.10}
\end{equation*}
$$

We show the correctness of Eq.(6.9) by using the following proposition. (Proposition 6.8) and its corollary.

Proposition 6.8 For non-empty $M \subseteq V\left(\bullet_{i=1}^{n_{1}} T_{1}^{i}\right) \times V\left(\bullet_{j=1}^{n_{2}} T_{2}^{j}\right)$, the following are equivalent.

1. $M$ is an alignable mapping.
2. The following four properties hold.
(a) $M[i, *]$ is an alignable mapping for all $i \in\left\{1, n_{1}\right\}$.
(b) $M[*, j]$ is an alignable mapping for all $j \in\left\{1, n_{2}\right\}$.
(c) If $M[i, j] \neq \emptyset, M[p, q] \neq \emptyset$ and $i<p$, then $j \leq q$.
(d) None of $(i, j)$ satisfies $M[i, j] \neq \emptyset, M[i, *] \backslash M[i, j] \neq \emptyset$ and $M[*, j] \backslash M[i, j] \neq \emptyset$.

Proof. ( $\mathbf{1} \Rightarrow \mathbf{2}$ ) To prove that (1) implies (2), it suffices to show that $M$ is not alignable if ( $x_{1}, x_{2}$ ) $\in M[i, j]$, $\left(y_{1}, y_{2}\right) \in M[i, *] \backslash M[i, j]$ and $\left(z_{1}, z_{2}\right) \in M[*, j] \backslash M[i, j]$ for some $(i, j)$. Since $x_{1}, y_{1} \in T_{1}^{i}$ and $z_{1} \notin T_{1}^{i}$, $x_{1}-y_{1}<x_{1}-z_{1}=v_{1}$ holds. In the same way, $y_{2} \smile z_{2}<x_{2}-z_{2}$ holds. Thus $M$ is not alignable.
$(\mathbf{2} \Rightarrow \mathbf{1})$ To prove that (2) implies (1), it suffices to show that $x_{2} \smile z_{2}=y_{2} \smile z_{2}$ holds, if $x_{1} \smile y_{1}<x_{1} \smile z_{1}$ for any $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M$.

If $x_{1}, y_{1}, z_{1} \in T_{1}^{i}$ for some $i$, the assertion is derived from (a). Therefore we assume $x_{1}, y_{1} \in T_{1}^{i}$ and $z_{1} \notin T_{1}^{i}$. Further, let $x_{2} \in T_{2}^{j}, y_{2} \in T_{2}^{p}$ and $z_{2} \in T_{2}^{q}$ for $j, p, q$. If any two of $j, p, q$ are distinct, there is nothing to prove. On the contrary, if $j=p=q, x_{2}-z_{2}=y_{2} \smile z_{2}$ is derived from (b). Since $j=p$ and $q \neq j$ hold by (d), $x_{2} \smile z_{2}=y_{2} \smile z_{2}=v_{2}$ holds.

Corollary 6.9 For any alignable mappings, $M^{\prime}$ from $F_{i}^{\prime}$ to $F_{i}^{\prime}$ and $M^{\prime \prime}$ from $F_{i}^{\prime \prime}$ to $F_{i}^{\prime \prime}$, the tree mapping $M=M^{\prime} \cup M^{\prime \prime}$ is an alignable mapping from $F_{1}^{\prime} \bullet F_{1}^{\prime \prime}$ to $F_{2}^{\prime} \bullet F_{2}^{\prime \prime}$.

The entire situation is divided into the following cases.

1. $M[1, *]=M[*, 1]=M[1,1]$.
2. $M[1, j] \neq \emptyset$ for some $j>1$ and $M[i, j]=\emptyset$ for any $i>1$.
3. $M[1, j] \neq \emptyset$ for some $j>1$ and $M[i, j] \neq \emptyset$ for some $i>1$.
4. $M[i, 1] \neq \emptyset$ for some $i>1$ and $M[i, j]=\emptyset$ for any $j>1$.
5. $M[i, 1] \neq \emptyset$ for some $i>1$ and $M[i, j] \neq \emptyset$ for some $j>1$.

By (1) of Proposition 6.5, Proposition 6.8 and Corollary 6.9, the contribution of each case stated above on $\mathbf{K}_{1}^{\mathcal{C}}\left(\bullet_{i=1}^{m} T_{i}^{1}, \bullet_{j=1}^{n} T_{j}^{2}\right)$ is calculated as follows.

1. $\kappa_{1,1}^{1,1}\left(1+\kappa_{2, n}^{2, m}\right)$
2. $\sum_{j=2}^{n}\left(\kappa_{1, j}^{1,1}-\kappa_{1, j-1}^{1,1}\right)\left(1+\kappa_{j+1, n}^{2, m}\right)$
3. $\sum_{j=2}^{n} \sum_{i=2}^{m}\left(\kappa_{j, j}^{1, i}-\kappa_{j, j}^{1, i-1}-\kappa_{j, j}^{2, i}+\kappa_{j, j}^{2, i-1}\right)\left(1+\kappa_{j+1, n}^{i+1, m}\right)$
4. $\sum_{i=2}^{m}\left(\kappa_{1,1}^{1, i}-\kappa_{1,1}^{1, i-1}\right)\left(1+\kappa_{2, n}^{i+1, m}\right)$
5. $\sum_{i=2}^{m} \sum_{j=2}^{n}\left(\kappa_{1, j}^{i, i}-\kappa_{1, j-1}^{i, i}-\kappa_{2, j}^{i, i}+\kappa_{2, j-1}^{i, i}\right)\left(1+\kappa_{j+1, n}^{i+1, m}\right)$

## Expressions for $\mathbf{K}_{2}^{\text {Acc }}$

$$
\begin{equation*}
\mathbf{K}_{2}^{\mathrm{Acc}}\left(F_{1}, F_{2}\right)=\mathbf{K}_{3}^{\mathrm{Acc}}\left(F_{1}, F_{2}\right) \tag{6.11}
\end{equation*}
$$

Eq.(6.11) is a direct corollary of the following proposition (Proposition 6.10).

Proposition 6.10 Let $T_{1}=v_{1}\left(\bullet_{i=1}^{n_{1}} T_{1}^{i}\right)$ and $T_{2}=v_{2}\left(\bullet_{j=2}^{n_{2}} T_{2}^{j}\right)$. For non-empty $M \subseteq V\left(\bullet_{i=1}^{n_{1}} T_{1}^{i}\right) \times$ $V\left(\bullet_{j=1}^{n_{2}} T_{2}^{j}\right)$, the following are equivalent to each other.

1. $M \cup\left\{\left(v_{1}, v_{2}\right)\right\}$ is an accordant mapping from $T_{1}$ to $T_{2}$.
2. $M$ is an accordant mapping of type (c) from $\bullet_{i=1}^{n_{1}} T_{1}^{i}$ to $\bullet_{j=1}^{n_{2}} T_{2}^{j}$.

Expressions for $K_{2}^{\text {Acc }}$ \# and $K_{2}^{\text {ALN }}$

$$
\begin{align*}
& \mathcal{C} \in\{\text { Semi-Accordant, Alignable }\} \\
& \mathbf{K}_{2}^{\mathcal{C}}\left(F_{1}, F_{2}\right)=\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \tag{6.12}
\end{align*}
$$

Eq.(6.12) is a direct corollary of Proposition 4.22.

## Termination

The left-to-right recursive evaluations of Eq. (6.3) to Eq. (6.12) terminate due to the base expression in Eq. (6.6a). Each counting function can be evaluated by dynamic programing as in the case of the algorithms for the tree edit distance. Hence, the time complexities are $\mathrm{O}\left(n^{4}\right)$ for Tai, $\mathrm{O}\left(n^{2} d^{2}\right)$ for the alignable, $\mathrm{O}\left(n^{2}\right)$ for the semi-accordant, and $\mathrm{O}\left(n^{2}\right)$ for the accordant mapping class, where $n$ denotes the size of trees, and $d$ denotes the maximum degree.

### 6.2 Positive Semidefiniteness of Counting Functions

We assume that the label-similarity function $\sigma$ is positive semidefinite. Then intuition may suggest that the positive semidefiniteness of $\mathbf{K}^{\mathcal{C}}$ is inferred from the fact that $\mathbf{K}^{\mathcal{C}}(x, y)$ is represented as a polynomial in $\sigma(a, b)$.

However, this intuition is incorrect when $\mathcal{C}$ is Alignable. Consider the three forests $F_{1}, F_{2}$ and $F_{3}$, and the label-similarity function $\sigma$ over $\Sigma=\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}, \mathrm{g}, \mathrm{h}\}$ depicted in Figure 6.2 is a counterexample.

The Gram matrix $\left[\mathbf{K}^{\text {Aln }}\left(F_{i}, F_{j}\right)\right]$ is given by:

$$
\left[\mathbf{K}^{\mathrm{ALN}}\left(F_{i}, F_{j}\right)\right]=\left[\begin{array}{ccc}
7+16 \epsilon+8 \epsilon^{2} & 7 & 6 \\
7 & 7+8 \epsilon & 7 \\
6 & 7 & 7+16 \epsilon+8 \epsilon^{2}
\end{array}\right]
$$

Since its determinant $D$ coincides with $-7+\epsilon \cdot f_{q}(\epsilon)$ for some quartic $f_{q}(\epsilon)$, the determinant $D$ is negative for a sufficiently small $0<\epsilon<1$, and therefore, the matrix has at least one negative eigenvalue. This fact means that $\mathbf{K}^{\text {ALs }}(x, y)$ is not a kernel function.

In contrast, $\mathbf{K}^{\mathcal{C}}$ is positive semidefinite when $\mathcal{C}$ is one of Tai, Semi-Accordant and Accordant (Corollary 6.15). In what follows, we show an important proposition which plays a key role to prove the positive semidefiniteness (Corollary 6.15).

The following notations are used in the next proposition.


$$
\sigma(x, y)= \begin{cases}1 & \text { if } x=y \in\{\mathbf{a}, \mathbf{b}, \mathbf{c}\} \\ \epsilon & \text { if } x=y \in\{\mathrm{~d}, \mathbf{e}, \mathbf{f}, \mathbf{g}, \mathrm{~h}\} \\ 0 & \text { if } x \neq y\end{cases}
$$

Figure 6.2. A counterexample to positive semidefiniteness

- $m, n$ and $d$ are all positive integers. Further, we assume $\alpha \in\{1, \ldots, d\}, i, j, a_{\alpha} \in\{1, \ldots, n\}$ and $k_{\alpha}, l_{\alpha}, b_{\alpha} \in\{1, \ldots, m\}$.
- $\mathcal{I}_{m}^{d}$ is defined as follows.

$$
\mathcal{I}_{m}^{d}=\left\{\left(k_{1}, \ldots, k_{d}\right) \in\{1, \ldots, m\}^{d} \mid k_{i} \leq k_{i+1}\right\}
$$

In addition, for an arbitrary $\left(k_{1}, \ldots, k_{d}\right) \in\{1, \ldots, m\}^{d}, \iota\left(k_{1}, \ldots, k_{d}\right)$ denotes a permutation of $\left(k_{1}, \ldots, k_{d}\right)$ such that $\iota\left(k_{1}, \ldots, k_{d}\right) \in \mathcal{I}_{m}^{d}$. The $\alpha$-th element of $\vec{k} \in \mathcal{I}_{m}^{d}$ is denoted by $[\vec{k}]_{\alpha}$.

- When $A^{i j}$ are $m$-dimensional square matrices parameterized by $(i, j)=\{1, \ldots, n\}^{2}, A$ denotes the derived $m n$-dimensional square matrix $\left[A^{i j}\right]_{i, j=1, \ldots, n}$ : the $(m i+k, m j+l)$-element of $A$ is defined to be the $(k, l)$-element of $A^{i j}$, and denoted by $A_{k l}^{i j}$.
- $p$ is a homogeneous polynomial of degree $d$ in the $m^{2}$ variables $X_{11}, X_{12}, \ldots, X_{m m}$. Further, assume that $p$ is given a representation of

$$
p\left(X_{11}, X_{12}, \ldots, X_{m m}\right)=\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \sum_{\vec{l} \in\{1, \ldots, m\}^{d}} c_{\vec{k}, \vec{l}} X_{k_{1} l_{1}} \cdots X_{k_{d} l_{d}}
$$

where $\vec{k}=\left(k_{1}, \ldots, k_{d}\right)$ and $\vec{l}=\left(l_{1}, \ldots, l_{d}\right)$. Note that such representation of $p$ is not unique.

Proposition 6.11 Let $A$ be a matrix of positive semidefiniteness. If there exists $\bar{c}_{\vec{k}} \in \mathbb{R}$ for each $\vec{k} \in$ $\{1, \ldots, m\}^{d}$ such that $c_{\vec{k}, \vec{l}}=\bar{c}_{\vec{k}} \bar{c}_{\vec{l}}$, then the $n$-dimensional square matrix $\left[p\left(A_{11}^{i j}, \ldots, A_{m m}^{i j}\right)\right]_{i, j=1, \ldots, n}$ is also positive semidefinite.

Proof. Since the matrix $A$ is positive semidefinite, there exists $m n$-dimensional square matrix $B=\left[B_{k l}^{i j}\right]$ such that $A={ }^{t} B B$.

$$
\begin{aligned}
& p\left(A_{11}^{i j}, \ldots, A_{m m}^{i j}\right) \\
& =\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \sum_{\vec{l} \in\{1, \ldots, m\}^{d}} c_{\vec{k}, \vec{l}} \prod_{\alpha=1}^{d} A_{k_{\alpha} l_{\alpha}}^{i j} \\
& =\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \sum_{\vec{l} \in\{1, \ldots, m\}^{d}} c_{\vec{k}, \vec{l}} \prod_{\alpha=1}^{d}\left(\sum_{a_{\alpha}=1}^{n} \sum_{b_{\alpha}=1}^{m} B_{b_{\alpha} k_{\alpha}}^{a_{\alpha} i} B_{b_{\alpha} l_{\alpha}}^{a_{\alpha} j}\right) \\
& =\sum_{\vec{a} \in\{1, \ldots, n\}^{d}} \sum_{\vec{b} \in\{1, \ldots, m\}^{d}}\left(\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \sum_{\vec{l} \in\{1, \ldots, m\}^{d}} c_{\vec{k}, \vec{l}} \prod_{\alpha=1}^{d} B_{b_{\alpha} k_{\alpha}}^{a_{\alpha} i} \prod_{\alpha=1}^{d} B_{b_{\alpha} l_{\alpha}}^{a_{\alpha} j}\right) \\
& =\sum_{\vec{a} \in\{1, \ldots, n\}^{d}} \sum_{\vec{b} \in\{1, \ldots, m\}^{d}} \sum_{\vec{k}, \vec{l} \in \mathcal{I}_{m}^{d}} c_{\vec{k}, \vec{l}} \prod_{\alpha=1}^{d} B_{b_{\alpha}[\vec{k}]_{\alpha}}^{a_{\alpha} i} \prod_{\alpha=1}^{d} B_{b_{\alpha}[\vec{l}]_{\alpha}}^{a_{\alpha} j} \\
& =\sum_{\vec{a} \in\{1, \ldots, n\}^{d}} \sum_{\vec{b} \in\{1, \ldots, m\}^{d}}\left(\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \bar{c}_{\vec{k}} \prod_{\alpha=1}^{d} B_{b_{\alpha} k_{\alpha}}^{a_{\alpha} i}\right)\left(\sum_{\vec{k} \in\{1, \ldots, m\}^{d}} \bar{c}_{\vec{k}} \prod_{\alpha=1}^{d} B_{b_{\alpha} k_{\alpha}}^{a_{\alpha} j}\right)
\end{aligned}
$$

This immediately indicates that $\left[p\left(A_{11}^{i j}, \ldots, A_{m m}^{i j}\right)\right]_{i, j=1, \ldots, n}$ is positive semidefinite.
For a positive integer $N$, let $\mathcal{F}_{N}$ denote the set of ordered forests $F$ such that $|F| \leq N$.
A universal tree $\mathcal{T}_{N}$ is an ordered tree with a finite set of nodes, into which each forest $F \in \mathcal{F}_{N}$ is embedded preserving the hierarchical and sibling orders. When a single order-preserving embedding $e_{F}: V(F) \rightarrow V\left(\mathcal{T}_{N}\right)$ is assigned to each $F \in \mathcal{F}_{N}$, a pair of $\mathcal{T}_{N}$ and the set $\left\{e_{F} \mid F \in \mathcal{F}_{N}\right\}$ is used as a common numbering scheme of nodes for any $F \in \mathcal{F}_{N}$.

Let $\mathcal{C}$ denote an arbitrary subclass of Tai mapping, including, but not limited to, Tar, Alignable, Semi-Accordant and Accordant. The only restriction imposed on $\mathcal{C}$ is to satisfy

$$
\left\{\left(v_{1}, v_{1}\right), \ldots,\left(v_{n}, v_{n}\right)\right\} \in \mathcal{M}^{\mathcal{C}}(F, F)
$$

for arbitrary $F, n$ and $v_{1}, \ldots, v_{n} \in F$. In the above, $\mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ denotes the set of the $\mathcal{C}$-mappings from $F_{1}$ to $F_{2}$.

Definition 6.12 (Absorbent Mapping) The tree mapping class $\mathcal{C}$ is said to be
$F[i]$ : the $i$-th tree in $F(i \in[1,|F|])$ absorbent,
$F[i]$ : the $i$-th tree in $F(i \in[1,|F|])$ if and only if, for any $N$, there exists a pair of a universal tree $\mathcal{T}_{N}$ and a set of embedding $\left\{e_{F} \mid F \in \mathcal{F}_{N}\right\}$ such that:

$$
\begin{aligned}
\forall\left(F_{1} \in \mathcal{F}_{N}\right) \forall\left(F_{2} \in \mathcal{F}_{N}\right) \forall\left(M \in V\left(F_{1}\right)\right. & \left.\times V\left(F_{2}\right)\right) \\
& {\left[M \in \mathbf{K}^{\mathcal{C}}\left(F_{1}, F_{2}\right) \Longleftrightarrow\left(e_{F_{1}} \times e_{F_{2}}\right)(M) \in \mathbf{K}^{\mathcal{C}}\left(\mathcal{T}_{N}, \mathcal{T}_{N}\right)\right] . }
\end{aligned}
$$

If $\mathcal{C}$ is transitive, the inverse of a given $\mathcal{C}$-mapping and the composition of given $\mathcal{C}$-mappings are all $\mathcal{C}$-mappings. In particular, $\mathcal{M}^{\mathcal{C}}(F, F)$ under map composition forms a group.

Theorem 6.13 Let $\sigma: \Sigma \times \Sigma \rightarrow \mathbb{R}_{0}^{+}$be positive semidefinite.
If $\mathcal{C}$ is absorbent and transitive, the function $\left.\mathbf{K}^{\mathcal{C}}\right|_{\mathcal{F}_{N}}: \mathcal{F}_{N} \times \mathcal{F}_{N} \rightarrow \mathbb{R}_{0}^{+}$is positive semidefinite for an arbitrary $N$.

Proof. First, the members of $V\left(\mathcal{T}_{N}\right)$ are numbered in preorder. From now on, $x_{k}$ denotes the $k$-th node of $\mathcal{T}_{N}$, and $x_{k}[F]$ does $e_{F}^{-1}\left(x_{k}\right) \in V(F)$. Further, for given $F_{i}, F_{j} \in \mathcal{F}_{N}, A_{k l}^{i j}$ denotes $\sigma\left(l\left(x_{k}\left[F_{i}\right]\right), l\left(x_{l}\left[F_{j}\right]\right)\right)$. Note that defining $\sigma\left(l\left(x_{k}\left[F_{i}\right]\right), l\left(x_{l}\left[F_{j}\right]\right)\right)=0$ for $x_{k}\left[F_{i}\right]=\emptyset$ or $x_{l}\left[F_{j}\right]=\emptyset$ does not harm the positive semidefiniteness of $\left[A_{k l}^{i j}\right]$.

Let $\mathcal{I}^{d}$ denote $\left\{\left(k_{1}, \ldots, k_{d}\right) \mid 1 \leq k_{1} \leq \ldots \leq k_{d} \leq m\right\}$, where $m$ denotes $\left|V\left(\mathcal{T}_{N}\right)\right|$. For arbitrary $\vec{k}, \vec{l} \in\{1, \ldots, m\}^{d}$, under the notation of

$$
M_{\vec{k}, \vec{l}}=\left\{\left(x_{k_{1}}, x_{l_{1}}\right), \ldots,\left(x_{k_{d}}, x_{l_{d}}\right)\right\}
$$

$c_{\vec{k}, \vec{l}}$ is defined as follows.

$$
c_{\vec{k}, \vec{l}}= \begin{cases}1, & \text { if } \vec{k}, \vec{l} \in \mathcal{I}^{d} \text { and } M_{\vec{k}, \vec{l}} \in \mathcal{M}^{\mathcal{C}}\left(\mathcal{T}_{N}, \mathcal{I}_{N}\right) \\ 0, & \text { otherwise }\end{cases}
$$

Note that an arbitrary $M \in \mathcal{M}^{\mathcal{C}}\left(F_{1}, F_{2}\right)$ has exactly one instance of $(\vec{k}, \vec{l})$ such that $M_{\vec{k}, \vec{l}}=M$ and $c_{\vec{k}, \vec{l}}=1$, since a Tai mapping preserves the preorder.

The following properties are derived from the hypothesis that $\mathcal{C}$ is transitive.

1. $c_{\vec{k}, \vec{k}}=1$.
2. $c_{\vec{k}, \vec{l}}=c_{\vec{l}, \vec{k}}$.
3. If $c_{\vec{k}, \vec{l}}=c_{\vec{k}, \vec{l}^{\prime}}=1$, then $c_{\vec{l}, \vec{l}^{\prime}}=1$.

Consequently, $\mathcal{I}^{d}$ is decomposed into the disjoint union of $\mathcal{I}_{1}^{d}, \ldots, \mathcal{I}_{\bar{\alpha}_{d}}^{d}$, and the following holds.

$$
c_{\vec{k}, \vec{l}}= \begin{cases}1, & \text { if } \vec{k}, \vec{l} \in \mathcal{I}_{\alpha}^{d} \text { for some } 1 \leq \alpha \leq \bar{\alpha}_{d} \\ 0, & \text { otherwise }\end{cases}
$$

For each $I_{\alpha}^{d}$, define the homogeneous polynomial $p_{\mathcal{I}_{\alpha}^{d}}$ of order $d$ by

$$
p_{\mathcal{I}_{\alpha}^{d}}\left(X_{11}, \ldots, X_{m m}\right)=\sum_{\vec{k} \in \mathcal{I}_{\alpha}^{d}} \sum_{\vec{l} \in \mathcal{I}_{\alpha}^{d}} X_{k_{1} l_{1}} \ldots X_{k_{d} l_{d}} .
$$

It is apparent that $p_{\mathcal{I}_{\alpha}^{d}}$ satisfies the hypotheses of Proposition 6.11 by defining

$$
c_{\vec{k}}= \begin{cases}1, & \text { if } \vec{k} \in \mathcal{I}_{\alpha}^{d} \\ 0, & \text { otherwise }\end{cases}
$$

Therefore, $\left[p_{\mathcal{I}_{\alpha}^{d}}\left(A_{11}^{i j}, \ldots A_{m m}^{i j}\right)\right]$ is positive semidefinite.
Thus, to complete the proof, it suffices to show that the sum of all of $p_{\mathcal{I}_{\alpha}^{d}}\left(A_{11}^{i j}, \ldots, A_{m m}^{i j}\right)$ coincides with $\mathbf{K}^{\mathcal{C}}\left(F_{i}, F_{j}\right)$, and it is apparent, since $\mathcal{C}$ is absorbent by hypothesis.

It is easy to see that Accordant, Semi-Accordant, Alignable and Tai classes are all absorbent.
In contrast, the alignable mapping class is not transitive as shown in Proposition 2.58. Therefore, we immediately have the following proposition.

Proposition 6.14 The counting function of alignable mappings is not a kernel.

Thus, Corollary 6.15 gives the main assertion of this chapter.

Corollary 6.15 Let $\mathcal{C}$ be one of Tai, Semi-Accordant, Accordant. $\left.\mathbf{K}^{\mathcal{C}}\right|_{\mathcal{F}_{N}}: \mathcal{F}_{N} \times \mathcal{F}_{N} \rightarrow \mathbb{R}_{0}^{+}$is positive semidefinite for an arbitrary $N$, if and only if $\sigma: \Sigma \times \Sigma \rightarrow \mathbb{R}_{0}^{+}$is positive semidefinite.

Theorem 6.13 has a wide range of applications. For example, the subtree-congruent mapping class is absorbent and transitive. Moreover, let Leaf-Tai, Leaf-Semi-Accordant and Leaf-Accordant respectively denote the subclasses of Tai, Semi-Accordant and Accordant such that, for $M$ belonging to the subclasses, $x$ and $y$ are both leaves if $(x, y) \in M$. They are also absorbent and transitive. Therefore, the counting functions for those mapping classes are positive semidefiniteness.

Proof. First, a universal tree $\mathcal{T}_{N}$ is defined. The universal tree $\mathcal{T}_{N}$ and an embedding (i.e. an injective map) $e: V(F) \rightarrow V\left(\mathcal{T}_{N}\right)$ are chosen to support the following notations and properties.

- All the nodes of $\mathcal{T}_{N}$ are numbered so as to satisfy the following conditions.
(i) The numbering starts with 1 and is sequential.
(ii) If $x<y$, then the number assigned to $x$ is larger than that assigned to $y$.
(iii) If $x \prec y$, then the number assigned to $x$ is smaller than that assigned to $y$.

Note that such a numbering uniquely exists. $x_{i}$ denotes the $i$-th node of $\mathcal{T}_{N}$.

- e packs $V(F)$ close leftmost and topmost in $V\left(\mathcal{T}_{N} N\right)$ in the following sense.
(i) If $x_{i} \prec x_{j}$ are children of the same parent and if $x_{j} \in e(V(F))$, then $x_{i} \in e(V(F))$.
(ii) If $x_{j}<x_{i}<x_{k}$ and if $x_{j}, x_{k} \in e(V(F))$, then $x_{i} \in e(V(F))$.
(iii) If $F$ is a tree, $e(\operatorname{root}(F))$ is coincident with $x_{1}$, which is the root of $\mathcal{T}_{N}$.
(iv) If $F$ is not a tree, $x_{2}$, which is the leftmost child of $x_{1}$, is in $e(V(F)$ ).
- $x_{i}[F]$ denotes $e^{-1}\left(x_{i}\right) \in V(F)$.
- $A_{x_{i}, x_{j}}=\sigma\left(l\left(x_{i}\left[F_{1}\right]\right), l\left(x_{j}\left[F_{2}\right]\right)\right)$, for given $F_{1}, F_{2} \in \mathcal{F}_{N}$.

Let $\vec{k}$ and $\vec{l}$ be non-decreasing serieses of order $n$. Hence, $k_{1} \leq k_{2} \leq \ldots \leq k_{n}$ and $l_{1} \leq l_{2} \leq \ldots \leq l_{n}$ hold for $\vec{k}=\left(k_{1}, \ldots, k_{n}\right)$ and $\vec{l}=\left(l_{1}, \ldots, l_{n}\right)$. Then, $c_{\vec{k}, \vec{l}}$ is defined as follows.

$$
c_{\vec{k}, \vec{l}}= \begin{cases}1, & \text { if }\left\{\left(x_{k_{1}}, x_{l_{1}}\right), \ldots,\left(x_{k_{n}}, x_{l_{n}}\right)\right\} \in \mathcal{M}^{\mathcal{C}}\left(\mathcal{T}_{N}, \mathcal{T}_{N}\right) \\ 0, & \text { otherwise }\end{cases}
$$

Since $\mathcal{C}$ is one of Tai, Semi-Accordant and Accordant, the following hold.

1. $c_{\vec{k}, \vec{k}}=1$.
2. $c_{\vec{k}, \vec{l}}=c_{\vec{l}, \vec{k}}$.
3. If $c_{\vec{k}, \vec{l}}=c_{\vec{k}, \overrightarrow{l^{\prime}}}=1$, then $c_{\vec{l}, \overrightarrow{l^{\prime}}}=1$.

Note that the property 3 does not holds true, if $\mathcal{C}$ is Alignable.
As a consequence of the above properties, $\mathcal{I}_{1}^{n}, \ldots, \mathcal{I}_{\alpha_{n}}^{n}$ exist and satisfy the following.

- $\mathcal{I}_{\alpha}^{n}$ is a set of non-decreasing serieses of order $n$.
- $\mathcal{I}_{\alpha}^{n} \cap \mathcal{I}_{\alpha^{\prime}}^{n}=\emptyset$ for $\alpha \neq \alpha^{\prime}$
- For any $\vec{k}, \vec{l} \in \mathcal{I}_{\alpha}^{n}, c_{\vec{k}, \vec{l}}=1$.
- If $c_{\vec{k}, \vec{l}}=1$ for non-decreasing serieses $\vec{k}$ and $\vec{l}$, then $\vec{k}, \vec{l} \in \mathcal{I}_{\alpha}^{n}$ for some $\alpha$.

Therefore, the homogeneous part

$$
p_{n}\left(X_{11}, \ldots, X_{\bar{N} \bar{N}}\right)=\sum_{k_{[1 \ldots \bar{N}]}}^{n} \sum_{l_{[1 \ldots \bar{N}]}}^{n} c_{\vec{k} \vec{l}} X_{k_{1} l_{1}} \ldots X_{k_{n} l_{n}}
$$

is decomposed into the sum of

$$
p_{\mathcal{I}_{\alpha}^{n}}\left(X_{11}, \ldots, X_{\bar{N} \bar{N}}\right)=\sum_{\vec{k} \in \mathcal{I}_{\alpha}^{n}} \sum_{\vec{l} \in \mathcal{I}_{\alpha}^{n}} X_{k_{1} l_{1}} \ldots X_{k_{n} l_{n}} .
$$

Since it is apparent that $p_{\mathcal{I}_{\alpha}^{n}}$ satisfies the hypotheses of Proposition 6.11, $p_{\mathcal{I}_{\alpha}^{n}}\left(A_{11}, \ldots, A_{\bar{N} \bar{N}}\right)$ defines a positive semidefinite matrix.

### 6.3 Summary

A generalization of tree kernels due to Collins and Duffy [CD01], and due to Kashima and Koyanagi [KK02] is addressed in this chapter. Based on the notion of tree mapping, which depicts a common sub-pattern between two trees, it is shown that these existing kernels are the counting functions of tree mappings. By focusing on four major classes of tree mappings proposed in the field of the tree edit distance, four counting functions of tree mappings are proposed according to the four classes. In addition, it is proved that three of the four counting functions are kernel functions, and the other is not by checking their positive semidefiniteness. One of the three tree kernels developed in this chapter turns out to be the elastic tree kernel due to Kashima and Koyanagi. The other two tree kernels are more general than existing tree kernels in the interpretation of common patterns occurring between two trees. We summarize the counting functions of tree mappings for the tree kernels in Table 6.1.

Table 6.1. Kernels by counting functions of tree mappings

| Tree mapping | Counting function | PSD $^{\dagger}$ |
| :--- | :--- | :---: |
| Tai mapping [Tai79] | K $^{\text {TAI }}(\S 6.1 .2)$ | $\checkmark$ |
| Alignable mapping [JWZ95] | K $^{\text {ALN }}(\S 6.1 .3)$ |  |
| Semi-Accordant mapping [Zha95] | K Acd $^{\text {Acc }}(\S 6.1 .3)$ | $\checkmark$ |
| Accordant mapping (§ 4.8) | K $^{\text {Acc }}(\S 6.1 .3)$, Elastic Tree Kernel [KK02] | $\checkmark$ |
| Common Subtree Isomorphism [Va198] | Labeled Tree Kernel [KK02] | $\checkmark$ |
| Bottom-Up Common Subtree Isomorphism [Va198] | String Kernel for Trees [VS02] | $\checkmark$ |

$\dagger$ PSD stands for positive semidefiniteness.


## Chapter 7

## Spectrum Kernels for Trees

Most of the existing tree kernels [CD01, KK02, KSK06a] run in quadratic time with respect to the size of the input trees. Also, the kernel function has to be evaluated for most pairs of trees in the training data and test data. As a result, classifiers based on these kernels are too slow for real world applications.

The kernel trick used in their works contributes a significant reduction of computation time, from exponential time for explicit enumeration of common patterns to quadratic time for implicit enumeration by dynamic programming.

Therefore, for more efficient computation, it is important to design an explicitly computable feature vector with low dimension, but with sufficient expressive power.

In this chapter, we propose an expressive and efficient tree kernel based on tree $q$-grams, subtrees isomorphic to paths with $q$ nodes. Note that, by using a linear time algorithm for counting all $q$-grams in a tree, the tree kernel based on tree $q$-grams is very efficient for most practical situations. The $q$-spectrum kernel for trees is identical to the spectrum kernel for strings if strings are given as trees in which every node has at most one child.

In contrast to the tree kernel by Vishwanathan and Smola [VS02] (one of the linear-time kernels), our kernel has enough expressive power to consider the internal structures of trees, and is still computable in linear time.

### 7.1 Tree $q$-Grams

In this section, we extend the notion of $q$-gram for strings [JU91, Ukk92] to trees. Let us begin with introducing a few notions for representing $q$-grams for ordered labeled trees. Let $T$ be an ordered tree in which each node $v_{i}$ is indexed by left-to-right postorder numbering. We formulate the depth sequence $D(T)$, the label sequence $L(T)$, and the parent sequence $P S(T)$ of $T$ with $n$ nodes in left-to-right postorder as follows.

$$
\begin{aligned}
D(T) & =\operatorname{dep}\left(v_{1}\right) \cdots \operatorname{dep}\left(v_{n}\right) \\
L(T) & =l\left(v_{1}\right) \cdots l\left(v_{n}\right) . \\
P S(T) & =\operatorname{par}\left(v_{1}\right) \cdots \operatorname{par}\left(v_{n-1}\right) .
\end{aligned}
$$

We denote $l\left(v_{i}\right)$ by $l_{i}$ for short. Note that the original depth sequence in [AAK $\left.{ }^{+} 02\right]$ has been defined by using preorder.

Example 7.1 Consider the tree $T$ in Figure 7.1 The depth sequence, the label sequence, and the parent sequence of $T$ are given as in Table 7.1.

For a tree $T$, and the depth sequence $D=D(T)$, we denote $\max \{d \mid d \in D\}$ by max $D$. It is obvious that $\operatorname{dep}(T)=\max D$.


Figure 7.1. An ordered tree with postorder numbering

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d_{i}$ | 3 | 3 | 2 | 3 | 2 | 1 | 3 | 2 | 3 | 2 | 3 | 2 | 1 | 0 |
| $l_{i}$ | a | a | b | a | b | a | b | a | b | a | b | a | b | b |
| $p_{i}$ | 3 | 3 | 6 | 5 | 6 | 14 | 8 | 13 | 10 | 13 | 12 | 13 | 14 | - |

Table 7.1. The depth sequence, the label sequence, and the parent sequence of $T$.

Note that the reversal of the depth sequence in postorder under left-to-right order of children is the depth sequence in preorder under right-to-left order of children. Then, by using the algorithm Psee in Algorithm 7.1, the parent sequence $P S(T)$ of $T$ is obtained from the depth sequence of $D$ in $\mathrm{O}(|D|)$ time and $\mathrm{O}(\max D)$ space.

```
Algorithm 7.1 PseQ
    procedure Psee( }D\mathrm{ )
    /* D: a depth sequence in postorder */
    T[0]}\leftarrow|D
    for }i=|D|-1 downto 1 do
        PS[i]}\leftarrowT[D[i]-1]T[D[i]]\leftarrow
    return PS
```

We define a tree $q$-grams for trees as a line tree consisting of $q$ nodes in which any node has at most two adjacent nodes. For an alphabet $\Sigma$, we denote the set of all $q$-grams by $\mathcal{L}_{\Sigma}^{q}$. The $q$-grams have $q-1$ kinds of isomorphic patterns if the labels are ignored. Then, we divide $q$-grams into $q-1$ patterns by the first depth $k$ in its depth sequence (that is, the depth of the left leaf), and denote the patterns by $P_{k}$ $(1 \leq k \leq q-1)$. We sometimes denote a $q$-gram by $\left(P_{k}, l_{1} \cdots l_{q}\right)$, which is the pair of a pattern $P_{k}$ and label sequence $l_{1} \cdots l_{q} \in \Sigma^{q}$ (See Figure 7.2).

Let $T$ and $P$ be trees. Then, we say that $P$ matches $T$ at a node $v$ if there exists a one-to-one mapping $f$ from the nodes of $P$ into the nodes of $T$ satisfying the following conditions.

1. $f$ maps the root of $P$ to $v$.
2. Suppose that $f$ maps $x$ to $y$ and $x$ has children $x_{1}, \ldots, x_{k}$ from left to right. Then, $y$ has children $y_{1}, \ldots, y_{m}$ such that $m \geq k$ and there exists a monotone function $g:\{1, \ldots, k\} \rightarrow\{1, \ldots, m\}$ such that $f\left(x_{i}\right)=y_{g(i)}$ and $g\left(i_{1}\right)<g\left(i_{2}\right)$ whenever $i_{1}<i_{2}$.
3. $l(x)=l(f(x))$ for each $x \in P$.

Also, we say that $T$ has an occurrence of $P$ if there exists a node $v$ in $T$ such that $P$ matches $T$ at $v$. First, we design the algorithm LabelGram to count all the $q$-grams occurring in a given tree as shown in Algorithm 7.2.


Figure 7.2. 4-grams ( $P_{1}$, abab), $\left(P_{2}\right.$, baab $)$, and $\left(P_{3}\right.$, abab $)$

```
Algorithm 7.2 LabelGram
    procedure LabelGram \((q, D, L)\)
    /* \(D\) : a depth sequence, \(L\) : a label sequence */
    \(/ *\) initialize, where \(P[k][w]\) and \(i d[k][j]\) are empty. */
    \(P S \leftarrow \operatorname{Pseq}(D)\)
    for \(d=\max D\) downto 0 do
            for \(k=1\) to \(\min \{q-1, \max D\}\) do
            if \(k \leq d-q+1+2 k \leq \max D\) then
                    \(\operatorname{count}[d] \leftarrow \operatorname{count}[d] \cup\{(d-q+1+2 k, k)\}\)
    for \(d=\max D-1\) downto 1 do
        for \(k=1\) to \(\max D\) do
            if \(0 \leq d+k \leq \max D\) then
            shift \([d] \leftarrow\) shift \([d] \cup\{(d+k, k)\}\)
    /* main routine */
    for \(i=1\) to \(|D|-1\) do begin
        foreach \((j, k) \in \operatorname{count}[D[i]]\) do begin /* Count */
            \(w \leftarrow \varepsilon\)
            foreach \(l \in i d[j][k]\) do begin /* Label */
            \(p t 1 \leftarrow l ; p t 2 \leftarrow i\)
            for \(m=1\) to \(k\) do
                        \(w \leftarrow w \cdot L[P S[p t 1]] p t 1 \leftarrow P S[p t 1]\)
            for \(m=k+1\) to \(q\) do
                \(w \leftarrow w \cdot L[P S[p t 2]] p t 2 \leftarrow P S[p t 2]\)
                    \(P[k][w]++\)
            end /* Label */
        end /* Count */
        if \(D[i]<\max D\) then \(/ *\) Shift */
            foreach \((j, k) \in \operatorname{shift}[D[i]]\) do
            \(i d[j][k+1] \leftarrow i d[j][k] \quad i d[j][k] \leftarrow \emptyset\)
            \(i d[j][k] \leftarrow i d[j][k] \cup\{i\}\)
    end /* for */
    return \(P\)
```

In order to count all $q$-grams of an unlabeled tree, it is sufficient to count a $q$-gram $P_{k}$ with the right leaf $D[i]$ in the algorithm LabelGram. This counting requires $\mathrm{O}(q|D|)$ time by using two tables count and shift. On the other hand, in order to count all $q$-grams of a labeled tree, it is necessary to maintain the information of labels in $q$-grams.

The LabelGram scans a given depth sequence from left to right in analogy with a parsing algorithm, and keeps track of all possible occurrences of $q$-grams as succinct states during scanning. The LabelGram employs two tables count and shift. The table count maintains the depth $j$ of the left leaf and the depth $d$ of the right leaf in $P_{k}$ in order to identify the pattern $P_{k}$ just from its depths of two leaves. Note that, for generality, we refer to the leaf and the root in pattern $P_{q-1}$ as the left and right nodes respectively. On the other hand, the table shift maintains the depth $j$ of the left leaf and the depth $d$ of the root in $P_{k}$ in order to discard the possibility of the occurrence of $P_{k}$.

| $d$ | $(j, k)$ |
| :--- | :--- |
| 3 | $(2,1)$ |
| 2 | $(3,2),(1,1)$ |
| 1 | $(2,2)$ |
| 0 | $(3,3)$ |



Figure 7.3. The table count for $q=4$ and $\max D=3$


Figure 7.4. The table shift for $q=4$ and $\max D=3$

Lemma 7.2 Let $P_{k}$ be a $q$-gram $(1 \leq k \leq q-1)$. Then, the following statements hold.

1. If $d$ is the depth of the right leaf (or the root if $k=q-1$ ) of $P_{k}$, then the depth of the left leaf of $P_{k}$ is $d-q+1+2 k$.
2. If $d$ is the depth of the root of $P_{k}$, then the depth of the left leaf of $P_{k}$ is $d+k$.

Lemma 7.2 guarantees the correctness of the following construction of tables count and shift: Let $D$ be a depth sequence.

1. For $0 \leq d \leq \max D$, count $[d]$ consists of the pairs $(j, k)$ such that $j=d-q+1+2 k, 0 \leq j \leq q$ and $1 \leq k \leq q-1$.
2. For $1 \leq d \leq \max D-1$, shift $[d]$ consists of the pairs $(j, k)$ such that $j=d+k, 0 \leq j \leq \max D$ and $1 \leq k \leq q-1$.

For example, the tables count and shift for $q=4$ and $\max D=3$ are described in Figure 7.3 and Figure 7.4, respectively.

Here, by ' $\cdot$ ' we denote the concatenation of two strings. The frequency of the $q$-gram $\left(P_{k}, w\right)$ is stored in $P[k][w]$, and the index $w$ is stored in $I[k]$. Also freq[j][k] consists of the pairs $(w, f)$ such that $w$ is a string in $\Sigma$ with length at most $q$ and $f$ is a positive integer that is the frequency of $w$, and $\operatorname{label}[d]$ of the triples $(k, w, f)$ such that $1 \leq k \leq q-1$. In the function update $(T, K e y, F), T$ is either a table label or freq, and Key is either $(k, w)$ for the table table, where we identify $((k, w), f)$ with $(k, w, f)$, or $w$ for the table freq.

The reason why the algorithm LabelGram is necessary to maintain the information of labels in $q$ gram is that a depth sequence is based on the postorder. Even if LabelGram finds the depth of the left leaf and the right leaf of some $q$-gram $P_{k}$ in "Count" routine, it never finds the labels of the internal nodes in the path from the root to the right leaf in $P_{k}$, which we call a right branch. Then, the algorithm LabelGram finds their labels in the "Label" routine.

Note that every depth of internal nodes in the right branch corresponds to the depth nearest in the right-hand side of the current depth in the depth sequence. Hence, the algorithm LabelGram stores the string of labels when it finds some $q$-gram, where the string consists of the labels in a path from the left leaf to the child of the root, and the right leaf. Furthermore, whenever it finds the depth of internal nodes in the right branch, the "Label" routine in the algorithm LabelGram concatenates a label corresponding to the depth to the stored string in the table label.

Example 7.3 Consider the trees $T_{1}$ and $T_{2}$ in Example 7.6 ( $c f$. , Figure 7.5), where

$$
\begin{aligned}
D\left(T_{1}\right) & =33232132323210, & D\left(T_{2}\right) & =32321332323210, \\
L\left(T_{1}\right) & =\text { aababababababb, } & L\left(T_{2}\right) & =\text { abababbabababb. }
\end{aligned}
$$

We have already given the tables count and freq as shown in Figure 7.3 and 7.4. Then, the transitions of freq $[j][k]$ and label $[d]$ for LabelGram $\left(4, D\left(T_{1}\right), L\left(T_{1}\right)\right)$ and LabelGram $\left(4, D\left(T_{2}\right), L\left(T_{2}\right)\right)$ are described in Table 7.2. Here, $w_{f}$ and ${ }_{k} w_{f}$ denote $(w, f) \in \operatorname{freq}[j][k]$ and $(k, w, f) \in \operatorname{label}[d]$, respectively.

Also the underlined element $w_{f}$ in the $i$-th column of freq $[j][k]$ is added to label $[D[i+1]]$ by the "Count" routine in the $(i+1)$-th iteration of the for-loop. On the other hand, the underlined element ${ }_{k} w_{f}$ in the $i$-th column of label $[d]$ is added to $P[k]\left[w \cdot l_{i+1}\right]$. For example, in the transition of label $[d]$ in Table 7.2 , the underlined elements ${ }_{2} \mathrm{abb}_{2}$ and ${ }_{1} b a b_{1}$ in label[2] mean that $P[2][\mathrm{abba}]$ and $P[1][\mathrm{baba}]$ are added to 2 and 1 , respectively, because $a$ is the label of the depth 1 in the next column of their elements.

Hence, we obtain the 4 -gram profiles of $T$ and $S$ as same as Example 7.6.

Theorem 7.4 The algorithm $\operatorname{LabelGram}(D(T), L(T), q)$ counts all $q$-grams occurring in a tree $T$ in $\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}|T|\right)$ time and $\mathrm{O}\left(q\left(\operatorname{deg}(T)^{2}+|\Sigma|\right)|T|\right)$ space.

Proof. By Lemma 7.2, the following properties of the tables count and shift hold. (Note the following properties of the tables count and shift.)

1. $(j, k) \in \operatorname{count}[d]$ implies that $d$ and $j$ are the depth of the left and right leaves of $P_{k}$.
2. $(j, k) \in \operatorname{shiff}[d]$ implies that $d$ and $j$ are the depth of the root and the left leaf of $P_{k}$.

First, we show the correctness of the algorithm LabelGram. Since the depth sequence is based on postorder, $d_{k+1}$ and $l_{k+1}$ are the depth and the label of the right leaf of $P_{k}$ in the depth sequence $D\left(P_{k}\right)=d_{1} \cdots d_{q}$, and the label sequence $L\left(P_{k}\right)=l_{1} \cdots l_{q}$ for $1 \leq k \leq q-1$ respectively. Furthermore, for $P_{k}$, it holds that $d_{i+1}=d_{i}-1$ for $k+1 \leq i \leq q-1$.

On the other hand, for $(k, w \cdot L[i], f)$ stored in label $[D[i]]$ by the "Count" routine, $w \cdot L[i]$ denotes the label of the $q$-gram $P_{k}$ with the right leaf labeled by $L[i]$.

Let $D[j]$ be the current depth. Also suppose that the labels $l_{1} \cdots l_{i}(k+2 \leq i \leq q-1)$ have been already found in $L\left(P_{k}\right)=l_{1} \cdots l_{q}$ by the "Count" and "Label" routines. Note that the "Label" routine searches for the elements in label $[D[j]+1]$ and shifts them to label $[D[j]]$. If $d_{i}=D[j]+1$, then $D[j]$ is the depth of the parent of the node in $P_{k}$ labeled by $l_{i}$. Hence, $l_{i+1}=L[j]$ and $d_{i+1}=d_{i}-1=D[j]$.

The "Label" routine concatenates every element of label $[D[j]+1]$ to a label, until the length of such an element is $q$, so LabelGram can count all $q$-grams with their labels.

Next, we consider the computational complexity of LabelGram. The size label[ $i]$ for each $i(0 \leq i \leq$ $d$ ) is bounded by the maximum number of $q$-grams for the node in $T$ with the maximum degree. For a node $v$ with degree $\operatorname{deg}(T)$, the number of $q$-grams with the root $v$ is bounded by $\operatorname{deg}(T)+(q-2) \operatorname{deg}(T)(\operatorname{deg}(T)-1)$, because our $q$-gram is isomorphic to a line graph, and the number of $P_{q-1}$ is at $\operatorname{most} \operatorname{deg}(T)$ and the number of $P_{k}(1 \leq k \leq q-2)$ is at most $\operatorname{deg}(T) \cdot(\operatorname{deg}(T)-1)$ as the combination of the left and the right leaves. Then, the size of label $[i]$ is $\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}\right)$. The "Count" and "Shift" routines in LabelGram call just count $[D[i]]$ and $\operatorname{shift}[D[i]]$, respectively, both of which sizes are at most $\mathrm{O}(q)$ for every $i$. Also the "Label" routine calls just label $[D[i]+1]$ and transforms label $[D[i]+1]$ and label $[D[i]]$, both of which sizes are at most $\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}\right)$. Hence, the time complexity of LabelGram is $\left(\mathrm{O}(q)+\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}\right)\right)|T|=\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}|T|\right)$.

The size of count and shift is $\mathrm{O}(q d)$ and the size of label is $\mathrm{O}\left(q d \cdot \operatorname{deg}(T)^{2}\right)$. Also the size of freq is $\mathrm{O}(q d|\Sigma|)$, because the maximum number of freq $[j][k]$ is the number of different labels, that is, $\mathrm{O}(|\Sigma|)$. Furthermore, since the number of all $q$-grams with the root as a fixed node is $\mathrm{O}\left(q \cdot \operatorname{deg}(T)^{2}\right)$, the number of all $q$-grams in $T$ is $\mathrm{O}\left(q \operatorname{deg}(T)^{2}|T|\right)$, which is the size of $P$. Then, the space complexity of LabelGram is $\mathrm{O}\left(q\left(d+d|\Sigma|+d \operatorname{deg}(T)^{2}+\operatorname{deg}(T)^{2}|T|\right)\right)=O\left(q\left(\operatorname{deg}(T)^{2}+|\Sigma|\right)|T|\right)$, since $d \leq|T|$ and $q \leq|T|$.

In our experiments, the running time of this algorithm was almost on the order of $\mathrm{O}(|T|)$ since the degree of trees is bounded and $q$ is constant.

### 7.2 Spectrum Kernel for Trees

We first formulate the $q$-gram profile for trees as in the case of strings. Let $T$ be a tree and $P=\left(P_{k}, w\right) \in \mathcal{L}_{\Sigma}^{q}$ a $q$-gram, where $w \in \Sigma^{q}$. We denote the total number of the occurrences of $\left(P_{k}, w\right)$ in $T$ by \#T[( $\left.\left.P_{k}, w\right)\right]$ for $1 \leq k \leq q-1$. Then, the $q$-gram profile of $T$ is the vector $G_{q}(T)=(\# T[P])_{P \in \mathcal{L}_{\Sigma}^{q}}$.

Now we are ready to present a new tree kernel as a similarity measure between two trees.
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| 90 | qI | eZ | qع | ez | qع | ez | qع | EI | qz | eq | qz | eq | e\＆ | 4 | $!$ |  |  |



Definition 7.5 ( $q$-Spectrum Kernel) Let $T_{1}$ and $T_{2}$ be trees. Then, the $q$-spectrum kernel of $T_{1}$ and $T_{2}$ is the inner product of $G_{q}\left(T_{1}\right)$ and $G_{q}\left(T_{2}\right)$ as follows:

$$
K_{q}\left(T_{1}, T_{2}\right)=\left\langle G_{q}\left(T_{1}\right), G_{q}\left(T_{2}\right)\right\rangle
$$

Table 7.3. The 4-gram profiles of $T_{1}$ (left) and $T_{2}$ (right)

|  | aabb | 3 | $\langle 6,8\rangle,\langle 6,10\rangle,\langle 6,12\rangle$ |
| :--- | :--- | :--- | :--- |
| $P_{1}$ | abab | 3 | $\langle 8,9\rangle,\langle 8,11\rangle,\langle 10,11\rangle$ |
|  | baba | 1 | $\langle 3,4\rangle$ |
| $P_{2}$ | abba | 2 | $\langle 1,5\rangle,\langle 2,5\rangle$ |
|  | baab | 3 | $\langle 7,10\rangle,\langle 7,12\rangle,\langle 9,12\rangle$ |
|  | babb | 2 | $\langle 3,13\rangle,\langle 5,13\rangle$ |
| $P_{3}$ | abab | 3 | $\langle 1,14\rangle,\langle 2,14\rangle,\langle 4,14\rangle$ |
|  | babb | 3 | $\langle 7,14\rangle,\langle 9,14\rangle,\langle 11,14\rangle$ |


|  | aabb | 3 | $\langle 5,8\rangle,\langle 5,10\rangle,\langle 5,12\rangle$, |
| :--- | :--- | :--- | :--- |
| $P_{1}$ | abab | 3 | $\langle 8,9\rangle,\langle 8,11\rangle,\langle 10,11\rangle$ |
|  | baba | 1 | $\langle 2,3\rangle$ |
| $P_{2}$ | abba | 1 | $\langle 1,4\rangle$ |
|  | baab | 5 | $\langle 6,10\rangle,\langle 6,12\rangle,\langle 7,10\rangle,\langle 7,12\rangle,\langle 9,12\rangle$ |
|  | babb | 2 | $\langle 2,13\rangle,\langle 4,13\rangle$ |
| $P_{3}$ | abab | 2 | $\langle 1,14\rangle,\langle 3,14\rangle$ |
|  | babb | 4 | $\langle 6,14\rangle,\langle 7,14\rangle,\langle 9,14\rangle,\langle 11,14\rangle$ |



Figure 7.5. The trees $T_{1}$ and $T_{2}$ in Example 7.6

Example 7.6 Let $\Sigma=\{a, b\}$ and consider the 4 -gram profiles of the trees $T_{1}$ and $T_{2}$ shown in Figure 7.5. Here, the numbers to the right of nodes describe the postorder. Then Table 7.3 denotes $\left(P_{i}, w\right)$ such that $\# T_{1}\left[\left(P_{i}, w\right)\right]>0$ and $\# T_{2}\left[\left(P_{i}, w\right)\right]>0$ in the 4-gram profile and their values, respectively. Here, $\langle u, v\rangle$ denotes the path from $u$ to $v$ in $T_{1}$ and $T_{2}$. Hence, the following statement holds.

$$
\begin{aligned}
\mathbf{K}_{\mathbf{4}}\left(T_{1}, T_{2}\right) & =\langle(3,3,1,2,3,2,3,3),(3,3,1,1,5,2,2,4)\rangle \\
& =58 .
\end{aligned}
$$

## $7.3 \quad q$-Gram Distance for Trees

We deviate here from tree kernels, and consider a distance measure based on tree $q$-grams. As in the case of strings, we can define $q$-gram distance for trees as follows.

Definition 7.7 ( $q$-Gram Distance) Let $T_{1}$ and $T_{2}$ be ordered labeled trees, and let $q$ be a fixed natural number. The $q$-gram distance between $T_{1}$ and $T_{2}$ is defined as follows:

$$
\mathbf{D}_{q}^{\mathrm{GRAM}}\left(T_{1}, T_{2}\right)=\left\|G_{q}\left(T_{1}\right)-G_{q}\left(T_{2}\right)\right\|_{1}=\sum_{i=1}^{q-1} \sum_{w \in \Sigma^{q}}\left|\# T_{1}\left[\left(P_{i}, w\right)\right]-\# T_{2}\left[\left(P_{i}, w\right)\right]\right|
$$

We remark that the $q$-gram distance is not a metric but a pseudometric in the mathematical sense since it may be $\mathbf{D}_{q}\left(T_{1}, T_{2}\right)=0$ even if $T_{1} \neq T_{2}$.

Example 7.8 Let $\Sigma=\{\mathrm{a}, \mathrm{b}\}$, and consider the 4-gram profiles of the trees $T_{1}$ and $T_{2}$ described in Figure 7.5.

$$
\mathbf{D}_{4}^{\text {Gram }}\left(T_{1}, T_{2}\right)=\|(3,3,1,2,3,2,3,3)-(3,3,1,1,5,2,2,4)\|_{1}=5 .
$$

A theoretical property of $q$-gram distance has yet to be well analyzed in order to apply this distance measure to an efficient filtration of tree edit distance.

### 7.4 Gram Distribution Kernel

We also present another tree kernel based on tree $q$-grams for smoothing the kernel values from various $q$ to interpolate the patterns of various lengths. A gram distribution kernel is a generalization of the spectrum tree kernel for this purpose.

By $\operatorname{maxpath}(T)$ we denote the number of nodes on the longest unique path in $T$. Assume $m=$ $\operatorname{maxpath}(T)$. Then, the gram distribution $\mathcal{G}(T)$ of $T$ is the following sequence of all $q$-gram profiles for every $q(1 \leq q \leq m)$.

$$
\mathcal{G}(T)=\left(G_{1}(T), \ldots, G_{m}(T)\right) .
$$

Definition 7.9 (Gram Distribution Kernel) Let $T_{1}$ and $T_{2}$ be trees, and and $m=$ $\left.\min \left\{\operatorname{maxpath}\left(T_{1}\right), \operatorname{maxpath}\left(T_{2}\right)\right\}\right)$. Then, the gram distribution kernel of $T_{1}$ and $T_{2}$ is the sum of the inner products of $q$-gram profiles of $T_{1}$ and $T_{2}$ for all the possible $q$ as follows:

$$
K\left(T_{1}, T_{2}\right)=\sum_{q=1}^{m}\left\langle G_{q}\left(T_{1}\right), G_{q}\left(T_{2}\right)\right\rangle .
$$

The algorithm LabelGramDist in Algorithm 7.3 can compute the gram distribution of a tree from its depth sequence $D$, label sequence $L$ and parent sequences $P S$, which is the main advantage in using the gram distribution kernel.

The notations in the algorithm LabelGramDist are almost the same as LabelGram. The frequency of the $q$-gram $\left(P_{k}^{q}, w\right)$ is stored in $P[q][k][w]$. Also, freq[j][k] consists of the pairs $(w, f)$ such that $w$ is a string over $\Sigma$ with length at most $q$ and $f$ is a positive integer that is the frequency of $w$. In the function $\operatorname{update}(T, v, F), T$ is an element of a table freq, and $v$ is a string. Note that $\operatorname{maxpath}(T) \leq 2 \operatorname{dep}(T)+1$. In the algorithm LabelGramDist, we assume that $2 \operatorname{dep}(T)+1<|T|$.

The main difference between the algorithms LabelGramDist and LabelGram is the construction of the labels of the right branch. In LabelGram, we have adopted the table label and constructed the labels of the right branch, with running the main routine. In contrast, whenever LabelGramDist finds some $q$, it computes the labels of the right branch for the found $q$-gram, by using the parent sequence.

For each node $v$ in a tree $T$ rooted at $r$, let $U P_{r}(v)$ denote the unique path from $v$ to $r$. In particular, $U P_{r}(r)=\{r\}$. In order to compute the value of $q$ and $r b$ in the "Count" routine, we use the following relationship among $d, j, k$ and $\left|U P_{r}(p)\right|$ for a $q$-gram $P_{k}^{q}$.

1. For some $q$, let $P_{k}^{q}$ be a $q$-gram $(1 \leq k \leq q-1)$, and let $d$ be the depth of the right leaf of $P_{k}^{q}$ and $j$ the depth of the left leaf of $P_{k}^{q}$. Then, it holds that $q=d+2 k+1-j$ (Figure 7.6 (left)).
2. For some $q$, let $P_{k}^{q}$ be a $q$-gram $(1 \leq k \leq q-1)$, and let $d$ be the depth of the right leaf of $P_{k}^{q}$ and $j$ the depth of the left leaf of $P_{k}^{q}$. Furthermore, let $r$ and $p$ be the root and the parent node of the right leaf of $P_{k}^{q}$, respectively. It thus holds that $r b\left(=\left|U P_{r}(p)\right|\right)=d-j+k$ (Figure 7.6 (right)).

Let $T$ be a tree and $m=\operatorname{maxpath}(T)$. Then, we denote the number of different $q$-grams occurring in $T$ by $N_{T, q}$ and $\sum_{q=2}^{m} N_{T, q}$ by $N_{T}$. Note that

$$
N_{T, q} \leq \min \left\{|T|,|\Sigma|^{q}, \operatorname{deg}(T)^{q}\right\} \quad \text { and } \quad N_{T} \leq \min \left\{|T|,|\Sigma|^{m}, \operatorname{deg}(T)^{m}\right\}
$$

Theorem 7.10 Let $D$ and $L$ be the depth and label sequences of $T$, respectively. Also suppose that $h=\operatorname{dep}(T)$. Then, the algorithm LabelGramDist computes the gram distribution of $T$ in $O\left(h^{2} N_{T}|D|\right)$ time and in $O\left(N_{T}+h^{2}+|D|\right)$ space, by traversing $D$ twice.

```
Algorithm 7.3 LabelGramDist
    procedure LabelGramDist \((D, L, P S)\)
    /* \(D\) : a depth sequence, \(L\) : a label sequence, \(P S:\) a parent sequence */
    /* initialize, where \(2 \max D+1<|D| * /\)
    for \(d=\max D-1\) downto 1 do
            for \(k=1\) to \(\max D\) do
                if \(0 \leq d+k \leq \max D\) then
                    \(\operatorname{shift}[d] \leftarrow \operatorname{shift}[d] \cup\{(d+k, k)\}\)
    \(P L \leftarrow\) parent_list \((D)\)
    for \(i=1\) to \(|D|\) do begin
        \(P[1][0][L[i]]++\)
        for \(j=\max D\) downto 1 do begin /* Count */
            for \(k=1\) to \(j\) do
                    foreach \((w, f) \in\) freq \([j][k]\) do
                    \(q \leftarrow D[i]+2 k+1-j r b \leftarrow D[i]-j+k s \leftarrow \varepsilon p t \leftarrow i\)
                    for \(m=0\) to \(r b\) do begin \(/ *\) Label */
                        \(s \leftarrow s \cdot L[p t] p t \leftarrow P S[p t]\)
                    end /* Label */
                    \(w \leftarrow w \cdot s P[q][k][w] \leftarrow P[q][k][w]+f\)
            end /* Count */
            if \(D[i]=0\) then break
            if \(D[i]<\max D\) then
                foreach \((j, k) \in \operatorname{shift}[D[i]]\) do begin /* Shift */
                    foreach \((w, f) \in\) freq \([j][k]\) do
                    update (freq \([j][k+1], w \cdot L[i], f)\) freq \([j][k] \leftarrow\) freq \([j][k]-\{(w, f)\}\)
            end /* Shift */
            update(freq[D[i]][1], \(L[i], 1)\)
    end
    return \(P\)
    function \(\operatorname{update}(T, v, F)\)
    /* \(T\) : an element of freq[][], \(v:\) string */
    if \(\exists(w, f) \in T\) s.t. \(f>0\) then \(F \leftarrow f+F\) else \(T \leftarrow T \cup\{(v, F)\}\)
```



Figure 7.6. The relationship among $d, j, k$ and $\left|U P_{r}(p)\right|$ for a $q$-gram $P_{k}^{q}$

Proof. In order to show the correctness of LabelGramDist, it is sufficient to show the correctness of the "Count" routine, by using the correctness of GramDist of computing the gram distribution for unlabeled trees.

Due to the relationship among $d, j, k$ and $\left|U P_{r}(p)\right|$ for a $q$-gram $P_{k}^{q}$, for every $(w, f) \in f r e q[j][k]$, LabelGramDist correctly computes $q$ and $r b$, respectively. Let $P_{k}^{q}$ be the found $q$-gram. Then, $w$ is a string of the left branch of $P_{k}^{q}$. Since $r b$ is the number of nodes in the right branch of $P_{k}^{q}$, the "Label" routine finds the string $s$ concatenating the label of right leaf (in the case that $m=1$ ) to the labels of the right branch (in the case that $2 \leq m \leq r b$ ) in postorder, with traversing the ancestors of the right leaf by using the parent sequence $P S$. Hence, $w \cdot s$ is the label sequence of $P_{k}^{q}$.

Next, consider the computational complexity of LabelGramDist. The size of the table shift is $O\left(h^{2}\right)$. Also the size of the table freq is $O\left(N_{T}\right)$. Furthermore, the size of $P L$ is $O(|D|)$. Finally, Since maxpath $(T) \leq$ $2 h+1$, the size of $P$ is $O\left(N_{T}\right)$. Hence, the space complexity of LabelGramDist is $O\left(h^{2}\right)+O\left(N_{T}\right)+O(|D|)=$ $O\left(N_{T}+d^{2}+|D|\right)$.

On the other hand, since $r b$ is bounded by $h$, the time complexity of the "Label" routine is $O(h)$. Since the size of $f r e q[j][k]$ is $O\left(N_{T}\right)$, the time complexity of the "Count" routine is $O\left(h^{2} N_{T}\right)$. Since the "Shift" routine calls just shift $[D[i]]$ of which size is $O(h)$, the time complexity of the "Shift" routine is $O\left(h N_{T}\right)$. Since the time complexity of the initialization is $O\left(h^{2}+|D|\right)$, the time complexity of LabelGramDist is $O\left(h^{2}+|D|\right)+O\left(\left(h^{2} N_{T}+h N_{T}\right)|D|\right)=O\left(h^{2} N_{T}|D|\right)$.

Finally, the algorithm LabelGramDist traverses $D$ twice, that is, the construction of the parent sequence and the main routine.

The algorithm runs in $\mathrm{O}\left(h^{2}|T|^{2}\right)$ time and $\mathrm{O}\left(h^{2}+|T|\right)$ space since $N_{T, q} \leq \min \left\{|T|,|\Sigma|^{q}, \operatorname{deg}(T)^{q}\right\}$ and $N_{T} \leq \min \left\{|T|,|\Sigma|^{m}, \operatorname{deg}(T)^{m}\right\}$ for $m=\operatorname{maxpath}(T)$. In our experiments, the running time of this algorithm was on the order of $\mathrm{O}\left(|T|^{2}\right)$.

Example 7.11 Consider the tree $T$ in Figure 7.1. Then, the transition of the table freq in the algorithm LabelGramDist is described in Table 7.4. Here, $(w, f)_{v}^{q, r}$ denotes that $f$ is the frequency, $v$ is the depth sequence of the $q$-gram, and $r$ is the number of nodes in the right branch of the $q$-gram. The underline part of $v$ is corresponding to the string $s$ in the algorithm LabelGramDist, that is, the labels of the right branch. In contrast, $w$ is the labels of the left branch. Note that $v, q$ and $r$ are not stored in the table freq.

### 7.5 Summary

In order to develop a fast tree kernel with a sufficient expressive power for practical use, we extend the notion of $q$-gram for strings to trees. We employ a very simple form of subtrees with $q$ nodes as $q$-grams, and show an efficient algorithm for counting tree $q$-gram occurring in a tree by using dynamic programming. Based on the number of $q$-grams, we define a spectrum tree kernel, and a $q$-gram based distance measure between trees. Moreover, we propose a gram distribution kernel as a generalization of the spectrum tree kernel. In the next chapter, we demonstrate the effectiveness of these tree kernels by applying them to biological data.

Table 7.4. The transition of the table freq in $T$.

| $i$$p_{i}$ |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3 | 3 | 6 | 5 | 6 | 14 | 8 |
| $j$ | $k$ | 3a | 3a | 2b | 3 a | 2 b | 1 a | 3b |
| 3 | 1 | $(\mathrm{a}, 1)_{\text {aab }}^{3,1}$ | (a, 2) ${ }_{\text {ab }}^{2,0}$ |  | $(\mathrm{a}, 1)_{\mathrm{ab}}^{2,0}$ |  |  | (b, 1) ${ }_{\text {ba }}^{2,0}$ |
| 3 | 2 |  |  | $(\mathrm{ab}, 2)_{\mathrm{ababa}}^{5,2}$ | $(\mathrm{ab}, 2)_{\mathrm{abba}}^{4,1}$ | (ab, 3) ${ }_{\text {aba }}^{3,0}$ |  |  |
| 3 | 3 |  |  |  |  |  | $(\mathrm{aba}, 3)_{\mathrm{abababb}}^{7,3}$ | $(\mathrm{aba}, 3)_{\mathrm{abaabb}}^{6,2}$ |
| 2 |  |  |  | $(b, 1)_{\text {baba }}^{4,2}$ | (b, 1) ${ }_{\text {bba }}^{3}$ | (b, 2) ${ }_{\text {ba }}^{2,1}$ |  |  |
| 2 | 2 |  |  |  |  |  | $(\mathrm{ba}, 2)_{\mathrm{bababb}}^{6,3}$ | $(\mathrm{ba}, 2)_{\text {baabb }}^{5,2}$ |
| 1 | 1 |  |  |  |  |  | $(\mathrm{a}, 1)_{\mathrm{ababb}}^{5,3}$ | $(a, 1)_{\text {aabb }}^{4,2}$ |
| $i$$p_{i}$ |  | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|  |  | 13 | 10 | 13 | 12 | 13 | 14 | - |
| $j$ | $k$ | 2a | 3 b | 2a | 3b | 2a | 1b | 0b |
| 31 |  |  | (b, 1) $)_{\text {ba }}^{2,0}$ |  | (b, 1) $)_{\text {ba }}^{2,0}$ |  |  |  |
| 3 | 2 | $(\mathrm{ba}, 1)_{\mathrm{babab}}^{5,2}$ | $(\mathrm{ba}, 1)_{\mathrm{baab}}^{4,1}$ | $(\mathrm{ba}, 2)_{\text {babab }}^{5,2}$ | $(\mathrm{ba}, 2)_{\mathrm{baab}}^{4,1}$ | (ba, 3) ${ }_{\text {bab }}^{3,0}$ |  |  |
| 3 | 3 | $(a b a, 3)_{\text {abababb }}^{7,3}$ | $(\mathrm{aba}, 3)_{\mathrm{abaabb}}^{6,2}$ | $(a b a, 3)_{\text {abababb }}^{7,3}$ | $(\mathrm{aba}, 3)_{\text {abaabb }}^{6,2}$ | $(\mathrm{aba}, 3)_{\mathrm{ababb}}^{5,1}$ | $(a b a, 3)^{4,0} a_{\text {abab }}^{4}$ |  |
|  |  |  |  |  |  |  | $(\mathrm{bab}, 3)_{\mathrm{babb}}^{4,0}$ |  |
| 2 | 1 | $(a, 1)_{a b a b}^{4,2}$ | $(a, 1)_{\mathrm{aab}}^{3,1}$ | $(a, 2)_{a b a b}^{4,2}$ | $(a, 2)_{a a b}^{3,1}$ | (a, 3$)^{2,0}$ |  |  |
| 2 | 2 | $(\mathrm{ba}, 2)_{\text {bababb }}^{6,3}$ | $(\mathrm{ba}, 2)_{\mathrm{baabb}}^{5,2}$ | $(\mathrm{ba}, 2)_{\text {bababb }}^{6,3}$ | $(\mathrm{ba}, 2)_{\mathrm{baabb}}^{5,2}$ | $(\mathrm{ba}, 2)_{\mathrm{babb}}^{4,1}$ | $(\mathrm{ba}, 2)_{\mathrm{bab}}^{3,0}$ |  |
| 2 | 2 |  |  |  |  |  | $(\mathrm{ab}, 3)_{\mathrm{abb}}^{3,0}$ |  |
| 1 | 1 | $(\mathrm{a}, 1)_{\mathrm{ababb}}^{5,3}$ | $(a, 1)_{\text {aabb }}^{4,2}$ | $(\mathrm{a}, 1)_{\mathrm{ababb}}^{5,3}$ | $(a, 1)_{\text {aabb }}^{4,2}$ | $(a, 1)_{a b \underline{b}}^{3,1}$ | (a, 1) $)_{\text {ab }}^{2,0}$ |  |
|  |  |  |  |  |  |  | $(\mathrm{b}, 1)_{\mathrm{bb}}^{2,0}$ |  |



## Chapter 8

## Application to Glycan Classification

In the previous chapter, we have proposed two novel tree kernels: the spectrum tree kernel and the gram distribution kernel. The spectrum tree kernel is a natural extension of the spectrum string kernel based on the notion of tree $q$-gram, and the gram distribution kernel is a sum of spectrum kernels with varying values of $q$.

In this chapter, we evaluate the effectiveness of these two kernels by empirically comparing their computation time and predictive performance in a glycan structure classification problem with the existing tree kernels.

### 8.1 Glycan Data

Glycans or sugar chains [Var02] are defined as the third major class of biomolecules next to DNA and proteins. They are polysaccharide structures, or carbohydrate structures, often forming tree structures, as opposed to the linear structure of DNA and proteins. They are known to be extremely crucial for the development and function of multi-cellular organisms as they are found mainly on the cell surface and recognized by various agents to signal a wide variety of events. Only in recent years, however, has bioinformatics focused on glycans, mainly because of the complexity in developing high-throughput techniques to characterize their structures. Databases have been developed for the public to freely search and browse carbohydrate structures, with KEGG/GLYCAN [HGK ${ }^{+} 06$ ], the Consortium for Functional Glycomics, and the German Cancer Research Center (glycosciences.de) [ $\left.\mathrm{LBLL}^{+} 06\right]$ leading the way. From this data, we are now able to mine for structural features that may not be readily clear to the naked eye. In fact, several probabilistic models have been developed recently to attempt to mine such patterns [AKUMK06, HAKU ${ }^{+} 06$ ].

For glycan structures, Hizukuri et al. [HYN $\left.{ }^{+} 05\right]$ proposed a glycan-specific kernel, to which we refer as the layered trimer kernel. This kernel is designed according to the characteristic mechanisms of glycan recognition. In the kernel, the feature space is defined as the set of all the trimers in each layer, and the attribute value is the number of occurrences of trimers weighted according to the significance of components. By using the SVM with the layered trimer kernel, Hizukuri et al. successfully showed the effectiveness of their approach by the classification of blood components, and they extracted leukemia specific glycan motifs in humans computationally for the first time.

The trees we deal with in our kernel are node-labeled trees while the structure of a glycan is abstractly represented as a tree consisting regarding single sugars as nodes and the covalent bonds between them as edges, i.e. the nodes and edges are labeled. Therefore we regard each edge label as the prefix of the label assigned to the node right under the edge. We have also incorporated information indicating root and leaf nodes.

In this chapter, we compare our tree kernel with the tree kernel due to Kashima and Koyanagi [KK02] and the layered trimer kernel due to Hizukuri et al. $\left[\mathrm{HYN}^{+} 05\right]$ in supervised classification problems. Concretely, we deal with glycan structure classification problems in the field of bioinformatics. Classification of glycan structures are a fairly important task since their functions largely depend on their structures.

In our experiments, we use comparable glycan data to Hizukuri et al. [ $\left.\mathrm{HYN}^{+} 05\right]$. We have retrieved glycan structures from the KEGG/GLYCAN database $\left[\mathrm{HGK}^{+} 06\right]$ and their annotations from the CarbBank/CCSD database [DA92]. We employ the data set of four blood components, leukemic cells, erythrocyte, serum, and plasma, as the class labels according to Hizukuri et al. [ $\left.\mathrm{HYN}^{+} 05\right]$.

We also test our method on a different set of data to assess the generality of our method for extracting glycan markers. Because of the larger amount of data and research that have been put into cystic fibrosis, we select data related to this disease. Cystic fibrosis is one of the most lethal genetic disorders in Caucasians, characterized by the production of excessive amounts of viscous mucus secretions in the airways of patients, leading to airway obstruction, chronic bacterial infections, and respiratory failure. Previous studies indicated that CF-derived airway mucins are glycosylated and sulfated differently compared with mucins from nondiseased (ND) individuals [XRD $\left.{ }^{+} 05\right]$. In order to obtain the those structures that were related to CF, we have extracted those entries that are annotated with the word "cystic," "bronch," and "respir" as substrings. We have found that there are a sufficient number of structures representing each of these groups to test our method. We have summarized the data used in our experiments in Table 8.1. Note that the total numbers in the table are not the sum of each number of data since these data are overlapping.

Table 8.1. The data labels, and the number of each data set in the experiments

| leukemia | erythrocyte | plasma | serum | total |
| :---: | :---: | :---: | :---: | :---: |
| 191 | 274 | 144 | 202 | 480 |
| cystic fibrosis | respiratory mucin | bronchial mucin |  | total |
| 53 | 123 | 110 |  | 153 |

### 8.2 Experimental Results

### 8.2.1 Computation Time

Figure 8.1 describes the running time for computing the tree $q$-spectrum kernel $\mathbf{K}_{q}$ for $2 \leq q \leq 8$, and the labeled ordered tree kernel $\mathbf{K}_{t}$ proposed by Kashima and Koyanagi [KK02]. Here, the "computation time" is the average time for computing each tree kernel function between all combinations of pairs of trees, after randomly generating 10 trees with the size, degree, and size of alphabet at most 1000 , 5 , and 8 respectively. Figure 8.1 shows that our kernel $\mathbf{K}_{q}$ runs in all most linear time with respect to the size of trees, while the computation time of $\mathbf{K}_{t}$ increases drastically.

### 8.2.2 Glycan Data Classification by Spectrum Tree Kernel

In this experiment, we compare our spectrum tree kernel with the labeled ordered tree kernel $\mathbf{K}_{L}$ in supervised classification problems. Concretely, we deal with glycan structure classification problems in the field of bioinformatics.

We had fourteen kinds of node labels. We have summarized the data used in our experiments in Table 8.1.

We used LIBSVM [CL01] as the SVM implementation, and used the area under the ROC curve (AUC) as the performance measure. The AUC is a prevailing performance measure of a decision function with a kernel to separate positive examples from negative ones. The AUC values range from 0.5 to 1.0 , where the value 0.5 indicates a random separation whereas the value 1.0 indicates a perfect separation.


Figure 8.1. The running time for computing $\mathbf{K}_{t}$ and $\mathbf{K}_{q}$


Figure 8.2. Area under the ROC curve

### 8.2.3 Predictive Accuracy

Figure 8.2 shows the comparison of the results by the proposed method with varying the parameter $q$, the labeled ordered tree kernels $\mathbf{K}_{t}$ [KK02], and the tree kernel due to Vishwanathan and Smola $\mathbf{K}_{s}$ [VS02] (in the area under the ROC curve (AUC). All the performance measures were measured by 5 -fold cross validation.

The approach by Hizukuri et al. [ $\left.\mathrm{HYN}^{+} 05\right]$ roughly corresponds to the case $q=3$ (with various biological heuristics), but the spectrum tree kernel achieves the better performances at larger $q$ except for the class leukemic cell. This result supports effectiveness of incorporating various structural contexts in trees.

The tree kernel due to Vishwanathan and Smola also gave relatively good performances in spite of its restricted expressive power. Since the nodes near the leaves tend to determine the functionalities of glycans, this data set seems to be well-suited to this tree kernel.


Figure 8.3. The performances of the SVM classifier for the gram distribution kernel and the layered trimer kernel

It is surprising that the spectrum tree kernel outperforms the labeled ordered tree kernels in spite of its expressiveness of structured information, which indicates that the expressive power of the spectrum tree kernel is moderate for glycan data, and prevents overfitting to the training data. This encourages us to apply our kernel to the data in other application domains on which the spectrum tree kernel performs better, but still with almost linear time (quasi-linear time) for kernel computation.

Also, it is interesting to point out that the value $q$ achieving the predictive performance varies among the class labels, which indicates that the effective length of the patterns varies among class labels.

### 8.2.4 Motif Extraction by Gram Distribution Kernel

We use the decision value $\delta(x)$ obtained from the trained SVM to evaluate the contribution of each feature (i.e. $q$-gram pattern) in order to identify the glycan substructures characteristic to the target class. We define the feature score $F(f)\left[\mathrm{HYN}^{+} 05\right]$ to indicate the significance of a feature $f$ to be

$$
F(f)=\sum_{x \in X} \delta(x) \cdot I_{x}(f),
$$

where $I_{x}(f)$ is the indicator function defined by $I_{x}(f)=1$ if $x$ contains a feature $f$.
Features with large absolute values of feature scores are indicate motifs of glycan substructures playing key roles in discriminating the class label. Furthermore, we can compose larger and more complex substructures by overlapping more than one $q$-gram pattern.

### 8.2.5 Results and Discussion

We have evaluate the effectiveness of our gram distribution kernel by empirically comparing its predictive performance against the layered trimer kernel on glycan data. Figure 8.3 illustrates the performance of the SVM classifier for the two experiments as stated in the following subsections. For classifying multi-classes, we employ the one-vs-rest approach with a binary classifier SVM. Performance is compared using the area under the ROC curve (AUC) measured by 5 -fold cross validation.

## Leukemia-Specific Features

As shown in the left graph in Figure 8.3, our kernel and the layered trimer kernel show almost identical performance. Since the top-scoring features are 3-mers as shown in the left graph in Figure 8.4, the layered trimer kernel is well fit to these data sets.


Figure 8.4. The distributions of feature scores

As listed in Table 8.2, the top-scoring features in the leukemia data set are in the 200 range and completely consists of subsets, or completely match the top-scoring substructure from the results by the layered trimer kernel. The second top scoring structure also comes immediately after this group of substructures, scoring over 200. Correspondingly, on the erythrocyte data set, the top scores are around 120 and consists completely of substructures, or completely match the high scoring substructures from the layered trimer kernel Note that in our experiments, we incorporate information indicating root and leaf nodes, which we indicate in this table.

In contrast, we have obtained different resulting features for the serum and plasma data sets. However, this can be explained by the fact that these data sets were less specific, resulting in the low scores from both methods. Thus, although our method does not require any special weighting techniques, it has been able to produce similar results as the previous method. On top of that our method allows us to find substructures larger than trimer structures. In fact, a 6-mer structure scoring 200 is also obtained.

## Features Captured for Cystic Fibrosis

We first look at the accuracy performance of our method and compare it to the layered trimer method. We find that the AUC scores are much higher for all three data sets, compare to the slightly higher performance of this previous method on the leukemia data set (See Figure 8.3).

Table 8.2. Features extracted by our method

| leukemia |  |
| ---: | :--- |
| Score | Substructure |
| 226 | (leaf)NeuAc2- $\alpha 3 \mathrm{Gal}-\beta 4$ |
| 201 | (leaf)NeuAc2- $\alpha$ 6Gal- $\beta 4$ |
| 201 | (leaf)NeuAc2- $\alpha 3 \mathrm{Gal}-\beta 4 \mathrm{GlcNAc}-\beta 2$ |
| 200 | -Gal- $\beta 4 \mathrm{GlcNAc}-\beta 2 \mathrm{Man}-\alpha 6 \mathrm{Man}-\beta 4 \mathrm{GlcNAc}-\beta 4 \mathrm{GlcNAc}($ root $)$ |
| 200 | -Gal- $\beta 4 \mathrm{GlcNAc}-\beta 2 \mathrm{Man}-\alpha 3 \mathrm{Man}-\beta 4 \mathrm{GlcNAc}-\beta 4 \mathrm{GlcNAc}$ (root) |
| erythrocyte |  |
| Score | Substructure |
| 122 | -Gal- $\beta 4 \mathrm{GlcNAc}-\beta 3 \mathrm{Gal}-\beta 4$ |
| 86 | (leaf)Fuc- $\alpha 2 \mathrm{Gal}-\beta 4 \mathrm{GlcNAc}-\beta 3$ |
| 86 | -GlcNAc- $\beta 3 \mathrm{Gal}-\beta 4 \mathrm{Glc}-\beta 1$ (root) |
| 82 | -Gal- $\beta 4 \mathrm{GlcNAc}-\beta 3 \mathrm{Gal}-\beta 4 \mathrm{GlcNAc}-\beta 3$ |
| 81 | (leaf)Fuc- $\alpha 2 \mathrm{Gal}-\beta 4 \mathrm{GlcNAc}-\beta 3 \mathrm{Gal}-\beta 4$ |

Note that 1-mer and 2-mer substructures are found to have the top scores as shown in the right graph in Figure 8.4. Looking at the features extracted from our method, the top scoring CF-related structures scored 63 and represent $\alpha 2-3$ sialylated structures, which corresponds with the literature [MLGB92, DDRL99]. The second top scoring structure scored 39 and represents the sialylated galactose which are often found at the non-reducing ends of these structures. We also find the 6 -sulfated GlcNAcs in the higher scoring range, as also mentioned in the literature [DDRL99]. In contrast, the highest scoring structures from the bronchial and respiratory data sets are the non-sialylated substructures of the O-glycan core. This further supports the possibility of the sialylated galactose substructure as being characteristic of CF.

### 8.3 Summary

In this work, we focus on explicit feature extraction from tree structured data. In order to assess the performance of our new method, comparable kernels included the layered trimer kernel [ $\mathrm{HYN}^{+} 05$ ] and Vishwanathan and Smola [VS02]. The latter is not included in our experiments due to its limited expressive power; it only considers entire subtrees and cannot extract the internal structures as features. Other kernels considered are the Collins and Duffy kernel [CD01] and the Kashima and Koyanagi kernel [KK02]. However, both of these methods implicitly enumerate features; therefore, they cannot be used to directly extract motifs from our data sets. Thus, the only kernel available that can be applied directly to glycans is the trimer kernel, and our method outperforms it in the experiments. In addition, our method can be used for other glycan data sets.


## Chapter 9

## Conclusion and Future Work

This chapter summarizes the results of this work, and concludes by discussing further issues to be addressed.

### 9.1 Conclusion

This thesis has focused mainly on two problems relating to tree structured data. Firstly, we have addressed the tree-to-tree comparison problem based on edit distance. Secondly, we have applied the resulting theory established in the first problem to a tree classification problem based on kernel methods, and developed novel learning methods.

The notion of tree mappings allows us to have a uniform approach to two different problems, the matching and learning problems in trees. These two problems are regarded as the following combinatorial problems.

Edit-based tree matching: An optimization problem of tree mappings, in which a minimum cost of tree mappings between two trees gives a common tree pattern or a distance measure.

Kernel-based tree learning: A counting problem of tree mappings, in which the number of tree mappings between two trees gives a similarity or kernel function for learning trees.

In what follows, we review the more specific results of these two subjects and our contributions along with the outline of this study. We began this thesis with a review of prior work on approximate tree matching in Chapter 2, and gave the strict definitions of existing methods based on partially ordered set theory instead of conventional ones. A variety of tree edit distance measures have been proposed in the past three decades such as Tai distance, alignment distance, less-constrained distance, constrained distance, structure-preserving distance, structure-respecting distance, top-down distance, bottom-up distance, and so forth. These measures were described mainly in two ways, i.e. operational description and declarative description. An operational definition of a tree edit distance measure describes how to compute the distance by showing the procedure or the algorithm, whereas an declarative definition of a measure describes what the measure is by means of a set-theoretical treatment. In particular, the notion of tree mapping has been used in the declarative definition since Tai showed his distance measure is defined by using tree mapping. A tree mapping depicts node-to-node correspondences between two trees according to the structural similarity. During this review, we have identified a number of confusions and unsolved problems in prior work on tree edit distance. These problems include the following:

- The declarative definitions of less-constrained distance given by Lu et al. is incorrect. It does not coincide with the algorithm, and it defines a different distance from what they originally intended;
- The tree mapping of alignment distance has been unknown for the past decade, i.e. there has not been a declarative definition of alignment distance;
- Equivalent distance measures have been repeatedly proposed without being recognized.

These problems were all caused by the lack of a theoretical foundation for describing the semantics of tree edit distance, and a means of bridging the gap between operational definitions and declarative definitions. To surmount these problems, we have constructed a mathematical model of tree edit distance by using partially ordered set theory in Chapter 3. This theoretical foundation enables us to deal with the semantics of tree edit distance in a rigorous way. In Chapter 4, we have revealed the following facts:

- We showed a correct declarative definition of less-constrained distance, and that the definition given by Lu et al. turned out to represent the constrained distance given by Zhang.
- We identified the condition of the tree mapping of alignment distance, i.e. a declarative definition of alignment distance.
- We proved the equivalence among the strongly structure-preserving distance, structure-respecting distance, and constrained distance. We also proved the equivalence between the alignment distance and less-constrained distance.

Furthermore, we showed a hierarchical relationship among these edit distance measures.
The last half part of this thesis deals with a tree classification problem with the Support Vector Machine (SVM) based on kernel-based learning. In particular, we have focused on a kernel design problem for trees. In Chapter 5, we gave a cursory review of tree kernels presented in prior work. From this review, we found that some of these tree kernels are characterized by some classes of tree mappings. In fact, we showed that a tree kernel proposed by Kashima and Koyanagi is the counting function of tree mappings in a class, i.e. the accordant mapping. From this observation, we extrapolated that counting functions for the other classes of tree mapping would also form new tree kernels. Then we applied the theoretical foundation that we developed in the first half of this thesis to the design problem of tree kernels in Chapter 6. Specifically, we proposed the algorithms for computing counting functions of Tai mappings, alignable mappings, and semi-accordant mappings. We then showed that the counting functions of Tai mappings and semi-accordant mappings are actually tree kernels and that these two tree kernels have more flexible expressive power than the tree kernel proposed by Kashima and Koyanagi. In contrast, we showed that the counting function of alignable mappings is not a tree kernel. All of these results have confirmed and proved the effectiveness of our theoretical foundation of approximate tree matching.

In the next chapter, we aimed to develop a faster tree kernel without sacrificing its learning performance as compared with the tree kernels proposed by Kashima and Koyanagi, which runs in quadratic time with respect to the size of trees. Then we proposed a spectrum tree kernel based on the notion of tree $q$-gram, which runs in almost linear time. In addition, we proposed its variant, a gram distribution kernel. The basic idea of the spectrum tree kernel is that the more the same subpatterns are shared in two trees, the more similar these trees are.

Finally, in Chapter 8, we evaluated the effectiveness of the two kernel based on tree $q$-gram by empirically comparing its computation time and predictive performance in a glycan structure classification problem with the times and performances of existing methods. We attained a good performance with our tree kernels although we do not incorporate any biological knowledge specific to glycan data classification. Moreover, by using the trained SVM, we successfully extracted common characteristic substructures specific to a class of glycans.

### 9.2 Future Work

In the first half part of this thesis, we focused on the tree-to-tree comparison problem between two labeled rooted trees. Two important problems immediately emerge from our problem setting by extension.

Firstly, we considered only pairwise comparison of trees in this thesis. A variety of multiple tree comparison problems can be considered by extension such as a common sub/super-tree pattern problem shared in more than two tree. From the theoretical point of view, it is intriguing to extend the notion of each class of tree mapping to more than two trees, and to investigate the property of tree mapping. From a practical point of view, if a tree mapping among multiple trees could be efficiently computed, it would provide a general method for common pattern discovery in trees, and a wide range of applications would be expected including motif extraction from biological data, schema extraction from XML data, and so forth.

Secondly, another challenging problem still to be addressed is the extension of our algebraic formulation for trees to more general graph structures such as directed acyclic graphs, and planar lattices, in order to develop new approximate matching methods for these structures. There is still need for more fundamental investigation of this area since a widely-accepted model of the edit distance for general graphs has yet to be established.

In the second part of this thesis, we developed several tree kernels with high expressiveness. The expressiveness is determined by the pattern language by which the number of subpattern occurrences in trees are counted in computing the value of a kernel function. In this work, we employed several classes of tree mappings and $q$-gram as pattern languages for tree kernels. However, the trade-off between two factors of expressiveness of the pattern language and the learning performance has not been well investigated. In fact, we expect that some pattern languages with high expressiveness such as Tai mapping and semiaccordant mapping may not necessarily lead to a sufficient learning performance, since Bringmann et al. reported in [BZRN06] that the use of more complex patterns does not necessarily lead to better accuracy. Identification of the trade-offs between our pattern languages is therefore an important area for further investigation.

We reviewed some tree kernels which were originally thought to be in the class of Haussler's convolution kernel. To our surprise, the elastic tree kernel proposed by Kashima and Koyanagi turned out to be beyond this class. Nevertheless, we did showed that this class of counting functions is also guaranteed to be a kernel. This fact implies that our mapping kernel leads to a more general framework superseding the convolution kernel for designing kernels of discrete structures.

Finally, from a practical point of view, the tree kernels proposed in this thesis should be applied to a wider variety of real-world tree structured data other than glycan data including XML documents and RNA secondary structures.

## Closing Remarks

Much work remains to be done. I, however, believe that the findings of this thesis provide fundamental and effective contributions to assist in solving problems related to tree-to-tree comparison. I hope that these results will encourage further advances in our understanding of approximate tree matching, and lead to deeper insights into related problems.
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[^0]:    ${ }^{\dagger}$ These " $q$ " and " $n$ " are no more than parameter symbols. Thus, it may also be mentioned as $k$-gram, $l$-gram, and so on.

[^1]:    $\dagger_{2} \mathrm{O}(\sqrt{\log n \log \log n})=\mathrm{o}\left(n^{c}\right)$ for any constant $c>0$.

[^2]:    ${ }^{\dagger} \log ^{*} n$ is called iterated logarithm of $n$, and is the number of application times of $\log$ function to get a constant, i.e. $\log ^{*} n=$ 0 if $n \leq 1$; otherwise $\log ^{*} n=1+\log ^{*}(\log n)$.

[^3]:    ${ }^{\dagger}$ A totally ordered set $(X, \unlhd)$ is a linear extension of a poset $(X, \leq)$ if for any $x, y \in X, x \leq y \Rightarrow x \unlhd y$ holds.

[^4]:    ${ }^{\dagger} R_{M}(s)$ is in effect the same as $r(s)$ in [TT82, TT88].

[^5]:    ${ }^{\dagger}$ Zhang refers to it as a constrained edit distance mapping in [Zha95, Zha96].

[^6]:    ${ }^{\dagger}$ The term subtree means a connected subtree pattern in a tree (See Remark 2.1).

[^7]:    ${ }^{\dagger}$ a perfect binary tree is a tree in which every node has two or zero children, and all leaves are at the same depth.

