CHAPTER S
LOW NOISE TECHNOLOGY

Acceleration by reducing program cycles, Npulse

5.1 Introduction

The most important design problem in the 3V multi-level cell and the low-voltage
multi-level cell is that the simultaneously written states, Nstate is three times larger than that
of the single-level cell. This problem is solved by introducing the multipage cell technology
as discussed in Chapter 3. Then, to increase the program throughput further, the major
problem is the circuit noise. As described in Chapter 2, in the case of the muiti-level cell,
the program speed drastically degrades if the circuit noise becomes large. To control the
cell Vth precisely, the program step voltage, AVpgm should be small, which increases the
number of pulses, Npulse.

In this chapter, the effect circuit on the performance is analyzed. Next, two circuit
technologies are presented to eliminate the circuit noise. First, a double-level Vth select
gate array architecture [1], [2] is proposed for the 3V multi-level cell. This novel
architecture is ideal in that it not only eliminates the circuit noise but also minimize the die
size and the production costs. However, this new array cannot be used for the low-voltage
multi-level cell because the low load capacitance technology described in Chapter 4 cannot
be used in this new array. Instead, a Vcc bit-line shield sensing scheme [3], [4] is proposed
for the low voltage muiti-level cell, which also eliminates the circuit noise and improve the
program speed.

In Section 5.2 it is explained that array noise during a bit-by-bit program verify operation in
NAND Flash Memories, causes a threshold voltage fluctuation which leads to the program
speed degradation. This threshold voltage fluctuation can not be eliminated by the
bit-by-bit program verify technique. The fluctuation is composed of a threshold voltage shift
in both positive and negative direction, as shown in Fig.5.1. The array noise is mainly
dominated by 1) the inter bit-line capacitive coupling noise and 2) the source-line noise
caused by the high resistance of the diffused source-line. In Section 5.2, the inter bit-line
capacitive coupling noise is described. Next, it will be explained that even though inter
bit-line capacitive coupling noise is eliminated by using a shielded bit-line sensing method,
source-line noise definitely worsens the threshold voltage control. In Section 5.3, a new
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Fig.5.1 Schematic threshold voitage distribution. The threshold voltage
distribution without array noise can be narrowed to 0.5V if the program
voltage increment is 0.5V. Due to array noise, threshold voltages of
memory cells shift in both positive and negative directions.

array architecture, a double-Level Vth select gate array architecture, is introduced to
eliminate both the source-line noise and the inter bit-line capacitive coupling noise for the 3V
multi-level cell. This architecture enables a very accurate threshold voltage control without
cell area overhead and a fast programming. In Section 5.4, the Vcc bit-line shield sensing
method is introduced as a solution for the low voltage multi-level cell. Finally, the
conclusion will be given in Section 5.5.

5.2 Circuit noise issues deteriorating Vth control

Fig.5.2 shows a memory block in a conventional NAND-type memory cell array [5-7].
The memory block is composed of a number of NAND cell units, for example 4k units which
share 16 control gates (CG1~CG16), two select gates (SG1,5G2) and a common diffused
source-line. Each unit is connected to a bit-line control circuit via a bit-line (BLO~BL2).
All memory cells, which share the same control gates are simultaneously read and
programmed by using the bit-line control circuits.

The threshold voltages of the memory cells are determined in the following manner [8], [9].
After the bit-lines are precharged to a high level, for example 3/5Vcc, a reference voltage
Vvrfy is applied to the selected control gate, while the select gates are raised to Vcc and the
un-selected control gates are raised to a read voltage, Vread. These voltages are kept
constant during a predetermined period, for example 4us. After that, in case a bit-line
voltage decreases below a low level, for example 1/2Vcc, the threshold voltage of the
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corresponding memory cell is determined to be lower than the reference voltage, Vvrfy. On
the other hand, if the bit-line voltage stays above 1/2Vcc, the threshold voltage of the
memory cell is determined to be higher than the reference voltage, Vvrfy.

In a bit-by-bit program operation [10], [11], program verify, which monitors the threshold
voltage of the memory cells is carried out after each programming pulse. If the threshold
voltage reaches the desired level, additional programming of the corresponding memory
cells is inhibited. Programming and program verify are repeated until all selected memory
cells are sufficiently programmed. Therefore, by using this program scheme, in principle,
the threshold voltage of the memory cells can be controlled precisely.

However, if the cell read current or bit-line voltage fluctuates due to array noise during
program verify, the threshold voltage will also vary. The fluctuation of the threshold voltage
results in a widened programmed threshold voltage distribution.

5.2.1 Inter bit-line capacitive coupling noise

As the bit-line pitch is narrowed, the coupling noise from adjacent bit-lines becomes more
significant. In a NAND Flash Memory, a 16-bit NAND-type cell array has only 1/32 contact
hole per memory cell. Thus, the capacitance ratio of the bit-line-bit-line capacitance and
the total bit-line capacitance is large in comparison with a NOR-type flash memory [12-16].
This large capacitive coupling ratio causes a large inter bit-line capacitive coupling noise
[17].

In this section, the threshold voltage fluctuation is discussed, focusing on the fluctuation

BLSI'_

Fig.5.2 A NAND-type cell array. Each NAND cell unit shares sixteen
control gates, two select gates, and a diffused source-line which is shunted
with metal bypass lines. As the number of metal bypass lines increases,
the source-line resistance decreases with a drawback of a cell area
overhead.
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caused by the inter bit-line capacitive coupling noise. For simplicity, a 2-level memory cell,
which can have two programmed states "0" or "1" (Fig.5.1), is considered. The "0"-state is
equal to the erased state which has a negative threshold voltage. A "1"-state memory cell
has a threshold voltage higher than 0.5V. In order to verify the "1"-state, the selected
control gate is raised to 0.5V during a program verify operation.

Fig.5.3 shows the worst condition during a program verify operation. In this figure, "Cell
A" is connected to bit-line BL1. In Fig.5.3 (a), “Cell A” is programmed. The neighboring
memory cells are still in the erased state and therefore the voltages of the bit-lines BLO and
BL2 decrease to OV. Under this condition, the BL1 voltage can be significantly reduced,
because in addition to the cell read current through “Cell A, the capacitive coupling with the
adjacent bit-lines BLO and BL2 lower the voltage of BL1, as shown in Fig.5.3(a). After that,
if the neighboring cells are programmed (Fig.5.3(b)), no cell read current flows through the
neighboring cells and there is no inter bit-line capacitive coupling noise, as shown in
Fig.5.3(b). Therefore, the voltage of BL1 does. not decrease and as a result, the sensed
threshold voltage of “Cell A” is higher than that in case of Fig.5.3(a).

The SPICE simulated results of the threshold voltage shift in the positive direction A
Vth(POS) as a function of the bit-line coupling ratio Rcp is shown in Fig.5.4. Rcp is defined
as Rep=2xCBL-BL/Ctotal, where CBL-BL is the coupling capacitance to the adjacent bit-line,
and Crotal is the bit-line capacitance. Due to the inter bit-line capacitive coupling noise, the
threshold voltage distribution is widened in the positive direction by AVth(POS), as shown
in Fig.5.1.

In order to suppress the inter bit-line capacitive coupling noise, a shielded bit-line sensing
method has been proposed [17]. Fig.4.11 illustrates the shielded bit-line architecture.
The bit-lines are alternately selected and un-selected bit-lines are grounded. For example,
in case BL1A is selected during a program verify operation, the selected bit-line BL1A and
the dummy bit-line BL1B are pre-charged, while neighboring bit-lines BLOA, BLOB, BL2A
and BL2B are grounded. However, even if inter bit-line capacitive coupling noise is
eliminated, source-line noise, another array noise causes a widening of the program
threshold voltage distribution.

91



BLO BL1 BL2 BLO BL1 BL2

T
IL_l lL_‘ ILI
HEHE—HE

tesruearaasmes

H : H
H
:
o Icell
RO
- .
K
2
H B : |
- q
g &
. %
ALTFPEL

Icell

(a) (b)
Fig.5.3 A model for the threshold voltage shift due to inter bit-line
capacitive coupling noise.
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Fig.5.4 Calculated threshold voltage shift in the positive
direction due to inter bit-line capacitive coupling noise.
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5.2.2 Source-line noise

In a conventional NAND-type cell array, each NAND cell unit shares a common n*
diffused source-line which is shunted with metal bypass lines parallel to the metal bit-lines,
as shown in Fig.5.2 [5], [18]. The resistance of the diffused source-line becomes higher as
the metal bypass line pitch increases, and causes source-line noise during a bit-by-bit
program verify operation. In this section, it is explained how the source-line noise
adversely affects the threshold voltage control, and causes both negative and positive
threshold voltage shifts.

A. Threshold voltage shift in the negative direction due to source-line noise

A simplified model of the noise is shown in Fig.5.5. In this model, a shielded bit-line
sensing method is used. Therefore, half of the memory cells sharing the same control
gates are programmed and verified simultaneously. In the case that half of the memory
cells, except “Cell B”, stay in the erased state after the first program pulse, a large current |
flows through the erased cells during the first program verify (Fig.5.5(a)). As a result, the
n’ diffused source-line bounces up to #SL=IxR. The source voltage of “Cell B” is even
higher than AVSL, due to the resistance of the series connected memory cells. In this
case, the cell read current through “Cell B” is reduced and “Cell B” is read out to be
successfully programmed. However, after that, if the other memory cells that share the
same control gates with “Cell B” are also programmed (Fig.5.5(b)), the ground bounce of the
source-line is reduced. In that case, a larger cell read current flows through “Cell B” than in
the case of the first program verify operation (Fig.5.5(a)). In this worst case, the threshold
voltage of “Cell B" is AVth(NEG) below the reference voltage, Vvrfy, as shown in Fig.5.1.

The calculated threshold voltage shift in the negative direction, AVth(NEG), is shown in
Fig.5.6. As the metal bypass line pitch decreases, source-line bounce is reduced and A
Vth(NEG) decreases, however the cell area overhead increases.

B. Threshold voltage shift in the positive direction due to source-line noise

Fig.5.7 illustrates the mechanism, of the threshold voltage shift in the positive direction.
The program cycle starts from the source-line side cell and ends at the bit-line side cell to
prevent interference between selected and un-selected cells. Therefore, in the case that
“Cell C” is programmed, the series connected cells, except “Cell C”, are still in the erased
state (Fig.5.7(a)) and the series resistance is low. After programming “Cell C”, and after
the series connected cells are also programmed (Fig.5.7(b)), the series resistance of the
NAND cell unit is higher. Therefore, the cell read current through “Cell C” is reduced
compared with the case of Fig.5.7(a). In this worst case, the threshold voltage of “Cell C” is
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AVth(POS) higher than is expected without noise. Fig.5.8 shows the calculated threshold
voltage shift in the positive direction, AVth(POS). AVth(POS) is also enhanced as the
source-line bounce is increased.

C. Program speed degradation

Fig.5.9 shows the total circuit noise. In this calculation, the inter bit-line capacitive
coupling noise is assumed to be eliminated by adopting a shielded-bit-line sensing scheme,
as discussed above. As the metal bypass line pitch increases, the threshold voltage
distribution of each level, AVth, is increased. Without the circuit noise, the program
voltage increment, AVpgm is assumed 0.35V [19], [20]. Actually, since the circuit noise is
0.27V with 5% cell area overhead, /Vpgm should be decreased to 0.08V. Consequently,
the number of program pulses as well as the programming time increases by 338%, which is
unacceptable too long.

Source-line noise is a dynamic noise, when dynamic differential sensing is used during
program verify. Therefore, if the access time is increased, the threshold voltage shift can
be reduced. On the other hand, in the case of the current sensing method [21], the
source-line noise is continuous and causes a large threshold voltage shift, irrespective of the
access time.
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Fig.6.5 A model for the threshold voltage shift in the positive
direction due to the source-line noise.
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Fig.5.6 Calculated threshold voltage shift in the
negative direction due to the source-line noise.
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Fig.5.7 A model for the threshold voltage shift in the
positive direction due to the source-line noise.
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Fig.5.8 Calculated threshold voltage shift in the positive
direction due to the source-line noise.

1.5 1] T 1 | § ¥ L] ¥
= :
£ 1 i
N o R E
w -
S
s | ]
E o -
3 05}k -
'_ o p
0- 1 I I I 1
0 5 10 15 20

Cell area overhead [ %]
Fig.5.9 Calculated total threshold voltage shift
due to the source-line noise.

96



5.3 Double-level Vth select gate array architecture

A Double-Level-Vth Select Gate Array Architecture [1], [2] is illustrated in Fig.5.10. Each
NAND cell unit is composed of an E-type (Vth=2.0V) select gate, an I-type (Vth=0.5V) select
gate and 16 memory cells. I-type and E-type select gates are fabricated by respectively
masked and un-masked channel implantations. The metal-lines are used both as bit-lines
and source-lines. For example, in case BL1 acts as a bit-line, the neighboring BL2 acts as
a source-line. In this structure, the high resistance diffused source-line is removed.
Consequently, the source-line noise is eliminated. Compared with a conventional array,
the cell area is reduced, because neither additional select transistors nor source-line-shunts
are needed. The bit-line-contact pitch is relaxed, which increases the process margin
when the isolation width between memory cells is reduced with trench isolation [22-25].

5.3.1 Circuit implementations
A. Read Operation
The operating conditions are summarized in Table 5.1. In the case that “Cell 1" is

selected (Fig.5.11(a)) during read, the select gate line SG1 is raised to 1.5V, to turn on the
I-type select gates, while the E-type select gates are tuned-off. The select gate line SG2 is

SG2 CG16 CG1 SG1
—+ e iz g —1— BL1

_=I_I::l_°e"1_.l::lj=\_l_l"l_l"'l__ ........ B ally

E SN e ' li E BL2
L cen{R AL LA L

' A ] | |

:xfﬁ_ﬁ_ ......... i iy a i O gy g A _an_ﬁ_t
E | E BL4

E-type select gate : Vth = 2V
I-type select gate : Vth = 0.5V

Fig.5.10 A double-level-Vth select gate array architecture. Each
NAND cell unit is composed of an E-type select gate (Vth=2.0V), an
I-type select gate (Vth=0.5V) and 16 memory cells.
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connected to Vcc (3V), so that the E-type select gates are biased to the "ON"-states.
Therefore, a cell read current may flow through unit 1, according to the stored data in “Celi
1”. On the other hand, unit 2 is un-selected because the E-type select gates are turned-off.
The selected bit-line BL1 is connected to a sense amplifier, while the un-selected bit-line
BL2 is grounded. In this operation, BL2 acts as a low resistance source-line, forming a
shield, between the selected BL1 and BL3. As a result, both source-line noise and inter
bit-line capacitive coupling noise are eliminated. Due to the excellent noise immunity, a fast
and stable read operation can be achieved.

On the other hand, if “Cell 2” in unit 2 is selected, the select gate lines SG1 and SG2 are
respectively raised to 3V and 1.5V.

Therefore, a cell read current may flow from the precharged BL2 through unit 2 to the
grounded BL3. In this case, unit 1 is un-selected, because the E-type select gate of unit 1 is
turned-off.

B. Program Operation

Fig.5.11(b) explains the program operation. In Fig.5.11(b), “Cell 1" is selected. The
selected control gate CG1 is raised to about 18V, and the un-selected control gates CG2~
CG16 are connected to 10V. 1.5V is applied to both SG1 and SG2, in order to turn on the
I-type select gates of both unit 1 and unit 2 and turn off the E-type select gates of both unit 1
and unit 2. The program data for the selected unit 1 is applied via the selected bit-line BL1.
If the program data is "1","2" or "3", BL1 is grounded. In this condition, electrons are
injected from the grounded channel into the floating gate by the FN-tunneling mechanism.
On the other hand, in case of "0"-programming, BL1 is connected to 3V. The channel
voltage during "0"-programming is raised to about 8V by the capacitive coupling with the
control gates [20] and electron injection is inhibited. The un-selected bit-line BL2 is also
connected to Vcc to prevent the un-selected “Cell 2” from "1","2" or "3"-programming.
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BL1 BL2 CG1 CG2-16 SG1 SG2 Pwell
Program cell1 | Vcc/OV Vce 18V 10V 1.5V 1.5V ov
Program cell2 Vce Vce/0V 18V 10v 1.5V 1.5V ov
Vread Vread
Read celi1 1.3V ov Vsense (4.5V) 1.5V (4.5V) ov
Vread Vread
. 1.
Read cell2 ov 1.3V | Vsense (4.5V) (4.5V) 5v ov
Vread Vread
Veri I 1.3V . 1.5V
erify ce 3 ov 0.5V 45V) 5 (4.5V) ov
Vread Vread
Veri 12 \Y 1.3V .5V . ov
erify ce 0 3 0 (4.5V) (4.5V) 1.5V
Erase Open Open ov ov 20V 20V 20v
Table 5.1 Operation conditions
BL1 BL2 BL3 BL4 BL1 BL2 BL3 BL4
1.3V ov 1.3V ov VceloV  Vcec Vce/0V Vcee

SG1
CG1

TT15V  SG1 |,|]| \‘:IE
co1HHE—HE

ov

1.5V
18V

CG16
S$G2

]
1
H’_i Vread CG16 Ifj 'J
E‘ Vread SG2 }‘I:lE I;jl

Cell read current
(a) (b)
Fig.5.11 Operation principles.

(a) Read.
(b) Program.
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5.3.2 Experimental results

The characteristics of the proposed cell array are summarized in Table 5.2. The cell
read current paths of each NAND cell unit, from a bit-line via a selected cell to a grounded
bit-line, are completely independent. Thus, the cell read current is not affected by the cell
read current that flows through neighboring cells. The threshold voltage shift in the
negative direction, AVth(NEG), is eliminated, independent of the value of the bit-line
resistance. The threshold voltage shift in the positive direction, A Vth(POS), is
significantly reduced, because the source-line bounce is removed. Due to the high noise
immunity, a precise threshold voltage control can be achieved, as shown in Table 5.2. The
threshold voltage fluctuation which is the sum of the threshold voltage shift in the negative
and positive direction is decreased from 0.27V (conventional array) to 0.03V. The program
voltage increment can be increased from 0.35V (conventional array) to 0.62V. As a result,
the program speed of the proposed scheme improves by 77% compared with the
conventional scheme. In addition, in the proposed array, the metal bypass lines are
eliminated and consequently the cell area decreases by 5%.

The effect of the array noise on the threshold voltage control was measured using a test
device with 0.7um double-metal CMOS technologies. In the experiment, programming is
performed by using staircase programming pulses [19], [20]. After each programming
pulse, a program verify operation is carried out. In the measurement, the value for 4
Vpgm is 0.5V and the pulse width Tpulse is 20us. The program characteristics of the most
easy-to-program memory cell and the most difficult-to-program one are shown in Fig.15 in
[2]. The threshold voltage change, dVih/dt, during programming is completely constant
with a value of dVpgm/dt (0.5V/20us). Therefore, if array noise does not worsen the
threshold voltage control, the threshold voltage distribution would be narrowed to AVpgm
(0.5V). Fig.16 in [2] shows the measured threshold voltage distribution of a 4-level
NAND-type cell, where all memory cells are “1","2” or “3"-programmed. Without verify, the
threshold voltage distribution of the programmed cells in the test device is around 2.5V.
The threshold voltage distribution of the conventional array increases to 0.7V because of the
circuit noise. In contrast, in the proposed array, the threshold voltage distribution is
narrowed to almost 0.5V.

Total Vth shift Program
due to the circuit| AVpgm & Cell area overhead

. speed
noise
Conventional 0.27V 0.35V - -
Proposed 0.03v 0.62V |77% faster 5% smaller

Table 5.2 Comparison of the proposed double-level
Vth select gate array and the conventional array.
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5.4 Vcc bit-line shield sensing scheme

In the case of the low-voltage multi-level cell, the double-level select gate architecture
described in Section 5.3 cannot be used because in the new cell array, the source-line is
eliminated and therefore the low load capacitance technologies shown in Chapter 4 cannot
be used. To reduce the circuit noise of the low-voltage multi-level cell, a Vcc bit-line shield
sensing scheme is proposed.

Fig.5.12 compares the proposed sensing scheme with the conventional one. In the
proposed scheme, the source-line is biased to Vcc and the bit-line is charged from Vss
through the memory cell. As shown in Fig.5.12(a), in the conventional scheme, if the
source-line bounces, the source of the cell transistor bounces and as a result, the cell read
current decreases.  On the other hand, in the proposed scheme shown in Fig.5.12(b), even
if the source-line drops because of the source-line resistance, the drain of the cell transistor
drops and therefore the cell read current does not change. By using this novel sensing
scheme, the source-line noise is eliminated.

Bitdine (1.3V precharge
Bitline voltage ine ( pr )

VG
7 VHeell <R

Sourcedine icell
“@p? resistance, R ce

= »Time  Sourcedine (Vs: 0V)
(a)
Source-ine (Vcc)
Bitdine voltage
“’ Sou‘oe—line lloell
resistance, R

Vdcell <R

'w,‘l of “o” VG

“1!’

of “1” Bitdine
el bv > Time (precharge:0V)
(b)

Fig.5.12 Comparison of the conventional (a) and the

proposed (b) sensing methods.
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5.4.1 Circuit implementation

The simplified circuit schematic diagram of the proposed page buffer is shown in Fig.5.13.
The key components of the page buffer are a PMOS sense transistor and a latch circuit that
temporarily stores the data to be read out from or programmed into a memory cell. Two
bit-lines share one page buffer and are alternately selected during read and program
operations. Bias conditions for read, program and erase operations are shown in Table 5.3.

A. Read operation

In a conventional read operation, after the selected bit-line is precharged to Vcc, a cell

BLa BLb

o i

L
1 CG1

} SG2

C
r
CE
C
‘J

Source-line

SENSE Sense
transistor

Fig.5.13 A simplified schematic diagram of
the proposed PMOS drive page buffer.

102



read current flows from the bit-line to the grounded source-line. Conversely, in the
proposed scheme, a source-line bias method is used. The timing chart for the proposed
read operation is shown in Fig.5.14(a). After the selected bit-line, BLa is precharged to 0V,
the source-line is applied to Vcc. The selected word-line, CG1 is 0V and the unselected
word-lines, CG2...16 are 2V. |In this bias condition, the cell read current flows from the
source-line to the bit-line. As a result, the bit-line voltage becomes the absolute value of
Vth. In case of “0"-read, the bit-line becomes a high-level and that of “1”-bit-line is a
low-level. In this way, the data stored in a memory cell is successfully read out to the bit-line.
After the sense node, Nsense in Fig.5.13 is reset to 0V, the SENSE signal is activated and
the bit-line voltage is sensed by the PMOS sense transistor.

As discussed in Section 5.2, to eliminate the inter bit-line capacitive coupling noise, a
shielded bit-line sensing method has been proposed [17], where neighboring bit-lines are
alternately selected, and unselected bit-lines are kept grounded. However, if used together
with the source-line bias method, the cell current continuously flows throughout the read
operation from the source-line (Vcc) to the unselected bit-lines (0V). As the number of
unselected bit-lines is 4000, the total current increase is as much as 100mA.

To overcome this problem, a Vcc-bit-line shield sensing method is developed, where
unselected bit-lines are connected to Vcc during a read operation. In this case, after the
unselected bit-lines are charged to Vcc, no current flows through the unselected bit-lines.
Moreover, Vcc-biased unselected bit-lines form a shield between the neighboring selected
bit-lines. Therefore, both the inter-bit-line capacitive coupling noise and a large current
consumption can be successfully eliminated. In this research, the read access time is
assumed to be the same as that of the conventional cell.

B. Program operation

Bla BLb CG1 CG2.16 SG1 SG2 Source-line P-well
Read OV-precharge  Vcc 0 2 45 45 Vce 0
Program Vcee/0 Vcee 18 10 Vce 0 Vce 0
Program verify OV-precharge  Vcc 0.3 2 45 45 Vee 0
read
Erase open open 0 0 21 21 open 21
Erase verify read | OV-precharge  Vcc 0 0 4.5 45 Vce 0

Table 5.3 Operation conditions
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Source-line Vce
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Fig.5.14 Signal timing diagram. (a) Read
operation. (b) Program operation.

By using the new page buffer, a bit-by-bit program verify successfully operates and a
narrow Vth distribution is realized. The program data is latched in the page buffer.
Fig.5.15 shows the program data stored at the latch node, Nsense in Fig.5.13. Fig.5.14(b)
shows the timing diagram of the proposed program operation.
bit-line voltage is changed according to the program data by activating the PROGRAM
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signal in Fig.5.13. As a result, the “0"-program bit-line is grounded and the program inhibit
bit-line is biased to Vcc. In the case in which the program data is “0”, electrons inject from
the channel to the floating gate and the Vth increases. If the program data is “17, the select
gate transistor connected to SG1 is turned off because SG1 is set to Vcc. As a result, the
whole channel of the selected memory cell is coupled to word-line signals, and the memory
cell remains in the erased state [20]. The program time is the same as that of the
conventional cell because the voltage difference between the programmed Vth and the
thermal equilibrium Vth in the proposed cell is the same as the conventional one.

The program verify read operation is the same as the read operation except that selected
CG1 is 0.3V and the reset of Nsense is not performed. The re-program data is modified,
such that the programming is executed only on memory cells that have not been
successfully programmed as shown in Fig.5.15.

Program Program
inhibit-cell -cell
Input data “High” “‘Low”

Program , Verify

l <Pass> <Fail>
HHigh” l‘High” llLow)l

Re-program
data

Fig.5.15 Program and re-program data stored at the page buffer
node, Nsense during a programming and a program verify read.
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5.4.2 Experimental results

The simplified models of the noise in the proposed scheme are shown in Fig.5.16.
Fig.5.16(a) describes the first program verify read of the proposed cell. At the first program
verify read operation, Cell B is successfully programmed. The other memory cells are still
in erased state and a large cell read current flows through the other memory cells just like in
Fig.5.16(a). As a result, the source-line drops from Vcc due to the source-line resistance.
The last verify read operation is shown in Fig.5.16(b). At the last program verify read
operation, the other memory cells are also successfully programmed. In this case, the
source-line drop is smaller than that of the first verify read. In this way, the source-line drop
changes as the neighboring cells are programmed. However, even if the source-line drops,
what is decreased is the gate-drain voltage, Vgd of the memory cell, not the gate-source
voltage, Vgs. Therefore, the cell read current does not change throughout the verify read
operation.

The proposed sensing method is verified with a 0.25um 256Mbit NAND flash memory.
The microphotograph of the chip is shown in Fig.5.17. The experimental data are shown in
Fig.5.18. In the proposed scheme, the cell read current does not change with the
source-line noise, whereas in the conventional scheme the cell read current drastically
changes because of the source-line noise.

The characteristics of the proposed cell array are summarized in Table 54. The
threshold voltage shift in the negative direction, AVth(NEG), is eliminated because the
source-line drop does not affect the cell read current. The threshold voltage shift in the
positive direction, AVth(POS), is significantly reduced. The threshold voltage fluctuation
which is the sum of the threshold voltage shift in the negative and positive direction is
decreased from 0.3V (conventional array) to 0.1V. The program voltage increment can be
increased from 0.35V (conventional array) to 0.55V. Therefore, the program speed of the
proposed scheme improves by 57% compared with the conventional scheme.

5.4.3 Erase verify operation

The proposed scheme is used in the erase verify operation following the erase operation
in 0.25um 256Mbit [8], 0.16um 1Gbit [26], 0.13um 2Gbit [27], 90nm 4Gbit [28] and 70nm
8Gbit [29] products.

In the erase verify operation, a negative Vth should be read out. One possible solution is
a negative voltage bias to the control gate. But this method is not preferred from the
viewpoint of manufacturing costs. In a conventional NAND flash memory, NMOS
connecting to the control gate is fabricated directly on the p-substrate as shown in Fig.5.19.
If the negative voltage bias method is used, the NMOS must be fabricated on a double-well
structure shown in Fig.5.19 and this increases the manufacturing costs. Therefore, a new
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sensing method is required.

On the other hand, in the proposed sensing method, the negative Vth can be read out
without negative world line bias. Consequently, a low process cost and a small circuit area
are realized.

The erase and the erase verify operations are performed in the following ways. The
erase operation is performed in a NAND-block unit. All memory cells that are connected in
series or share the same control gates are selected at once. Therefore, 16k memory cells
are erased simultaneously. The selected control gates are set to OV and an erase voltage
about 21V is applied to the P-well of the cell array. As a result, electrons are ejected from
the floating gate to the channel and the Vth decreases. After the erase operation, the erase
verify read operation is performed. Sixteen series connected memory cells are verified at
the same time. The erase verify read operation is the same as the read operation except
that all control gates from CG1 to CG16 are grounded. Only when all sixteen memory cells
connected in series are successfully erased, the bit-line becomes a high level. Otherwise,
the bit-line becomes a low level. The erase and the erase verify read operations are
repeated until all selected memory cells are successfully erased.

Vce Vce

Large  Large source-line
Icell drop

Small source-line drop

Icell Icell

v i £ AU /
All“0” i : i1 1 HH T i 4
All*1 T I LY 1 W

) Sl HE
P T ”'j .............. I‘j 4., ) CellB I?
| LI ”‘I

Other bit-lines Other bit-lines

(@) (b)

Fig.5.16 A model for the negative threshold voltage

shift of the proposed cell due to source-line noise.
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Fig.5.17

A micrograph of the proposed 256Mbit NAND flash memory chip.

Proposed
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Cell read current [uA]

0

0 0.1 0.2 0.3 0.4 0.5 0.6
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Fig.5.18 Measured cell read current change due to the

source-line drop in the proposed cell and the source-line bounce

in the conventional cell.

108



Total Vth shift

due to the circuit| AVpgm Program
. speed
noise
Conventional 0.3V 0.35V -
Proposed 0.1V 0.55V 57% faster

Table 5.4 Comparison of the proposed Vcc bit-line

shield sensing scheme and the conventional array.

Memory cell array

NMOS

-

P-substrate

[ Conventional NAND Flash ]

. (Row decoder)

\nJ N
P-well
N-well

P-substrate

Negative control gate
voltage method

Fig.5.19 Structure of a peripheral NMOS transistor in a conventional

NAND flash memory and that with a negative control gate voltage

method.
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5.5 Summary

The effect of the array noise such as an inter bit-line capacitive coupling noise and the
source-line noise on the performance are analyzed. Moreover, two low noise technologies
are proposed.  First, a double-level Vth select gate array architecture is proposed for the
3V multi-level cell. The circuit noise is eliminated and as a result, the program speed is
improved by 77% with this new architecture. This architecture also minimizes the chip area
and therefore is best suitable for the 3V multi-level cell. The proposed cell array is verified
with 0.7um NAND flash memory. Second, the Vcc bit-line shield sensing method is
proposed for the low-voltage multi-level cell. Again, the circuit noise is suppressed and the
program speed is improved by 57%. The new sensing method is verified with 0.25um
256Mbit NAND flash memory [8]. This technology is used in the erase verify operation in
0.25um 256Mbit [8], 0.16um 1Gbit [26], 0.13um 2Gbit [27], 90nm 4Gbit [28] and 70nm 8Gbit
[29] products.

Fig.5.20 shows the program speed trend of the low-voltage multi-level cell. The
program speed is 60-70% improved. Because of the low noise technology, fast
programming 10MB/sec 3V multi-level cell or 5MB/sec low-voltage multi-level cell can be
realized and therefore the speed target of the 3V multi-level cell and the low voltage
multi-level cell described in Chapter 1 are fulfilled.

100.0

10.0

1.0

Program throughput [MB/sec]

0.1
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Year
Fig.5.20 Program speed improvement with
the low noise technology

(Circle : 3V MLC, Lozenge : LV MLC)
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CHAPTER 6
PARALLEL WRITE TECHNOLOGY

Acceleration by increasing the page size

6.1 Introduction

To increase the program throughput of the 3V single-level cell, the most effective method
is to increase the page size, i.e., the number of memory cells programmed simultaneously
[1-4). Yet, in a conventional NAND flash memory, one page buffer storing the program
data is needed to program one memory cell. If the page size is doubled to increase the
program speed, the number of page buffers is also doubled [5], [6]. However, this
increases the chip size by 10%.

To overcome this problem, a new architecture, “a dual-page programming scheme” [5], [6],
is introduced. In this scheme, two memory cells are programmed at the same time using
only one page buffer. As a result, the page size is doubled without increasing the number
of page buffers and a very fast program operation can be realized. This unique operation
is made possible by using a bit-line as a dynamic latch to temporarily store the program data.
When a program pulse is applied to one memory cell, the memory cell is disconnected from
the page buffer and its programming data is stored on the dynamic latch of the bit-line.
Meanwhile, the other memory cell is verified using the page buffer. In this way, two
memory cells are programmed at the same time. Due to this technology, the programming
is accelerated by 73% in a 1-Gbit generation and 62% in a 4-Gbit generation.
18.2-Mbyte/sec 1-Gbit or 30.7-Mbyte/sec 4-Gbit NAND flash memory can be realized with
this new architecture.

In Section 6.2, the concept of the dual page programming scheme is described. Also, the
reason why the bit-line can be used as a dynamic latch during a programming is explained.
Next, in Section 6.3, the new NAND flash protocol using the proposed scheme is presented.
Circuit implementations to realize the proposed program operation are shown in Section 6.4.
In Section 6.5, the experimental resuits regarding the performance of the proposed scheme
are presented. Circuit considerations such as the charge leakage issue, the noise issue
and the power consumption are discussed in Section 6.6. The summary is given in Section
6.7.
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Fig. 6.1 Program operation of a NAND-type cell

6.2 Dual page programming scheme
A. Concept

In this section, the concept of the new programming scheme is introduced. Fig.6.1
shows a program operation of a NAND flash memory. During a programming, the selected
control gate is Vpgm, for example 18V. The unselected control gates are Vpass that is
about 10V. In the case of the “0”-program, the selected bit-line is set to OV and the channel
of the selected memory cell is grounded. As a result, electrons are injected from the
channel to the floating gate [7-9]. On the other hand, the program inhibit bit-line is applied
to Vcc [10].  Vcc is typically 3.3V in a NAND flash system. In this case, the select gate
transistor connected to the bit-line is turned off, because the select gate, SGD is biased to
Vece. As a result, the whole channel of the program inhibit memory cells is raised by the
capacitive coupling with control gates. The electron injection is prohibited and the
unselected memory cells remain in the erased state.

In a conventional scheme, one page buffer is needed to program one memory cell. If the
page buffers are doubled to increase the program speed, the chip area increases by 10%.
On the contrary, in the proposed scheme, two memory cells, CellA and CellB in Fig.6.2, are
programmed at the same time using only one page buffer. Therefore, twice as many
memory cells are programmed simultaneously. Off course, the program data of CellA are
different from those of CellB. However, there is only one page buffer. Thus, the most
important issue is whether the two bit of program data can be stored in a chip with one page
buffer.
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Fig.6.3 explains how the two bits of data are stored. The left hand Fig.6.3 shows a
program algorithm. At first, the program data are input to the device. Then, a program
pulse and a verify read are repeated until all memory cells are programmed. In the
conventional scheme, the program data are stored in a page buffer throughout these
operations. On the other hand, in the proposed scheme, the two bit program data are
stored both in a page buffer and in a bit-line. That is, a bit-line is used as a dynamic latch
storing the program data. Using a bit-line as a dynamic latch has already been proposed
[11]. However, in the reference [11], the page buffer stores the program data during both
the programming and the verify read. Moreover, the same number of page buffers as the page
size are required.

TGa TGs ‘
-~ =L
Py 1 e ~—r—e—————=.
o LFF\_FF‘ ON OFF BLs
Data transfer \/\ ----------
oo Page buffer CellB

(a)

TGa TGs
i i
1

° e T e
BLa LFF\_FF\ ON OFF Ble
CellA ( Verify read | CellB
(b)
: TGa TGs
i i
................... i 1 oBL
BLa OFF ON 5
CelA l Data transfer l CellB
(c)
- TGA TGB
7 b
................... i — o-BL
BLa OFF ON &
CellA (Lverify read ] CellB

(d)
Fig. 6.2 Key operations of the proposed scheme.
(a) Program data of CellA are transferred from BLA to the page buffer. A program
pulse is applied to CellB.
(b) CellA is verified using a page buffer. A program pulse is applied to CellB.
(c) Program data of CellB are transferred from BLB to the page buffer. A program
pulse is applied to CellA.
(d) CellB is verified using a page buffer. A program pulse is applied to CellA.
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Fig. 6.3 Circuits storing the program data. In the conventional
scheme, a page buffer stores the program data throughout the
program operation. In the proposed scheme, a bit-line is used as a
dynamic latch storing the program data.

As shown in Fig.6.3, during the data loading, one of the two bit data is stored in a page buffer
and the other is stored on a bit-line. When a program pulse is applied, the program data are
stored on a bit-line. However, in the case of the verify read, one page buffer is needed to verify
one memory cell. Yet, there is only one page buffer.

The key operation to solve this problem is that one memory cell is verified at the different
timing from the other memory cell. That is, one memory cell is verified when the other memory
cell is programmed. In Fig.6.2(a) and (b), the program pulse is applied to CellB. BLB is
disconnected from the page buffer and is in the floating state. The program data of CellB are
stored on BLB. The page buffer is connected to BLA and is used to verify CellA. First, the
program data of CellA stored on BLA are transferred to the page buffer by sensing the bit-line
voltage, as shown in Fig.6.2(a). Then, the verify read of CellA is performed, as shown in
Fig.6.2(b). On the other hand, when CellA is programmed, BLA is disconnected from the page
buffer and the program data of CellA are stored on BLA, as shown in Fig.6.2(c) and (d). BLB is
connected to the page buffer. As shown in Fig.6.2(c), the program data of CellB stored on BLB
are transferred to the page buffer by sensing the bit-line voltage. Then, CellB is verified, as
shown in Fig.6.2(d). In this way, if CellA is verified at a different timing from that of CellB, these
two memory cells can be programmed simultaneously with only one page buffer. Actually, one
memory cell can be verified when the program pulse is applied to the other memory cell.

B. Why bit-line can be used as a dynamic latch
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Here, it is explained why the bit-line can be floating during the programming. There are three
reasons. First, the charge of the floating bit-line is not discharged to the source-line, because
the select transistor connected to the source-line, SGS, is turned off. Second, the channel
FN-tunneling program shown in Fig.6.4 (a) is free from the band-to-band tunneling (BTBT)
leakage [12-15]. Third, the current from the channel to the floating gate is a few pico-amperes
and very small. This means the voltage change of the floating bit-line is less than 0.1mV and
negligibly small. In contrast with that, in the case of the drain-edge FN tunneling programming
[11, 16-22], the BTBT leakage shown in Fig.6.4(b) occurs and the charge stored on the floating
bit-line can be discharged. Also, in the case of the hot-electron injection [23-35] programming
shown in Fig.6.4(c), the programming current is large and the proposed architecture cannot be

used.

18V -9V 8V
control gate
f—l_——;:jﬂoaﬁng I ——
oV
T m R M . A L W S
+ + + + n*

BTBT leakage current
P-well e P-well P-well

5V
|

@ ~(b) (c)

Fig. 6.4 (a) Channel FN-tunneling programming. The programming current is a few
pico-amperes and is very small [12-15].

(b) Drain-edge FN tunneling programming [11,16-22]. The band-to-band tunneling
(BTBT) leakage occurs.

(c) Hot-electron injection programming [23-35]. Large current flows through the
channel.
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6.3 New NAND flash protocol

The diagram of the proposed 1-Gbit NAND flash memory is shown in Fig.6.5. There are a
total of eight banks and the page size of each bank is 4-kbit. Bank1,2,3,4" compose the upper
bank and the lower bank consists of Bank1,2,3,4,. The page buffers are shared by the upper
and the lower banks. Therefore, there is a total of 16k page buffers in a chip. 32k memory
cells of Page1,2,3,4" and Page1,2,3,4, are programmed simultaneously.

A new access protocol for the proposed architecture is shown in Fig.6.6. At the beginning of
the program operation, the device receives the DATA INPUT command. Then, the address and
the 16-kbit program data of Page1,2,3,4" are serially loaded to the page buffers, as shown in
Fig.6.7(a). Next, the BIT-LINE DATA LOAD command is issued. The Ready/Busy (R/B) signal
becomes low and the device goes into the 'Busy’ state. The upper bank program data stored in
the page buffers are transferred to the bit-lines of the upper bank, as shown in Fig.6.7 (b).
During the following data load of the lower bank, the program data of the upper bank are stored
on the floating bit-ines. When the data transfer from the page buffers to the bit-lines is
completed, the R/B signal becomes high and the device returns to the ‘Ready’ state. Then, the
DATA INPUT command is issued again. The address and the program data of Page1, 2, 3, 4,
are loaded to the page buffers. Finally, when the WRITE command is input, the device carries
out the program operation.
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Fig. 6.5 A diagram of the proposed 1-Gbit NAND flash memory.
Bank1,2,3,4" compose the upper bank and the lower bank consists of
Bank1,2,3,4.. The page size of each bank is 4-kbit. The maximum page
size is 32-kbit.

DATA INPUT . BIT-LINE DATA DATA INPUT - WRITE
o par & o H L6 camnans | “eonmand {250

R/B LI
Upper bank Data load1(DL1)------~----—--——---Data load2 (DL2) Program,
Lower bank DL1 DL2, Pr

Fig. 6.6 Proposed NAND flash protocol.
Data load1: data load from the flash controller to the page buffer.
Data load2: data transfer from the page buffer to the bit-line.
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Fig. 6.7
(a) Data load from the flash controller to the page buffer (Data Load1).
(b) Data transfer from the page buffer to the bit-line (Data Load?2).
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6.4 Circuit implementations

In this section, circuit techniques to realize the proposed program operation are described.
The simplified circuit diagram of the page buffer is shown in Fig.6.8. The program data or
the data read out from a memory cell are temporarily stored in the page buffer. In order to
suppress the inter bit-line capacitive coupling noise, a shielded bit-line method is used [36].
Neighboring two bit-lines share a page buffer and are alternately selected during a program
and a read operations. In Fig.6.8, CellA and CellB are selected. Unselected BLC and
BLD are biased to Vcc or Vss via VSC and VSD. The unselected bit-lines form a shield
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L' | é | SGD*

H H cG1Y
| CellA [éellC

Upper
bank

L, Lo | e
A A
_L_” ‘J'
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Nsense TRS
L
INV1
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SEN INV2 buffer
VFY
.
vVec o—NARN_o
PRE; TGs | TG, PREp 3\
€ A A £
VSBO-I |.| |.I I. | I OVSD

_Tj Source-line,
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Fig. 6.8 Simplified schematic diagram of a proposed page buffer.
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between the selected bit-lines. As a result, the inter bit-line capacitive coupling noise to the
selected bit-lines, BLA and BLB, which act as a dynamic latch, is eliminated.

The proposed program operation is shown in Fig.6.9. The signal timing diagrams of the
program pulse, the data transfer, the verify read are shown in Fig.6.10(a), (b) and (c),
respectively. At the beginning of the program, the program data of the upper bank are
input to the page buffer. In the case of the “0”-program, the node, Nsense in Fig.6.8, is OV.
Nsense of the “1”-program is Vcc. Then, both the TRS-signal and the TGA-signal are
activated and the program data are transferred to BLA (step1). After that, TGA is turned off.
During the following data load of the lower bank, the program data of CellA are stored on the
floating BLA. Next, the program data of the lower bank are loaded to the page buffer.

In step2, the device receives the WRITE command. Then, a program pulse is applied to
CellA. In the lower bank, TGB is turned on and the program data are transferred to BLB.
In step3, the program pulse is applied to CellB. The timing diagram of programming CellB
is shown in Fig.6.10(a). In the case of the “0"-programming, Nsense is Vss and BLB is
biased to OV. As a result, electrons are injected form the grounded channel to the floating
gate. If the program data are “1”, Nsense is Vcc. As a result, BLB is applied to Vcc and
the electron injection into CellB is prohibited.

Next, we proceed to the verify read of CellA. First, TGB is turned off and TGA is turned
on. In step4, the program data on BLA are transferred to the page buffer. The timing
diagram of the data transfer is shown in Fig.6.10(b). The clocked inverters, INV1, 2 are
deactivated at Tdt1. At Tdt2, the TRS-signal is activated and the bit-line voltage is
transferred to the sense node. The voltage of Nsense is sensed with the clocked inverter,
INV1 at Tdt3. The program data of CellA are latched at Tdt4.

Step1 Step2 Step3 Stepd Step5 Step6 Step7
BL, Bi, BL, BL, BL, BL,
i ' i '
’ Data b ‘
! ! transfer ! i
CellA CellA i CellA i CellA CellA CellA i CellA i
P P ! - P Do
H P HE H i Verify HE HE
i i i i
TGa 4L ON TGx -C OFF TGp 4 OFF TG, —iC ON TGa 4CON TG, <L OFF 7G, —C OFF
Program Program
data data
TGs [, OFF TGg <L ON TGy —L ON TGy [, OFF TGs —[ OFF TG 4L ON TG, 4CON
i i

Verify

CellB

s : s s :
HE i A HE H H
CellB S i Cell CellB Sy | Cellg S | celiB Celig
E ! : Data
i H H transfer
BlLg BLg Blg Blg BlLg

CellA  Data load2------------emmmmree| Programming-——-----—---————| Data transfer- Verify: Programming-------—-----— —
CellB Data load2 Programming Data transfer—-———-—-- Verify-—--——----

Fig. 6.9 Proposed program operation.
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Then the verify read of CellA is performed in step5. The timing diagram of the verify read
is shown in Fig.6.10(c). First, BLA is pre-charged to 1.2V at Tvi. The word-lines are
activated at Tv2. The bit-line is kept or discharged according to the memory cell data. At
Tv3, the VFY-signal is activated. As a result, the bit-line of the "1"-program is charged to
Vcce. In the case of the “0”-program, the bit-line is kept at the predetermined voltage. At
Tv4, the bit-line voltage is transferred to the sense node, Nsense. By activating the
SEN-signal, the voltage of BLA is sensed at Tv5. As a result, the reprogram data in the
page buffer are modified such that the programming is executed only on memory cells that
have not been successfully programmed [37]. At Tv6, the LAT-signal is activated and the
reprogram data are transferred to BLA. After that, the reprogram of CellA is performed.

During the reprogramming of CellA, CellB is verified. TGA is turned off and then TGB is
turned on. At first, the program data of CellB are transferred to the page buffer in step6.

sep __( Voo i
SGD ov
RS __| L Seg(c;ted ov
SEN,LAT,VFY Vee

selected SEN
(18v) e S
LAT
unselected
(1ov) VFY Vcec
c6 TRS ]

Selected
Source-line / Vee \ bit-line /
Selected \ “1"-program Vo \~“0"-program:0V
bit-line
\ “1”-program : Vicc Tdt1 Tdt2 Tdt3 Tdt4
“0"-program : OV
(a) (b)
3.5V
SGD
Selected
CcG 0.5V
SEN [
LAT I
VFY I
7RS “1"-program
Selected ™
ect
bit-line 4 //
“0"-program pass N “0”-program fail
Tvl  Tv2 Tv3 Tv4 Tvs Tvée

(c)
Fig. 6.10 Signal timing diagram. (a) Program pulse. (b) Data transfer from the
bit-line to the page buffer. (c) Verify read operation.
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Then the verify read of CellB is executed in step7. The verify read and the reprogram are
repeated until all memory cells are successfully programmed.
6.5 Experimental results

Fig.6.11 depicts the conventional and the proposed program operations. In this Figure,
the number of program and verify read cycles is assumed to be four. In the proposed

Progra/r\n/pulse Verify read

Conventional | 17/ % %
Upper : 7 i} |
bank [ % % %

Proposed Lower E E :
! 7
bank :_'_’I % % % %
Delay > Overhead
Time

Fig. 6.11 Comparison of the conventional and the proposed
program operations. The number of program and verify read
cycles is assumed to be four.
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N
)
3
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o
102 1 1 1 1 1 1

64M 256M 1G 4G 16G 64G
Memory capacity [bit]

Fig. 6.12 Page size trend. The chip size of the
proposed scheme is assumed to be the same as that
of the conventional scheme.
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scheme, the programming, the data transfer and the verify read are repeated without
interruption. Two factors causes to prolong the programming time of the proposed scheme.
The first one is the data transfer. Each program cycle of the proposed scheme is
composed of the program pulse, the data transfer and the verify read, whereas the
conventional one consists of the program pulse and the verify read. Therefore, the data
transfer is an overhead.

The second one is that the program cycle of the lower bank is delayed, compared with
that of the upper bank, as shown in Fig.6.11. For example, although the verify read of
CellA is performed in step5 of Fig.6.9, that of CellB is executed in step7. In total, these
overheads increase the program time by 5%.

Fig.6.12 shows the page size trend. It is assumed that the number of page buffers
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Fig. 6.13 Program throughput. The data input rate is
assumed to be (a) 100 Mbyte/sec and (b) 200 Mbyte/sec.
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doubles as the memory capacity quadruples to keep the circuit area of the page buffers less
than 10% of the chip size. The page size of the proposed scheme is twice that of the
conventional one. Fig.6.13(a) shows the program throughput. The data input rate is
assumed to be 100-Mbyte/sec. With this new architecture, the program speed increases
by 73% in a 1-Gbit generation and 62% in a 4-Gbit generation, because twice as many
memory cells are programmed simultaneously. 18.2-Mbyte/sec 1-Gbit or 30.7-Mbyte/sec
4-Gbit NAND flash memory can be realized with this new architecture. Although the page
size is doubled, the program speed is not doubled due to the overheads described above
and the prolonged data load. As the page size increases, the data loading becomes longer
and degrades the program speed. If the data input is accelerated by increasing the bus
frequency or the data bus width, the program speed is improved. Actually, in the case that
the data input rate is 200 Mbyte/sec, the program throughput can be increased to 20.0
Mbyte/sec or 36.3 Mbyte/sec in a 1-Gbit or 4-Gbit generation, respectively.

6.6 Design considerations

In this section, some noise problems of the proposed architecture are discussed. When
operating a bit-line as a dynamic latch, there are two major concerns. The first one is a
charge leakage from a floating bit-line. The second one is a capacitive coupling noise to a
bit-line. In addition, power consumption is discussed.

6.6.1 Charge leakage issue

During the programming, the select transistor eliminates the charge leakage of a bit-line,
as discussed in Section 6.2. In this section, | will discuss the charge leakage more in detail.
In the selected NAND string, the select transistor connected to the source-line is turned off.
In the unselected NAND strings, the select transistors connected to the bit-line are turned off.
To suppress the voltage change of a floating bit-line during the read to be much less than
0.01V [1, 36], the charge leakage of each select transistor is designed to be less than 5pA.
Therefore, although as many as one thousand select transistors are connected to a bit-line,
the drop of the “1”-program bit-line is suppressed to be less than 0.01V.

6.6.2 Capacitive coupling noise
The capacitive coupling noise does not cause a serious problem. First, the inter bit-line
capacitive coupling noise to the selected bit-line, is eliminated by adopting the shielded

bit-line method, as described in Section 6.4.
The second source of the capacitive coupling noise is the control gates shown in Fig.6.14.
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Fig. 6.14 Capacitive coupling noise between control gates and a
bit-line. During the “0"-program, the bit-line is kept floating at OV.

In the case of the “0”-program, both the bit-line and the channel of memory cells are biased
to OV and then kept floating. When the control gates are raised to Vpgm or Vpass, the
channel and the bit-line are raised due to the capacitance, C1 and C2 in Fig.6.14. In a
NAND flash memory, one bit-line is connected to one thousand NAND strings, as mentioned
above. Among them, only one NAND string operates at a time and its capacitive coupling
to a bit-line is very small. Actually, when the control gates are raised to Vpgm or Vpass
during the programming, the bounce of a floating bit-line is less than 0.01V. Therefore, the
use of a bit-line as a dynamic latch does not cause any problem.

6.6.3 Power consumption

In the proposed scheme, while the page size is doubled, the power consumption is almost
the same as the conventional architecture. In the proposed scheme, the capacitance of
the bit-line is half because the bit-line length is half. Therefore, although the number of
bit-lines is doubled, the total bit-line capacitance in a chip is the same as the conventional
architecture. Thus, the power consumption is the same as the conventional architecture.

6.7 Summary

A new programming scheme, a dual page programming scheme, is proposed which
drastically increases the program throughput without circuit area overhead. By using a
bit-ine as a dynamic latch, the page size can be doubled without increasing the page
buffers. The charge leakage from and the capacitive coupling noise to the dynamic latch is
negligibly small. Although the page size is doubled, the total bit-line capacitance is the
same as the conventional architecture and thus the power consumption is the same as the
conventional architecture. The programming is accelerated by 73% in a 1-Gbit generation
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and 62% in a 4-Gbit generation. 18.2-Mbyte/sec 1-Gbit or 30.7-Mbyte/sec 4-Gbit NAND
flash memory can be realized with this new scheme. The program speed trend of 3V
single-level cell is shown in Fig.6.15. By using this new architecture, an extremely
high-speed 30MB/sec single-level NAND flash memory can be realized and the speed
target of the 3V multi-level cell described in Chapter 1 is fulfilled. The operation is verified
with Spice simulation. This architecture is a promising candidate for the prospective
high-speed multi-Gb-scale NAND flash memories.
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CHAPTER 7
DISCUSSION AND CONCLUSION

7.1 Discussion on future program speed trend

This section describes the future program speed trend for the 3V multi-level cell, the
low-voltage multi-level cell and the 3V single-level, that is, how the program speed will
improve by utilizing the proposed technologies discussed in Chapter 3, 4, 5 and 6.

A. 3V mutlti-level cell

Fig.7.1(a) describes the future program speed trend of the 3V multi-level cell. First, the
multi-page cell technology [1], [2] described in Chapter 3 made it possible to improve the
program speed by 130% and realized the 1MB/sec 3V multi-level cell. By using this
technology, the world first 3V multi-level NAND flash memory with 0.16um CMOS double
metal technologies was commercialized in 2001 [3]. All 3V multi-level cell products such
as 0.16um 1Gbit [3], 0.13um 2Gbit [4], 90nm 4Gbit [5], [6] and 70nm 8Gbit [7] products
adopt this multipage cell technology.

Next, in the near future, the program speed of the 3V multi-level cell will be improved by
using the low noise technology [8], [9] described in Chapter 5. By adopting a new array
architecture, a double-level Vth select-gate array architecture, both a source-line noise as
well as the inter bit-line capacitive coupling noise are eliminated. As a result, the program
speed will improve by 77% and a very fast 10MB/sec 3V multi-level cell products will be
realized with this new architecture as shown in Fig.7.1(a), fulfilling the speed target of the 3V
multi-level cell.

B. Low-voltage multi-level cell

Fig.7.1(b) describes the program speed trend of the low-voltage multi-level cell. Like the
3V multi-level cell, the multipage cell technology described in Chapter 3 is essential to
realize the low-voltage multi-level cell. In addition, the low load capacitance technology
[10], [11] is necessary to actualize the low-voltage multi-level cell products. By means of
the low load capacitance technology shown in Chapter 4, the program speed is improved by
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70%. Moreover, a small energy dissipation and a low cost are achieved at the same time.
Finally, the low noise technology shown in Chapter 5 will be adopted to further accelerate
the performance of the low voltage multi-level cell. By adopting a new sensing scheme,
Vcc bit-line sensing scheme [12], [13], the program speed will improve by 57% and a fast
programming SMB/sec low voltage multi-level cell will be realized, achieving the speed
target of the low voltage multi-level cell.

C. 3V single-level cell

A dual page programming scheme [14], [15] described in Chapter 6 will be implemented
in the 3V single-level cell. A very high program throughput will be realized without circuit
area overhead. By using this new architecture, an extremely high-speed 30MB/sec
single-level NAND flash memory can be realized, fulfilling the speed target of the 3V
multi-level cell.
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Fig.7.1 Future program speed trend.
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7.2 Conclusion

Circuit design techniques of the NAND flash memory for the high-speed programming

have been discussed. The programming mechanism are analyzed and moreover based
on the analysis novel circuit techniques are proposed to realize a high-speed programming

NAND flash memories.

In this chapter, the achievements of this research are summarized. Table 7.1

summarizes the figure of merits of the new circuits described in each chapter. The

followings are investigated in this research.

1)

2)

Basic principles of the program operation are developed. Furthermore, an analytical
framework of the program throughput is proposed. The program speed is expressed
as a function of key parameters, such as the simultaneously written states, the program
pulse width, the verify read time, the circuit noise and the page size. By using the
framework, the problems, the guidelines and the solutions for the high-speed design
are developed. In the case of 3V multi-level cell, the key guidelines are (1) to reduce
simultaneously written states, Nstate as well as (2) to reduce program cycles, Npulse
by decreasing the circuit noise, AVnoise. As for the low-voltage multi-level cell,
guidelines are (1) to reduce simultaneously written states, Nstate, (2) to reduce
program cycles, Npulse by decreasing the circuit noise, AVnoise and (3) to reduce the
program pulse width by decreasing the core load capacitance. Finally, the guideline of
the 3V single-level cell is to (1) to reduce the area overhead caused by the page size
increase.

To improve the performance of the 3V multi-level cell as well as the low voltage
multi-level cell, a multi-page cell technology is proposed. This technology allows for
both the precise control of the threshold voltage of a memory cell and fast programming
without area penalty. The program speed of the 3V and low voltage multi-level cell is

Chapter Methodology Category

Speed

. Verification method Commercial products
improvement

e e I el g

Load capacitance reduction technology LV MLC 70% 0.25um product 0.25um products

Double-level Vth select gate

3 3VMLC 7% 0.25um product
array architecture

Low noise technology

Vcc bit-line sensing scheme LVMLC 57% 0.7um test chip 0.16um. 0.43um, 90nm and 70nm

Parallel write technology 3VsSLC 73% simulation -

Table 7.1 Figure of merits of the proposed circuits.
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3)

4)

accelerated by 130%. A fast programming of more than 1MB/sec multi-level cell is
realized with 0.16um CMOS double metal technology. Due to this novel technology,
the program speed of the multi-level cell becomes higher than 1MB/sec and
consequently enabled us to commercialize first multi-level 1Gbit products. The
multipage cell technology is used in all multi-level cell NAND flash memory products
such as 0.16um 1Gbit, 0.13um 2Gbit, 90nm 4Gbit and 70nm 8Gbit products. In
addition to the program speed improvement, the random read access time becomes
half because only one or two cycles are required during the read. Moreover, a higher
reliability with four orders of magnitudes less error rate is secure with this new
architecture.

A low load capacitance technology is proposed for the low voltage multi-level cell. The
proposed architecture shows excellent program disturb characteristics irrespective of
the supply voltage. The program speed of the low-voltage multi-level cell is improved
by 70%. In addition, small energy dissipation and low cost are achieved at the same
time. The proposed scheme is verified with commercial 0.25um 256Mbit NAND flash
memory [16].

The effect of the array noise such as an inter bit-line capacitive coupling noise and the
source-line noise on the performance are analyzed. Moreover, two low noise
technologies are proposed.  First, a double-level Vth select gate array architecture is
proposed for the 3V multi-level cell. The circuit noise is eliminated and as a result, the
program speed of the 3V muilti-level cell is improved by 77%. This architecture also
minimizes the chip area and therefore is best suitable for the 3V multi-level cell. The
proposed cell array is verified with 0.7um NAND flash memory. Second, the Vcec
bit-line shield sensing method is proposed for the low-voltage multi-level cell. Again,
the circuit noise is suppressed and the program speed is improved by 57%. The new
sensing method is verified with 0.25um 256Mbit NAND flash memory. This technology
is used in the erase verify operation in 0.25um 256Mbit, 0.16um 1Gbit, 0.13um 2Gbit,
90nm 4Gbit and 70nm 8Gbit products. By using the low noise technology, fast
programming 10MB/sec 3V multi-level cell or 5MB/sec low-voltage multi-level cell can
be realized.
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Market Product P erformance | Program Chapter Circuit technologies
improvement speed
3 Multipage cell technology
Mass market 3VMLC 307% 10MB/s
5 Low noise technology
3 Multipage cell technology
Mobile market | LV MLC 514% 5MB/s 4 Low load capacitance
technology
5 Low noise technology
High-end market | 3V SLC 73% 30MBI/s 6 Parallel write technology

Table 7.2 Summary of the research

5) A new programming scheme, a dual page programming scheme, is proposed for the 3V
single-level cell. The new scheme drastically increases the program throughput
without circuit area overhead. By using a bit-line as a dynamic latch, the page size
can be doubled without increasing the page buffers. The charge leakage from and the
capacitive coupling noise to the dynamic latch is negligibly small. By using this new
architecture, an extremely high-speed 30MB/sec single-level NAND flash memory can
be realized.

6) Finally, the future program speed trend for the 3V multi-level cell, the low-voltage
multi-level cell and the 3V single-level are presented. By utilizing the circuit
techniqgues mentioned above, the 10MB/sec 3V multi-level cell, the 5MB/sec low
voltage multi-level cell and the 30MB/sec 3V single-level cell will be realized in the near
future.

Table 7.2 summarizes the result of this research. The program speed of the 3V
multi-level cell, low voltage multi-level cell and 3V single-level cell are all fulfilled with this
research. The program speed of the 3V multi-level cell has been improved by 307%. As
a result, the world’s first 1MB/sec was realized and the world’s first multi-level NAND flash
memory was commercialized in 2001. Moreover, 10MB/sec 3V multi-level cell is realized,
which makes it possible to store HDTV movies or to store a music or movie data as fast as
FTTH. The programming of the low voltage multi-level cell has been accelerated by 514%
and 5MB/sec low voitage multi-level cell has been realized, which enables us to take or
download DVD movies with mobile phones. Finally, as for the 3V single-level cell, the
program speed is improved by 73%. A very fast programming higher than 30MB/sec will
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be realized, which makes it possible for digital still cameras to continuously take very
high-resolved pictures with more than 10M pixels.

7.3 Perspective

This section describes prospective technologies which have not been studied in this
research and instead should be studied in the future to further increase the program speed.

Table 7.2 summarizes the prospective technologies.

A. 3V multi-level cell

1)

To further increase the memory capacity, multi-level cell technologies with more than

2bit/cell will

be developed in the future.

In case of more than 2bit/cell, reducing

simultaneously written states, Nstate is the most effective way to accelerate the

program speed. Therefore, it is recommended to develop a multipage cell technology

for more than 2bit/cell to increase the program speed as well as increase the capacity.

2) Decreasing the program pulse width, Tpulse is effective to decrease the programming
time. One way to decrease the program pulse is to decrease the word-line ramp up
time by introducing hierarchical row decoder. By making half the word-line length, the

Product Market High speed circuit techniques Methodology
Reduce simultaneously written states, Nstate Muitipage cell technology for more than 2bit/cell MLC
Decrease program pulse width, Tpulse Hierarchical row decoder w.o. area penalty
. " Low bit-line swing sensing [17-20]
Decrease verify read time, Tvfy Hierarchical row decoder w.o. area penalty
3v MmLC Mass market s -
Increase Vth distribution width, /Vth, More efficient ECC [21], [22]
which makes worse the cell reliability i
Increase e size Parallel write technology
pag Power reduction of core circuits
. Hierarchical row decoder w.o. area penalty
Decrease program pulse width, Tpulse Efficient charge pump circuit [23-25]
N . Low bit-line swing sensing [17-20]
X Decrease verify read time, Tvfy Hierarchical row decoder w.0. area penalty
LVMLC| Mobile market ——— n
Increase Vth distribution width, /IVth, More efficient ECC [21], [22]
which makes worse the cell reliability i
Increase page size Parallel write technology
pag Power reduction of core circuits
Decrease program pulse width, Tpulse Hierarchical row decoder w.o. area penalty
. . Low bit-line swing sensing [17-20]
Decrease verify read time, Tvfy n -
3V SLC | High-end market Hierarchical row decoder w.o. area penalty

Increase page size

Power reduction of core circuits

Accelerate data loading

Pipelining of data loading and programming [4], [26]

High speed interface

Table 7.2 Prospective high-speed circuit techniques beyond this research.
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ramp up time of the word-line can be one quarter. Just increasing the number of row
decoders drastically increases the chip size. Consequently, new hierarchical row
decoder architecture is required.

3) Decreasing the verify read time, Tvfy can also effectively reduce the programming time.
New low bit-line swing sensing which accelerates the bit-line discharge through the
memory cell or new hierarchical row decoder which decreases the bit-line ramp up time
is required.

4) If we can improve the cell reliability by implementing a more efficient ECC, we can
increase the Vth distribution width, AVth, which makes worse the cell reliability. As a
result, AVpgm can be increased, which decreases the number of program puises,
Npulse.

5) The program performance of the multi-level cell can be further improved by introducing
the page size with the parallel write technology described in Chapter 6. If the page
size increases the power consumption in the page buffer drastically increases.
Therefore, a low power technique of the core circuit is required.

B. Low voltage multi-level cell

In addition to the items described in the 3V multi-level cell, a higher efficient charge pump
circuit is very effective in decreasing the programming time because at low Vcc, the ramp up
time of the charge pump increases the programming time.

C. 3V multi-level cell

In addition to introducing a hierarchical row decoder, decreasing the bit-line swing during
the sensing discussed above, reducing the power consumption of the core circuits,
accelerating the data loading is required. This is because as the page size increases, the
data loading occupies more time during the total programming time. To accelerate the
data loading, pipelining of data loading and programming or a high speed interface are
recommended.

Finally, Table 7.3 summarizes the capacity trend of various mobile mass storage devices
[27]. In case of the NAND flash memory, in the year of 2010, 64Gbit NAND flash memory
will be realized with 30nm lithography technologies. By using SiP (System in package)
technologies, eight NAND flash chip will be stacked in one package. With SiP technology,
in 2010, 64GByte NAND flash memory can be realized, which will be comparable with
mobile 1inch HDD in terms of the capacity. Other nonvolatile semiconductor memories
such as MRAM, FeRAM and PRAM cannot compete with the NAND flash memory in the file
memory market because as shown in Table 7.3 the capacity of other semiconductor
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memories is one-tenth of the NAND flash memories. These semiconductor memories
have a merit of fast random access. Therefore, they will be used as RAM and will replace
DRAM. As for the optical disk, although it has an advantage of a higher capacity over the
NAND flash memory, it has many disadvantages such as large size, large power
consumption and therefore will not be used in mobile equipments. In summary, in the year
2010, the most promising storage devices are the NAND flash memory and HDD. As
mentioned above, since the capacity of the NAND flash memory become comparable with
HDD, the NAND flash memory will be used in more mobile electronic devices because
NAND flash memory has many advantages such as small size, thin thickness, low power
consumption, low supply voltage operation and high reliability compared with HDD.
Therefore, research on the program speed improvement of the NAND flash memory will
become much more important.

— Application

File
64Gb (4LC)
Semiconductor RAM
memory

| RAM

Mobile HDD 1 Fite

: Random access time : 12ms 10GByte 20GByte
Optical disk | | Fite

9GByte 30GByte

| : , 30GBy 200GByte . 500GByte
Random access timg : 100ms 3 : : 3 :

20001 2 3 4 5 6 7 8 9 10 11 12 Year

Table 7.3 Future capacity trend of mobile mass storage devices [27].
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