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Abstract

Global simulation of the formation of auroral atcs has been performed
for a three~dimensional coupling system between the ionosphere and the
magnetosphere. First, a realistic model of the auroral oval, incorporat-
ing with two pairs of the large-scale stationary Birkeland currents, the
electric potential difference over the polar cap, and the day-night
asymmetry of the electron density distribution, is constructed as an
initial state. Second, dynamic evolution of auroral arcs in the oval is
simulated under reasonable ionospheric and magnetospheric conditions, by
soiving a system of coupling equations including a positive feedback
effect from the magnetosphere to the ionosphere. It is found that multiple
auroral arcs with their fully developed form appear in the dark sector
of the auroral oval, more preferentially in the evening sector, within
a time scale of the order of a few to several minutes. The fully developed
auroras consist of multiple arcs, each having a shape elongating parallel
to the east-west direction, a couple of thousands kilometers insits
length, and. 10 to,40 km in width. A pair of small-scale
Birkeland currents, one is upward directing and the other downward, de-
velops associated with each arc. Their intensity reaches to 10 to 200
uA/m2 at the 110 km height. Intense precipitation of auroral electrons
induces a strong enhancement of the ionospheric electron density (2 x

llm—3 ~ 1012m—3) and the associated electrojet intensity reaches

10
to 5 to 20 KkA. Each pronounced density enhancement (auroral arc) is
strongly polarized by the background north-south current so that the

electric field inside the arc is reduced considerably compared with its

stationary value. The potential difference in each arc due to the above



polarization process attains to several hundreds to a few kilo-

volts. The overall structure of the developed auroras is found to be
dependent largely upon the global distribution of thé electron density,
the stationary large-scale Birkeland currents and the associated electric
field intensity in the auroral oval: Auroral arcs appear only in the
night sector but not in the day sector owing to the large recombination
loss  in the sunlit hemisphere. They appear predominantly in the
region of the large-scale upward Birkeland current, where the situation
is more favorable in growing a perturbation to a large intensity.
Important roles of the magnetospheric response to the potential perturba-
tion in the ionosphere in the formation process of auroral arcs are also
clarified. For instance, the shorter the bounce time of the Alfvén wave
propagating parallel to a field line, the narrower the width of the arc;
this is a fact demonstrating clearly that the ionospheric perturba-
tion, which is nearly resonant with the Alfvén oscillations in the mag-
netosphere, can grow into auroral arcs in the coupling system. Both
qualitative and quantitative results of the numerical simulation are in
good agreement with several observational results of the quiet auroral

arcs and electric fields in the vicinity of auroral arcs.



I. GENERAL INTRODUCTION

Our knowledge of the global characteristics of the auroral region
ionosphere and the local characteristics of auroral arcs has progressed
very much in recent years. The large-scale Birkeland currents have
been found to be concentrated in two neighboring principal zones surround-
ing the geomagnetic pole, which almost coincide with the location of the
auroral oval [Armstrong and Zmuda, 1970; Iijima and Potemra, 1976 a].
Ionospheric conductivities and currents in the auroral region
were investigated by Brekke et al. [1974]. They have shown that the
ragio of ZH to Xp is almost 2 in the quiet period,
Electric field measurement in auroral and polar latitudes by Banks et al.
[1973] has shown that the electric fields are predominantly northward
in the evening and afternoon sectors and are southward in the morning and
prenoon sectors. Horwitz et al. [1978] have recently made an extensive study
of the latitudinal distributions of the convection electric field, the
Hall and Pedersen conductivities and the horizontal current for the range
of invariant latitudes 63° - 68°. Their results show the existence of strong
electric fields with amplitudes of 50 - 100 mV/m, which are typically
northward in the afternoon-evening sector and southward in the morning
sector ,in agreement with the result of Banks et al. [1973].

Local characteristics of quiet auroral arcs and the relationship
among the macroscopic quantities associated with quiet auroral arcs have
also been clarified by a number of rocket experiments of the Rice university
group [Cloutier et al., 1973; Park and Cloutier, 1971; Casserly and

Cloutier, 1975; Sesiano and Cloutier, 1976]. Their experiments have

revealed that small-scale,field~aligned currents with an intensity of



the order of 10 uA/m2 are associated with quiet auroral arcs and strong
enhancement of auroral electrojets of either westward or eastward direction appears
in coincidence with the arcs. Electric fields in the vicinity of auroral
arcs have been measured by Aggson [1969], Wescott et al. [1969], and
Maynard et al. [1973]. They have shown that electric fields are large just outside
of the auroral arcs, whereas those within the arcs are very small.

The principal purpose of the present thesis is to carry out a nu-
merical simulation of global formation of quiet auroral arcs with a view
to understanding the interrelationshipamong the above mentioned observational
facts: First, a realistic background model of the quiet auroral oval is
coﬁstructed on the basis of the related o . observational re-
sults. This model of the auroral oval includes two pairs of large-scale
Birkeland currents, large-scale polar cap electric fields, and a day-night
asymmetry of the electron density distribution. Next, a numerical simulation is
performed under the reasonable ionospheric and magnetospheric conditions in order
to clarify the dynamic process of the quiet arc formation as a result of the
ionosphere-magnetosphere coupling via Alfvén wave. The interrelationship
among the- electric fields, electrojets, and field-aligned currents, etc,
associated with the quiet . arcs will be self-consistently interpreted by
the present numerical simulation.

Previous theory underlying the present work is the feedback theory
of auroral arcs, some prototypes of which were previously discussed
[Sato and Holzer, 1973; Holzer and Sato, 1973; Ogawa and Sato, 1971;
Atkinson, 1970]. All of these works have shown that the ionosphere
plays a leading role in the formation of quiet auroral arcs. Quite re-
cently, Sato [1978] has shown that the feedback theory can explain very

well many of the important characteristics of quiet auroral arcs.
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In chapter II of this thesis, extensive observational results asso-
ciated with quiet auroral arcs are reviewed. In chapter III, a brief summary on the
theory of quiet auroral arcs is given, together witﬁ the mechanism of
field-aligned acceleration of auroral electrons (I1I-2). The feedback
mechanism is applied to a realistic three-dimensionally coupled ionosphere-
magnetosphere system in chapter IV: First, a differential equation, which
describes the three-dimensional hydromagnetic coupling relation between the-
ionosphere and magnetosphere in terms of the magnetic field line length (22)
and the Alfven speed (VA), is derived in IV-2 from the ideal
MHD equations, - S Second, a numerical model of the quiet-
tiﬁe auroral oval is introduced in IV-3. Third, numerical simulations
under several ionospheric and magnetospheric conditions are performed in
IV-4. Numerical results are discussed in comparison with the observational
results in V-1 and global distribution of quiet auroral arcs is physically inter-
preted in V-2. Summary and conclusion are given in Chapter VI. In Appendix
A the dispersion relation of the feedback instability is discussed in:detail
and the. energy source of. the instability is clarified. Details of the
impqrtant numerical procedure in the present simulation are given in

Appendices B and C.



II. A REVIEW OF OBSERVATIONAL RESULTS ASSOCIATED WITH QUIET AURORAL ARCS

Important observational results associated with' the quiet auroral arcs
are reviewed in this chapter. They are important in constructing numerical
models and interpreting numerical results given in chapter IV. Quiet auroral
arcs [Cloutier et al, 1970; Vondrak et al., 1971] are stable auroral arcs
which appear in quiet period without any substorm activity and they
extend in the east-west direction with a typical length of a few thousand
kiloﬁeters. They are a few tens of kilometers in width and are
associated ' . with a pair of intense small-scale upward and downward
field-aligned currents [Cloutier et al., 1973; Park and Cloutier, 1971;
Casserly and Cloutier, 1975; Sesiano and Cloutier, 1976].

Let us briefly discuss the relationship of quiet auroral arcs to
other auroral forms. Visible auroral arcs are conventionally
classified into several types [Akasofu, 1977; Oguti, 1978; Davis, 1978].

The most common classification is based on whether aurora is discrete or diffuse.
According to Akasofu [1977], a discrete aurora is a curtain-like structure
and appears as a single arc or is separated from other arcs by a dark
space of a few tens of kilometers in width. A diffuse aurora, on
the other hand, is defined as either a broad band of luminosity at least
several tens of kilometers in width or a group of discrete aurora which
are closely packed along a rather narrow east-west belt. One important
aspect of the diffuse aurora is that it is nearly conjugate. According

to this classification, it appears plausible to identify the quiet auroral
arcs observed by the Rice university group as individual discrete auroral
arcs forming a diffuse aurora. A groupiof faint discrete auroral forms
occurring on the equatorward side of the discrete aurora in the evening

sector [Oguti, 1978] might possibly correspond to the quiet auroral arcs.
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Important characteristics of the auroral oval and quiet auroral arcs
are reviewed in II-1. ' The background structure of the auroral oval,
which is important in constructing numerical models and in interpretation
of numerical results, is reviewed in II-2. 1II-3 and II-4 consist of the summary on

important observational results associated with quiet auroral arcs.

II-1. Auroral oval and quiet auroral arcs

It is well known that auroral arcs appear predominantly in a
latitudinally confined region around the magnetic pole, the so-called auroral
ovgl. Feldstein [1966] has defined the auroral zone as a region where
the frequency of auroral appearances exceeds 60%. His observation has
shown that the auroral zone has the following characteristics: It has
an oval shaped form surrounding the geomagnetic pole. It is located at
geomagnetic latitude of 67° - 72° in nighttime and of 77° - 80° in daytime
for Kp = 0 - 1 (the left panel of Figure 1). It expands to a substantial
degree in a latitudinal range on disturbed days (Kp > 5).

Of particular importance associated with the appearance of auroral
arcs in the auroral oval is the existence of large-scale field-aligned
currents [Armstrong and Zmuda, 1970;

Iijima and Potemra, 1976 a; Iijima and Potemra, 1976b]. Armstrong et al.
[1975] have found that all the visual auroral arcs lie within the latitudinal
range occupied by the Birkeland current flow. Kamide and Akasofu [1976]

have analyzed a large amount of satellite magnetic data in the evening
sector. They have shown that while discrete auroral arcs are confined

within the region of the upward field-aligned current, the region of

diffuse auroras, located equatorward of’the discrete auroras, appears to

coincide with the region of the downward field-aligned current.



Stable quiet auroral arcs which appear in quiet times without any
substorm activity are likely to have a different formation mechanism
from that of breakup and postbreakup arcs. Lassen and Danielsen [1978]
have shown that quiet time auroral arcs are ordered along the statistical
auroral oval and arc patterns in the + oval are most prominent when Bz
is negative. Belon et al. [1969] investigated spatial and temporal
conjugacy of quiet auroral arcs at high latitudes near magnetic midnight.
The magnetic activity was very low throughout the period of their experiment,
however, auroras were observed between dp latitudes 66° and 71°. On the
basis of the high degree of auroral conjugacy they have concluded as
féllows: The geomagnetic field lines are closed, stable, and relatively
undistorted up to dp latitude 71° during magnetically very quiet periods.
The field lines control strongly precipitation of auroral particles at
all dp latitudes, where auroras are observed (dp latitudes 65° to 71°).
This experimental result may indicate that quiet auroral arcs are caused
by a mechanism operating symmetrically in both hemispheres with the

stable closed field lines.’

I1I-2. Large-scale electric fields and currents in the auroral region ionosphere

Large-scale field-aligned currents and electric fields in the auroral

region ionosphere

A considerable progress has thus far been made experimentally in
clarifying the global distribution of field-aligned currents and electric
fields in the auroral region ionoshere. A result of the observation of
the high latitude field-aligned current distribution by Iijima and
Potemra [1976 a, 1976 b] is shown in the right panel of Figure 1. Large-
scale upward and downward field-aligned current pairs are seen to be
concentrated in two neighboring principal zones

which almost coincide with the location of the auroral oval (see the left panel
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of Figure 1). Of primary importance in this figure is that the field-aligned
current directions on the dusk side are opposite to those on

the dawn side. The region 1 (poleward region) current
pairs persist even during the period of very low geaﬁagnetic activity
with a value of current density >O.6uA/m2 for Kp = 0. They attain the

the maximum current density of 2uA/m2 in the forenoon sector during
moderately disturbed conditions (2- < Kp < 4+), 1In region 2 (equatorward
region) the largest current density occurs in the night side with
a peak value of 1 - 1.3uA/m2 for 2- < Kp < 4+. The currents in region 1
are statistically larger in density than the currents in region 2 at all
1opal times except the midnight sector. From the continuity of
electric current, it is expected that the poleward and equatorward current
sheets are partially short-circuited in the auroral region ionosphere

via latitudinal Pedersen currents [Armstrong and Zmuda, 1970}. Observa-
tional result by Horwitz et al. [1978] agrees with this simple view.

That is, latitudinal currents in the auroral region ionosphere are flowing
in such a direction as to connect the two -

field-aligned current sheets, i.e., northward on the dusk side and
southward on the dawn side.

Regardless of geomagnetic activities, the direction of the electric fields
in the ionosphere is predominantly northward in the afternoon-evening sector, while
it is southward in the morning sector [Mozer, 1971; Heppner, 1972; Banks
et al., 1974; Mozer and Lucht, 1974; Horwitz et al., 1978]. Banks et al.
[1973] have shown that the westward electric field is generally much
smaller than the north-south component in the auroral zone. Furthermore,
they have shown that the north-south component of the electric field is
often larger by a factor of 3 to 10 thag the east-west component. According

to Mozer and Lucht [1974] the large-scale north-south electric field



component at the auroral latitude is typically a factor of about 3 larger
than the westward component. The southward component intensity changes from
about +30 mV/m at the dawn to -30mV/m at the dusk. These results are

in agreement with observational results by Horwitz et al. [1978]. Three
panels in Figure 2 show observational results of electric field
distributions at the auroral latitude 63° - 68° for three moderately
disturbed days. It is shown in this figure that strong electric fields

in the range 50 - 100 mV/m are typically directed northward in the afternoon-
evening sector and southward in the morning sector. Comparison of these
panels with the right panel of Figure 1 suggests that substantial parts
of’region 1 and region 2 large-scale field-aligned current sheets are

closed by the Pedersen currents due to the north-south component of large-
scale electric fields.

Now let us turn our attention to the east-west component of the
electric field in the ionosphere. Heppner [1977] derived an empirical
relationship between the Kp index and the total potential difference
across the polar cap AV as AV = 20 kV + Kp x 20 kV. Mozer and Lucht
[1974] have shown that the east-west component of the electric field at
the auroral latitude directs westward in the night sector and eastward
in the day sector and their intensity is usually below 10 mV/m in the
quiet period. According to Mozer [1971] the westward electric field is
intensified prior to the substorm onset near local midnight. Banks et al, [1974]
have shown that a westward electric field in magnitude from -10 to +35
mV/m exists during a period of magnetic disturbance in the midnight sector.

Figure 3 is a diagram summarizing the basic structure of large-scale |
electric fields at the auroral 1atitude,and their spatial relationship with

the large-scale field-aligned currents,



Horizontal current distribution in the auroral region ionosphere

Three panels in Figure 4 show large-scale horizontal current distribu-
tion at the auroral latitude [Horwitz et al, 1978] for the same three
disturbed days as shown in Figure 2. Local midnight is located near at
1100 UT in these panels. As is required from the direction of the electric
field in Figure 2, east-west currents, major part of which are Hall currents
driven by the large north-south electric field, are eastward on the dusk
side and westward on the dawn side. Their intensity is typically 1 A/m.
Furthermore, these panels show that the latitudinal currents direct
northward on the duskside and southward on the dawnside. Substantial
pérts of these latitudinal currents can be ascribed to Pedersen currents
driven by the north-south electric fields shown in Figure 2 by the following
reason: First, a ratio of g

H
in all local times [Brekke et al., 1974]. Second , the north-south

to Zp is about equal to 2 for quiet periods

electric field component is usually several times larger than the east-
west component. It should be emphasized, however, that an important
effect arises from the presence of the westward electric field in the
night sector of the auroral oval. That is, since the westward electric
field drives a northward Hall current in the night sector, the total
northward current (Pedersen plus Hall current) increases on the evening
to midnight sector but the total southward current decreases on the
midnight to morning sector. Indeed, such a tendency is recognized in
Figure 4. This dawn-dusk asymmetry of the north-south current may have
an important influence upon the global distribution of quiet auroral arcs.
Global distribution of height integrated Hall and Pedersen conductivities,
which controls significantly the horizontal current distribution in the
auroral region ionosphere, has been studied in detail by Brekke et al.

[1974]. The upper panel of Figure 5 shows that Hall and Pedersen conductivities
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change as much as several to ten times between the day and the night
in quiet days; this change is due to a daily variation by solar EUV
radiation. A remarkable result shown in the lower ﬁanel is that a ratio
between the height integrated Hall and Pedersen conductivities is fairly

constant and close to 2 for all local times during quiet days.

1I-3. Perturbation electric fields associated with auroral arcs

The large-scale electric fields and currents are locally modified
strongly by the intense precipitation of auroral electrons causing a
strong enhancement of conductivities inside auroral arcs. As we have
seen in the previous subsection, the ambient large-scale electric field
can take a different configuration in the auroral region ionosphere;
although the north-south electric fields are usually predominant,
the westward electric field is intensified at the midnight sector’in
periods prior to substorm onsets [Mozer, 1971] or in magnetic disturbance
[Banks et al., 1974]. The relative orientation between the auroral arc
and the background electric field is important in determining a magnitude
of polarization electric field inside the auroral arc [Bostram, 1964;
Beaujardiere 1977].

It is an important. test for any model to explain apparently contradictory
experimental results concerning the relationship between the electric field
and the auroral arc as shown in the following:

By using double probes Aggson [1969] has found that the electric
field intensity decreases considerably inside auroral arcs. Wescott et
al. [1969] have observed electric fields in the vicinity of stable auroral
forms. They have shown that while electric field is large near an

auroral arc, the field within the auroral arc is very low. It should

te noted that in the period of their experiment the background large-scale
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electric field was mainly in southward and its intensity, calculated
from the cloud motion, was 10 - 30 mV/m. Maynard et al. (1973) have
found that electric field becomes small in the regi;n of large electron
fluxes (4.7 keV). These experimental results may indicate that the
electric field is reduced considerably from the background value inside
the auroral arc. However, a number of experimental evidences do not
indicate such a substantial decrease in electric field inside auroral
arcs or even show a slight increase in them inside auroral arcs [Mozer
and Fahleson, 1970; Carlson and Kelley, 1977]. One example is an experi-
ment by Carlson and Kelly [1977]. They have shown that the electric field
is large inside the visible arc (an active auroral arc during the late
expansion phase of a substorm), correlated with thé electron fluxes, and
has a large equatorward component.
IT1-4. Particle precipitation, field-aligned currents and electrojets

associated with quiet auroral arcs

Rice University group has made an extensive observation of Birkeland
currents and electrojets‘associated with quiet auroral arcs [Cloutier
et al., 1973; Park and Cloutier, 1971; Casserly and Cloutier, 1975;
Sesiano and Cloutier, 1976]. Table 1 summarizes important observational
results of their rocket-borne experiments for three different days. These
results agree in that a pair of upward and downward field-aligned currents
develop coincident with a visual arc, field-aligned current density
associated with an arc system is a few to several tens uA/m2 and intensity
of auroral electrojets is several to a few tens of kA. The only important
difference in Table 1 is the differencg of electrojet direction between
the experiment of Park and Cloutier [1971] and the other two experiments.
This difference, however, is probably ascribable to the difference in the

direction of the background electric field.
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It is generally accepted that electrons with energy from 0.1 to 10
keV are most responsible for auroral forms in visible and near-infrared
wavelengths that constitute a major part of the aur;ral morphology [Rees,
1969; Paulikas, 1971]. The flux of charged particles above a quiet
auroral arcs was found to be primarily electrons in the energy range
2 - 18 keV [Vondrak et al., 1971]. A characteristic feature of the
auroral electron spectrum associated with the discrete auroral form is
the existence of monoenergetic peaks in its spectrum [Evans, 1968;
Westerlund, 1969, Pazich and Anderson, 1975; Arnoldy et al., 1974].

Pazich and Anderson [1975] have shown that energy spectra of the electron
flux measured by rocket-passage over - visible aurora always exhibit a
peak within the measured energy range; this peak is located in the energy
range from ~3 to V10 keV and the electron flux in regions of maximum flux
ténds to be the most field-aligned in the energy interval showing the
highest intensity. Arnoldy et al. [1974] have shown that field-aligned
peaks of electron energy spectrum in the various rocket flights are observed
to occur in the range from 0.5 to about 5 keV. According to them these
field-aligned electrons are very monoenergetic with full width at half
maximum less than 1 keV. From the high degree of field alignment and

the monoenergetic character, they have concluded that these events can be
attributed to relatively cool plasma falling through an electric potential
difference at altitudes not too far from the rocket altitude. Although
energetic electrons are responsible fof the visible emission they may not
be principal carriers of field-aligned currents : Spiger and Anderson
{1975] have calculated the magnitude of the sheet current associated with
a quiet auroral arc from particle flux measurements in the range 0.5 -
20 keV. They have found that the magnitude is lower (by a factor of=x5)

than that calculated from the magnetometer measurements. Their conclusion
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based on this result is that the majority of the current is carried by

particles of energy < 500 eV.
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II1I. A REVIEW OF THE THEORY OF QUIET AURORAL ARCS

In this chanter we shall review in detail the theory of formation of
quiet auroral arcs [Sato, 1978; Sato and Holzer, 1973; Ogawa and Sato, 1971;
Atkinson, 1970], which is underlying the present thesis. Important mecha-
nisms of acceleration of auroral electrons are also reviewd briefly in §2,
since the numerical model in chapter IV is based on an important assump-
tion on the precipitation of auroral electrons. The physical picture
of the feedback mechanism important in understanding nurerical results in
chapter IV is clarified in §3. 1In 54 and §5 basic equations and stability

analysis are given.

III-1. A review of the theory of formation of quiet auroral arcs

Auroral arcs which appear in the quiet period are likely to have a
different formation mechanism from that of breakup and postbreakup arcs.
From a standpoint that the ionosphere-magnetosphere coupling plays an
important role in the formation of quiet auroral arcs, Atkinson [1970]
and Ogawa and Sato [1971] have proposed two different mechanisms of auroral
arc formation.

Atkinson [1970] has proposed that a nonlinear instability involved
in the ionosphere-magnetosphere coupled system, where the ionospheric
Pedersen current is closed by polarization current in the magnetosphere,
is responsible for a formation of auroral arcs. A serious difficulty in
this model, however, is an assumption that the ionospheric electric field
is perfectly mapped to the magnetosphere, i.e., the complete neglect of
the induction field (current).

The basic idea underlying the models of Sato and coworkers is as
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follows: If the upward field-aligned current (downward electron precipi-
tation) and the ionospheric potential perturbation are properly phased,
the lonospheric density enhancement is accelerated tg grow with time by
the precipitation of electrons flowing to neutralize the polarization charges
arising from :! the original density enhancement and the unperturbed dc
electric field. Ogawa and Sato [1971] have shown that a feedback loop, in
which the Pedersen current is closed by the induction current flowing
along the field line is unstable by the mechanism mentioned above. However,
there was some difficulty in assumptions in their model. One assumption
is that they have invoked a very low-frequency plasma instability to
generate an ionization irregularity. Second , the phase lag befween the
electron precipitation and the ionospheric potential perturbation was
given a priori in their model. To overcome these difficulties Sato and
Holzer [1973] have proposed a model, in which one ionosphere is active
and the other is passive. The phase difference between the ionospheric
potential perturbation and the field-aligned current was determined by
taking into account the capacitance and the inductance of the magnetosphere.
By this proper choice of the phase difference, the model has successfully
shown that arcs could develop spontaneously from an initial small seed
without invoking any low-frequency plasma instability in the ionosphere.
One difficulty in this model, however, was that the growth rate of the
instability is not substantial in the electrojet layer height because of
the Pedersen resistivity in the conjugate ionosphere.

Quite recently, Sato [1978] has proposed a model, in which the
difficulty in Sato and Holzer's model is resolved by an assumption of
symmetrically conjugate ionospheres. He has numerically integrated basic

equations describing the feedback instability for a fixed value of the
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north-south unperturbed current and for two fixed magnetospheric impedances
(z = 4.12 iH/S, 1.24 iH/S). Important results obtained are as follows:

1. An auroral arc can develop within a few tens of éeconds from an

initial seed if hot electrons take part in the instability.

2. A pair of oppositely flowing field-alinged currents develops associated
with an arc. The upward component coincides with the density enhancement,
whereas the downward one comes on either the equatorward or the poleward
side, depending on the direction of the ambient horizontal current. The
intenisty of the field-aligned current can be as large as the observed
values, say 20 pA/mz, for reasonable parameters.

3. The electrojet current can grow to a few thousard amperes and the
induced potential associated with the arc can reach several hundred volts.
4, The induced electric field inside the arc is almost constant and

different from outside.
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ITI-2. Precipitation of auroral electrons

In previous section we have seen that the féedback instability can
drive a local field-aligned current in the ionosphere-magnetosphere coupled
system. However, another important step is required in applying the
feedback instability to the formation of quiet auroral arcs. That 1is,
precipitation of auroral electrons is necessary for the formation of
auroral arcs. Since this thesis does not persue the microscopic process
pertaining to acceleration of auroral electrons, a specific assumption
must be made to combine the feedback instability and the precipitation
of auroral electrons. In this section, therefore, we shall briefly
review several mechanisms, which have been proﬁosed to explain the
acceleration of auroral electrons causing discrete auroral forms.

There is considerable evidence which indicate that auroral
electrons are accelerated by parallel dc electric field in the region
not too far from the ionosphere,Mozer et al. {1977] have observed an
extremely large ( $ 500 mV/m) dc electric fields (both in parallel and
perpendicular direction)in spatially confined regions at altitudes below
8000 km in the auroral zone. These structures are found to be associated
with intense electrostatic waves.

Swift (1965) is the first to point out the importance of the current
driven instability at the topside ionosphere for acceleration of auroral
electrons. He has proposed that when the field-aligned current in the
auroral zone becomes intense enough to excite ion acoustic instability,
anomalous resistivity is generated and the potential difference main-

tained by the resistivity is responsible for the acceleration of
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auroral electrons. Kindel and Kennel [1971] have investigated in

detail the marginal stability condition of current-driven electrostatic
instabilities such as Buneman, ion acoustic and electrostatic ion cyclotron
instabilities for the parameters of the topside ionosphere. They have
shown that at the topside ionosphere where Te ~ Ti holds, thus the ion
acoustic instability being heavily damped by the ion Landau damping, the
electrostatic ion cyclotron wave is unstable to the smallest field-
aligned electron current. One of their result is shown in Figure 6.

In this figure the critical electron fluxes are plotted versus altitude

by solid lines for various current driven instabilities. The dashed
curves represent the variation of the current density with altitude

on the assumption that the field-aligned current flux is conserved along

a flux tube. It should be noted in this figure that current density
greatly exceeds the critical value wherever the electron density decreases
with height faster than the magnetic field; this place corresponds to the
topside ionosphere.

Several theoretical attempts have thus far been made to explain
physical mechanism to maintain the potential difference along the magnetic
field line. Papadopoulos [1978] has suggested that anomalous resistivity
driven by field-aligned electron current [Kindel and Kennel, 1971] leads
to a generation of run away electrons, which gain the energy comparable
to the parallel potential difference maintained by the anomalous resistivity.
Block [1972] has shown a possibility that auroral electrons are accelerated
by potential jump associated with a double layer. He has shown that a

stationary potential double layer can be determined self-consistently
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with a charge distribution along the field line. Swift [1975] has
found that there is a time-independent solution for the Vlasov-Poisson
equations, which describes one dimensional double layer oblique to
field lines. In this case, however, the double layer exists in the
distance the order of the ion Larmor radius owing to the polarization
drift of ions by the perpendicular electric field component. Further-
more, in order to explain the energy source of the double layer, Swift
[1977] has proposed that the energy of earthward streaming of plasma
sheet protons is fed into the double layer via the inverse cascade of
flute-mode ion cyclotron turbulence. That is, he has attributed the V-
shaped potential distribution to the large scale ExB eddy turbulence
excited by microscopic ion gyrational motion. Kan and Akasofu [1976]
have suggested that an earthward flow of plasma in a very thin layer
near the outer surface of the plasma sheet can not only generate the V-
shaped potential, but also drive a field-aligned current. They have
proposed that anomalous resistivity and/or double layer driven by the
field-aligned current is responsible for field-aligned energy spectrum
of the auroral electrons [Arnoldy et al, 1974]. Hasegawa [1976] has
shown that a shear Alfven wave resonantly excited by the large-scale
incompressible MHD surface wave is mode-converted to a kinetic Alfvén
wave. He has proposed that a MHD scale parallel potential difference
along an entire field line associated with the kinetic Alfven wave gives
rise to acceleration of auroral electromns.

In applying any mechanisms mentioned above to the acceleration of

auroral electrons, however, a key problem is whether such a time independent
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state (turbulent or laminar) can be realized as a time dependent problem
or not. Such a problem has recently been attacked successfully by
numerical simulations. Hubbard and Joyce [1979] have shown that a
Buneman instability in a current-carrying plasma develops into a double
layer in the time asymptotic state. Quite recently, Sato and Okuda
[1979] have shown by a particle simulation that a double layer is formed
from the ion acoustic instability. They have shown that anomalous
resistivity generated by the ion acoustic instability causes the buildup
of a dc potential which in turn accelerates electrons further to enhance
the original instability leading to the formation of double layers.

As we have seen above, a possible energy source for anomalous and/or
double layer at the topside ionosphere is an intense field-aligned
electron current. If such a field-aligned electron current is driven
by some macroscopic dynamics involved in the ionosphere-magnetosphere
coupled system, anomalous and/or double layer would be formed in the
topside ionosphere, the viability being demonstrated by above mentioned
particle simulation [Sato and Okuda, 1979]. As proposed by many authors,
the parallel dc potential maintained by the anomalous and/or double layer
would then accelerate electrons to the energy to cause visual auroral

forms.
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III-3. Physical Picture of the ionosphere-magnetosphere feedback instability

Physical picture of the ionosphere-magnetosphere feedback
instability responsible for quiet auroral arc formation is given in
this section.

The feedback mechanism is summarized in Figure 7. For comparison
with the numerical results given in Chapter IV, let the left side of the
figure correspond to the north and the magnetic field be downward. Given
a northward component of the large-scale horizontal current jIO which may
be the Pedersen current closing the large-scale Birkeland (field-aligned)
current or the Hall current driven by the large-scale westward electric
field, then a small density perturbation én in the ionosphere, no matter
how small and by whatever mechanism it may be produced, is naturally
accompanied by polarization charges; Positive charges accumulate in the
northern part of the density peak and negative charges accumulate in its
southern part as indicated by positive and negative signs, respectively,
in Figure 7. In the absence of field-aligned current, the density ir-
regularity moves with the electric (fo x go) drift velocity. Therefore,
let us take a reference system that moves with the zeroth-order electric
drift, namely, a system moving with the field lines. In the actual system,
electrons can freely move along the field lines to neutralize the iono-
spheric space charges that are primarily caused by the ion (Pedersen)
motions associated with the perturbation electric fields. Specifically,
electrons come down along the field lines toward the positive part of the
potential perturbation to neutralize the positive charges and go up from
the negative part denoted by the vertical dashed arrows in Figure 7. As
a result of this field-aligned motion of electrons and the horizontal

motion of ions in the ionosphere, a closed field-aligned current loop is
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set up as indicated by j”. Hence, the plasma density in the positive
part of the potential perturbation increases (convergence of the plasma)
but decreases in the negative part (divergence of thé plasma). These
motions cause an additional drift of the density perturbation Vph in the
direction of jIO' This spontaneous drift under the action of the induced
field-aligned current produces a new physical effect on the development
of the perturbation; since it moves relative to the geomagnetic field,
the potential perturbation can be considered as an ac generator in the
reference system fixed to the zeroth-order magnetic field. Thus, the
induced field-aligned current becomes a time-varying current. We must
therefore consider a temporal response of the magnetosphere to the iono-
spheric potential generator, namely, a magnetohydrodynamic ' response of
the magnetosphere.

Let the magnetospheric response be inductive as illustrated in the
middle portion of Figure 7. Then upward field-aligned current undergoes
a phase lag by w/2 behind the positive potential perturbation with respect
to the direction of on. This means that the position of the downward
flow of electrons coincides with the peak position of the demsity perturba-
tion and the position of the upward flow coincides with the valley of
the density perturbation. As a result of this positive feedback loop the
initial density perturbation grows with time. On the other hand, let the
magnetospheric response be capacitive. Then, upward field-aligned current
leads to the positive potential perturbation by n/2 in phase, so that
electrons flow into the valley of the density perturbation as shown in
the bottom of Figure 7. Thus the perturbation decays with time.

From the above physical considerafion, it is obvious that a necessary

condition for the feedback instability is that the magnetosphere responds
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to the ionospheric potential perturbation as an inductive load. Generally,
the magnetospheric plasma responds to the ionospheric electrostatic poten-
tial generator as an inductance or a capacitance depénding on the frequency
of the potential variation seen in the reference frame fixed to field

lines. In other words, the response of the magnetosphere depends on whether
the substantial closure current in the magnetosphere is induction current

or polarization current. It is therefore expected that an ionospheric
perturbation with a frequency, hence, with a latitudinal scale that auto-
matically meets the above requirement, grows spontaneously subject to the

ionosphere-mangetosphere feedback mechanism.
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ITI-4. Basic equations

As we have scen in the previous section, a precipitation of electrons
(field-aligned current) downward into the ionosphére is controlled by the polariza-
tion potential arising from the density perturbation and the unperturbed current
in the ionosphere. This means that the original density perturbation in
the ionosphere is affected by the effect (polarization potential) it
produces. In order to describe this closed feedback system, therefore,
the relationships among the ionospheric density perturbation, the iono-
spheric potential perturbation,and the field-aligned current at the iono-
spﬁeric height must be specified self-comsistently by coupled equations.

The coupled equations are formulated as follows [Sato, 1978; Atkinson,
1970].
The flow velocities of electrons (minus sign) and ions (positive

sign) in the E-layer height are given by
Vet —2 (3.1)

where go is the ambient magnetic field and E is the electric field;

th and upi are the Hall and Pedersen mobilities, respectively. 1In (3.1)

we have neglected effects of the neutral wind and diffusion.

Continuity equations of electrons and ions in the ionosphere are

o 2 ye_x+1 . 1 . 2 _ 2

st Vo (@¥") eh Jh " en Jc T ol® 0y ) (3.2)
L ty o s 2 _ 2
ot +7V, . (@aV) -p Jn ~ aln n ) (3.3)
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where 3; is the divergence operator in the plane perpendicular to the
magnetic field ﬁo, jh and jc are the current of precipitating auroral
electrons (jh < 0) and the current of field-aligned cold electrons,
respectively; n is the plasma density, since the plasma is quasi neutral
n = n+ =n in the low frequency range of our concern, ng is the ambient
plasma density, y is the ion pair production rate, o is the recpmbination

coefficient, and h is the effective height range of the ionospheric region

of interest. In (3.3) we have defined j“ > 0 for the downward current

and neglected ion contribution to the field-aligned current.

Substitution of (3.1) into (3.2) and (3.3) yields

- o -
30y T 2 T - )
o
2 2
=...L-_’-_l' _‘_;!'._.' — —_
i Pl a(n no) (3.4)
Ex3B
on +> 0 +>
5t + My vn - -—E;——-+ u_ Vo (ng)
o
. 2 2
= - g% iy, - a(n” - n_") (3.5)

>
In order to remove the term nV'ﬁ'arising from the charge separation

. + -
we multiply (3.4) and (3.5) by My and up , respectively, and add the

resulting equations to obtain

+ - -+ >
dn up uH + up LlH 3 Eox Bo
—_— + n ¢«  —————
at + - B

! + u (o}

P P

+
e e S (3.6)
“eh Jn T en " + +p " I n o '
P P
where j“ = j“- = jC + jh' In the ionospheric region of interest (100 - 150 km)
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we can well approximate

+ - -+
My My s 5 -1
++ — =HH=O
Yoo T ¥p
+
‘M
P -
T — z 1
p T ¥p
Thus (3.6) is further reduced to
Ex3B
on ] > Y 1 2 2
"_""’+ L] - —— - - L]
ot .__Ezu_ e eh h " eh h aln %o ) (3.7
o

This governs the time development of the ionospheric plasma density.
Next, from the quasi-neutrality condition the current continuity

equation at the ionospheric height becomes

J
[ =-;} (3.8)
where 3i = ne(V’+ - 7_) can be written from (3.1) as
X BxB,
= -neM ~———— + neM 3.9
.- + - 51 . -+ _
where MH Sug T Mg Fuy = BO and Mp My + Hp E Mg - If we sub

stitute the ionospheric electric field E, which is derived from the ele-

ctrostatic potential ¢ as

=V (3.10)

into (3.9), (3.8) becomes an elliptic partial differential equation to
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determine ¢.

In order to close the chain of the feedback, required is another
important relationship, which connects the induced potential $ to the

N

induced field-aligned current j" at 110 km height, where the tilde
denotes the time dependent component. To express this relationship
generally, we introduce a . magnetospheric impedance Z that determines
v o, ) . .
j once ¢ is determined in the ionosphere:

}“ = 27 1% (3.11)

where it should be remarked that Z generally includes differential and/or
integration operators with respect to t. A specific form of Z depends

naturally on the magnetohydrodynamic property of the magnetospheric plasma.
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ITI-5 Stability analysis

In this section we shall seek a linear unstable solution of (3.7) -
(3.11), which would eventually develop into an arclike solution[Sato, 1978].

We use a coordinate system, in which the positive x axis is directed
northward, the positive y axis toward the east, and the positive z axis
downward (parallel to the magnetic field). Assume that there are unper-
turbed electric fields Exo and Eyo in the rest frame of the neutral ionos-
phere. Then the field lines are convected in the x direction with the
electric drift, namely Eyo/Bo' We rewrite a closed set of governing
equations (3.7) - (3.11) in the reference frame moving with this electric
drift in the x direction. Assuming that the perturbation is uniform in
the y direction, i.e., 3/3y = 0, (3.7) - (3.11) becomes in this reference

frame

on . 1l . 2 2
e N~k FICCIC R ) (3.12)
RPN
—— — l
= = 1 (3.13)
- = I + —
i, Mpen(EXo EX) MHenEyo (3.14)
2
-1 9
Y g ¥ (3.15)
W 2
ox

where EX is the perturbation electric field associated with the density
perturbation. Since the effect of precipitation of hot electrons is to
accelerate an instability, it is sufficient for the stability analysis
to examine the case in which the field-aligned current is carried by

cold electrons. Therefore we put jh = 0 in (3.12). If we linearize
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(3.12) - (3.15) on the assumption that all the perturbations take the form

of exp(iwt - ikx), we obtain the dispersion relation:

1
= i - ME ) —— .
w 120LnO + k(MpEXO MH yo) 1+ Z/R (3.16)
-1
where R = (heMpnO) . From (3.16) we have
Re(w) = kM E -ME )/(1+ xz) (3.17)
D XO H yo
Im(w) = kKM E - ME )X/(1 + X%) - 2an (3.18)
P XO H yo o
where X = Im(Z)/R. Since ME - M E 1is proportional to the unperturbed
p xo H yo

north-south ionospheric current, (3.17) implies that the perturbation
moves in the direction of the large-scale north-south current in the
reference system moving with the electric drift in the x direciton.

Without loss of generality we are allowed to assign the real frequency
Re(w) to be positive and the wave number k to include the sign of the

phase velocity, therefore k(MpExo - ME )>0. With this choice of positive

H vo
sign for Re(w) we can conclude that a necessary condition for the feedback
instability is X > 0, namely, Im(Z) > 0. This indicates that the magnetos-
pheric impedance Z must be inductive for the feedback instability, being
in agreement with the requirement predicted fromthe physical picture.

We shall see in Appendix A that this requirement is also derived from an
energy consideration. Another necessary condition for the instability is

that M E —MHE » 1.e., the unperturbed north-south current must be large
P Xo yo

enough to overcome the damping.
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It is readily seen from (3.18) that the most unstable mode satisfies
Im(Z) = R. The phase velocity of the most unstable.mode is therefore

given by

=-%—(ME -ME ) (3.19)

For comparison with simulation results in chapter IV, we rewrite Vph in

the rest frame of the neutral ionosphere. Using the fact that the
frequency in the rest frame of the neutral ionosphere wI'S' is Doppler -

. I.S.
. E . .

shifted from w by kMH o’ the phase velocity Vp in the rest frame of

the neutral ionosphere becomes
I.S.)

I.S. Re (w
=22 - ZME +ME .

Vph " 2(Mp ‘ MH ) (3.20)
We shall derive in Appendix A the same dispersion relation as (3.16)
based on the concept of Alfven wave reflection at the ionosphere and the

energetics of the instability in the ionosphere-magnetosphere coupling

system will be discussed in detail.
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IV. GLOBAL FORMATION OF AURORAL ARCS
IV-1. Introduction

The principal purpose of this chapter is to extend the feedback
theory to a three-dimensionally coupled ionosphere-magnetosphere system
and to 'globally simulate' the development of quiet auroral arcs. The
numerical simulation is performed in a simple but realistic model of the
auroral oval which includes two pairs of large-scale Birkeland currents,
large-scale polar cap electric fields, and a day-night asymmetry of the
eléctron density distribution.

A key to the present numerical simulation is the magnetospheric
response to the ionospheric potential disturbance. Since the way of 3-
dimensional MHD coupling between the ionosphere and the magnetosphere,
hence the resulting auroral structure, depends essentially on the mag-
netospheric impedance Z, Z must be fomulated so as to satisfy the following
requirements: It must be able to simulate the inhomogeneous character of
the auroral region ionosphere and be able to describe both the inductive
and capacitive property of the Alfvén wave in the magnetosphere. Furthermore,
the simulation model must include a realistic model of the precipitation
of auroral electrons responsible for the visual auroral forms and a strong
ionospheric density enhancement.

In IV-2 a response equation is derived on the basis of the ideal
magnetohydrodynamic equations. Then, a model of the precipitation of auroral
electrons is specified in the first half of IV-3. The latter half of
IV-3 is devoted to constructing a realiétic model of the auroral oval

based on the extensive observational results. Simulation results are
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given for a number of ionospheric and magnetospheric parameters in IV-4.
The detail of the numerical procedure relevant to the present simulation

is given in Appendices B and C.
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IV-2. A lumped constant circuit description of the magnetosphere

We have seen in the previous chater that a key to understanding
the ionosphere-magnetosphere coupling is to specify properly the mag-
netospheric impedance Z, which describes the response of the magnetosphere
to the ionospheric disturbance. Since this thesis concerns principally
the effects of the magnetohydrodynamic coupling between the ionosphere
and the magnetosphere on the ionospheric disturbances, we approximate
the passive magnetosphere by a lumped constant circuit with two reactive
elements. Although the detail of the amplitude and phase distribution
ofbthe MHD wave along the field line is sacrificed by this lumped constant
circuit analysis, this treatment reduces greatly the machine time and
the memory storage for the numerical computation. We shall see later that
lumped constants derived still preserve the essence of the three-dimensional
ionosphere-magnetosphere coupling in the low frequency range via Alfvén
wave. The circuit analysis of the passive magnetosphere was tried elsewhere
[Dewitt, 1968; Sato and Holzer, 1973 for lumped circuit; Sato, 1978 for
distributed circuit]. In what follows ‘a response function Z of the
magnetosphere is derived based on the ideal MHD equation.

We start with the linearized ideal MHD equations which are written

in the reference frame fixed to the field lines:

VxB=yp7 (4.1)

> oz _ 0B
VxE = 5T (4.2)
W T
oy Bt—J xgo (4.3)
. E+vxB =0 (4.4)
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where the tilde and the suffix o denote the perturbation term and the

unperturbed term, respectively, and the incompressibility (i.e., p = 0)

is automatically satisfied. Taking the curl of (4.2) and using (4.1)

yield
&> > é »2%— @i
V(V - E) - VE = -y ye (4.5)
Under the assumption of oy = @ i.e., ﬁ" = 0 (equivalent to (4.4)), the
parallel component of (4.5) is given by
- 8]
9 (3 = i
3s (v, - gl) Ho ot (4.6)

where s is a coordinate variable along the field line and we have defined

5" > 0 for the current flowing in the negative s direction. This g&ives

a relationship between the charge density and the induced field-aligned
current density.

Let us turn our attention to the component perpendicular to the
magnetic field. The polarization current across the field line (derived

from (4.3) and (4.4)) is expressed as

J_L=”_2_— (4.7)

If o is independent of the coordinate perpendicular to the magnetic field,

taking div of (4.7) yields

() (4.8)
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where used is the three-dimensional current continuity equation derived
by taking div of (4.1). Thus we have arrived at the wave equations (4.6)
and (4.8) that can describe the field-aligned magnetohydrodynamic coupling.
The wave equations are familiar in the transmission line analysis and are
easily solved in the steady state (3/0t = iw) by imposing a proper boundary
condition along the field line.

We define 2 coordinate along the field line in such a way that
s = 0 and s = % correspond to the foot of the field line (ionosphere) and
the equator, respectively. Since we are interested in obtaining a lumped
constant circuit representation of the magnetospheric plasma, we assume
tbét Bo and p, are uniform and equal to their average values along the
field line and we neglect a curvature of the field line. Then taking

3/3s of (4.8) and using (4.6), we obtain

9 ] 2
Il w3
5 = - 5 J" (4.9)
98 VA
Thus 3“ is generally expressed as
T w . w
J“ = A cos ( v s) + B sin ( v s) (4.10)

A A

where A and B are constants, which should be determined by a proper
boundary condition. Substituting (4.10) into (4.8) yields

Vy o B = ip V,[A sin ($-8) + B cos (= s)] (4.11)
A A

If we assume that the two hemispheres are symmetrically conjugate with

respect to equatorial plane, hence 3” = 0 at s = 2, we obtain from (4.10)
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2. ~cot(¢u€L ) (4.12)
A

>

This is enough to specify the impedance along the field line as

v, - T:.:_
- = iy V,cot [ -,;’ (g - 8)] (4.13)
- A .
Iy

Therefore the magnetospheric impedance seen from the ionosphere (s = 0)

becomes

= iuovAcot(%@— ) (4.14)

J A

As is readily seen on the right hand side of (4.14), the response equation

gives multiple resonances at
w = -—-n—nr(n-.:.l’ 2’ 3’.-...0...-) (4.15)

Since we are interested only in the low frequency regime describing a
resonance of the Alfvén wave with the longest wave length along the field
line, we retain only the lowest frequency in (4.15). We expand the right

hand side of (4.14) around w = nVA/z, using an identity

2

cot X = — (x ~ow) (4.16)

ui

x - X

X

to obtain
2u % ~
i —2- 3 TS e 2yt w1y, - BES (4.17)
2 vy 4
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This implies that the:magnetosphere can be represented by a parallel

2 . 2
circuit of an inductance ZUOQ/n and a capacitance 2/(ZUOVA ), in the
frequency regime that we are concerned with. Using these lumped constants

we can express the response equation describing the relationship between

~1.S. v I.S.
¢ and 3y as
; L.S.
2y 2 3] 2
°) 1l _ 2 2 3 2-.1.8.
2 5T [C— )" 5+ 1 vy (4.18)
m A ot

where we have assumed that the electric field component perpendicular to
. . . . >~ . .
the magnetic field is electrostatic, i.e., ﬁ; = -V,¢, since we are inter-

ested in a low frequency perturbation with [w/kLl <<V [Rudakov and

A
Sagdeev, 1961].

Let us discuss the physical property of (4.18). Linearizing (4.18)
on the assumption that the perturbation takes the form of exp(iwt - ikx),
where x is a coordinate in the direction of the wave vector, shows that the
response property of the magnetosphere changes greatly depending on

whether (zm/nVA)z S 1. That is, if w2 << (ﬂVA/l)z, the left hand side of

(4.18) balances with the second term on the right hand side and we obtain

5 I.S. i 1 n2
Il w Zuoﬁ

23t-S: | (4.19)

This means that the negative field-aligned currens, namely the
precipitation of electrons (5“ < 0), lags /2 in phase

behind the positive potential perturbation. This phase relationship is
in favor of the instability condition as we have seen in Figure 7. It
should be noted that (4.19) implies that the closure current in the mag-

netosphere is substantially induction current flowing along the field line.
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On the other hand, if w2 >> (nVA/z)Z, the left of (4.18) balances with
the first term on the right. Therefore the response becomes

T L.s. % “1.5.
j“IS C iw 2k2¢15 (4. 20)

\Y,
2“o A

Note the appearance of (—i) instead of i in (4.20), which means that the
electron precipitation leads the positive potential perturbation m/2 in
phase. In this case the closure -current in the magnetosphere is substan-
tially polarization current flowing across the field line. As we have
seen in Figure 7, this phase relationship acts to damp an original density
pe%turbation.

From the above physical consideration we expect that the feedback
instability occurs for a perturbation with a frequency (in the reference

frame of the magnetosphere)

7V
0 < ~2—A (4.21)

In other words, the unstable perturbation has a strong cutoff in a

frequency regime

(4.22)

piii‘
e

Since w « k from (3.17), this means that only a perturbation with a
wavelength larger than some cutoff value grows with time in the coupled

system.

- 38 -



IV-3. Numerical models and procedures

In this section we shall construct a model for the numerical simula-
tion of the global formation of auroral arcs. We discuss at first a model
of the precipitation of auroral electrons, since the present simulation
cannot clarify self-consistently the microscopic process responsible for
precipitation of auroral electrons. As we have reviewed in III-2, many
authors have suggested that current driven instability at the topside
ionosphere is a key to the formation of auroral electrons [e.g., Swift,
1965; Kindel and Kennel, 1971]. In order to include the physics in the
1a§t paragraph of III-2, therefore, we assume that precipitation of auroral
electrons begins once the field-aligned current exceeds some critical
value jcr’ where jCr is the critical value of the upward field-aligned
current at 110 km height for current driven instability at the topside

ionosphere. We employ a mathematical model of the ion pair production

ratio Y(j”) such as

h J
v(y) = 5 v l-tanh ( -‘—'—Kj——‘ii ) + 1] (4.23)

ol

where Aj is taken much smaller than }jcrl. Furthermore, we assume that

the upward perturbed field-aligned current (5ju < 0) is carried by hot
electrons, i.e., jh = 6j" for 6j“ < 0. It is evidently seen from the

above expression that y(j”) becomes nearly Y, once the upward field-aligned
current density exceeds the critical value jcr' As we have seen in III-2,
Kindel and Kennel [1971] have calculated a critical value of downward ele-
ctron flux at the ionospheric height from critical electron drift speed

at the topside ionosphere assuming the flux conservation along a flux

tube. Therefore, following their results (Figure 6), we adopt

- 39 -



o 2
Jop ™ 1.5 pA/m

in the numerical simulation.

Next, as we have seen in the previous section, the conjugate passive
magnetosphere can be represented by a parallel circuit of an inductance
2u02/ﬂ2 and a capacitance 2/(2pOVA2) in the low frequency regime, where
% is the field line length from the ionosphere to the magnetospheric

equator at auroral latitudes and V

A is the average Alfvén speed along the

field line. It is worth noting that the resonance frequency of the circuit
is given by VA/(ZK), which is equal to the reciprocal of the bounce time
of Alfvén wave in the ionosphere-magnetosphere coupled system. Iﬁ»the
reference frame fixed to the neutral ionosphere the response equation

(4.18) must be written as

2u 2 dj 2 .

it 2 2 d 2
(=) g7 = [ )" S5+ 110 (4.24)
T A dt

where the convective derivative is written as
L V.¥
= %¢ ,

As was mentioned previously, the first term and the second term on the
R.H.S. of (4.24) are ascribable to the polarization current across the
magnetic field and the induction current along the field line, respectively.
Since the response relation (4.18) is written in the reference frame co-
moving with the field lines, we must use the drift velocity E X g/Bo2

in the velocity of the convective term k? . 3).

We summarize here the basic equations for the numerical simulation:
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Continuity of plasma

sn E x go . (3, ‘ 1 : 9 2) .
at T B2 P 7en dn T en dy T TR :
where °
> ->
E=-9¢
RN
. 1 H cr
= = - —— .2
v(3) =5 v [-tanh (0 ) + 1] (4.23)
Continuity of current
3
H
%)..L.J—TJ. =_1_;— (3.8)
where
> ExB
jp=mety 0, M E (3.9)
B P
o
Response equation
2u 2 dj 2 ~
I 2 2 d 2
(—5) g0 = (75" =5 +1] V¢ (4.24)
i VA dt

(3.10)

A closed set of above equations can be numerically simulated in the

rest frame fixed to the neutral ionosphere if the unperturbed state of

the ionosphere is specified. Since the development of auroral arcs is

expected to depend importantly on the model of the auroral region iono-

sphere that we choose, it is required to choose as
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realistic a model as possible. Therefore, we construct a numerical model
of the auroral oval (in northern hemisphere) based on extensive observa-
tional results that we have reviewd in Chapter II.

Let us define a polar coordinate system described by 6, ¢ and r,
where ¢ and y denote a colatitude angle (in radian) and a longitudinal
angle (in radian), respectively; ¥ = 0 at noon and y = /2 at 18:00 LT.
The radius r is taken to be constant in our model and equal to the sum
of RE and the height of the E layer, where Rﬁ is the radius of the earth.

On the basis of the forementioned statistical study of the auroral
zone by Feldstein {1966], we simply assume that the auroral oval is a
circular belt bounded at geomagnetic latitudes 67° and 70° as shown in
Figure 2. For simplicity, we further assume that the ambient magnetic
field is vertical to the ionosphere and the field-line length is constant within

the oval considered. We take BO = 0.5 G and hence the Hall mobility MH is

given by
M, = 2 10*n%sec™ vt
Following the observations of Brekke et al. [1974], we put MH/MP = 2, thus
M, = 10%n%sec vt

The electron density in the auroral region ionosphere varies consid-
erably from condition to condition [Ogawa et al., 1978]. 1In order to
model the large dependence of the density both on the local time and the
magnetospheric condition, we assume the following unperturbed electron
density distribution described by two v;riable parameters, namely, the

)

noon density (Nnoon) and the midnight density (Nmidnight
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1 (N - N ) x

N (6,9) = Nmidnight +7 Woon midnight

1+ cann (SlE=l ) .25

We hereafter express the density model symbolically by No = Nmidnight -

noon”

On the basis of observed high latitude field-aligned currents [Iijima
and Potemra, 1976 b] we employ a simple model of large-scale unperturbed
field-aligned current distribution such that

8 - 0

3,6(89) = =3 sinycos min ) (4.26)

6 -0 .
max min

where 6 ., and © are 20° and 23° (in degree), respectively, and J
min max max
1 pA/mz. Remember that we have chosen the sign of the current in such

a way that the positive current represents the downward current. The

Birkeland current distribution (4.26), schematically shown in Figure 8,
is a rather bold simplification of the actual distribution; nevertheless,
the simplified model would sufficiently preserve the essential features
of the high latitude current system. It is further assumed that the
unperturbed field-aligned current is carried by cold electrons, hence,
there is mo aurora in the unperturbed state.

We are now able to obtain the unperturbed electric field and the
horizontal current in the auroral oval by solving the time independent
differential equation (3.8), which, after substituting (3.9) and (3.10)
into (3.8), takes the form of an elliptic partial differential equation
for ¢o. This equation can be solved numerically by ADI (Alternating-

Direction-Implicit) method under an appropriate boundary condition using
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a 100 x 72 mesh system (100 for the latitudinal direction and 72 for the
longitudinal direction). At the poleward current region, the observational
results indicate that the maximum current region is %oughly coincident
with the foci of the Ss current system, namely the foci of the magneto-
spheric potential generator [Iijima and Potemra, 1976 a]. Therefore it

may be a resonable assumption to specify a constant potential distribution

at the poleward (polar cap) boundary of the auroral oval:

¢O(emin,¢) = -0.5 Vosin¢ (4.27)

where Vo gives a total potential difference across the polar cap.

According to the formentioned empirical relation between AV and Kp {Heppner,
1977] we adopt V0 = 50 kV in the actual numerical model. At the equatorward
boundary of the oval without having such a clear physical meaning as the
poleward boundary, we assume that the current across the equatorward
boundary is zero and hence the horizontal current diverts along the field

line. Hence we can put

(e ,)h = J (6 sP) B (4.28)

je max o max
at § = emax where je(e,w) is a latitudinal component of the horizontal
current density and A is given in Table 1. Under the boundary conditions
(4.27) and (4.28) and the periodic boundary condition imposed in the
longitudinal direction, we can solve the current continuity equation
(3.8) to get the unperturbed potential distribution ¢o(9,¢).
Let us briefly discuss the numericél procedure for solving the temporal

evolution of the whole oval system. The detail of the numerical procedures
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are explained in Appendix B. In the actual calculation we use time T
normalized by To’ which corresponds to 20.2 sec., At T = 0, a small density
perturbation, n(o, v, T = 0), where the tilde denoteé the time dependent
term, is arbitrarily imposed upon the unperturbed density No' We assume
without any loss of generality that an initial field-aligned current
perturbation is zero. As a function of 6 and y, n(e, Y, T =0) is taken

as

n(6, v, T =0) = 0.05 N ] (4.29)

midnight ©
where 6 = 21.5° and A6 = 0.03. The potential perturbation, ¢(6, y, T = 0),
associated with the density perturbation is then calculated from (3.8).
Starting from these initial perturbations, the density at the next time
step is calculated from (3.7) and then the field—-aligned current is
calculated from (4.24). The disturbances thus obtained then determine

the potential disturbance at the same time step by (3.8). The elliptic
differential equation (3.8) is solved numerically by the ADI scheme at

each time step. In order to prevent a spurious numerical dispersion

in integrating (3.7) and (4.24), an upstream-downstream difference

scheme [Byers and Killeen, 1970] was employed. We give in Table 1 the

value of any constant used in the present numerical simulation.
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IV-4. Numerical Results and Their Physical Interpretation

Numerical simulations are performed for several ‘ionospheric and mag-

netospheric parameters as tabulated in Table 3.
IV-4-1. TUnperturbed states

Investigated in this subsection is the effect of the ionospheric
electron density distribution on the global pattern of the unperturbed ele-

ctric field and current.

0 1-3

We start with an electron density model of No = 4 x 10l - 4 x lOl m .
The upper two panels of Figure 9 show the ambient current (left panel)

and the ambient electric (ﬁ x ﬁ) drift (right panel) calculated for the
model specified by (4.25) and (4.26). The eleétric drift is sunward

along the oval; in other words the electric field is predominantly north-
ward on the duskside and éouthward on the dawnside in good agreement with
the observational results of Banks et al. [1973] and Horwitz et al. [1978].
The unit vector shown in the bottom part of the polar plot represents

the electric drift of 4000 m/s, which corresponds to the electric field
strength of 200 mV/m. The north-south electric field is maximized in

the high latitude part on the duskside and reaches 107 mV/m. The east-—
west component of the electric field is directed from dawn to dusk in

both day and night sectors and its peak value is 11 mV/m. This is con-
sistent with the observation by Heppner {[1972]. The left panel shows

that the horizontal current is predominantly northeastward on the dusk-
side and southwestward on the dawnside. The unit vector shown below

represents the height integrated ionospheric current intensity of 1 A/m.

The longitudinal component of the current, which is at almost all local
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times nearly antiparallel to the direction of the electric drift, is
primarily the electron Hall current driven by the large north-south ele-
ctric field. The latitudinal current, on the other hand, turns out to
be the ionospheric closure current of the large-scale Birkeland current
shown in Figure 8. The closure current is carried mainly by the ion
Pedersen current.

The lower two panels of Figure 9 show the ionospheric current (left
panel) and the E x B drift (right panel) for a different ionospheric ele-
ctron density model. In this model, the ambient electron density is
smaller by 4 times than the previous model at all local times and all
lagitudes. The directions of the horizontal current and the electric
field agree with those for the previous ionospheric model shown in the
upper panels; however, some remarkable differences exist between the two
models. First, as is sho&n in the bottom right panel, the electric drift
is much larger than the previous model, and the maximum electric field
reaches 138 mV/m. This intensification of the electric field for the
smaller electron density model may be interpreted as follows: In our model,
the ambient field-aligned current source is present in the magnetosphere
independently of the ionospheric condition. Consequently, the latitudinal
electric field responsible for the Pedersen current closing the ambient
field-aligned current must be intensified when the ionospheric density,
hence the Pedersen conductivity, is reduced. In contrast to this con-
siderable change of the north-south electric field, the east-west electric
field, especially its maximum value, remains nearly the same as that in
the previous model; this indicates that the east-west electric field is
almost independent of the field-aligned hurrent inﬁensity and the electron
density distribution but is governed by the potential distribution given

at the poleward boundary. Second, the lower left panel shows that the
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current intensity becomes about 3 times smaller than that of the previous
model. Furthermore, a more important change occurs in the current dis-
tribution; the current is more intense on the duskside than on the dawnside
as is seen in the upper left panel, whereas any remarkable dawn-dusk
asymmetry is not seen in the lower left panel. This dawn-dusk asymmetry

in the current intensity in the upper left panel has a strong influence
upon the global occurence of auroral arcs, as will be seen later. We

note that the current direction changes along the midnight meridian from
the east at low latitudes to the west at high latitudes which may be

ascribed to the Harang discontinuity.

- 48 -



IV-4-2. Dynamic evolution of auroral arcs

Let us now examine how and where a broad, small;amplitude density
disturbance given initially at the central latitude of the oval develops
with time for the case of the unperturbed model given in the upper panels
of Figure 9.

Figure 10 shows the temporal evolution of the peak amplitudes of the
density (solid line), the field-aligned current (dotted line), and the
potential (dot-dash) disturbances, for the magnetospheric parameter of
L = 10.6 RE (equal to the field line length of the dipole magnetic field
at INV = 70°) and VA = 2000 km sec. Since time is normalized by 20.2 sec,
the temporal evolution in this figure convers the period of about 11
minutes. During the initial phase the density tends to decay with the
recombination damping rate. In about 2 minutes, however, the disturbance
starts to grow gradually. The initial damping implies that the arbitrarily
imposed initial density disturbance could not meet the linear instability
condition j the gradual growth thereafter indicates that a perturbation
of a spatial scale that has the maximum growth rate has grown, while other
spatial components that cannot meet the instability condition have decayed.
About 7 minutes later, as the maximum field-aligned current reaches the
critical current which is chosen to be 1.5 uA/mz, the density disturbance
begins to grow rapidly owing to the precipitation of auroral electrons
(jh # 0). At the time corresponding to this sudden increase in the
density disturbance, both the field-aligned current and potential dis-
turbances begin to increase faster than the previous phase. The
disturbances tend to saturate in the final portion of the simulation,
when the peak density reaches as high as 3 x 1Ollm*3. Correspondingly, the

peak of the induced field-aligned current at 110 km height reaches about
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20 uA/mz, and the induced potential attains about 150 V. The dashed
horizontal line in this figure represents a saturation amplitude of the
~2

= an , where vy r

i i nce n >>n a n :
density disturbanc nsat( o) evaluated by YorPsat sat

is a growth rate determined by the slope of the density evolution following
the precipitation of hot electrons; as is expected, Ygr is seen to be
approximately 10 (equal to the ion pair production rate) times larger

than the growth rate in the initial linear stage. A good agreement be-
tween this amplitude and the amplitude of n at the final state implies

that the nonlinear saturation of the instability can be interpreted by

thg balance between the instability growth and the nonlinear recombina-
tion damping.

Shown in the first row of Figure 11 are the contour plots of the
disturbance density normalized by its peak value at three consecutive
times in the growing phase. At T = 20, when the precipitation of accele-
rated electrons does not yet occur, several small-amplitude density
striations appear in the night sector. At T = 23 and T = 30, however,
two distinct arclike enhancements develop and elongate in the east-west
direction on the duskside (note that these contours do not reflect the
realistic scale of the auroral arcs). One remarkable fact is that the
initial disturbance damps out completely on the dayside and grows only
in the nightside sector. This marked difference between the day sector
and fhe night sector, which is also seen in the development of the field-
aligned current (middle three panels) and potential (bottom three panels)
disturbances, is due to a large difference of the recombination damping rate
between the day and the night. Note also a marked contrast in the
auroral occurrence between the dawn andfthe dusk,. which can be attributed
to the difference in the ambient current distribution shown in the upper

left panel of Figure 9.
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In Figure 12 (top panels) we show the contours of the intensity of
the upward induced field-aligned current that exceeds the critical value
jcr' Since the optical aurora results from precipitation of hot (accele-

rated) electrons, it may be said that these sequential plots reflect the

development of optical auroras. At T = 20 no arc is yet formed, since

.

!j“[ < IJ , whereas at T = 25 two clear-cut arcs elongating in the east-

crl
west direction appear in the evening sector and develop into a more
elongating form (n1500 km in the east-west direction) at T = 30 with another
arc being generated on its poleward side.

Shown in the lower two panels of Figure 12 are the current (left panel)
ana electric drift (right panel) distributions at T = 30. Here we em—
phasize that the eastward electrojet is considerably enhanced but the
electric drift is considerably reduced inside the auroral arcs. A closer
comparison of the current vectors in this sector with the position of
arcs in the upper panels discloses that the electrojet intensity inside
the arcs becomes much stronger than the ambient component, whereas that
between the arcs is substantially reduced from the ambient component.
Furthermore, the northward electric field is reduced inside , but it is
intensified in between. The reduction of the electric field can be
attributed to the polarization field which develops‘southward'inside the
arcs in the evening sector and northward in the morning sector, thus
reducing the total field. The large enhancement of the inside electrojet
can be subject directly to the conductivity enhancement, not to the Cowling
effect, since the electric field component along the auroral arcs is
much smaller than the perpendicular component in our model (see Figure 9).

Since, as we have seen in Figure 7; the spatial relationship among

the density, the field-aligned current and the potential disturbance is

crucial for the feedback instability to take place, we shall examine
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the relationship in detail in the following.

The left panel of Figure 13 shows the latitudinal profile of the
density (solid line) and the potential (dotted line)‘disturbance at three
consecutive times at 2200 LT. At T = 20, when the amplitude of the dis-
turbance still remains small, the potential disturbance associated with
the density disturbance‘has a positive peak on the poleward side and a
negative peak on the equatorward side, and it becpmes nearly zero
at the peak of the density, since the latitudinal current is northward
in this local time (see Figure 9). As time goes on, the disturbance
dr;fts northward keeping the same phase relationship. This indicates
that the potential disturbance in the ionosphere is primarily caused by
the polarization charge associated with the density disturbance, although
the field-aligned current acts to some extent to neutralize the polariza-
tion charge. At T = 30 a couple of pronounced density spikes are formed
as a result of precipitation of hot electrons, the width of the poleward
arc being about 18 km. The right panel of this figure shows another
important relationship between the density disturbance (solid line) and
the induced field-aligned current (dotted line). The negative
field-aligned current moves poleward with a phase lag of mnearly m/2 with
respect to the positive potential disturbance, as is expected from the

physical interpretation of the feedback instability given in Figure 7.
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IV-4~3. Dependence of auroral arc development on the ionosphereic

electron density distribution

We expect that the ambient electron density distribution would affect
the evolution of quiet auroral arcs in two ways® First, the global unperturbed
distribution of the ionospheric current, which plays a crucial role in
the instability, depends strongly on the ambient electron density distribu-

tion. Since the growth rate of auroral arcs increases with J S/no (see

N
(3.16)), the global distribution of auroral arcs is presumed to be greatly
affected by the electron density distribution. Second, as the dispersion
equation (3.16) says, the major damping mechanism of the instability is

the recombination loss in the ionosphere. Judging from the fact that the
recombination damping time is a few minutes for a typical ionospheric
electron density and is comparable to the growth time, one can under-
stand that the ambient electron density distribution plays an important
role in the evolution of auroral arcs.

In order to examine above conjecture numerical simulations were
performed for two other models with different ambient electron density
distributions, kéeping the magnetospheric parameters the same as those in
the previous model. Shown first is the result of the case with the electron
density model, N0 = 10lo - lOllm_3, whose ambient solutions were shown
in the lower panels of Figure 9. The temporal evolution of the peak
values of the density (solid), field-aligned current (dotted), and the
potential (dot-dash) disturbances are shown in Figure 14. Comparing this
figure with Figure 10, one can see that the growth of the disturbances

is much faster than that in Figure 10. Note particularly a much smaller,

initial recombination damping, which is attributable to a lower ambient
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electron density model. Because of the large growth rate, the peak of

the density disturbance reaches as high as lOlzm—B, the peak field-aligned
current reaches 200 pA/mz, and the potential becomes‘as high as 450 V.

A rapid increase of the density disturbance occurs when the induced field-
aligned current reaches the intensity of the order of 1 uA/m2. It is
interesting to observe that the induced field-aligned current becomes 10
times- as. large as that in the previous case, while the density and poten-
tial amplitudes remain only 3 times larger than those in the previous
case. This suggests that the field-aligned current intensity is strongly
dependent on the ambient electron density in the ionosphere. The contour
plots of hot electron fluxes are shown in the upper three panels of Figure
15. In contrast to the previous result shown in Figure 12, several arcs
have developed in the low latitude part of the midnight-morning sector,
this indicating that the global occurence of auroral arcs is largely
controlled by the ionospheric electron density distribution. The principal
reason for this remarkable difference lies in the difference of the

global ionospheric current pattern. More specifically, as is seen in the
lower left panel of Figure 9, thefcurrgnt distribution in the present case

is more symmetric with respect to the noon-midnight meridian than that

in the previous case swhich is shown in the upper left panel.

The current (left) and electric drift (right) distributions at T = 30
are shown in Figure 15. A remarkable intensification of the electrojet
should be noted at the positions of the auroral arcs. In the most
developed arc which is located on the dusksidé, the electrojet intensity
becomes as high as about 20 kA, As is seen in Figure 12, the latitudinal
electric field is considerably reduced inside the arcs and intensified

between them. It is worth while to note that while the hot electron flux
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contour appears to exhibit a similar pattern in both the high latitude
part on the duskside and the low latitude part on the dawnside, the
north-south component of the electric field is more étrongly modified

by the auroral arc on the duskside than on the dawnside as was the case
in Figure 12. Here it should be reminded that because of the unrealistic,
skewed polar coordinate system that was adopted, the auroral arcs on the
dawnside are too much exaggerated.

Shown in the upper panel of Figure 16 are the latitudinal profiles
of the density (solid line) and potential (dotted line) disturbances at
2200 LT at T = 30. The lower panel shows the latitudinal profiles of
the density (solid line) and field-aligned current disturbances (dotted
line). The intensity of each arc is very much enhanced compared with
the previous case (note the difference of the scale), and the instability
region is enlarged. Notwithstanding these différences, the arc width
is roughly the same.

Temporal evolution of the disturbances for another model of the
ambient electron density is shown in Figure 17. 1In this model the elec-
tron density is reduced further from lOlom_3 to 5 X 109m~3 at the midnight
but it is kept equal to l()llm_3 at the noon, which is the same as the
previous one. In this choice of the density distribution the initial
recombination damping becomes smaller, but the initial maximum growth
rate remains almost unchanged, and hence the saturation amplitudes remain
comparable to those in Figure 14. The resemblance of the overall devel-
opment behavior between this case and the previous case indicates that
if the ambient electron density is so low that the linear recombination
damping is negligible, the temporal deveiopment of auroral arcs becomes

almost independent of the ambient electron density.
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Shown in Figure 18 are the latitudinal profiles of the density
(solid line in both panels), potential (dotted line in the top panel),
and field-aligned current (dotted line in the bottom panel) disturbances
at 2200LT at T=30. These profiles resemble to those in the previous case
(see Figure 16). Because of the small ambient electron density, however,
the unstable region slightly expands latitudinally, so that an additional

broad, faint arc appears in the polemost region of the arc system.
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IV-4-4. Dependence of auroral arc development on magnetospheric conditions

In this subsection it is examined how the magnefosphere, represented
by the field line length % and the average Alfvén velocity VA’ affect
the evolution of auroral arcs.

Figure 19 shows the temporal evolution of the peak amplitudes of the
density, field-aligned current, and potential disturbances for the case
in which the field line length & is doubled, i.e., g = 21.2 RE, VA = 2000
km/sec, and NO = 1010 - lOllm"3. Since the magnetospheric inductance is
given by Zpozlnz, it is expected from the linear analysis that the growth
rate of the quiet auroral arc is substantially reduced (compare with
Figure 14). Because of the decrease in the linear growth rate the rapid
increase in the electron density by precipitation of hot electrons is
delayed until about T = 13, although it happened at about T = 6 in Figure
14. The density, the field-aligned current, and the peak potential arrive
at 4 x lOllm~3, mZOpA/mz, and 300 V, respectively. The field-aligned
current is by about 10 times smaller than that in Figure 14, whereas the
density and the potential do not differ considerably from those in Figure
14 (at most 2 times). As we have seen in Figure 10, a saturation amplitude

of the density disturbance calculated from n = Ygr/a (dashed line)

sat
agrees well with the amplitude at the final state; this indicates that
the nonlinear saturation of the instability is caused by the balance
between the instability growth and the nonlinear recombination damping.
The contour plots of hot electron fluxes are shown in the upper
three panels of Figure 20. It is important to note that although the unstable

region remains almost unchanged, the number of arcs therein is

decreased, and the arc width and spacing are remarkably broadened. The
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lower two panels of Figure 20 show the current (left panel) and electric
drift (right panel) distributions at T = 30. The auroral electrojets do
not develop so markedly (about 10 kA for the most developed arc) as those
seen in Figure 15. Likewise, the reduction and the intensification of
the latitudinal electric field associated with the arcs are not so remarkable.
The variation of the arc width and the arc spacing with the change
of the field line length can be seen more clearly in Figure 21, which
shows the latitudinal profile of the density disturbance (solid line)
and the induced field-aligned current (dotted line) at 2200 LT at T = 30.
Three distinct arcs are observed, and the width of the most developed
ar; is about 27 km. Being consistent with the linear theory, the width
and spacing of the arcs become broader and the growth rate becomes
smaller with the increase in the field line length.
The results for the case in which the Alfvén speed VA is reduced
from 2000 km/s to 1500 km/s are shown in Figures 22 - 24. The other

10 11 -3
m .

parameters are kept equal to & = 10.6 R, and NO = 10 - 10 In

E
Figure 22 we show the temporal evolution of the density, field-aligned
current and potential disturbances. Since the magnetospheric capacitance
is given by Q/ZUOV 2, the capacitance in this case
is approximately twice as large as that of the case shown in
Figure 14. Although the overall evolution process is similar to that
in Figure 14, the developing speed is somewhat slower and the peak field-
aligned current is 80 uA/mz, which is considerably smaller than ~200 pA/m2
in the previous case.

The contour plots of hot electron fluxes are shown .in the upper

three panels of Figure 23. 1In the lower two panels of Figure 23 we

show currents (left panel) and electric drifts (right panel) at T = 30.
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The overall pattern is very similar to that in Figure 15.

Figure 24 shows latitudinal profile of the density (solid line) and
field-aligned current (dotted line) disturbances at 2200 LT at T = 30.
Though not so clear, the arc width becomes slightly broader than that in
Figure 16 and the amplitude of the disturbances becomes slightly less
than that in Figure 16. It can be said therefore that the decrease in
VA acts to broaden the arc width. From this result, along with the
result given in Figure 21, we can conclude that the width and the spacing
of the auroral arc in the ionospheric level vary from 10 to 40 km for a
reasonable range of the magnetospheric impedance specified by £ and VA'
In.this respect one should note that the ionospheric ambient electron
density plays no significant role in the determination of the width and
the spacing of the arcs (cf. Figures 13, 16 and 18), since it does affect

the development of auroral arcs primarily through the recombination

damping.
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V. DISCUSSION

V-1. Comparison of numerical results with observational results

Field—-aligned currents and auroral electrojets associated with auroral arcs

The simulation results have shown that the field-aligned current at
110 km height becomes 10 - 200 pA/m2 (see Figures 10, 14, 17, 19 and 22)
and the intensity of auroral electrojets becomes 5 to 20 kA (see Figures
12, 15, 20 and 23), both depending on the ionospheric electron density
distribution and on the magnetospheric impedance. These results are in
excéllent agreement with many of the experimental facts obtained by
Cloutier and his colleagues [Park and Cloutier, 1971; Casserly and Cloutier,
1975; Sesiano and Cloutier, 1976] (see Table 1): A pair of upward and
downward field-aligned current with the density of a few to several tens uA/m2
develop associated with a quiet auroral arc with 10 to 40 km width and
spacing, the upward current being coincident with the visual arc; an auroral
electrojet develops associated with an auroral arc, the intensity of

which is several to a few tens KkA.

Electric field inside auroral arcs

Figures 12, 15, 20 and 23 show that the longitudinal component of
the electric drift is considerably reduced inside the auroral arc owing
to the development of the polarization field across the arc, which is
reverse to the unperturbed electric field. This fact is consistent with
the observational result of Aggson [1969], Wescott et al. [1969] and
Maynard et al. [1973]. There is an expegimental report that indicates
no such decrease in the electric field inside the arc [Mozer and Fahleson,

1970; Carlson and Kelley, 1977; Beaujardiere et al., 1977). This result
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apparently disagrees with our simulation result. However, the disagree-
ment can easily be resolved, if we remember the fact that in our model

the east-west component of the unperturbed electric field was considerably
smaller than the north-south component (see right panels of Figure 9), as was
observed by Banks et al. [1973], Horwitz et al. [1978], and Wescott et al.
{1969]. According to Mozer [1971], however, the large-scale electric

field that is predominantly westward is often observed in the midnight
sector prior to substorm onsets. Such an electric field configuration

is in favor of the Cowling effect that can induce a strong polarization
field across an auroral arc in excess of the unperturbed north-south
eléctric field. Provided the unperturbed electric field along an auroral
arc was greater than or comparable with the electric field across the arc
during the experiment of Carlson and Kelley [1977] and Beaujardiere et al.,

[1977], the apparent puzzling observational fact can be reconciled.

Horizontal motion of auroral arcs

Shown in Figure 25 is a dynamic view of the growth of the density
disturbance on the duskside [cf. Figure 13]. It is seen that the whole
system of the auroral arcs moves poleward with a moderate speed of about
100 m/sec in the early phase and reaches an almost stationary state.

Note that the arcs in the dawn sector move equatorward in the early phase

as shown in Figures 15, 20 and 23. The arc motion in the early phase

I.S.

should be given by VPh

(Eq.(3.20)). Since 1MPEXOI >> [MHEyo} and E__
is poleward in the evening sector and equatorward in the morning sector,
the poleward motion of the arcs in the evening sector and the equatorward
motion in the morning sector are a reasonable consequence in our model.
Figure 26 shows the latitudinal arc motign at 2200 LT for different

ionospheric density distributions (left panel) and for different magnetos-—

pheric impedances (right panel). A remarkable fact is that regardless
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of the electron density and the magnetospheric impedance, the latitudinal
velocity of auroral arcs becomes almost zero in the fully developed state;
this fact can be interpreted by the complete reduction of M E + MHE

P xo0 yo
inside the arc. It is also remarkable that the velocity of the poleward
arc motion in the early phase of the evolution (slope of the curve) in-
creases with the growth rate of the auroral arcs (see, Figures 10, 14, 17,

19 and 22).

Effects of the ambient electron density distribution on the development

of auroral arcs

Figure 27 shows a three-dimensional view of the density disturbance
at T = 30 for two different density models shown in Figure 12 (upper panel)
and Figure 15 (lower panel). In contrast with the upper panel correspond-
ing to a denser ionospheric model the lower model shows the formation of
far more enhanced multiple density arcs both on the dusk side and on the
dawn side. This marked contrast is due to the strong dependence of the
arc development on the ambient electron density distribution in the ionos-
phere. This figure also provides a convincing result that no perturbation
develops in the day sector owing to the large recombination damping rate.

The effect of the ambient electron density distribution on the satura-
tion amplitude of the density (cross), field-aligned current (circle),
and potential (triangle) disturbances is summarized in Figure 28 (left
panel). As can be seen, the field-aligned current intensity depends most
strongly on the ambient electron density. As we have already noted in
Figure 17, when the ambient electron density becomes so low
that the recombination damping term becomes negligible, neither the growth
rate nor the saturation amplitude of the disturbances becomes any more

dependent on the ambient electron density distribution; this is because
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the growth rate is then determined by JNS/n0 and the impedance of the

magnetosphere.

Effects of the magnetospheric impedance

The effect of the magnetospheric impedance, which plays a key role
in the ionosphere-magnetosphere coupling, is summarized in the right panel
of Figure 22, Shown here are the arc width (square) and the peak amplitudes
of the density (cross), field-aligned current (circle), and potential
(triangle) disturbances at T = 32 as a function of the bounce time of the
Alfvén wave given by 4£/V,; the ambient electron density distribution is
the same in these runs (No.3, 4 and 5 in Table 2). Of primary importance
in this panel is the linear increase of the arc width with the bounce time,
which is attributable to the fact that a disturbance with a latitudinal
scale which is nearly resonant with the Alfvén wave with the bbunce time
of 42/V,, grows with the largest growth rate and develops into an auroral
arc. Another important fact deduced from the figure is that while the
field-aligned current intensity decreases linearly with the bounce time,
the potential amplitude remains almost constant irrespective of the
magnetospheric impedance; this suggests that the auroral arc acts as a
potential generator, the energy of which is continuously supplied by the

large-scale ionospheric current flow (see Figures 7 and 13).

Effects of auroral electrojets on the ground magnetic perturbation

The MHD response of the magnetosphere in the present simulation

model is too simple to discuss the effect of developed auroral electrojets

on the ground magnetic perturbation; however, according to Biot-Savart law, a
noticeable magnetic effect is produced on the ground due to the east-west auroral
electrojets, which are developed in the present simulation model. The ground
magnetic effect is estimated to be several hundred nT (depending; of course, on
the current density and latitudinal width of the electrojets ) below the center

of the electrojet region, so that a moderate magnetic substorm is expected on

the ground.
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V-2. Global distribution of quiet auroral arcs

The simulation results have shown that the gloﬁal occurence of auroral
arcs has a strong dependence on the background structure of the auroral
oval. The following three effects are of particular importance.

First, the relatively large electron density limits auroral arcs
from developing in the day sector (recombination damping). Second, auroral
arcs appear more intensely on the duskside due to the dawn-dusk asymmetry
of the large-scale ionospheric current (Figure 9). The interrelationship
between the auroral appearance and the current distribution is self-
exélanetory, because the linear growth rate Yin increases with }JNSl/nO(Eq.(B.lS))
and the saturation amplitude of the disturbance is proportional to
YLin/a; auroral arcs develop more intensely in the place where IJNS] is
large. To summarize, the remarkable dawn-dusk asymmetry of auroral
appearance in the upper panel of Figure 27 is interpreted as follows:
Given two pairs of large-scale Birkeland currents and the dawn to dusk
polar cap electric field, then the closure ionospheric (Pedersen) current
of the Birkeland currents becomes northward in the evening sector and
southward in the morning sector, whereas the Hall current due to the
westward electric field in the dark sector of auroral oval connecting to
the polar cap electric field is northward both in the evening and morning
sectors. Thus the Pedersen and Hall currents are both northward and add
to each other in the evening sector, but they are opposite in the morning

sector; thus, a dawn-dusk asymmetry of l is created.

Tys|
The third effect is the preferential occurrence of auroral arcs in

the region of 'ambient' upward Birkeland current (compare Figures 8 and 27) .

This may be understood as follows: The linear theory states that auroral
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arcs develop while they drift in the north-south direction with the

velocity VphI S- given by (3.20). 1In the night sector of the auroral

oval except the local time close to the midnight, ]MPE I >> !M E ‘,
X0 H yo
so that the direction of the drift is the same as that of the closure
current of the large-scale Birkeland currents, namely, northward in the
evening sector and southward in the morning sector. It is a natural
consequence therefore that the auroral arcs develop more actively in
the high latitude region of the auroral oval in the evening sector and

in the low latitude region in the morning sector, the regions being

coincident with the regions of the upward Birkeland current.
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VI. SUMMARY AND CONCLUSION

The feedback theory of auroral arcs is extended to a realistic
global model of auroral oval, which includes. two pairs of large-scale
Birkeland currents, polar cap electric field, and a day-night asymmetry
of ionospheric electron density distribution. In the first place a quiet
background model of auroral oval is constructed, so that it is consistent
with the observed distributions of large-scale current and electric
field [Banks et al., 1973; Brekke et al., 1974; Horwitz et al., 1978].

Then, a differential equation is derived that describes a three-dimentional
maénetohydrodynamic coupling between the ionosphere and magnetosphere in
terms of the magnetic field line length (£) and the Alfvén speed (VA).
Combining this equation with the ionospheric equations, numerical simulations
have been performed in the initially quiet auroral oval under several
ionospheric and magnetospheric conditions.

The simulation results are summarized as follows: A small-scale field-aligned
current can grow spontaneously from a small density perturbation that naturally
exists in the ionosphere,especially the upward induced current corresponding
to an auroral arc. The arc usually appears in multiples in the dark sector
of the oval, more preferentially in the evening sector. The latitudinal width
and spacing of an arc are 10 to 40 km and the length in the east-west
direction is typically 2000 km. The small-scale, localized field-aligned
current reaches 10 to 200 uA/mz, and the electron density inside each
auroral arc reaches 2 X 101]'mm3 ~ 1012m—3. This enormous enhancement in
electron density leads to the development of an auroral electrojet in
each arc, whose intensity reaches 5 to 26 kA. All of these small-scale

features of auroral arcs are found to be in an excellent agreement with
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observational results of Cloutier et al. {1973], Park and Cloutier [1971],
Casserly and Cloutier [1975] and Sesiano and Cloutier [1976]. Each auroral
arc is strongly polarized in the direction of the amBient latitudinal (north-
south) current which is primarily carried by the Pedersen current; accordingly,
the net electric field perpendicular to the arc is reduced inside the arc, while
it is intensified - outside, such a tendency being in agreement with
results of Aggson [1969], Wescott et al. [1969], and Maynard et al. [1973].
The potential difference across an arc reaches 200 V to 1 kV,nearly in-
dependent of the magnetospheric condition. The essence of the whole
process occurring in the feedback system may be summarized as follows:
Being strongly polarized by the north-south component of the large-scale
ionospheric current,the arc becomes a local voltage generator which in
turn supplies a local field-aligned current into the magnetosphere. It
is obvious that the energy source of the feedback mechanism is the large-
scale ionospheric current (electric field), which is governed by the large-
scale field-aligned current and the polar cap potential ( see Appendix A).

It is found that both the ionospheric and magnetospheric conditions
play equally crucial roles in the formation of quiet auroral arcs. Both the
developing speed of auroral arcs and the field-aligned current intensity
decrease as either the ambient electron density or the bounce time of the
Alfvén wave (QQIVA) increases. The width and the spacing of auroral arcs
increase almost linearly with the increase of the bounce time; this re-
flects the fact that a perturbation nearly resonant with the Alfvén wave
in the magnetosphere can grow into an auroral arc as a result of the three-
dimensional ionosphere-magnetosphere feedback coupling.

Several other important results conéerning the global distribution

of auroral arcs have been found. First, auroral arcs appear only in the
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night sector but not in the day sector because of the large recombination
loss. Second, auroral arcs tend to appear more intensely on the duskside
than on the dawnside. This can be attributed to the’ dawn-dusk asymmetry
of the north-south ionospheric current in the night sector due to the
large-scale dawn to dusk electric field. Third, auroral arcs appear
predominantly in the region of 'ambient' upward field-aligned gurrent,
where the situation is more favorable for the growth of disturbances.

As we have seen in the above, the present numerical simulation is
the first in demonstrating successfully the .global formation of quiet
arcs in the auroral region and the results are consistent with most of
thé existing observations. This success implies that the magnetohydrodynamic
coupling between the ionosphere and the magnetopshere plays an important
role in the formation of the so-~called quiet auroral arcs, the associated energy

being continuously supplied by the large-scale ionospheric current

(electric field).

- 68 -



Appendix A. THE ENERGY SOURCE OF THE FEEDBACK INSTABILITY

In the first part of Appendix A, we shall deriVevthe same dispersion
equation as that given in II1I-5, by introducing a concept of the effective
reflection coefficient of the Alfvén wave at the ionosphere. In the second
part, energetics of instability as a result of the coupling between the
ionospheric drift mode and the magnetospheric Alfvén wave will be examined.
The instability can be interpreted in terms of the negative dissipation in
the ionosphere under the presence of the stationary electric field.

A-1. Wave equations and boundary conditions

Ideal MHD equations (4.1) - (4.4) are solved in an ideal magnetospheric
model, where the magnetic field is straight and homogeneous. We employ a
coordinate system shown in Figure A.l; the ambient magnetic field is down-
ward in the negative z direction, positive x and y axes direct equatorward

and eastward, respectively. Note that this coordinate system is different

from that used in III-5. The ionosphere and equator corresponds to z = 0

and z = %, respectively. Since we are interested in an arc-like pertur-
bation which has a much larger extent in the east-west direction than in

the north-south direction, we assume the uniform perturbation in the y
direction, namely, 8/3y = 0. Furthermore, in the following analysis, we
treat only the Alfvén wave perturbation with SEX and 6By. Although actually
the east-west Hall current driven by SEX gives rise to a generation of the
fast mode with SEy and SBX components, we neglect this effect. This is
justified for the following energy consideration, since the fast mode is
evanescent in the vertical direction for k, >> k|V
Takipg y component of (4.2), éExaﬁd 6By are related by

86EX a8B
9z =T ot (a.1)
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The x component of the current density associated with the Alfvén wave

is expressed from (4.3) and (4.4) as

o 3S8E
. _ _ 0o X
6Jx B 2 3t (4.2)
Bo

If we set this equal to §jx derived from (4.1) we obtain

BSBy 1 86EX
vz . 7 ot (A.3)
A
where VA is the Alfvén velocity defined by
: Bo
V= ——
Hofo
Let us next consider boundary conditions for 6Ey and 6By,
which should be specified at both ionospheres. If we assume

that both ionospheres are symmetrically conjugate, a boundary condition
at one ionosphere is replaced by the condition djz = 0 at the

equator. This condition can be written from (4.1) as

1]

8B 0 at = 9 (A.4)

N
|

Another boundary condition at the ionosphere is the jump condition of
GBy by the ionospheric surface current. If we assume 6By =0
just below the E layer and denote the x component of the height-integrated

ionospheric current by 6JX, the jump condition can be written as

-8B, (2 = 0,) = 83 (2 = 0) (A.5)
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If GJx(z = 0) is expressed by the Alfyén waye quantities at z = 04

using the continuity of SE,, (A.4) and (A.5) provide necessary boundary

?

conditions for the guided Alfvén wave described by (A.1l) and (A.3).
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A-2, Ionospheric equations
In this section we shall consider in detail the ¢ontribution
of the large-scale dc electric field to the horizontal perturbation
current in the ionosphere.
The ionospheric horizontal current density 3; is expressed as
> >
N E x Bo s
i = -ne ——— + neM (A.6)
J.I. M'H BO p

where MH = uH_l = Bo—l, Mp = Up+ and contribution from the neutral wind
is ignored in this expression. If we multiply (A.6) by h, the effective
height range of the E layer, and linearize it, the height-integrated

horizontal current GJX can be written as

63, = L OB, + he@E +ME_)én (A.7)

where EXo and Eyo are the x-(southward) and the y-(eastward) component of
the large-scale dc electric field, respectively. The second term in
(A.7) is theperturbation current arising from the density perturbation

and the large~scale dc electric field. In order to express én by

the Alfven wave quantities at z = 0,, we use the continuity equation

of the plasma in the ionosphere:

E x B 3
on o = z 2 2
T — = = - -
T - A <h a(n n, ) (A.8)
o
where o is the recombination coefficient. In (A.8) we have assumed

that the field-aligned current jz’ defined positive for upward current,

is carried by cold electrons. Making use of (4.1), §j, at z = O+ is

related to 8By at z = 04 as
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(A.9)

sz(z = o+) = -

If we linearize (A.8) on the assumption that all the perturbation
in the ionosphere takes the form of exp[i(wIt - kix)] and use (A.9),

dn can be expressed by 6By as

kXGBy
: (A.10)
uoeh(mI + kaH - 12ano)

dn = -

where V, is the Hall velocity defined by Vy = Eyo/BO' Note that wy
is the frequency of the perturbation seen in the rest frame of the
neutral ionosphere. Substitution of (A.10) into (A.7) enables us to
~express the perturbation current SJX by the Alfven wave quantities

above the ionosphere (z = O+) as
83, = ZPGEX - BaBy/uo (A.11)

where B is defined by

. kx(MHEyO + MPEXO)
wy + kaH - 12an0

(A.11) can be rewritten by using (A.5) as
6Jx = ZPGEX + BGJX (A.12)

This relation means the existence of- an important feedback loop in the
ionosphere-magnetosphere coupled svstem: A perturbation current
arising from GEX generates a perturbation magnetic field 6By above the

ionosphere. The induction current 6jz associated with SBy in turn
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gives rise to a density perturbation in the ionosphere. If the large-scale
dc electric field exists in the ionosphere, the density perturbation contrib-
utes- to.the perturbation current, in addition to the original perturbation
current ZPSEX. The total surface current 6JX resulting from this feed-

back effect is therefore expressed from (A.1l2) as

83 = SE (A.13)

Let.cus rintroduce an effective height-integrated Pedersen conductivity

of the ionosphere defined by

Zp wy + kaH - iZano
pese TT -8  w - kV_ - iZan L (a.14)
- X'p o

where Vp is the Pedersen velocity defined by Vp = MpExo' Using ZPeff,

(A.13) is expressed as

§J_ =

< ZPeffSEX (A.15)

If we use the characteristic impedance of the magnetospheric medium ZM

seen from the ionosphere, which is given by

uoGEx

(A.16)

the boundary condition at the ionosphere (A.15) can be expressed as

-1
7 =

M EPeff (A.17)

This relationship exhibits that the impedance of the magnetosphere seen
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from the ionosphere matches the effective Pedersen resistivity of the

ionosphere.
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A-3. Standing Alfven mode and reflection coefficient at the ionosphere

The guided Alfvén wave in the magnetosphere is,reflected, back and
forth, between two ionospheres and form a standing Alfvén mode. Thus,
6Ex and 6By associated with the Alfvén wave can be written as [see, for
example, Nishida, 1978]

i(u .t +k z2 -k X) + &F el(wMt -k z - kxx)
e M z X Xu

O, = ®Exa (A.18)
§ _ 8 ilw t+k z-%k x) i(w t -k 2 - kxx)
By = Byd e M z X + SByu e M z (A.19)

where the suffixes d and u denote the downward and upward propagating

components, respectively, and Wy is the frequency seen in the rest frame

of the magnetosphere, which is equal to w,. + k,Vyg. 1In the above

I

expressions we have assumed the perturbation of the sinusoidal form
in the x-coordinate over the ionospheric

boundary. Amplitudes of the upward and downward propagating components

in (A.13) and (A.19) satisfy

xSByd = - v SExd (A.20)
A
§B = - 6 (a.21)
yu \Y Xu
A
where
w
M
L " Va
z

Note that kz is in general complex, since wM is a complex quantity.
Once the ratio of GByu to dByd is determined, (A.18) and (A.19)

can specify the amplitude and phase distributions of the standing Alfvén
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mode along the field line. If we express the ratio by Ref, i.e.,

8B .
Ref = ﬁl‘i (A.22)
yd

the magnetospheric impedance seen at the ionosphere ZM can be written

from (A.18) and (A.21) as

A Ho%%x 1 - Ref

V ———
5B, |, Yo AT ¥ per (A.23)

Substituting this into (A.17) and solving for Ref, the boundary (matching)

condition at the ionosphere becomes

1 -yuz \
Ref = _ — ozpefva (A.24)
Mo peff A
Since this is reduced, in the case of’E;= 0, to the ordinary

reflection coefficient of the Alfvén wave at the ionosphere [see, for

example, Tamao, 1964; Hughes and Southwood, 1976]

1 -~ uOZ VA
1+ HOZPVA

Ref = =

(A.24) can be interpreted to give the general reflection coefficient of
the Alfvén wave at the ionosphere including the feedback effect by the

large-scale ionospheric dc electric field.
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A-4, Dispersion equation and eigen-yalues for limited cases
We shall now consider the boundary condition at the equator (A.4),
which is required from the assumption of the symmeérically conjugate

ionospheres. Substitution of (A.19) into (A.4) yields

Ref = —e 21F;" (A.25)
If we substitute this into (A.23), we obtain
Zy = in,V, cot k,2, (A.26)
Then, the dispersion equation is obtained from (A.17) as
“x iy * MpPro ) 1 - ip V,5_ cot(k g) (A.27)
Wy + kXVH - iZanO o A'p z )

Note that this is equivalent to (3.16) derived from (3.7) - (3.11)

except the difference of signs introduced by the use of a different
coordinate system, since (3.8) and the jump condition (A.5) are equivalent,
In terms of the reflection coefficient (A.25), the definite form of the
amplitude distributions of the standing Alfvén mode is given from (A.18)

and (A.19) as

i(th - kXx + kzz)

GEX = 26Exd coskz(z - %) e (A.28)
§B_ = 2i6B_ 4 sink_(z -2) Ayt — kx F k) 99y
y yd ___ 2z
Let us consider the growth (damping ) rate Y for
three important cases, i.e., (a) Iy|<< Re(wM) and f% =0, (b) ly]

<< Zano,Re(wM),'and (c) 2an0 < ]Yl f Re(wM).

(a) ]Yl«:Re(wM) and<E; =0
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In this case, it is more conyenient to start from the dispersion
relation in the form of (A.24). Making use of (A,25), (A.24) can be

rewritten as

2ikz? = ——-———l ~ toTpla (A.30)
e " T T I,V '

where k, is a complex quantity and is expressed as

[
M .
k, = ﬁ = Re(wM)/VA + w/vA (A.31)

Then, taking the absolute value of (A.30), we obtain

1 -uzV
0

‘l + z VA }
"M P A

exp(-2 &) = (A.32)
A
If we square this and then expand the L.H.S. for 2y/Vp = 0(y/Re(wM))<< 1,
we obtain
uOZQVA

- — (A.33)
(1 + qupVA)

VA

From the above we see that Y is inversely proportional to uOV r for

A'p
VI > i i V. I \ <
uo Alp 1, but is proportional to uo ALp for Uo AZP < 1, and has a
3 ‘V - . 3 V K3 .
maximum for Mo Azp 1 This dependence of y on Mo AZP is an important

result when one wishes to consider the local time dependence of the
damping rate Yy , as was discussed by Newton et al.[1978].
() [v] << 20n_, Re(u)
On the assumption that the growth or damping is weak, we expand
cot(kzl) on the R.H.S. of (A.27) for lIm(kz)l*0<Re(kz) and then separate the

real and imaginary parts of (A.27) to obtain
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kx(V_ + V., )Re(w )
— i3 L 7 =1- Ho & Zycosecz(éP Re(wM)) (A.34)
Re“(w) + (Y - 2om) P A .
kx(Vp + V) (v - 2ang) (2 ) , )
=y V,Z cot(s— Re( A,35
Rez(wM) + (v - 2ano) o A'p VA wM

Upon deviding (A.34) by (A.35) we obtain

Re (o) 1
- = &_
- 2ano = ”OVAZP tan v, Re(wM)
2, %
x [1 - quDQY cosec (‘V— Re(wM))} (A.36)

A

Thus, Re(wM) is determined in the limit of y >0 from the intersection

of two curves (see Figure A.2) for given values of 2<xn0, “oVAEp and g.As can
be seen from Figure A.2, for sufficiently large values of uOVAzp/ano,

the linear curve intersects the tangent curve near Re(mM) = nVA/(Zz);

this corresponds to the case, in which §Ey¢ = 0 holds at the ionosphere,

On the other hand, vy should be determined from (A.34) as

LS |
Y
VA Uo]Azp

L

k (V. + V_)Re(w,)
Re (wy)) [1 - XZ p__H NMZJ (A.37)

sinz( v
A Re (wM) + (Zano)

Substitution of (A.36) in the limit of y - O into (A.37) yields

1
k (Vp + IH)ZanO

L 2,8 N
sin (Vm— Re(wM))[l . 7

2
tan(g—Re (w,)) ]
A Ho¥A ) A Rez(wM) + (Zano)2 o A%p vA M

(A.38)

Thus, the instability occurs when the following two conditions are satisfied:

tan(—%—-— Re (i) < 0 (A.39)
A
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Ikx(vp‘+ VH)ZQHO

| - e tan($~ Re (1)) > 1 (A.40)
A

Re’(a) + (2om)°  Yo'a%p

Physical meaning of (A.39) is such that the magnetosphere is inductive

as is expressed by (A.26) or alternatively,

cot kzﬂ (A.41)

This condition for the positive feedback is in agreement with that
obtained from the physical intuition in III - 3.
(C) 2o0n, s |y = Re (0,1

(A.27) can be written as

kx(VH + Vp)[Re(wM) - 1y —’2dn0)]

=1 - iy VvV, Z _cot(k_2) (A.42)
Rez(wM) + (v - Zdno)z 0O AP z

We concern here the large growth rate Y , which arises as a result
of the appearance of y on the L.H.S. of (A.42). Therefore, we take
kz real on the right of (A.42); this is allowed as far as the condition
ly] = Re(wM) is satisfied for calculated eigenvalues. Then, taking real

and imaginary parts of (A.42), we obtain

k (Vy + V)Re(uy)

5 > =1 (A.43)
Re (wM) + (y - 2an0)
2 2
Re (wM) + (v - 2ong)
Y=2an_ + (Vg + V) roAZp cot(Re(k,)4) (A.44)
p
Combining (A.43) and (A.44) yields
Y = UOVAEpRe(wM)cot(Re(kZ)Z) + 20LnO (A.45)
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Therefore, the instability arises for cot(Re(k,)&) < O, which means that
the magnetospheric response to the ionospheric potential perturbation
is inductive. Since the condition lyl < Re(mM) is'imposed, we expect
from (A.45) that the peak of |y|, which is nearly equal to Re(uwy),
occurs when

u v

Azp cot(Rg(kz)ﬁ) = -1

It is natural that this condition for the maximum growth agrees with
that obtained in III - 5 from (3.18), i.e., !Xl = 1, since (3.18) can
be derived from (A.27) based on the same assumption that cot(k,%) is
pure real. ‘When the above condition is met, we find from (A.45) and

(A.43) that

Y = - Re(mM) + 20mO

Re (uy) = -1?: kx(Vy, + V)

in agreement with (3.19).
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A-+5, Energetic consideration

The energy source of the feedback instability is$ discussed in this

subsection. Let us express ionospheric perturbations as

SE E

x X
GBy %y i0 t (A.46)
6J = J e 1

X ~X
én n

If .we define a time average { AB) by
1 T .
<AB>=—(R A)Re(B)dt .

T | Re(WRe(®) *.47)
where T = ZW/Re(mI), the ionospheric power dissipation <6JX6EX> is ca-
lculated from (A.7) as

1 —2Yt ~ 2 ~ T~ ~ ~%
<83 8 > = = : y
JOE 7 e [2zp|Ex| + heQQE + ME J(En+En)]

where the star over the quantity denotes the complex conjugate. In
deriving (A.48) we have assumed |y| = ]Im(ml)| << Re(wl) . The first
term on the-R.H.S. of (A.48) represents the usualJoule dissipation loss
by the finite Pedersen conductivityénd is always positive. The sign of
the second term, however, depends importantly on the phase relationship

between E% and %&, since (A.48) is rewritten, making use of (A.11), as

B
¥
w5 Re(B—% )] (A.49)

o p EX

-2yt

=2
tJE [TIL -

<§J SE > = % e P
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That is, if Re(BBy/Ex) > 0, the second texm, which originates from the
large scale dc electric field (current), becomes a negative dissipation

term. (A.49) is further reduced to

<8I 6E. > =+ e 2Vtr JE_|?
X X 2 p'x
kx(MHE o + M Exo) 20LnO
x [1 + %’, 7 P 5 tan Re(k,)2] (A.50)
Ho'A%p (Re(wp) +k V)7 + (2an)

where we have neglected terms of O(y/2an,) and O(yR/VA). Since kX(MHEOy

f MPEOX) > 0, we find from (A.50) that the condition (A.39) tells us that

the Joule dissipation of the peiturbation current arising from a combination

of the stationary electric field and the density perturbation is negative.
Let us calculate the total energy of the Alfvén oscillation in the

magnetosphere averaged over one time period. Making use of dielectric

2, the

constant €, for the Alfvén wave, which is nearly equal to eocz/VA
energy WM in a flux tube with length % and unit cross section at the

ionosphere becomes

_oe 1 2 1 2
W, = fodz(§€A<‘SEx>' + 5, <6By >) (A.51)

(o]

where the quantity <AB> is averaged for T = Zﬂ/Re(mM). If we substitute
(A.18) and (A.19) into (A.51) and use (A.22) and (A.25),
. 2
W.M = ;—'—",——2- exp(-2vyt) lGEXdI (A.52)
Ho'A
where the terms of O(y/Re(wM)) is neglected.
Since the ionosphere is assumed to be inifinitely thin, the ionosphere

becomes only sink or source of the Alfvén wave in the magnetosphere,
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the energy reseryoir in the coupled system. Therefore it is required

from the energy conservyation that

BWM
I <6By6Ek >z=O /Ro
2 +
Since the relationship
< 6JXGEX >z=0 T <SBY 6EX:>Z=O {uo

- B
holds in the ionosphere, (A.53) becomes

oW
——ﬁ=-—<<SJ SE_>
t X X

9 z=0

Substitution of (A.52) and (A.50) into (A.54) yields-

(A.53)

(A.54)

2 -
- uoVA Zp ’ X ‘2
49 GEXd
k. (M.E +ME ) 2an - Y
x [1 + = %Hvy‘; P X0 0 5 tan(Re(k,)2)]
Mo A"p (Re(wp) + k Vi)™ + (2an))
(A.55)
If there is no stationary convection field, (A.55) is reduced to
. u v,z
U I P (A.56)
v 4
A
Substituting (A.24) into (A.56), we obtain
uv.zZ
VQ Y = oAp 5 (A.57)
A (1 + pOZpVA)

Since this is the same damping rate as that given in (A.33), the

damping rate derived from the dispersion relation represents the damping
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of the standing Alfvén mode in the magnetosphere by the Joule dissipation
in the ionosphere.

It is easily shown by using (A.23) and (A.26) that

EX 2 2 Y£
‘SE l =4 coskzl‘ 1+ OCV*)]
xd A
sin kzz 2 i
=4T-Tl [1+0GM] (A.58)
Mo peff A A

The growth rate y obtained by substituting (A.58) into (A.55) agrees with
(A.38) except the appearance of Zpeff instead'of Zp. This agreement

is a necessary consequence, since both (A.38) and (A.55) are derived on

the same assumption of the weak instability. Thus, the previously derived
instability condition that the R.H.S. of (A.38) is negative is equivalent
to the condition of<63xdgx><()in the ionosphere.

It is difficult to discuss the growth rate given by (A.45) in terms of the
expression of (A.55), which was obtained under the weak instability limit,
However, we should point out that (A.45) can be obtained by the procedure
in which we put the R.H.S. of (A.50) to be zero after replacing 2ang
by (Zano - v). This means <6jx6E&>s()in the ionosphere and corresponds
to the case, in which the ionospheric energy production rate is so large

that the magnetosphere can store only the small part of the energy produced

in the ionosphere.
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Appendix B Numerical Procedures

Elliptic equation for the electrostatic potential ¢(8, y, t)

The electrostatic potential ¢(6, Y, t) in the ionosphere can be
obtained by numerically solving the three-dimensional current continuity
equation (2) under a proper boundary condition.

Substitution of (3) into (2) yields an elliptic equation of the form

' 2
A0, 1,8 52+ B8, y,0) SE+ Clo,unt) 23

oy
) (B.1)
+ D(8,y,t) 3—% = E(8,y,t)
99
For the ambient state (t = 0), (B.l) is written as
3¢ 3¢ 32¢
0 0 o
A (0,v) 7;;'+ Bo(e,w)'Ti; + Co(e,w) -;;E-
2 (B.2)
0 ¢o
+ D_(0,y) > = Eo(e,w)
06

where ¢O(e, p) is the ambient component of the electrostatic potential
$(6, ¢, t) and Ao’ BO, CO, Do and EO (suffix o denotes the ambient state)

are expressed as

A (o,y) = - 55— [ = —2 —2 ]

o Zsing sing 3y a6

) e BNO BNO
B (0,y) = Byt -~ M ( -z== sin® + N cos6)]
o Zsing H 3y p 96 o)
eM N
Co(e’w) ) 2
r sin ¢ \ (B.3)
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Do(e"b) = _._PO

E (6,¢) iig
o’ h
where No(e, V) and Juo(e’ ) are the ambient ionospheric electron density
and the ambient field-aligned current density given by (9) and (10),
respectively.

For the disturbed state (t > 0), we express the potential (o, ¥ t),
the density n(6, ¢, t) and the field-aligned current density j"(e, P> t)

in terms of the sum of the ambient component and the time dependent component,

namely,

0(8,9,t) = ¢_(0,9) + ¢(0,y,t)

Il

n(6,y,t) = N_(6,y) + n(o,y,t) (B.4)

j"(e,w,t) = J"O(e,w> + j"(e,w,t)

where $, n and E.denote time dependent components of ¢, n and j“, respectively.
Substitution of (B.4) into (B.1l) and then subtracting (B.2) from the

resulting equation give an elliptic equation for @, namely

~ ~ 2~ 2.
AG,¥,8) S+ By, t) 2L+ clo,y,0) 2L+ D(o,y,0) 28
oy 36

= E(e,d),t) (B'S)

where the coefficients are written as
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A(6,y,t)

B(6,¢,t)

C(o,y,t)

D(6,¥,t)

CE(8,y,t)

where A, ﬁ, C and 5 are

e Mp 3n on
= . ( sinb 36'+ My FY) )
r sinb _
= € [ am oy ( 90 ine + ncoso)]
. a5 Mt 36
r sind
eM n
= - P (B.6)
r sin ©
eM n
- . P
2
T
~ 2 2
j _ 3¢ _ 3¢ 3¢ _ 3¢
= -%} - (A +B 5 tC—5 +D > )
v 2 26

calculated by (B.

3) using n instead of No'

The equation (B.2) is solved under the boundary condition given by

(11) and (12).

specified as

On the other hand, (B.5) is solved under a boundary condition

(B.7)

(B.8)

where je is a latitudinal component of the perturbed current density.

Although we have not mentioned, we impose a periodic boundary condition

in the V direction.

an ADI code [Birkoff et al., 1962] which was newly developed for an

equation with a

Continuity equation

In numerically solving these equations, we have employed

elliptic

general boundary condition (see Appendix C).

The time evolution of the electron density n(6,y,t) is governed by

the continuity equation

(1) yields

(1). Subtracting

- 89 -

the equilibrium equation from



T xd ] j 3
on o =~ _ o > U h
ot + 2 Vo = 2 Vno eh Y(JH) eh
B B
[o] (o]
- a(ZnOH + ﬁz) + a'( lﬂlzi_ﬂ )2 (B.9)

-~

where E denotes the time dependent component of the electric field. The
last term in (B.9) is introduced to prevent an unphysical large electron
density depletion. Since this term vanishes for a positive density perturba-
tion (n > 0) and negligibly small when ]ﬁl is small, the introduction of

this term does not importantly affect the present numerical result.

In integrating (B.9) we use a boundary condition specified as

n(emin,w,‘t) =nle ¥ t) =0 (B.10Q)
as well as the boundary condition for 3“
J" (emin’ ¥, t) = J“(emaxyll), t) =0 (B.ll)

As we have mentioned, the hyperbolic equation (B.9) is numerically integrated
using an upstream-downstream difference scheme to prevent a spurious

numerical dispersion.
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Appendix C. An alternating-direction implicit scheme for the general

elliptic partial differential equation

In this appendix, a numerical scheme is developed for solving the
elliptic partial differential equation, which is subject to the general
boundary condition. The numerical scheme constitutes an important part of
the present numerical simulation, since it is necessary to solve the
elliptic differential equation at each time step of the temporal evolution.
The numerical scheme is composed of two steps: First, a simultaneous linear
equation is'derived systematically from a difference form of:the elliptic equation.
The detail of this procedure under the general boundary condition is
discussed in the first half of this appendix. Second, the large-scale
matrix equation obtained is solved by alternating-direction implicit
methods, which constitute powerful techniques for solving elliptic and
parabolic differential equations. ADI methods are rapid and accurate
iterative methods, which allow to use the solution of the last time step
as a ''good guess" of the solution of the next time step. The latter half
of this appendix is devoted to the detail of the ADI scheme and the

solution of the tridigonal equation.
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C-1. A prescription of the elliptic differential equation

A general form of the elliptic differential equation is

2 2

AGLY) B2+ By $E+ Couy) T4 Dany) TE - BGoy) (G
oy 9x

Let us consider a case, in which the solution of (C.1l) is to be sought
in the rectangular region R defined by X £x < X V1 £y < yN(see Figure
C.l-a). In order to specify the general boundary condition of (C.1),
we introduce two integer variables IBCX and IBCY. The possible boundary
conditions are then given by:

IBCX = 1. The potential ¢ satisfies mixed boundary conditions of
the form .

¢ 39 =
P 5y +Qoxz R =S (C.2)

at x = Xy and x = Xy
IBCX = 2. All variables are periodic in x. That is to say,

0 (x5y) = ¢(xpy) - (C.3)
There are similar definitions for IBCY = 1, 2. From these defini-

tions of IBCX, IBCY, any boundary condition on the boundary of the re-

ctangular region R is expressed by a combination of IBCX = 1, 2 and

IBCY = 1, 2.
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C-2. Finite difference form of the elliptic equation and the boundary

condition

In order to approximate the elliptic equation (C.1) by a finite

difference equation, we use a mesh system composed of M x N meshes (M
meshes in the x direction and N meshes in the y direction; see Figure
C.1-b). A five-point difference approximation of the elliptic equation

(C.1) is then written as

A %1441 7 %44-1 . ¢i+ij'_¢ifii>+ c o541 " 2054t 95401
13 28y 13 28% ij (92
b i = 20, F b, 1.
+p,, —xtli 132 i-1] _ E, (C.4)
1] (Ax) ]

where Ax and Ay are mesh sizes in the x and y directions, respectively,
and i and j take 1 » M and 1 ~ N; respectively. Note that when i =1,
Mor j =1, N, (C.4) contains 'virtual meshes' or 'virtual potentials’
with i = 0, M+ 1 and j = 0, N + 1, which belong exterior to the region

R. These meshes are necessary for keeping the second order accuracy of
difference approximation in the entire solution region. When the periodic
boundary condition is imposed (IBCX = 2 or IBCY = 2), however, these \

virtual meshes can be removed by replacing them by equivalent meshes near

the opposite boundaries. Multiplying (C.4) by 4x - Ay yields

¢ ¢

+ + +
355599 T Pigtay T Cagfiany t di3%a5-1 T Bii®ag T eiy%ign

=f,.(i=1~aM, j=1~N) (C.5)
where
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= éX _._AXB
343 (% Piy ~ 2 ij)
A
A
Py X Cij
= - (4 Ay
€13 (A Dis 2 Bij)
(1=1~M, j=1nM (C.6)
Ax Ax
= - (= - £
445 Ay Cij 2 ij)
_,
8i5 ~ 2 Ay Cij
- Lx Ax
®i5 ° ( ay Ci3 T2 Aij)
fij = - AxAyEij

We show in Figure C.Z—é a mnemonic diagram of the difference equation
(C.5).
Next, the five-point difference approximation of the boundary condi-

tion (C.2) (IBCX = 1 or IBCY = 1) is expressed as

Oparl ~ Pkg-1 dpa1g " Pu-1g

Pra 24y * Q 28% * Rty T Sk (.7

where symbolically expressed by (k,%) are (1, j) (M, j)(j = 1 ~ N) when

IBCX = 1 and (i, 1), (i, N)(i = 1 ~ M) when IBCY = 1. Multiplying (C.7)

by (AxAy)l/2 yields

1 1 1 A 1 1
Apfi-10 T Prafie T Ckefkrin  dkafio-1t Brafre T Ckafre+l

'
fkl ’ (C.8)

where
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o1, 8y (172

cpe =2 (2x ) Qg

C o1 bx.1/2

dgg == 7 ¢ Ay ) ) (€.9)

C UL L2

ee ©2 (ay ) P
1/2

' =

ka (AxAy) Skl

Note that when IBCX = 1 and IBCY = 1, (C.9) defines two different groups

1 ] ] ! 1 :
of ailw fil’ aﬁl N fMl’ ayn N le, AN n fMN’ which are expressed by the
same symbols. The mnemonic representation of the boundary condition (C.8)

is shown in Figure C.2-b., Although (C.8) includes virtual meshes when

IBCX = 1 or IBCY = 1, they are eliminated by combining, (C.8) and (C.5).
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C-3. General boundary conditions

The possible combinations of the boundary conditions in x and y

direction are as follows:

(a) IBCX = 2, IBCY = 2 (doubly periodic case)
(b) IBCX = 1, IBCY = 2 or IBCX = 2, IBCY = 1
(¢) IBCX =1, IBCY =1

Since the case of IBCX = 2 and IBCY = 1 does not differ essentially from
the case of IBCX = 1 and IBCY = 2, only the case of IBCX = 1 and IBCY = 2 ig
considered in (b). The mesh system and the procedure of removing the virtual
‘meshes are shown schematically in Figure C.3 for above three different
cases. When IBCX = 2 and IBCY = 2 (Figure C.3—a){ the virtual meshes
exterior to the closed region R can be replaced, making use of the boundary
condition (C.3), by meshes with i = 2, M- 1, j =2, N - 1. 1In this case,
therefore, there is no need of removing virtual meshes. In cases (b) and
(c), however, substantial virtual meshes exist and they cannot be replaced
by equivalent meshes. We thus have to remove these virtual meshes to

make the difference équations (C.4) - (C.9) amenable to a large-scale
matrix equation including only unknown potentials at real meshes. The
underlying mathematics for removing the virtual meshes (potential) is to
eliminate them from simultaneous linear equations (C.5) and (C.8)[Smith,
1965]. The resultant mesh system after this removal is shown in Figure

C.4.
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C-4. Alternating-direction implicit method for the solution of the

elliptic equation

A difference form of the elliptic equation (C.l) can be written as

a vector equation of the form

(H+ V)u = k ©(C.10)

where u is an approximate solution of the boundary value problem (c.1) -

(C.3). H and V are difference operators of the form

Hu(x,y) = a(x,y)u(x - Ax,y) + b(x,y)u(x,y)
+ c(x,y)u(x + AX,y) (C.11)
Vu(x,y) = d(x,y)u(x,y - Ay) + g(x,y)u(x,y)

+ e(x,y)u(x,y + Ay) ’ (C.12)

where a, b, ¢, d, g, e are given by (C.6). Alternating -~ direction im-
plicit scheme is a method of rapidly solving the vector equation (C.10)
for large mesh networks. (C.10) is clearly equivalent, for any p(a scalar

constant) and I(unit matrix), to each of the two vector equations

(H+ pI)u

I

k - (V- pDu (C.13)

(V+ pIu

]

k - (H - pI)u (C.14)

Peaceman and Rachford [1955] proposed solving (C.10) by choosing an

approximate sequence of positive numbers L and calculating the sequence
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of vectors u, u 1 defined from the sequence of matrices pnI, by the

n+ 7

formulas

(B + pnI)un+_% k - (V- pnI)un (C.15)

- - .16
(Vv + pnI)un+'£ k (n pnI)un+_l ‘ (C )
2 2
The approximate solution of u at sequential step can be written explicitly

as

u, 1= (H+0,D k= (V-op Du ] (C.17)
2

g = V4o, D 7K - (V- oD 1, (c.18)

2
An approximate solution of (C.10) is then obtained by iterating (C.17)
and (C.18) starting from a trial vector u- Since H and V become similar
to tridiagonal matrix by ordering the mesh-points by rows or by columns
for the general boundary conditioh, (C.17) and (C.18) can be rapidly
solved by Gauss elimination method. The rate of convergence will depend

strongly on the choice of the iteration parameters pp, 5n [Birkhoff et

al., 1962].
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C-5. Removal of the virtual meshes and matrix equations from the finite

difference equation

Let us obtain a concrete form of the sparse matrices H and V for three
different cases of boundary condition.

(a) IBCX = 2, IBCY = 2 (doubly periodic case)

In this case, there is no need of removing virtual meshes since they
can be replaced by equivalent mesh points interior to the region R. There
are (M - 1) x (N - 1) unknown potentials at discretized mesh points. The
boundary condition (C.3) says ¢Mj = ¢lj(j = 1 ~ N) and ¢iN = ¢il(i =1~ M.

By ordering the mesh points by rows, the matrix H can then be written as

iy
: O
H = H. (C.19)
o =
‘H
g N-1 |
where
b15%13 a1
a,.b,..c,.
2372323 O
H, = a.'b,.c., (C.20)
i 13743 1]
A-23PM-29 M= 25
CM-13 A-15"M-15
(j =1~N)
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Note that Hj is not simply tridiagonal owing to the periodic boundary

condition imposed in the x direction.

points by columns, the matrix V can be expressed as

where

o~

£i1%i1
419852852

;3853

O

il

®i3 (:>

158

..C. .
1] 1]

.

4 N-28iN-2%iN-2

diN-184N-1

-

(i =1 vM-1)

On the other hand, by ordering mesh

(c.21)

(C.22)

Since H and V are block diagonal matrices and are thus partioned into

independent pseudo-tridiagonal matrices,

(C.17) and (C.18) can be solved

rapidly by the Gauss elimination method, which will be discussed in the

next subsection.
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(b) IBCX = 1, IBCY = 2

In this case, there are M x (N - 1) unknown potentials at discretized
mesh points and 2 x (N - 1) virtual meshes with i =‘O, M + 1 exterior to
the region R (see Figure C.3-b). They can be removed by using 2 X (N -1)
boundary conditions expressed by (C.8). That is, by putting i = 1 in (C.5)

and (C.8), we obtain two simultaneous linear equations

.6 . + b, ... + .. + d Lo, + .o, .+ .o =f
alJ¢OJ 1J¢1J °13¢23 1J¢1J‘1 glJ¢lJ elJ¢lJ+1 1i

(C.23)
. 1
al, +b'.¢ . +c'd,. +d .o, +g'. o . +e'. b . = £ .
15%3 T P13y T S50 T Y% T Bty Y ety 1 T g
(3 =1~N-1) (C.24)
If we eliminate ¢oj from above two equations, we obtain
b" A + C" ) A + dll . . + " . . + " . A - fll
lj¢lJ lJ¢ZJ lJ¢lJ“1 g13¢lJ elJ¢lJ +1 1j
(G=1~vN-1) (C.25)
where
— ~ ' ~ -
b" 1 w
1j blj 1j
c" e, c
13 13 13
1" L}
d dy; d15
= -a' C.2
" alj 1 alj ( 6)
813 815 813
" 1
elJ elj e1j
£, £l f
13 _\lJ/ q lJ/
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Next, putting i = M in (C.5) and (C.8) yields

a,. .+ b .o . + \ .+ d L. + ; =
MJ¢M~13 MJ¢MJ CM3¢M+13 MJ¢MJ-1 gMj¢Mj * eMj¢Mj+1 o fMj
(€.27)

y N +d' + gy by toey by o = £
Svo1g P Phify T SMifmr1y T Mtg-1 T B%g T Syt T

\J
'y
(3 =1~N-1) (C.28)

We eliminate ¢

. from above two equations to obtain
M+13 ov quat

”" 1} 1" 11 1 = (13
ayitme1y * g%y T di0mi-1 T Bt T ety T B (C.29)

G=1vN-1)

where

" a' r’a N
Mj Mj Mj
" 1
Py3 Py3 by3
d" i dl ) d .
M = c_. M - ' M (C.30)
gn Mj gv Mj g
M3 Mj Mj
1" 1
eMj eMj eMJ
fn. B f' . f .
\ML \ML \MJ

Thus, making use of (C.5) for i = 2 v M -1, j =1« N~ 1, (C.25) and

(C.29), we can express the matrix H as
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H = "H (C.31)

where
- N
b" C"
1y 1
.b..c. .
#25°25%23 (:>
H, = a,b,.c.. (C.32)
h| ij ij i3
O Ao 15PM- 1§ M1
b,
Mi M ,,

~ .

G=1~N-1)

Owing to the periodic boundary condition imposed in the y direction, the

matrix V can be expressed as

v, )
v, (:)
vV = 'vi. (C.33)
O .
- . VM/
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where Vi is defined by the same matrix as (C.22).
(C) IBCX = 1, IBCY =1

In this case, there are M x N unknown potentials at discretized
mesh points and 2(M + N) virtual meshes (potentials) exterior to the
region R. Removing of virtual meshes is performed by the similar procedure
as is used for case (b), i.e., elimination of virtual meshes from (C.5)
and (C.8). However, special attention must be paid to four mesh points
at the corner of the rectangular region R, since (C.5) and (C.8) differs
from those in case (b) in that they include two virtual mesh points at each
corner mesh point. Let us consider, without loss of generality, a corner
meéh point of 1 = j = 1. Three equations, which hold at the corner mesh

points, are given by putting i = j = 1 in (C.5) and (C.8) as

313%;z1 T Prrfin o era®ar T 11090 T 811%10 T e1ib1n = f11 0 (c.34)

X X X X x x _ x
a11%1 * P11%11 T e Y d1%10 T B1%1n o1t T fip (€39

11%01 * P1q¢

y
a11%;1 T 1y +dyp¢

y _ £y
11 T 1% T dy = f1; (€.36)

y y
107 811%1 Y ey 10 T g

Note that (C.35) and (C.36) were derived from the boundary condition at
X = % and y = Yi» respectively. We eliminate ¢Ol from (C.34) and (C.35)

to obtain

1 \J '

X

X x! x' X x' _
bi1%11 *e11%21 T d11%10 T 811t e T fn (c.3)

t 1
where b;l v f;l are given by the analogous formula as (C.26). Elimina-

tion of ¢01 from (C.34) and (C.36), on the other hand, yields

\J Al 1

y' y y
+ d7_.¢ + gll¢ll + e

y' y
b11¢ 21 11710 11

y|
%11t n 010 = f

¢ 12° 81 (c.38)
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) \]
{1 " f{l are given by the analogous formula as (C.26). We obtain

by eliminating ¢1O from (C.37) and (C.38)

where b

" n " " s 1"
Y1610 * Cli0py + 811017 T o112 T I (C.39)

This is the final form of the linear equation without any virtual potential.

The coefficients b%. ~ f;l in (C.39) are given by

11
bll T by“‘ b}{‘T
11 11 11
" y' x'
€11 €11 €11
" - y' A x! (C.40)
811 =491 |g11 11 €11 .
" y' x'
€11 11 ‘11
1 1
f" fy fy
|11 |11 11

Correspondingly, by the same procedure, we obtain three other linear

equations at three other corner points, namely

" 1" 1" " _ "
Qidpe1 T ot tBnha temifme T (. 41)
1] n " " _ " )
b1N¢1N + C1N¢2N + d1N¢1N—1 + g1N¢1N le (C.42)

11 " " " - "
aMN¢M—l + bMN¢MN + dMN¢MN—l + gMN¢MN fMN (C.43)

where the coefficients above are given by the analogous formula as

(C.40). At mesh points on the boundary except four corner points, only
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one virtual potential (mesh) is included in linear equations (C.5) and
(C.8). Therefore at these mesh points, the same operation used in the
case (b) is adopted to remove the virtual meshes with i = 0, M + 1.

The result is

= f!. (C.44)

11] " 1] ! + " + "
15015 * C13%25 Y 915%u5-1 1%y T e1i%e T Tay

" .+ p" + 4" 4 o' + "’ T .

¢ ey T Pyt T Ggtig-1 By oot T By © 45)
(3 =2~N-1)

where the coefficients are given by (C.26) and (C.30). 'Note that j varies

from 2 to N-1, since the equation at the corner point is already given by

(C.39) - (C.43). By the same procedure we can remove the virtual meshes

with j = 0, N+ 1 to obtain

" " 1" 17" 13} = "
ai1%5-11 T PE1%in o Cia%ienn T 811%1 T ein%ie T i (C.46)

11} 1" " " 1" "
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" " \‘ - I
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b11 bil bll
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Note that suffix i varies from 2 to M-1 in (C.46) - (C. 49).

From the above equations, the matrix H can be expressed as

where

"
" |
2 O
-
J .
H
N
L §
/" c" j
15% 3
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2523723 O
a,.b..c..
ijoij ij
O 15 "1-15 M- 13
" 1"
My M3
G=1vN)
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It should be noted that

and b"

" n
b lN’

177 117 @M1® PM1

C

1N’

b&N are

given by (C.40) and the analogous formula associated with (C.41) -~ (C.43).

The matrix V can be expressed as

where
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C-6. Recurrence solution of the tridiagonal matrix equation

Now that we have obtained a concrete form of H ;nd V, we can obtain
an approximate solution of ¢ from (C.17) and (C.18). The Gauss elimination
method is used to solve the tridiagonal matrices, which appear in (C.17)
and (C.18). As we have seen in the previous subsection, H and-V are
composed of two types of tridiagonal or pseudo-tridiagonal matrices.

Namely, when IBCX = 1 or IBCY = 1, the next matrix equation must be solved:

- N 7’ \
Byy1 up ) 61
LD o u, 8y
' BLY. . = 5, C.54
ajBJYJ uJ 3 ( )

On-1PN-1YN-1 8

UN-1
°n Py LfN ) Sy

When IBCX = 2 or IBCY = 2, the solution of the next equation is required:

B.y u, = 8. (C.55)

N *\By Wy / QY /{
By the Gauss elimination method, the solution of (C.54) is reduced to
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the next recurrence formula [e.g., Potter, 1973]:

u,. = — ' (C.56)

u, = . .|| (i=N—‘1,N—2’ T 1) (C°57)

"o . "o _ i PR (ST 8
BY = By 5 Bf = 8 - vy g(i=2, 3,00, M) (CO8)
Bi1
Oli X
8y =6, ;68f =35 = " (1 =2, 3,°*+, N) (C.59)

It is not difficult to show by the Gauss elimination method that the

solution of (C.55) is given by the next recurrence formula

5 (M-1)
_°N
YN T T (N-D)
By

(C.60)

1

-1 = Yy_oqU
R 5 S 5 (€619
BN-1

u, = (C.62)

(i =N=2, N-1, «eo-- ey, 2, 1)

where the coefficients are given by

&1

(C.63)
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Table captions

Table 1. Summary of the important observational results by the rocket-
borne experiments of the Rice university group.
Table 2. Physical and numerical constants for simulation runs

Table 3. Physical parameters for simulation runs



Park and Cloutier

Casserly and

Sesiano and

Cloutier Cloutier
[1971] [1975] [1976]
Condition Quiet Kp = 2+
Meridional
Electric field 15
(mV/m)
Unperturbed
Current Westward
Number of Arcs 1 Multiple Multiple
Arc Width 16 36 10 - 30
(km)
Arc Spacing _
(km) 20 40
. 3
Electrojet Intensity 6 103 1. 3 x 103 103 N2 x 103
(A) 2. 4 x 10
Eastward x 2
Electrojet Direction Eastward x 2 Eastward x 1
F.A. Current Density 231
(uA/mz) 20 331 10 ~ 90
Current Sheet
Intensity (A/m) 0.16 0.08
Coincidence of
JT with Visual Arcs YES YES YES
Coincidence of J¢
with Electrojet YES 1ES
Coincidence of Jt with
Downward Electrons YES YES
Major Carrier of %| < 0.5 kev
Electrons

Table 1




R r h A ) o . r) A8 o
E max min
Constant km km km km rad rad rad rad SEC
Equation (B.3) (1) (12) (13) (13)
23 20 21.5 0.03
6370 6480 20 50 T80 T80 " 50 " 180 " 20.2
1 . .
¢ @ MH Mp Bo Yo Jcr A3 Jmax Vo
Constant n3s ™t nos ™t 27yl 257y ¢ uAm'2 pAm—Z uAm—z KV
Equation (1) (B.9) (3) (3) (3) (7) (7 (7 (10) (11)
3.0x10 13 5.0><1o“12 2 x10% 10% 0.5 10.0 -1.5 0.05 1.0 50.0

Table 2



Nmidnight Nnoon A b Figure
Run o o2 R kmSEC™ SEC

1 4 x 1080 - 4 x 10t 10. 2000 137 4-7, 19, 20, 21
2 4 x 1010 - 101t 10. 2000 137 22

3 1010 = 101t 10. 2000 137 8-10, 20, 21, 22
4 1010 _ 101t 21. 2000 275 13-15, 20, 22

5 1010 = 1ott 10. 1500 183 16-18, 20, 22

9 11
6 5 x 107 - 10 10, 2000 137 11-12, 20, 22

*

Bounce time of the Alfvén wave

Table 3
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Figure Captions

1. The left panel: Frequency of auroral appearances in zenith in
coordinates ¢' and local time, for the period i957 - 59, in the
northern hemisphere, in the course of day-to-day observations.
Numbers denote the frequency of auroral appearances in percentages
{from Feldstein, 1966]. The right panel: A summary of the distribu-
tion and flow directions of large-scale field-aligned currents
determined from data obtained on 493 passes of Triad during weakly
disturbed conditions (|AL| < 100 Y). The 'hatched' area shown between
1130 and 1230 MLT in the polar cusp region indicates that the current
flow directions are often confused [from Iijima and Potemra, 1976 a].
Note that a good spatial coincidence between the so-called auroral
oval (hatched area in the left panel) and the region of large-scale

Birkeland current flows (right panel).

2. Electric field vectors at auroral latitudes for three different
days, plotted in invariant latitude-magnetic local time coordinates
Kp indices are 2, 4-, and 5 at 2400 - 0300 (UT) from the left [from
Horwitz et al., 1978].

3. A schematic view of the background distribution of large-scale
electric fields in the auroral oval and their spatial relationship
with the large-scale field-aligned current.

4, Height-integrated current distributions at auroral latitudes
for the same three disturbed days as shown in Fig. 2. Local midnight
is located near at 1100 UT in these panels. [from Horwitz et al.,
1978].

5. Local time distribution of height-integrated Hall (plus) and
Pedersen (square) conductivities in the auroral region ionosphere

for a quiet day (upper panel). Conductivity ratio ZH/Zp vs, local



Fig.

Fig.

Fig.

time; the ratio is almost constant and nearly equal to 2 for almost
all local times in the auroral region ionosphere (lower panel)
[Brekke et al., 1974].

6. Comparison of critical current profiles and field-aligned currents.
Represented by solid curves are the critical current for the O+
cyclotron wave assuming the plasma were O+ (lowest solid curve),

the pure H+ cyclotron wave (middle solid curve), and the ion acoustic
wave (top solid curve). Te/Ti was chosen to 1. The dotted lines
represent the current densities for total field-aligned current
fluxes (at 200 km) of 108, 109, 1010 and lO11 electrons/cmzsec as

a function of height assuming L = 8 and that the current is conserved.
For this ionosphere, 108 el cm—zs-—l is stable, 109 el cm—zs_ excites
cyclotron waves, 1010 el cmﬂzs_l may excite ion acoustic waves. As
the current increases, the unstable region moves to lower altitude.
[from Kindel and Kennel (1971)].

7. Physical picture of the ionosphere-magnetosphere feedback insta-
bility. The left side corresponds to the north, and the magnetic
field is downward. For the feedback instability to occur, namely,
for downward electron fluxes and upward electron fluxes to coincide
with a peak and a valley of the density disturbance én, respectively,
it is required that the magnetosphere respond to the ac potential
perturbation (see from the reference system moving with the field
lines) at the foot of the field line as an inductive load (middle
portion of this figure).

8. Schematic representation of a numerical model of the auroral

oval with a latitudinal range 67° - 70° and with a large-scale

ambient field-aligned current distribution described by (10) [cf.



Iijima and Potemra, 1976 b, Figure 6].
Fig. 9. Ambient horizontal current distribution (left panels) and elec-
. .
tric (E x B) drift velocity distribution (right panels) in the
ionosphere calculated for the field-aligned current model given by
10 -3
m

(4.26) and a denser ionospheric model with Nmidnight = 4 x 10

and Nnoon = 4 X 1Ollm-3 (upper two panels) and for the same ambient

field-aligned current distribution and N = lOlOm_3 and

midnight

Nnoon = lOllm-.3 (lower two panels). Represented by the unit arrows
below the polar plots are the height integrated current of 1 A/m
(left panels) and the electric drift of 4 km/sec (right panels),
which corresponds to the electric field of 200 mV/m. The current
and electric drift vectors direct antisunward and sunward, respectively.
Note particularly in the upper left panel that the current vector
takes the largest value at the higher-latitude portion on the dusk
side.

Fig. 10. Temporal evolutions of the peak amplitudes of the density (solid
line), the field-aligned current (dotted line), and the potential
(dot-dash) disturbances, for the ambient ionospheric model shown in
the upper two panels of Figure 9, % = 10.6 Ry and VA = 2000 km/s,
corresponding to the bounce time of the Alfvén wave (42/VA) of 137
s. Time is normalized by 20.2 s. Note that the density disturbance
(solid line) grows rapidly when the field-aligned current disturbance
reaches about 1 HA/m2 and the precipitation of hot electrons begins.

The dashed horizontal line represents a saturation level of the
density disturbance nsat(>>no) detgrmined by Ygrﬁsat = qn sat’

where Ygr is a growth rate calculated from the slope of the density

evolution following the precipitation of hot electrons.
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11. Sequential contour plots of the density (top three panels), the
field-aligned current (middle three panels) and the potential

(bottom three panels) disturbances in the growing phase in Figure 10.
Since these contours are drawn after normalizing the amplitudes by
their peak values, they to not reflect the actual size of the auroral
arcs. Note a marked contrast in their evolution between the day
sector and the night sector and another contrast between the dawnside
and the duskside.

12. Sequential contour plots of auroral electron fluxes, i.e.,
contours- of jh( <0) carried by auroral electrons in the growing phase
in Figure 10 (upper three panels), the ionospheric current distribu-
tion (lower left panel), and the electric drift velocity distribution
(lower right panel) at T = 30. Since these contours cover the whole
range of jh from zero to its peak value by five contour lines, they
are considered to reflect the real size of the optical aurora caused
by precipitation of auroral electrons. Note a development of auroral
electrojets (north-eastward) in the evening sector and a reduction

of the latitudinal electric field component inside auroral arcs.

13. Sequential latitudinal profiles of the density(solid line in
both panels), the potential (dotted line in the left panel), and

the field-aligned current (dotted line in the right panel) disturb-

ances in the growing phase in Figure 10 at 2200 LT. Fiéldééligned

current is defined as negative for the upward current. Note a good

coincidence of the spatial relationship among the disturbances with
that inferred from the physical intuition shown in Figure 7.

14. Same as Figure 10 but for a different ionospheric model with

= lOlOm--3 and N = lOllm—3

Nmidnight noon , the electric drift and
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current distributions of which are shown in the lower two panels of
Figure 9. Note the much faster evolution of the disturbance than
that in Figure 10 and much larger amplitudes of the disturbance at
the final state than those in Figure 10.

15. Same as Figure 12 but for the growing phase in Figure 14. Note
the appearance of auroral arcs on the dawnside as well as on the
duskside, this being a remarkable difference from Figure 12. Auroral
electrojets (eastward on the duskside and southwestward on the
dawnside) develop much more intensely than those in Figure 12.

16. Latitudinal profiles of the density (solid line in both panels),
the potential (dotted line in the upper panel), and the field-aligned
current (dotted line in the lower panel) disturbances at 2200 LT

at T = 30. Note much more pronounced disturbances than those in
Figure 13 (the scale is different from that of Figure 13).

17. Same as Figure 10 but for different ionospheric model with
Nmidnight =5 x 109m_3 and Nnoon = lOllm—3.

18. Same as Figure 16 but for the disturbance at 2200 LT and T = 30
in Figure 17. Note that an extra broad faint arc which did not appear
in Figure 16 appears in the polemost region of the arc system.

19. Same as Figure 14 but for a different magnetospheric model with
L = 21.2 RE and VA = 2000 km/s, corresponding to the bounce time

of the Alfvén wave of’275. Note that the development of the dis-
turbances is slower than that of Figure 14 and amplitudes of the
disturbance are smaller than those in Figure 14 at the final state.
20. Same as Figure 15 but for the growing phase in Figure 19. Note

that the arc width is broader than that in Figure 15 and auroral

electrojets do not deve p so markedly as those in Figure 15.



Fig. 21, Latitudinal profiles of the density (solid line) and the field-
aligned current (dotted line) disturbances at 2200 LT and T = 30
in Figure 19. Note that the arc width of the.most developed arc is
about 27 km in this model, being nearly twice as large as that in
Figure 16.

Fig. 22. Same as Figure 14 but for different magnetospheric .model with
2 = 10.6 RE and V

A
of the Alfven wave of 183 sec.

= 1500 km/sec, corresponding to the bounce time

Fig. 23. Same as Figure 15 but for the growing phase in Figure 22.

F;g. 24, Same as Figure 21 but for the disturbance at T = 30 in Figure
22. Note that the arc widths are slightly larger than those in
Figure 16, though not so remarkable as Figure 21.

Fig. 25. A dynamic view of the density disturbance at 2200 LT for

3 11 -3

parameters of Nmidnigh =4 x 107 "m 7, Nnoon =4 x 107 m 7, & = 10.6 RE’

and VA = 2000 km/sec, corresponding to the bounce time of the Alfvén
wave of 137 sec (cf. Figure 13). Note that the density enhancement
becomes almost stationary in the final phase.

Fig. 26. Plot of the latitudinal position of the initial density peak
at 2200 LT versus time for different ionospheric ambient electron

density distributions (left panel) and for different magnetospheric

impedances (right panel). 1In the left panel the dotted, the solid,

and the dot-dash curves represent the plot for N . . =4 x lOlOm—3
midnight
and N =4 x10tw 3, n = 100% P ana v = 10Ma 73,
noon midnight noon
and N =5 x 109m—3 and N = lOllm—3 respectively, the
midnight noon ’ ?

magnetospheric parameters being the same for these plots (2 = 10.6 RE
and VA = 2000 km/s). In the right panel the dotted, the solid, and

the dot-dash curves represent the plot for £ = 21.2 RE and VA = 2000km/sec,
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Fig.

¢ = 10.6 RE and VA = 2000 km/s, and ¢ = 10.6 RE and VA= 1500 km/s,
the ionospheric electron density distribution being the same for
these plots (Nmidnight = lOlOm”3 and N = 1011m~3); Ty, is the
bounce time of the Alfvén wave (42/VA). Note that regardless of the
ionospheric and the magnetospheric parameters, the velocity of auroral
arcs in the north-south direction becomes almost zero in the final
saturation stage.
27. Perspective views of the density disturbance at the saturation
stage for two different ambient ionospheric electron density distribu-
tions, upper and lower panels corresponding to Figure 12 and Figure
15, respectively. Note the remarkable difference betweenthe two
panels, indicating the strong dependence of the arc development on
the ambient electron demnsity distribution in the ionosphere. Note
that no perturbation grows in the day sector.
28. Peak amplitudes of the density (cross), the potential (triangle)
and the field-aligned current (circle) disturbances at T = 32 for

11 -3

the fixed parameters of N =100 m ~, 2= 10.6 R, and V
noon E

A 2000 km/sec

as a function of Nmidnight (left panel). The same plot as the left

panel but for the fixed ionospheric electron density distribution

= 10%%3 and N = 10ty 3

N ., as a function of the
midnight noon ?

bounce time of the Alfvén wave (right panel), the arc width at

T = 32 being plotted by a square. Note in both panels that the
field-aligned current disturbance is the most variable quantity among
the three disturbances. Note furthermore in the right panel that

the arc width increases with the bounce time of the Alfvén wave.



Figure Captions in Appendices

Fig. A.1. A coordinate system adopted in the energy consideration of

Fig.

Fig.

Fig.

Fig.

the feedback instability. The magnetic field is assumed to be
straight and homogeneous.

A.2, In the limit of y-O0, Re(wM) is determined from the intersection
of two curves as denoted by circle. Note that for sufficiently large

values of roAZp/Zano, Re(wM) is nearly equal to nVA/(Zz).

C.1. (a) A rectangular region R defined by X) $X X, Y1 SY SV
where the solution of the boundary value problem (C.1l) - (C.3) is
to be sought.

(b) The rectangular region R is approximated by a finite
difference mesh system composed of M x N meshes denoted by circle
(M meshes in the x direction and N meshes in the y direction).
C.2. (a) A mnemonic diagram of the five-point difference approxima-
tion of the elliptic equation expressed by (C.5).

(b) A mnemonic diagram of the five-point difference approxima-
tion of the boundary condition expressed by (C.8). Note that on
the boundary, above two mnemonic representations include 'virtual
mesh' or 'virtual potential', which belongs exterior to the region
R. The virtual mesh must be removed by combining (C.5) and (C.8).
C.3. (a) Mesh system for a boundary condition in case (a). Since
the periodic condition is imposed in both directions, the five-point
difference approximation of the elliptic equation (C.5) includes

essentially no virtual meshes exterior to the region R and the

potentials with i = M and j ='N can be replaced by equivalent

I
It

potentials with i 1 and j 1.
(b) Mesh system for a boundary condition expressed by IBCX = 1
and IBCY = 2. Since the mixed boundary condition (C.2) is imposed

in the x direction, virtual meshes or virtual potentials denoted by



Fig.

cross are necessary for keeping the second order accuracy of the
difference approximation in the entire region inside R.

(c) Mesh system for a boundary conditioﬁ in case (¢). Since
the mixed boundary condition is imposed along the entire boundary
in x and y directions, virtual meshes are necessary so as to surround
the whole region as denoted by cross. Note especially that at each
corner of the rectangular region R, the linear equations (C.5) and
(C.8) include two virtual meshes.

C.4. (a) A resultant mesh system after removing the equivalent
meshes using the periodic boundary condition (C.3). In this case
there is (M - 1) x (N - 1) unknown potentials at discretized mesh
points denoted by arcle.

(b) A resultant mesh system for case (b) after removing the
virtual meshes in Fig. C.3-b from (C.23) and (C.24). 1In this case
there is M x (N - 1) unknown potentials at discretized mesh points
denoted by circle.

(c) A resultant mesh system after removing the virtual meshes
in Fig. C.3-c by combining (C.5) and (C.8). 1In this case there is

M x N unknown potentials at discretized mesh points denoted by circle.



—_—

0 Midmight

FiG. 2. FREQUENCY OF AURORAL APPEARANCES IN ZENITH IN COORDINATES ¢’ AND LOCAL TIME,
FOR THE PERIOD 1957-59, IN THE NORTHERN HEMISPHERE, IN THE COURSE OF DAY-TO-DAY OBSER-
VATIONS, NUMBERS DENOTE THE FREQUENCY OF AURORAL APPEARANCES IN PERCENTAGLS.

[Feldstein, 1966]

1AL < 1007

12

Currents inlo lonosphere
[T Currents Away from lonasphere

Fig.6. A summary of the distribution and flow directions of large-
scale field-aligned currents determined from data obtained on 493
passes of Triad during weakly disturbed conditions (ALl < 100 v).
The ‘hatched’ area shown between 1130 and 1230 MLT in the polar
cusp region indicates that the current flow directions are often con-
fused.

[Iijima and Potemra, 1976a]

Fig. 1
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Frg. 4 Flectric field vectors for Junuary 18, 1974, plotted in in-
vaniani Lititude-magnetic locsl time coordinates for A = 67.0°, 65.6°,
and 63.6° Nute the Harang discontinuity danted from northwest v

the southeast ncar midnight.
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Fg s

[Horwitz et al.,

>

Llectne ficld vevtors for May 16, 1974, plotted in invariant
LUitude-mugnctic local time coordinates for & = 67.9°%, 649°, und
4 .

1978)

CHATANIKA

. ELECTRIC FIELD VECTORS
MAY 17, 1974
INVLAT-MT

00 wrvae
—

oy

LTS

Fig. 11 Electrx ficld vectors for May 17, 1974, plotted in invariant
fattude-magnetic local ime couvrdinates for A = 67.9°, 649°, and

Fig.
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