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Abstract 

ATM (Asynchronous Transfer Mode) is realized as one of platforms to provide high speed 
datalink layer service with certain QOS (Quality of Service). The QOS datalink layer service 
provided by ATM would be realized as an end-to-end, rather than a link-by-link service. 
ATM network provides both a resource reservation oriented sen.;ce and a non resource 
reservation oriented service over the connection oriented VCCs, which could have a certain 
QOS. Sometimes, it is said that ATM network will provide a router-less large cloud datalink 
platform, which need not have any routers within the large cloud network. However, we will 
need routers, even when large ATM cloud datalink platform will be provided. Therefore, 
physical or logical datalink network segments (i .e., IP subnets) will be interconnected through 
routers (i.e. , through the network layer entities), even when the ATM becomes a major 
datalink platform. 

This paper proposes an architecture to solve two major issues, that the Internet and 
intranet using ATM technology has to provide. One is a high throughput packet forwarding 
through the routers over the ATM platform, and the other is a large sale error-free multicast 
services over the ATM platform. 

A framework of IP packet delivery architecture with high throughput and small latency 
using ATM technology in large scaled internet is proposed, while keeping the current subnet 
model. The services provided by this new architecture includes a reliable multicast service 
which is a new service for the current internet. The router proposed in this paper (i.e. , CSR, 
Cell Switch Router) has the mapping functionality between flow-identifier (e.g. , in IPv6 
header) and VPI/VCI value to forward IP packets cell-by-cell, rather than the conventional 
packet-by-packet forwarding. By this cut-thru IP packet forwarding, both resource reser­
vation oriented IP packet flows (e.g. , IP packet flow provided by RSVP) and non resource 
reservation oriented IP packet flows (i.e., best effort service) experience less packet delivery 
latency and obtain higher aggregated throughput, compared to the conventional hop-by-hop 
packet forwarding does. 

In order to perform the cut-thru IP packet forwarding using cell relaying capability in 
the router, routers exchange the information how the IP packet flows are aggregated into 
ATM-VCC. This information exchanging is hop-by-hop base, and the cut-thru decision is a 
matter of every router's local decision. When all routers along the path, that an IP packet 
flow takes, perform cell-relaying cut-thru, the soft-state and seamless cell-relaying channel 
is established to get a high throughput IP packet delivery. With keeping the current subnet 
model, even in the ATM networks, we can obtain soft-state oriented and scaleable QOS-ed 
high speed communication platform. 

An error-free multicast service will be needed as well as unicast M-Bone type best effort 
multicast services are. In order to provide a large scale error-free multicast service, a soft­
state management policy is applied to and a cell-level forward error correction (FEC) is 
proposed. Routers maintain down-stream nodes membership and protocol state with a soft­
state policy. Also, in order to avoid the implosion of control messages from leave nodes 
to root node, routers merges control messages transferred from down-stream nodes. We 
need a cell-level FEC, when we provide large scale error-free multicast service over the ATM 
platform. In the ATM network, the packet error probability increases due to cell assembling 
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and due to switch-based packet forwarding. Cell-level FEC can provide sufficiently small 
packet error probability required for a large scale error-free multicast service over the ATM 
platform. 
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1 Introduction 

ATM (Asynchronous Transfer Mode) is realized as one of platforms to provide high speed 
datalink layer service with certain QOS (Quality of Service), with a unique user network 
interface [I.l50][AFUNIJ. Since the user information is handled by the ·small and fixed sized 
packet (i.e., called as cell) in the ATM networks, it is said that ATM networks will provide a 
highly flexible and cost-effective network for handling a wide variety of communications and 
the applications will be obtain a flexible and cost-effective communication pipe. The cells 
are transferred through the connection oriented channel, which is called a virtual channel 
connection (VCC), in order to reduce the protocol overhead. As a result, it is said that an 
ATM network could provide a high speed data communication channel for end applications. 

BISDN (Broadband Integrated Service Digital Network) is the high speed communica­
tion platform for public network and for CPN (Customer Premises Network). The standard­
ization and the development of the BISDN has been progressed by ITU-T (International 
Telecommunication Union Telecommunication Standardization Section) and by the various 
organizations (e.g., ATM Forum). 

As well as for the BISDN, ATM can be the good candidate for a high speed LAN (Local 
Area Network). With LAN, communication medium is becoming faster and faster; e.g., 
FDDI or Fiber Channel can provide more than lOOMbps communication channel to the users 
as the front end communication medium. Computers are getting much faster and powerful 
data processing capability. And, they are going to process their data through distributed way 
-distributed data processing (e.g., client-server processing). The distributed data processing 
requires a lot of data communications among the computers with a small latency. As a result, 
the distributed computing system requires high speed data communication platform. Also, 
since the amount of data exchanged among the computers increases constantly as well as 
the required interface speed, the scaleable communication platform is required. ATM is 
assumed as the scaleable communication platform to be able to provide such a high speed 
communication channel, which is said more than hundreds of Mbps to the applications. Also, 
it is assumed that ATM can deliver data to the destination point (e.g., I/0 port of host) 
with small latency. 

ATM can provide variety of service quality (i.e., QOS). Sometimes. the QOS datalink 
layer service provided by ATM would be realized as an end-to-end, rather than a link-by-link 
service. However, from the view point of heterogeneous Internet environment, ATM should 
be realized as a datalink layer service, rather than a network layer service. ATM network 
provides both a resource reservation oriented service (e.g., RSVP's resource reserved path 
[RSVP]) and a non resource reservation oriented service (e.g., current IP packet forwarding 
using connectionless service functions [!.364]) over the connection oriented VCCs, which 
could have a certain QOS. 

Sometimes, it is said that ATM network will provide a router-less large cloud datalink 
platform, which need not have any routers within the large cloud network. However, we will 
need routers, even large ATM cloud datalink platform will be provided , e.g., (RFC1937]. For 
example, as discussed in section 3.1, the IP subnet must not be so large size so as to provide a 
large scale soft-state multicast service [RSVP]. Therefore, physical or logical datalink network 
segments (i.e., IP subnets) will be interconnected through routers (i.e., through the network 
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layer entities), even when the ATM becomes a major datalink platform. 
Since the recent applications often require reserved bandwidth and QOS rather than the 

conventional best effort service, the resource reservation oriented network/transport layer 
protocol, e.g. , ST-II and RSVP has been developed in IETF [ST-II][R.SVPJ. Both ST-II and 
RSVP establish the flow state in the router(s) along the path where the IP packet flow passes 
through. ST-II establishes a static (or could say hard-state) state, i.e., the state in the router· 
is established at a session establishment phase and is static during a session. On the contrary, 
RSVP establishes a dynamic (or could say soft-state) state, i.e. , the state in the router is 
dynamically refreshed during a session. Since the ATM is just one of datalink technologies, we 
need the network/transport layer level resource reservation protocol to provide a global end­
to-end QOS-ed IP packet delivery service. Beyond the QOS-ed IP packet delivery service, 
the error-free multicast packet delivery service will become the important service provided 
by the Internet and by intranet, as the next generation service. 

This paper proposes an architecture to solve the two major issues that the Internet/intranet 
using ATM technology has to provide. One is a high throughput router architecture for the 
ATM platform while providing QOS-ed IP packet delivery services, and the other is a archi­
tecture to provide a large scale error-free multicast service over the ATM platform. In other 
words, this paper focuses on how to transport large amount of resource reservation oriented 
and non resource reservation oriented IP packet flows over the ATM networks, including the 
large scale error-free multicast packets delivery. 

The hop-by-hop packet based routing at the router by the software processing using 
some packet scheduling policy with RSVP or ST-II would be one solution to provide QOS­
ed IP packet delivery. However, there would be the limitation of processing capability of 
processors in the routers for the future high speed and large amount of packet flows. In 
order to scale associated with the required bandwidth by the applications and with the total 
amount of packet flows handled by the routers, some efficient IP packet forwarding technique 
(e.g. , cut-thru routing) is necessary. The architecture of the router proposed in this paper 
has a cut-thru IP packet forwarding capability by cell-relaying function, and therefore, it is 
scaleable for the required bandwidth and for the amount of packet flows. 

In order to provide a large scale error-free multicast service, a soft-state management 
policy is applied to and a cell-level forward error correction (FEC) is proposed. Routers 
maintain down-stream nodes membership and protocol state with a soft-state policy. Also, 
in order to avoid the implosion of control messages from leave nodes to root node, routers 
merges control messages transferred from down-stream nodes. We need a cell-level FEC, 
when we provide large scale error-free multicast service over the ATM platform. In the 
ATM network, the packet error probability increases due to cell assembling and due to 
switch-based packet forwarding. Cell-level FEC can provide sufficiently small packet error 
probability required for a large scale error-free multicast service over the ATM platform. 

The following is the structure of the rest of this paper. Section 2 introduces the overview 
of ATM technology and internet protocol suite and clarify the technological difference be­
tween them. Section 3 discusses issues of t he conventional IP over ATM architecture models. 
Sections 4 and 5 propose and evaluate the appropriate architecture for IP over ATM using 
CSR (Cell Switch Router). Sections 6 and 7 propose and evaluate an error-free multicast 
service architecture over large scale ATM networks. Section 8 gives a brief conclusion. 
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2 ATM Technology and Internet Protocol Suite 

2.1 ATM Technology 

2.1.1 ATM: Asynchronous Transfer Mode (1.150] 

ATM network transfers the user information through a virtual channel connection (VCC). 
Virtual channel connection is similar to the circuit connection that is used in telephone 
networks. The network maintains the state of connection, while the VCC is in use. The node 
(e.g., end-host) requests a vee establishment to the vee control and management entity, 
i.e. , signaling. When the VCC establishment request is admitted, the network establishes the 
states in the network to transfer the user information. The user information is transferred 
by the fixed size packet (celled cell). Since the network establishes the state in the network, 
the required address information in the cell header (i.e. , VPI/VCI) can be compressed. The 
cells are routed in the ATM network based on the VPI/VCI. 

In the rest of this subsection, four data transfer models are briefly presented. 

[1] Shared Media Datalink 

Shared media based platform, e.g. , Ethernet, is widely used datalink technology in computer 
networks. In a shared media platform, the broadcast based physical media (e.g., bus, cable 
or fiber) is used, and the bandwidth is shared among all attached nodes. Some platforms can 
allocate the network resource (e.g. , bandwidth or time slot) exclusively to the certain data 
flow, however, the widely accepted platforms (e .. g. , Ethernet or FDDI) never allocate the 
network resource exclusively to the certain data fl.ow. In the shared media based platform, 
the datagram exclusively can occupy the physical media shared among all attached nodes 
in order to transfer the datagram to the other node attached to the same physical media. 
Whether the datagram can use the physical media is determined by the MAC (Media Access 
Control) protocol. 

The shared network resource is used on-demand, whenever the datagram to be transferred 
to the other node is generated. This means that the shared media platform does not maintain 
a status for every data flow (i.e. , connection), and that the shared media platform is stateless 
platform. 

The followings are the advantages and disadvantages of shared media platform. 

• Advantage 

- High speed datagram transmission interface 
The clock speed to be used for datagram transmission is determined by the op­
erating clock speed of platform (e.g., lOOMbps in FDDI). If the network resource 
is available, the end-node can send a datagram with the clock speed of platform. 
As a result , when the offered load to the shared media platform is not high , the 
available interface speed for the end-node is quite large. 

- Network resource sharing 
The network resource (e.g., bandwidth or buffer space) is occupied, whenever 
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the packet arrives at the network node (i.e., end-host and router). By the net­
work resource sharing among the connections, the utilization efficiency of network 
resource will be better than in an STM network presented below. 

• Disadvantage 

- Un-specified QOS 
The service quality of datagram delivery provided to the upper layer entity (e.g. , 
IP) can not be specified, in general. Some datagram may experience substantial 
buffering delay, due to the HOL (Head of Line) blocking. The datagram trans­
mission never start, unless the network resource (e.g. , access token in FDDI) is 
obtained using MAC protocol. 

- Scaling 
The total throughput of shared media platform is determined by the operational 
clock speed of media (e.g. , lOOMbps in FDDI). This is because a single network 
resource (i.e., bandwidth) is completely shared among all attached nodes. In 
order to get a larger total throughput (i.e., scaling up), either the clock speed 
is increased or the datalink platform is segmented into multiple platforms. Seg­
mented platforms will be interconnected by bridge or router. 

[2) STM (Synchronous Transfer Mode} 

STM is equivalent to TOM, Time Division Multiplexing, and can be said STM has come 
from the conventional cross-bar switching that has been used for telephone networks. The 
transmission link has a "frame", that has certain number of " time slots" . Usually, the length 
of frame is 125 p.sec for all clock speed. Therefore, higher clocked system has larger number 
of time slots in a frame. 

Frame was identified by the frame header field. Switching nodes in the network establish 
frame synchronization, as well as clock synchronization, to identify the position of time slot 
io the frame. During a connection establishment procedure, one (or more than two) time 
slot(s) is(are) exclusively allocated to the connection that is going to be established. Since 
the allocation of time slot(s) is exclusive, the other connection can not use the time slot(s) . 
This means that the allocated time slot(s) is(are) always reserved for the corresponding 
connection. When we think that time slot is the network resource, we can say that the 
network resource is exclusively allocated to each connection. And, since the time slot is 
always reserved for the corresponding connection, every time slot need not have any explicit 
information to identify the connection, i.e., which time slot that the connection is allocated is 
implicitly identified by the position of the time slot in the frame. Every STM switching node 
maintains the mapping information between the connection and the position of corresponding 
time slot(s). 

The switch nodes manage and co-ordinate time slot allocation so that the user signal is 
relayed end-to-end (i.e. , from source end-node to destination end-node). This time slot state 
information associated with all connections is updated when a connection is newly established 
or torn down. Except due to some failure status, the time slot state is never changed/re­
arranged during a connection. Therefore, the route that the user information signal is 
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transferred is always the same during a connection. Here, the route for the connection 
A that establish at the different time frame may have the different route from the router 
that the previous connection (connection B) has. But, the route of the connection B is not 
changed during the life of connection B. 

The followings are the advantages and disadvantages of STM. 

• Advantage 

- Deterministic Service Quality 
Since the time slot(s) is( are) exclusively allocated to each connection, the service 
quality (QOS) during a connection are basically associated with the bit error ratio 
(BER) and with the signal delivery delay. The BER quality and signal delivery 
delay may be depend on the selected route for the connection. It could say that 
the BER during a connection for all connection are the same in STM system and 
that the BER quality is not changed during a connection. Also, it can say that 
the signal delivery delay is always constant during a connection. 

- Secured Operation 
Since the time slot allocation is exclusive, the user signal flows do not interact to 
each other. The available network resource for each connection is always constant 
and is never shared with any other user's signal flow . This means that the user can 
never use the network resource more than the allocated resource, and some user 
signal flow (e.g., mis-behaved user) never degrade the other connection's service 
quality. 

Here, the above discussion is associated with the service quality during a con­
nection. The connection blocking quality will be degraded due to mis-behaved 
end-node(s). 

• Disadvantage 

- Low Resource Utilization 
The utilization efficiency of network resource will be lower than that of ATM and 
packet network, due to the following two reasons. 

One is due to the existence of idle time slots, that are not allocate to the user 
signal transmission. The clock speed used in the ATM networks has a hierarchy 
and granularity, which will be based on SOH. In SOH system, it is 64Kbps (B, 
basic-rate), l.5Mbps (Tl , primary-rate), 6.0Mbps (super digital), 45Mbps (T3), 
155Mbps (OC-3), 622Mbps (OC-12) , and 2.4Gbps (OC-48). Due to the clock 
granularity in the STM system, there are idle slots that are not allocated to the 
user signal transmission. 

The other is due to the exclusive resource allocation. In general, the application in 
the end-host does not always transmit the user information that is actually used 
by the peer application. However, in STM system, the network resource (i.e. , time 
slot) is exclusively reserved for each connection, even when the end-host does not 
transmit the actual user information. 
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Figure 2-1. STM Architecture Abstraction 
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The clock speed that is available for user network interface (UNI) also has a 
hierarchy and granularity, as well as the clock speed used among the switch nodes 
(N!IIl:). For example, when the user application needs lOMbps interface speed, the 
end-host has to use T3 ( 45Mbps) interface. As a result , the network resource 
corresponding to 35Mbps bandwidth will not be used but reserved for the user 
application that uses only lOMbps bandwidth in 45Mbps bandwidth. 

[3] ATM (Asynchronous Transfer Mode) 

In ATM networks, the user information is fragmented into 53 byte cells, and the destination 
end-host reassembles the received cells (i.e. , fragmented user information) to obtain a user 
information shipped by the source end-host. The cells are transferred through a virtual 
channel connection (Vee). 53 Byte cell has a 5 byte header field including VPI/Vei field. 
Figure 2-2 shows the cell format of UNI and NNI, and figure 2-3 shows an abstraction of 
cell multiplexing at ATM switching node. The VPI/Vei field is changed at every ATM 
switching node, and the cell is forwarded based on VPI/Vei information. 

The network maintains the state of vee during a connection, as well as an STM network 
does. According to the Vee establishment request, the network establishes the states in 
the network to t ransfer the user information. Actually, the ATM switch nodes establish 
and maintain the VPI/Vei mapping table to relay the cells from the source end-host to 
the destination end-host. The VPI/Vei mapping table is the VPI/Ve! value of egress cell 
corresponding to the VPI/Vei value of ingress cell. 

Since the network establishes the state according to every vee, the VPI/Vei value 
corresponding to the certain connection is only unique in the physical interface (ingress and 
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egress link) , and the VPI/VCI value can be re-used in the different interface links. This means 
that VPifVCI value is not global unique value, and that the required address information 
length in the cell header (i.e., VPI/VCI) can be less than the packet network requires to the 
address information in packet header. The cell relaying using the link local unique VPI/ VCI 
value in ATM network could be equivalent to the TCP / IP header compression technique 
applied in PPP (Point to Point Protocol) [RFC1144][RFC1331]. 

The ATM network maintains the state informat ion connection-by-connection. This state 
information is not changed during a connection, without an explicit state renegotiat ion by 
the signaling capability (Q.2931 ). Therefore, in general, the route that the cells travel is 
always the same during a connection. 

The foLlowings are the advantages and disadvantages of ATM networks. 

• Advantage 

- Allocated bandwidth hierarchy free 
The clock speed delivered by the network node has a digital hierarchy and gran­
ularity, as well as STM network. For example, the referenced clock delivered by 
the network to the end-host will be OC3 (155Mbps). However, the actually avail­
able bandwidth for each connection (or cell flow) can be flexible. The actually 
available bandwidth for each connection has some granularity, however it is much 
fine compared to STM network has. For example, the ATM network can provide 
lOMbps bandwidth, that can not be provided by STM networks. 
By this finer granularity of available bandwidth, the ut ilization efficiency of net­
work resource (i.e., bandwidth resource) will be better than in an STM network. 

- Network resource sharing 
ATM network is basically packet oriented platform. The network resource (e.g., 
bandwidth or buffer space) is used, whenever the cell arrives at the ATM switch 
node. There will be large diversity associated with resource management (e.g., 
buffer and bandwidth management) policy. The resource management policy may 
depend on switch vendor, on network provider, or on service class. For exam­
ple, CBR (Constant Bit Rate) connection will be exclusively allocated dedicated 
bandwidth and buffer space. However, some connections, e.g., ABR (Available 
Bit Rate) connections, wiLl share the common network resource, taking into ac­
count of statistical multiplexing effect. By the network resource sharing among 
the connections, the utilization efficiency of network resource will be better than 
in an STM network. 

- Date delivery with small latency 
End-to-end data delivery latency is larger than in STM networks, due to the 
cell buffering at ATM switch nodes. The delay due to the cell buffering at ATM 
switch node will be depend on the service class, and shall be few J.Lsec (i.e., few cells 
buffering delay) to few msec (i.e., few thousands cells buffering delay). However, 
when we compare to the end-to-end data delivery latency in the packet network, 
it will be much smaller. One is by means of a pipe line data transmission from 
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the source end-host, and the other is by means of a pipe line data transmission 
at the ATM switching nodes. 

In general, a packet size is larger than cell size and it sometimes corresponds to 
hundreds or thousands of cells. The source end-host submits a packets after an 
entire packet is buffered at the interface module, and the packet transmission 
never start before an entire packet is buffered at the interface module. On the 
other hand, in ATM networks, the cell transmission can start before an entire 
packet is buffered at the interface module, i.e., pipe line data transmission. 

At the routers in packet networks, an entire packet is buffered whenever it goes 
through the routers. Therefore, there is a delay due to packet buffering at router. 
Also, there is a delay due to so called HOL (Head Of Line) blocking. By the 
HOL blocking, the packet transmission must be halted, until the transmission of 
previous packet is completed. On the other hand , in ATM networks, the multiple 
packet transmissions can performed simultaneously, i.e. , cells that belong to the 
different connections can be interleaved on a single transmission link. 

- Feasibility by hardware implementation 
ATM is designed so that the hardware implementation should be easier than the 
packet networks. Since the packet (i.e., cell in ATM networks) size is unique, it 
will be easier to implement by hardware logic, compared to in packet networks. 
By means of hardware oriented protocol implementation, we can obtain larger 
throughput using the same VLSI process rule. 

- Scaling 
The total system throughout can be scaled up easily. The followings are the 
methods to scale the total system throughput. 

* Increase the number of switch interface ports 
Since the ATM is switched oriented network, the total system throughput 
increases by the increase of switch interface ports. In other words, the total 
system throughput can be increased even though the system clock speed is 
not increased. 

* Interconnect ATM switches 
ATM switch nodes can be interconnected without any internetworking entity 
(e.g., bridge and router), using NNI protocol. 

Therefore, it is said that ATM is scaleable architecture. 

Here, as well as the scaling up of shared media platforms, the ATM network 
segments that can include multiple ATM switch nodes can be interconnected 
through routers for scaling up. Which strategy should be taken for system scaling 
up depends on the requirements and policies of the networks. 

• Disadvantage 

- Complex traffic control 
As discussed in the following subsection, the traffic control framework in ATM 
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networks is more complex than the other networks (i.e., STM and packet net­
works). Packet network basically provides just a best effort service, and STM 
network provides the same QOS for all connections. However, the ATM net­
work provides various level of QOS classes simultaneously, while performing the 
network resource sharing. 

- Large transmission overhead 
The transmission overhead due to the header /trailer field added to the user in­
formation is much larger, compared to the other platforms. In STM networks, 
the transmission overhead due to the header /trailer field is nothing. fn packet 
networks, the transmission overhead due to the header /trailer field can decrease 
by the use of larger sized packet. However, in ATM networks, the transmission 
overhead due to cell header is about 10% c~ 9.4%). 

The detailed ATM network architecture is discussed in the following subsections in this 
section. 

[4) Packet Transfer (IP Datagram Transmission) 

Packet transmission using Internet Protocol is based on connectionless. The data transmis­
sion is performed packet-by-packet, not by connection-by-connection. Therefore, in packet 
networks, the network does not maintain/ establish state information associated with ev­
ery connection, i.e., stateless network. Usually, the packet network maintains the packet 
transmission route according to the destination point, but this state is not associated with 
end-to-end packet flow (i.e. , connection). Also, the maintained information does not de­
pend on the source address, i.e. , the information only depends on the destination address. 
Every end-host can send a packet whenever it wants without any connection establishment 
procedure. Since the network does not maintain the state information associated with each 
connection, each user packet must have a global destination address of the packet. In IPv4, 
it is 32 bits length address. 

The service quality to be provided by the packet networks is usually the best effort 
service, except for some resource reservation oriented protocols (e.g. , ST-II [ST-II) and RSVP 
[RSVP)). The packet may have some latency due to buffering at some network entity such as 
router and may be discarded due to buffer overflow at some network entity. However, since 
the network resource (e.g. , bandwidth and buffer space) is shared among all packet flows , 
the utilization efficiency of the network resource is large, compared to the other platforms 
(STM and ATM networks) . 

The followings are the advantages and disadvantages of packet networks. 

• Advantage 

- Loose clock synchronization 
Since the packet transmission is based on an asynchronous way using packet 
buffering, the clock synchronization can be local and the global clock synchro­
nization is not required. For example, at the router, the input interface module, 
the output interface module, and the packet switching module can operate by the 
different reference clocks. 
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- Clock hierarchy free 
The clock speed delivered by the network node has a digital hierarchy and gran­
ularity, as well as STM network. However, there is no restriction on the actually 
available bandwidth for each end-host. If the network resource is available, the 
end-host can send packet at the interface speed, on the fly packet submission. As 
a result, the utilization efficiency of network resource (i.e., bandwidth resource) 
will be better than in an STM network. 

- Network resource sharing 
The network resource (e.g., bandwidth or buffer space) is used, whenever the 
packet arrives at the network node (e.g., router). By the network resource sharing 
among the connections, the utilization efficiency of network resource will be better 
than in an STM network. 

- Stateless network 
The network need not maintain the state information for every connection, but 
just maintains the information how the received packet should be forwarded. Also, 
since each packet has a TTL (Time To Live) field and packet forwarding decision 
is based on hop-by-hop base, the maintained packet forwarding information could 
have some transitional in-consistency. 

- Datalink independent 
Packet network only specifies network layer protocol (e.g. , IP). Therefore, wide 
variety of datalink technologies can be applied to. ATM technology is just one 
of these datalink technologies, but ATM will be widely used as a common and 
major datalink platform. 

• Disadvantage 

- Un-specified QOS 
The service quality provided to the user applications can not be specified, in gen­
eral. Some packets may experience substantial buffering delay, and some packets 
may be discarded due to buffer overflow. However, as discussed in the following 
subsection, the resource reservation oriented protocols, [R.SVP)[ST-II], have been 
under development in IETF (Internet Engineering Task Force). 

- HOL (Head Of Line) Blocking 
The network resource (e.g., buffer space and bandwidth) is shared among many 
packet flows. Some packets are large size and the other packets are small size. In 
general, we can say that the application requiring small latency for data delivery 
uses small packets, since both the latency due to packetization (i.e., data packing 
at source end-host) and the latency due to packet buffering at the intermediate 
node are smaller than with large packet. On the contrary, the application requir­
ing efficient and high throughput data delivery uses large packets, since the total 
overhead of packet header decreases and the frequency of process interruption 
(leading to the degradation of data processing performance of computer system) 
due to the reception of packet is reduced. 
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When the packet service policy is a simple FIFO (First In First Out) that is 
widely adopted in the current packet switch nodes (i.e. , routers), the transmission 
of packet can not start until the transmission of packets queuing before complete, 
i.e., HOL blocking. The jitter of queuing latency at the queuing point increases, 
when large packets and small packets share the common queue. This means that 
the queuing latency at the queuing point will be sometimes large. This is serious 
for the application using small sized packet in order to get a data transmission 
with small latency. 

2.1.2 ATM Service Capability 

ATM platform provides both connection oriented service and connectionless service to the 
user. Both connection oriented and connectionless service are provided using connection 
oriented virtual channel connections (i.e., ATM-VCCs). Connectionless service does not 
require a connection setup procedure, in order to transfer the connection less datagram (e.g., 
CLNP packet). In connectionless service, ATM-VCC(s) to provide connectionless service 
is( are) established in advance between the end-node and CLSs (i.e. , ConnectionLess Servers) 
[I.364). The ATM-VCC to be used for connectionless could be either PVC (Permanent VCC) 
or Semi-PVC. 

ATM networks provide four of service categories [AF-TM), and provide wide variety of 
QOS classes. The QOS parameter itself has been still under discussion. The following 
parameter will be the likely QOS parameters. 

• Connection blocking probability 
Connection setup request will be blocked (i.e., rejected), when the available network 
resource for the connection is insufficient to provide a required QOS. The network 
provide a sufficient network resource to achieve the performance objective associated 
with the connection blocking probability. 

• Cell Transfer Delay (CTD) 
CTD is an end-to-end cell transfer delay from the source end-node to the destination 
end-node, and is not a deterministic value but is a statistical value. 

• Cell Delay Variation (CDV) 
CDV is associated with a jitter of CTD. CDV quality gives a strong impact for the 
required buffer space at the destination end-node. 

• Cell Loss Ratio (CLR) 
CLR is the probability that the cell is discarded due to the buffer over flow or due to 
the bit errors in cell header field. 

• Cell Mis-delivery Ratio 
Cell mis-delivery ratio is the probability that the cell is not delivered to the correct 
destination due to some bit error in cell header field. 
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• Bit Error Ratio (BER) 
BER is the probability that a bit in a cell is errored. BER does not generally depend 
on service category nor on QOS class. 

Table 2-1 shows the service categories defined in ATM Forum [AF-TM], with provided 
QOS abstraction for each service category. 

Tab! 2-1 S · e c t e erv1c a e!'>on es ATM net orks m w 
Attribute ATM Layer Service Categories 

CBR 1 VBR (RT) J VBR (NRT) ABR UBR 
CLR specified[ I] specified[2] unspecified 

CTD and CDV specified J specified[8] unspecified[6] unspecified 
PCR and CDVT[5] specified specifiedf4] specifiedf3] 

SCR and BT n/a J specified n/a 
MCR n/a specified n/ a 

Control Information no yes I no 

[Notes] 
[1] For CBR and VBR the Cell Loss Ratio may be unspecified for CLP=l. 
[2] Minimized for sources that adjust cell flow in response to control information. 
[3] Not subject to CAC, and UPC procedures may use a different values from the other 

service categories. 
[4] Represents the maximum rate at which the source can send as controlled 

by the control information. 
[5] CDVT (CDV Tolerance) is either explicitly or implicitly specified 

for PVSs or SVCs. 
[6] Objective of ABR service is that the network does not excessively delay 

the admitted cells. 
Requirement for explicit specification of the CTD and CDV is for further study. 

[7] For non-realtime VBR, the CTD is specified and the CDV is unspecified. 

2.1.3 Protocol Structure 

Figure 2-4 shows the protocol structure of ATM. An ATM has three planes; user plane, 
control plane and management plane. User plane is responsible for the transmission of cells 
containing user information. Control plane is responsible for the control of VCC and VPC 
(i.e., establish and tearing down of connection) using the signaling protocol (e.g., Q.2931). 
Management plane is responsible for the management of each connection as well as of the 
network. 

2.1.4 Signaling and Connection Management 

A switched ATM connection (SVC ; Switched VC) is established through a signaling proce­
dure (e.g., Q.2931). During a signaling, the end-node indicates the required service category 
and QOS class with its traffic descriptor. The traffic descriptor represents how the cells are 
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submitted from the end-node to the network. At least, the traffic descriptor includes the 
PCR (Peak Cell Rate) , that is the maximum number of transmitted cells during one second. 

Based on the signaling information (i.e., required service category with QOS class and 
traffic descriptor) from the end-node, the network decides whether the network can accept 
the ATM-VCC establishment request, taking into account the network status. Once the 
network decides the ATM-VCC establishment should be accepted, the network establishes 
the state (e.g., the VPI/VCI mapping table in the ATM switch nodes) associated with the 
ATM-VCC. The ATM-VCC is torn down due to the connection release message of signaling 
message. By the ATM-VCC tearing down procedure, the established state associated with 
the ATM-VCC is eliminated. 

As mentioned above, the state is not modified during a life-time of ATM-VCC, but the 
state is static during a life-time of ATM-VCC. In other words, the management for the 
connection is based on connection-by-connection. Therefore, we can say that the connection 
management in the ATM network is a hard-state, instead of a soft-state like in RSVP [RSVP]. 

2.1.5 Error and Traffic Control Framework 

[1] Error Detection and Correction Capability 

The purpose of error control in data networks is to provide an error free data-unit delivery 
between a pair of SAPs. Error detection and error correction are the key functionalities of 
error control. ATM network fundamentally has only an error detection capability. 

Table 2-2 shows the error detection and the error correction capability below CPCS 
(Common Part Convergence Sub-layer) in ATM networks. As shown, the error(s) both 
for header field and for payload are detected [I.l50][I.363]. On the other hand, the error 
for payload (CPCS-SDU) is not corrected, excluding the option of AAL Type 1. SSCS 
of AAL could have an error correction capability for the assured mode operation [1.363]. 
However, at this time, neither ITU-T nor ATM Forum has been discussed the detailed 
protocol specification of error correction functionality in SSCS. 

The error control is necessary for data delivery. On the contrary, for voice or video 
communication, the error control may not be necessary. Regarding data delivery service, 
AAL Type 5 will be used for many cases. Since AAL Type 5 does not have an error 
correction capability, the dropped or errored data-unit (CPCS-SDU) will be retransmitted 
by the request of the upper layer protocol (e.g., TCP). 



H. Esaki : "A High Speed IP Packet Forwarding over Internet using ATM'' 23 

Table 2_-2. Error Detection and Correction Capabilities in ATM Networks 

Error Detection Error Correction 
PavloadiSDU Header Pavload SOUl Header 

PHY No Yesfu_RECl No I bit(ATM header) 
ATM No Yes(b_yHEC) No I bit 

s Type 1 No Yeill!LSNP_l No 1 bit (SNJ 
A Type 3/4 Yes(CRC-10) Ye.!l_CRC-1 0) No No 
R TYPeS No No No No 

I~ Tvoe I N~(Qptional ) No Qptional) N()("''_tional)_ No( optional) 
c Tvoe 3/4 Yes(Ll for lost) No No No 
s Tvoe 5 Yes(CRC-32/Ll) YesiCRC-3±2. No No 

[2] Traffic Control Framework 

ATM networks basically have two levels of traffic control. One is connection level, and the 
other is cell level. 

Connection level traffic control is a connection admission control (CAC) , that includes 
routing. Routing protocol running among ATM switch nodes decides which route the ATM­
VCC's cell flow should take. And, the connection admission control process in each ATM 
switch node decides whether the ATM-VCC can be accommodated or not. The algorithm 
of admission control is not subject for standardization. Routing decision and connection ad­
mission decision is performed only during an ATM-VCC establish procedure, that is invoked 
by the signaling (Q.2931). 

Cell level traffic control is shaping, policing and reactive flow control. Shaping (i.e. , cell 
transmission scheduling) will be performed at certain point in the ATM network, as well as at 
the end-node before actually the cells are submitted to the network. The purpose of shaping 
within the network is to achieve better network resource utilization, while providing desired 
QOSes. On the contrary, the purpose of shaping at the end-node is to avoid cell discarding 
due to the violated cell submission pattern against the negotiated traffic descriptor through 
a signaling. This is because the cell that violates the negotiated traffic descriptor will be 
discarded or marked (i.e., CLP tagging) by the policing function. Policing control is referred 
to an UPC (Usage Parameter Control). The CLP (Cell Loss Priority) tagging is a network 
optional. With the CLP tagging option, the cell with CLP=O will be modified with CLP=l, 
if the cell flow violates the negotiated traffic descriptor. 

Shaping and policing will be adopted to all service categories. However, the reactive flow 
control is applied only to the ABR service. In the ABR service, the cell submission rate is 
regulated according to the control information issued by the ATM switch nodes (and by the 
destination end-host). The control information sent back to the source end-host is either 
the congestion indication or the explicit available cell submission rate. Though the reactive 
flow control in ATM layer level applied only to the ABR service, ATM network provides 
explicit congestion information for all service categories. The upper layer entity can use 
this congestion information so as to regulate the data submission rate to the network, if 
necessary. 

Another flow control framework, so called frame based intelligent congestion control, will 
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be applied to the ATM network. One is PPD (Partially Packet Discarding), and the other 
is ERD (Early Random packet Discarding). Both control schemes recognize the frame (e.g., 
IP packet) in the ATM networks. In congestion status, the cells are discarded based on 
frame. In a PPD, the whole of succeeding cells after the discarded cell in the frame will 
be discarded. In ERD, the whole of cells in the frame, which will be randomly picked up 
among the cell flows that pass through the ERD control point, are discarded , when the 
ERD control point determines the congestion will be going to occur. Both PPD and ERD 
are useful for data communication that requires an error-free data transmission between the 
source and destination end-host. Therefore, whether to apply the PPD/ERD is signaled 
during a ATM-VCC establishment procedure. 

2.1.6 Addressing Structure in ATM Networks 

ATM networks use either E.l64 address or NSAP address. ITU-T adopts an E.164 address, 
which will be used in public networks. ATM Forum adopts an NSAP address, which will be 
at least used in private networks (and may be also used in public networks). Both E.l64 and 
NS.J\P address will be co-ordinated hierarchically. E.164 has the decimal 15 digits address 
space, and NSAP has the binary 20 bytes address space. NSAP address can encapsulate 
E.164 address in it. 

2.2 Internet Protocol Suite 

2.2.1 IP Service Capability 

IP network transfers the user information through a connectionless packet relaying. The user 
information is transferred by the variable size packet. Since the network does not establish 
the state for every connection in the network, the required address information in the packet 
header (i.e., IP address) is a globally unique value. The packets are forwarded based on a 
global unique IP address. 

IP network maintains the state of route how the received IP packet is forwarded to t he ap­
propriate next node (router or destination host). And, the maintained information does not 
depend on the source address, i.e. , the information only depends on the destination address. 
Every end-host can send a packet whenever it wants without any connection establishment 
procedure. 

The service quality to be provided by the packet networks is usually the best effort 
service, except for some resource reservation oriented protocols (e.g., ST-II [ST-II] and RSVP 
[RSVP]). The packet may have some latency due to buffering at some network entity such as 
router and may be discarded due to buffer overflow at some network entity. However, since 
the network resource (e.g., bandwidth and buffer space) is shared among all packet flows, 
the utilization efficiency of the network resource is large, compared to the other platforms 
(STM and ATM networks). 

IP network provides basically a best effort service. However, by the use of some resource 
reservation oriented protocol (e.g., ST-II and RSVP) , certain end-to-end QOS quality will 
be provided to the application . ST-II is the hard-state oriented resource reservation style, as 
similar to the resource reservation style in ATM networks. RSVP is the soft-state oriented 



H. Esaki : "A Higb Speed IP Packet Forwarding over Internet using AT1VI" 25 

Applicarion (e.g. RPC. telnel) 

TCP/UDP 

lP 

I ConrroVManagemenl 
(e.g.1CMP .lGMP) 

PHY/Datalink 

Figure 2-5. Protocol Structure in IP Networks. 

resource reservation style, which is different from the resource reservation style in ATM 
networks rather is similar to the route state maintenance in IP routing protocol. RSVP 
is soft-state and receiver initiated protocol. On the other hand, ST-II and ATM can be 
said as the hard-state and sender initiated protocol. In the soft-state, the maintained state 
information is always refreshed and the state is modified whenever the state is changed. 
When the refreshment procedure does not work due to some reason (e.g. , failure of network 
entity) , the maintained soft-state is eliminated. This procedure is fundamentally the same as 
the state management in the routing protocol. In the receiver initiated protocol, the (soft-) 
state is established only when the receiver gives a trigger. And, the state maintenance can 
be distributed, i.e., the source entity does not have to all state information of receivers. 
Due to the property of the receiver initiatf!d protocol, the receiver initiated protocol with 
soft-state policy can accommodate large number of receivers. As a result, it can be said that 
ST-II is the protocol providing a relatively small scale of QOS-ed multicast service, and that 
RSVP is the protocol providing any scale of QOS-ed multicast service. Here, the multicast 
communication service includes the point-to-point communication service. 

IPv4 networks provides three communication types, and IPv6 networks provides basically 
two communication types. IPv4 provides unicast (point-to-point), multicast (multipoint-to­
multipoint) and broadcast services. IPv6 provides unicast and multicast services. In IPv6, 
the broadcast service is realized as the one of multicast service. 

2.2.2 Protocol Structure 

Internet Protocol suite corresponds to the network layer and transport layer functionalities, 
when we compared to OSI's protocol reference model. We can see the IP protocol as the 
protocol simplifying the OSI's protocol reference model. 

Figure 2-5 shows the protocol structure of IP suite. There are only four layers in the 
model, i.e., Physical layer (or datalink layer), IP layer, TCP /UDP layer and application 
layer. 

The function of IP is forwarding the IP packet issued by the source host toward the 
destination host, based on the routing information that is generally established by some 
routing protocol. Beside an IP, some control and management protocols (e.g., ICMP) are 
defined. The followings are the some examples of t he control protocols. 

• ICMP (Internet Control and Management Protocol) 
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The task of IOMP is to realize the status of IP forwarding in the network. For example, 
the error condition (e.g., destination is not reachable) is indicated to the sender node 
through the IOMP. 

• IGMP (Internet Group Management Protocol) 
The task of IGMP is the management of multicast communication group. In order 
to join( quit) to(from) the multicast service, the receiver end-host has to indicate it 
through the IGMP. 

• RSVP (resource ReSerVation Protocol) 
The task of RSVP is to provide the soft-state resource reserved IP packet forwarding 
route over the IP networks. The appropriate next hop node is determined based on 
the routing information established by routing protocol 

• ST-II (STream 2 protocol) 
The task of ST-II is to provide the hard-state resource reserved IP packet forwarding 
route over the IP networks. 

• Routing protocol 
The task of routing protocol (e.g., OSPF or BGP) is to decide to which next hop node 
the received IP packet should be forwarded. The routing information established by 
routing protocol is generally dynamic and soft-state. 

The function of transport protocol layer (e.g., TOP or UDP) is to provide the data stream 
to the upper layer. The key functionalities of transport protocol are the establishment of 
session, error control and flow control. 

1. Session establishment 
TOP and UDP assign a port-id (16 bits) for each data flow from the application. 
Each data flows are identified by the combination of source IP address source port-id, 
destination IP address and of destination port-id. 

2. Error control 
TOP provides an error-free data delivery to the application. UDP does not provide an 
error-free data delivery to the application. 

3. Flow control 
TOP provides a dynamic window control to regulate the IP packet submission rate, 
according to the network status. On the other hand, UDP does not have any flow 
control function. 

2.2.3 Addressing Structure 

The current IP is version four (IPv4), and the next generation IP is version six (IPv6). In 
this subsection, the addressing structures of IPv4 and IPv6 are briefly presented. 
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Figure 2-6. IPv4 Address Structure 

[1] IPv4 addressing structure 

Address field length of IPv4 is 32 bits. IPv4 has basically three address types, i.e., unicast, 
multicast and broadcast. 

The unicast address type has three classes; class A, B and C. Unicast address is con­
structed by net-id and host-id. Class A address has 8 bits net-id and 24 bits host-id, class 
B address has 16 bits net-id and 16 bits host-id, and class C has 16 bits net-id and 8 bits 
host-id. Therefore, the class A network using class A address format can accommodate upto 
(224

- 1) hosts, the class B network can accommodate upto (2 16 - 1) hosts, and the class 
C network can accommodate upto (28 

- 1) hosts. As described above, IPv4 address had 
a 8 bits boundary before the CIDR was adopted. CIDR is classless addressing structure. 
Therefore, both net-id field and host-id field in IPv4 address does not have any octet nor 
nibble boundary. In other words, any length of net-id less than 24 bits can be allowed. The 
reason why we must use the CIDR addressing structure is due to the lack of IPv4 address 
resource to be newly allocated to. By the use of CIDR, the address utilization efficiency can 
be dramatically improved. The problem due to the use of CIDR is the increase of routing 
table looking up complexity at the routers. This is because any size of net-id length must 
be considered as a eligible net- id, though it was only three net-id length types previously. 

The multicast address is sometimes called as a class D address. No address structure for 
multicast address is defined in IPv4. The available multicast address space is 28 bits. 

The broadcast address is represented by all" 1" bit pattern or all '' 0" bit pattern. Broad­
cast address is generally valid only within an IP subnet. Here, IP subnet is defined as the 
domain which includes the hosts having the same net-id. 
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(2] 1Pv6 addressing structure 

IPv6 has 128 bits address field, and has unicast address and broadcast address. The features 
of IPv6 are following. IPv6 address has net-id and host-id fields, as well as IPv4 has. 

• Classless address type 
The boundary of net-id field is based on a bit. Therefore, there is no octet nor nibble 
boundary. 

• Private address 
Private IP address, that is valid only within the given network domain (e.g., within a 
corporate network), can be explicitly indicated by the common address prefix field. 

• Scope of multicast address 
Scope where the multicast address is valid can be explicitly specified. Scope field has 
4 bits, and can represent from a local to a global scope. 

• o broadcast address 
Broadcast is recognized as one of multicast address code point. 

• Flow-id 
28 bits of flow-id is defined. In the IP packet processing at the router, the router can 
treat differently the IP packet flows based on the flow-id, even when the source and 
destination IP addresses of packets are the same. In IPv4, an IP packet is identified 
only by the source and destination IP addresses. By the definition of fiow-id, source 
destination end-host pair can define multiple IP packet flows that may be treated as 
different IP packet flows at the routers. 

2.2.4 Autonomous Routing 

The management of routing information is distributed and autonomous. In order to establish 
the routing table, some routing protocol (e.g., OSPF) is applied to the given autonomous 
system. Within the autonomous system, any routing protocol/policy can be applied. Also, 
since the autonomous system and routing protocol is recursive, the autonomous system 
can easily scale up. Associated with the routing protocol, an autonomous domain that 
may include many nodes within there can be abstracted as one node for the higher level 
routing hierarchy. And, any management policy (e.g., routing policy) can be applied to 
every autonomous system. 

2.2.5 Flow Management 

The conventional IP network does not have any state associated with the end-to-end packet 
flow (i.e., connection) . IP packet forwarding is completely stateless. However, as discussed 
above, RSVP and ST-II introduce the packet flow management policy into the IP network. 
ST-II provides a hard-state route and RSVP provides a soft-state route over the IP network. 
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In bard-state route, the state of route is established before the transmission of IP packets 
starts. And, the state of route does not changed during a life-time of session. Therefore, the 
route provided by a hard-state protocol is the static route. 

In soft-state route, the state of route is established before the transmission of IP packets 
starts, as well as a bard-state protocol does. However, the state of route is always refreshed 
during a session. As a result, when the status of the network is changed, the soft-state route 
may be changed to the different route. Therefore, the route provided by a soft-state protocol 
is the dynamic route. 

Both ST-II and RSVP reserve some network resource (e.g., bandwidth) for certain service 
(i.e., unicast or multicast service). This procedure is a state establishment. The established 
state is associated with a route where the IP packets are forwarded. 

2.2.6 Error and Flow Control 

The c.onventional IP network does not provide error control nor flow control. It is a best effort 
service platform. However, with the resource reservation oriented protocol (e.g. , RSVP), IP 
network will have some flow controls, that will be shaping and policing. The purposes of 
shaping and policing is similar to the shaping and policing introduced in ATM networks. The 
purpose of shaping in RSVP is scheduling the IP packet transmission so that the IP packet 
transmission pattern is compliment with the T-spec that specifies the IP packet transmission 
pattern from the upstream node(s). The purpose of policing is to avoid the degradation of 
provided QOS to every service, due to the mis-behaved IP packet transmission from upstream 
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node(s) . 
The transport protocol operates end-to-end base, not hop-hop base. This means that 

the transport protocol does not performed at routers. Transport protocol provides an ap­
propriate data stream to the upper layer processes. The tasks of transport protocol are the 
error control and fl.ow control. TCP and UDP are widely accepted transport protocol in IP 
network. 

TCP provides an error-free data stream to the upper layer process, however UDP does 
not provide error-free data stream to the upper layer process. In TCP, errored or missed IP 
packet is re-transmitted from the source host. The policy of IP packet re-transmission is a 
go-back-n. The IP packet transmission is resumed from the errored or missing IP packet, 
i.e. , going back to the transmission point where the error is observed. Therefore, in TCP, the 
IP packets that are correctly transferred to the destination host will be transmitted again, 
when the previously transmitted IP packet from source host is errored or missed. 

TCP has an end-to-end closed loop fl.ow control function, however, again, UDP does not 
have any fl.ow control function. The flow control policy adopted in TCP is a dynamic window 
control. The transmission window is defined. The IP packets in the transmission window 
can be transmitted from the source host, without any IP delivery acknowledgment indicated 
by the destination host. The larger window achieves larger throughput. When IP packet 
is errored or missed, the transmission window is shrunken to reduce the total amount IP 
packet transmitted from the source host in a certain period. When there is no further IP 
packet error or missing, the transmission window is gradually increased. 

2.3 Role of ATM in Global Internet 

ATM is becoming widely accepted as a technology that can provide a number of architectural 
benefits including, scaleability and providing a wide variety of QOS classes. 

Although IP can provide an end-to-end QOS, as well as a conventional best effort service. 
In order to provide end-to-end QOS at the network/transport layer level it is preferable that 
the datalink provide the required QOS for the given packet flow. 

Figure 2-8 shows the protocol structure using ATM-VCCs with TCP / IP. The ATM-VCC 
is terminated at the router which performs the functions required by the network protocol 
(i.e.IP). 

Figure 2-9 shows how the IP packet is fragmented in ATM networks. Since an IP packet 
is generally larger than an ATM cell , the IP packet is fragmented into multiple cells. In this 
figure, the fragmentation is performed at the SAR (Segmentation and Reassembly) sublayer 
and in the CPCS (Common Part of Convergence Sublayer), i.e., streaming mode operation 
[!.363]. In the message mode operation, the CPCS will not fragment CPCS-SDU (CPCS -
Service Data Unit) into multiple CPCS-PDUs (CPCS- Protocol Data Unit). 
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3 Related Works of IP over ATM Architecture 

In this section, the IP over ATM architectures proposed in the research and standardization 
community is categorized and the issues of IP over ATM architecture model is discussed. In 
the research and standardization community, such as IETF and ATM Forum, many architec­
tures to provide IP service over ATM has been proposed. However, these architectures still 
have some issues to solve and can not provide a large scale error-free multicast service. This 
section clarifies the issues of IP over ATM architecture models proposed by other researchers 
and clarifies the issues of a large scale error-free multicast over ATM. 

3.1 IP Over ATM Architectures 

The provision of IP communication service over the ATM platform is one of the keys whether 
the ATM networks obtain a position as the widely accepted datal ink platform for the Internet 
platform. The extraction of properties of ATM technologies for IP communication service 
platform is the purpose of the architecture proposed in this paper. 

The properties and the benefits using ATM platform will be (1) connection oriented 
platform providing simultaneous multiple flows between end-nodes pair, (2) QOS for each 
VCC can be negotiable, and (3) explicit flow identifier is assigned to every cell flow. The 
provision of multiple cell flows and transmission of IP packets through cells could reduces 
the delay jitter experienced by the IP packets. 

Many IP over ATM architectures are proposed in research and standardization com­
munity, such as IETF and ATM Forum. However, every proposed architecture model has 
certain issue to be solved. This section discusses and clarifies what is the issue for the IP over 
ATM architecture model. The previously proposed IP over ATM architecture is categorized 
into the following three architecture models. 

• CLPF (CLassical Packet Forwarding) Model 

• SCPF (Short-Cut Path Forwarding) Model 

• LSTL (Label Switching with Transparent Links) Model 

3.1.1 Logical IP Subnet (LIS) 

LIS is a set of nodes (hosts and routers) that have the same address prefix associated with 
IP address. Though the nodes belong to the same LIS have the same IP address prefix, 
these nodes need not be geographically contiguous. An ATM network segment can contain 
multiple LISes, which are not contiguously distributed. 

The LIS has at least the following functionalities. 

• Direct ATM-VCC must be established between the end-nodes in the same LIS. 

• The IP packet toward the end-node, that does not belong to the same LIS as the source 
end-node belongs to, can be forwarded through the router belonging to the LIS. 
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• Rou ters belonging to LISes participate in the routing protocols, to decide how the IP 
packet across the LISes should be forwarded. 

• ARP (Address Resolution Protocol) will work to resolve the appropriate data-link layer 
address from the destination IP address in order to forward the IP packet. 

Theoretically, both the numerical and geographical size of LIS could be very large, and 
the number of LISes in a ATM network segment could be also very large. However, from 
the view point of practical implementation of LISes over the ATM networks, the number of 
LISes in the ATM network segment, the number of nodes in the LISes and the geographical 
scale of LIS must be reasonably small. Especially, the product between the number of LISes 
in the ATM ATM network segment and the number of nodes in LIS should not be large. 
The followings are the reasons why the number of nodes in LIS and the number of LISes in 
the ATM network segment must not be large. 

• The amount of information associated with each nodes will increase, according to 
the increase of product the number of LISes and the number of nodes in LIS. One 
example information that must be maintained in the database will be the address 
mapping information between the IP address and the corresponding ATM address, for 
the provision of ARP functionality. Since there is no geographical correspondence to 
IP address prefix of LIS, the database will be hard to be geographically distributed. 
The database could be distributed. However, the corresponding database server for 
a certain end-node could be very far from it, even if there is some database server 
that serves to the other LIS . If the database server is not distributed, the amount of 
maintained information increases linearly according to the product between the number 
of LISes and the number of nodes in LIS. 

• There are the applications that depends on the capability of broadcast service in the 
IP level (i.e., IP broadcast). In IP broadcast, the broadcast packet must be delivered 
to all nodes belonging to the IP subnet. When the geographical scale of LIS is large, 
the LIS would include WAN segment. When the LIS includes WAN segment, the IP 
broadcast message must always travel WAN segment that is subject for charging. 

• In RSVP, the downstream nodes must always send back the RES V message, whenever 
the PATH message is received. When the number of downstream nodes in LIS is large, 
the number of RESV messages that the upstream node will receive is also large. The 
large number of RESV message reception causes large number of process interruption 
for the upstream node. As well-known, the process interruption leads to a context 
switching that is costed for the computer system and degrades the processing perfor­
mance. As a result, in order to avoid the degradation of processing performance at the 
nodes in the soft-state multicast tree, the number of nodes in LIS should not be large. 

3.1.2 CLPF (CLassical Packet Forwarding) Model 

CLPF, CLassical Packet Forwarding, model is basically the architecture discussed at IETF 
IPoverATM Working Group. In general, logical IP subnets (LISes) will overlay on a single 
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Figure 3-1. CLPF (CLassical Packet Forwarding) Model 

ATM network segment, which may be a large scale network. This means that several nodes 
(i.e., hosts and routers) which generally belong to different IP subnets will exist on a single 
(physical) datalink segment. 

lP subnets are interconnected by the conventional routers. The router in Classical IP 
model has only IP forwarding capability, but it does not have a cell relaying capability. For 
the intra-IF subnet communication, the Classical IP model allows a direct ATM connectivity 
between the nodes (i.e., host and routers) . On the other hand, for the inter-IF subnet 
communication, the IP packet must pass through the router(s). This means that ATM-VCC 
shall be always terminated at the router. Therefore, it is impossible to provide end-to-end 
QOS-ed virtual connection using Classical IP model, without some protocol, e.g. , RSVP. 
Here, even when some resource reservation protocol is applied in CLPF model, IP packet 
forwarding is still performed with an IP packet level (i.e., examination of IP packet header 
for IP packet routing) and it causes both delay and HOL (Head Of Line) blocking at router. 
Also, since the IP packet must be always reassembled at the router (i .e., packet-by-packet 
forwarding) , every IP packet experiences IP packet reassembling delay. 

However, since the Classical IP model does not violate a subnet model, this model can 
obtain the benefits (e.g., providing scaleable soft-state multicast service) discussed in the 
section 4.1. 

3.1.3 SCPF (Short-Cut Path Forwarding) Model 

SCPF (Short-Cut Path Forwarding) model is basically the architecture discussed at IETF 
ION (IP over NBMA) Working Group and at ATM Forum MPOA (Multi Protocol Over 
ATM) Working Group. This architecture mode fundamentally use the ATM address resolu­
tion mechanism, that is Next Hop Resolution Protocol (NHRP) using the target IP address 
of the received packet . ffiMA)[NHRP]. 

LIS will overlay on a single ATM datalink segment. NBMA (Non-Broadcast Multiple 
Access) network is defined as the network domain where end-to-end ATM-VCC can bees­
tablished. Within the NBMA network, each host could establish a direct ATM-VCC toward 



H. Esaki : "A High Speed IP Packet Forwarding over Internet using ATM" 35 

any host that is located both at other LIS and at the same LIS without passing through 
router(s) , i.e., short-cut routing. However, when the IP packet should be transferred to 
outside an NBMA network, IP packet will be transferred to the border router between two 
NBMA networks. This means that, even if the neighbor NBMA network is also ATM net­
work, it is impossible to establish an end-to-end ATM-VCC using IP address. Then, we 
can not obtain high performed IP packet forwarding beyond the NBMA network. Here, 
the large scale NBl\llA network may be segmented into multiple (and sometimes hierarchi­
cally structured) NBMA subnets, due to security concerning or due to obtain a network 
scaleability. 

With NHRP, host or router will resolve the ATM address for a given destination IP 
address. If the given destination IP address is not directly reachable, the most appropriate 
exit point's (i .e., router 's) ATM address will be resolved. Here, even if we use NHRP, a 
packet could experience hop(s) of IP processing (passing through router(s)) within a ATM 
cloud (i.e., NBMA domain) . As well known [NHRP] , since a direct ATM-VCC can be 
established regardless of routing topology /hierarchy defined in the routing protocols, there 
is a possibility to be created a long period routing loop. 

Since the conventional routing protocol for connectionless IP packet routing is still run­
ning among the routers, NHRP may require some major modifications of IP packet forward­
ing for the routers and hosts. Here, the reason why we need the conventional hop-by-hop 
IP packet forwarding, even when NHRP is available, is that there are many short-lived 
communication (e.g., DNS query) for which communicatioru with ATM-VCC establishment 
procedure is not appropriate and is expensive. The routers attached to the NBMA domain 
exchange routing information (e.g. , topological information and link attributes) among them. 
Here, in general, the topological information shared and exchanged among the routers will 
not be full-mesh. When a router receives an IP packet toward the certain host whose loca­
tion does not belong to one-hop distance from the router (i.e., requiring multiple hops), the 
appropriate next hop router is resolved. This next hop router's information is obtained by 
the routing table calculated by routing information advertised among the routers. Usually, 
the router would pick up the next hop router to forward the received IP packet toward the 
destination point. ARP will be used, if ARP cache for MAC address of the next hop router 
is flushed. Here, in the usual router's procedure, there is no chance to try to resolve the final 
destination router to reach the destination host . It may be said, before looking up routing 
table (let as table #2) generated by routing protocol, the router attached to ATM cloud 
will try to look up the other routing table (Jet as table #1) , whose topological information 
is indicating routers are interconnected in full-mesh. If the ARP cache for the resolved des­
tination router is missed, the router will issue NHRP query to resolve ATM address of the 
destination (exit) router. In this procedure, the conventional routing protocol would become 
meaningless, or the routing table #1 and routing table #2 must be identical (i.e., routers 
in the I\TBMA domain are assumed to be interconnected with one hop). Another solution is 
that router decides which table (table #1 or table #2) is referenced for every packet arrival , 
i.e., some packets will be transferred through a conventional hop-by-hop path and the other 
Packets will be transferred through a short-cut route. Here, though the short-cut route has 
no hop to reach either at the exit/appropriate router or destination host, the routing loop 
may be created. 
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Above issues has come out due to the violation of a subnet model. As proposed in 
IRFC1937], when we only allow to establish a direct ATM-VCC across the LISs over the ATM 
cloud for the communication between the source and destination hosts that belong to the 
same NBMA network, the above issues will disappear. However, since the architecture model 
proposed in IRFC1937] associated with the IP packet forwarding model at the routers is 
essentially the same as in Classical lP model, the issue (i.e., the performance oflP forwarding 
at the routers) to be improved is the same as in CLPF model. 

The other issue for NHRP model is the scalability for soft-state multicast service using 
RSVP. Since the transit routers will be physically bypassed using short-cut routes, the num­
ber of receivers in the ATM level multicast connection can be large. In RSVP, each receivers 
(end-hosts or routers) send RESV message to the up-stream node, which corresponds to 
the root node of ATM multicast connection, whenever they receive PATH message !RSVP]. 
Therefore, when the number of receivers in the ATM multicast connection is large, the num­
ber of RESV messages that the up-stream node must handle becomes large. Large number 
of RESV message reception may cause a performance degradation of the up-stream node, 
due to so many process interruptions. 

3.1.4 LSTL (Label Switch with Transparent Links) Model 

[1] Label Switching Technology 

In a label switching architecture, the layer 3 packets are forwarded either using the datalink 
label (e.g., VPI/VCI) or using the tag label between the datalink header and the packet 
header (e.g., tag for Ethernet frame in tag switching architecture IRFC2105]). 

The label is used as the information to forward the packets, without analyzing the inter­
network layer address (e.g., IP address). This means that the label represents the destination 
address of t he internetwork layer packets. By using the label instead of the internetwork 
layer address for packet forwarding, performance is improved as the router does not need to 
look up in the best-match policy based routing table. 
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When the internetwork layer packet arrives at the node (i.e., intermediate router or host) 
located at the egress point of the cut-thru path represented by the label, the conventional 
packet processing (i.e., analysis of internetwork layer header) is performed. 

In a label switching architecture, it is not generally assumed all nodes are interconnected 
within the datalink giving full-mesh connectivity. Packets are forwarded along the given 
topology, even for cut-thru packet forwarding. This is a different architectural paradigm 
from NHRP/MPOA. In NHRP/MPOA, the short-cut virtual connection (i.e., ATM-VCC 
for ATM) is established irrelevant to the nodes' topology. When a short-cut VC is established 
to some node, packets to the node do not travel through the intermediate routers. On the 
other hand, in the label switching architecture, packets are forwarded along exactly the same 
route, that is given by the routing protocol information. Therefore in label/Tag switching 
just the conventional packet forwarding process is bypassed, while the conventional route 
calculation and the packet's forwarding route remain the same. 

[2] Label Switch with Transparent Links Architecture 

There are three architectures are proposed (Ipsilon][RFC2105J[ARIS]. All three architectures 
have the same basic underlying assumption that the label switching routers are intercon­
nected with transparent links, such as a SONET linl<. 

In [Ipsilon] architecture, the LSTL router establishes the cut-thru path using IFMP 
(Ipsilon's Flow Management Protocol ) (RFC1953]. The cut-thru path is invoked by the 
down-stream node to the up-stream node on the appearance of the trigger IP packet. 

Tag switching proposed in [RFC2105] establishes the cut-thru path using TDP (Tag Dis­
tribution Protocol) [TDP] . The trigger to establish the cut-thru path is invoked both by the 
down-stream node and by the up-stream node, according to the routing entry in the routing 
table given by the routing protocol. The cut-thru path is established using the topology 
information obtained by the routing protocol (e.g. , BGP). The establishment of the cut-thru 
path is performed on an end-to-end basis, i.e., end-to-end establishment. For the scaling 
purpose, any granularity of flow aggregation can be defined. Large (software) processing 
capability is required for the egress and ingress routers of the given routing domain, when 
VC-merging function is not supported in the TSR (Tag Switch Router). When the VC­
merging function is implemented in the ATM switch module in the TSR, large (software) 
processing capability may not be required for TSR. 

In the ARIS proposed in [ARIS], the cut-thru path (N of multi-point-to-point connec­
tions) is established using the topology information obtained by the routing protocol (e.g., 
BGP) . In order to provide multi-point-to-point connection, the VC merging function has to 
be provided in each ATM switch. To allow scaling any granularity of flow aggregation can 
be defined. 

Since LSTL architecture does not support the standard ATM interface (i.e., ATM Forum 
Ul'H 3.0/3.1) , the routers and networks applying the LSTL model do not have any interop­
erability with standard ATM switch and can not use standard ATM links (i.e., ATM-VC) 
as the link to interconnect LSTL routers. 

The LSTL architecture model is shown in figure 3-3. This is a kind of router intercon­
nection using point-to-point links. In this model , since the link among the IP switches must 
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be transparent links (e.g. , physical link or SONET link), we can not use standard ATM 
switches in the network, as shown in figure 3-4. 

LSTL routers can not be interconnected through an ATM public network. LSTL routers 
can interconnect through an ATM network only with a specific configuration, this is where 
the ingress VPljVCI value and egress VPI/VCI value of the ATM link (VP) are the same. 
This particular configuration is not a likely configuration within a ATM network. Further, 
LSTL routers can not interconnect with standard ATM switches, since LSTL routers do 
not support ATM UNI. Since LSTL routers do not have any inter-connectivity with ATM 
switches, they can not provide a subnet when the network consists of ATM switches 
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3.2 Large Scale Error-free Multicast Service Architecture 

Conventional communications in telephone networks and computer networks is largely dom­
inated by point-to-point communication. However, recently, the requirement of multicast 
communication, point-to-multipoint (pt-mpt) and multipoint-to-multipoint (mpt-mpt) has 
increased [Deering]. For example, in the Internet, the M-Bone (Multicast Backbone) exper­
iment has been progressed, providing real-time multicast services for video and voice. 

Currently, most large scale multicast communication over the Internet is usually allowing 
some error or loss of transmitted IP packets, and error-free IP packet delivery to every 
receivers is not required (i.e., UDP over IP for IP mult icast service). This is because the 
current applications using a large scale IP multicast basically distribute voice and video 
information, using a loss-tolerant transport layer with the transport protocol RTP on top of 
UDP [RTP]. 

However, in the future , other applications (e.g., multicast service of real digital infor­
mation such as a large scale interactive transaction game over the Internet) will require a 
"large scale" error-free multicast service. For many distributed applications involving mul­
tiple t ransmitters in a group, it is sufficient if the transport system provides reliable pt-mpt 
communication from every transmitter to all receivers in the group [RFC1301]. Other dis­
tributed applications (e.g., distributed database system) may require an ordered and atomic 
multicast (mpt-mpt) communication service [Birman] [Chang]. However, such a commu­
nication service has very poor scaling properties, and is therefore only suitable for small 
groups. 

When a large scale reliable multicast service guaranteeing the Quality of Service (QOS) 
is required, an IP multicast channel is appropriate t hat may be operated with reserved 
resources provided by a reservation protocol (e.g., RSVP). It may be possible to provide 
such a service through the individual pt-pt communications. However, using the individual 
pt-pt communication channels causes an extremely large latency of data delivery and requires 
a huge computational capability for the source entity, when the number of receivers is large. 

ATM networks will provide a multicast channel (pt-mpt and mpt-mpt), as well as a 
unicast channel (pt-pt). Actually, the signaling protocol defined in the ATM Forum UNI 
specification version 4.0 includes the pt-mpt communication channel establishment capabil­
ity. 

Conventionally, the reliable multicast service was required by distributed computation 
environments (e.g., distributed database system). The number of receivers for these appli­
cations would not be large (several decades of receivers). 

The challenges regarding a reliable multicast in the computer networks would be the 
following items. 

1. How to provide an ordered and an atomic multicast 
Ordering of message delivery from multiple senders (i.e., single source ordering, mul­
tiple source ordering and multiple group ordering) would be sometimes required for 
multipoint-to-multipoint communication. There are many approaches to provide the 
ordered and atomic multicasts : e.g., (a) time-stamping [Schndr][Lamport], (b) cen­
tralized token [Chang][RFC1301], (c) distributed two-phase commitment [Birman], (d) 
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propagation graph algorithm [Garcia]. These approaches will be applicable to the ar­
chitecture discussed in this paper. 

2. How to provide a reliable (i.e., error-free) multicast 
In order to provide an error-free data delivery, some error control mechanisms (i.e. 
error detection and error recovery) must be applied. 

3. How to provide a large scale multicast 
The error control mechanisms must be scaleable regarding both the large number of 
receivers and the physically widespread senders and receivers. 

The framework proposed in this paper does not assume a new routing protocol (e.g. , 
PIM, CBT) nor new transport protocol. This means that the proposed error-free multicast 
architecture assumes existing routing protocols (e.g. , DVMRP) and existing transport pro­
tocol (e.g., MTP). For an example, a novel error-free multicast architecture, SRM (Scaleable 
Reliable Multicast) [SRMJ, assumes a new transport protocol and has to assume a new 
multicast routing protocol (e.g., CBT) to scale up. 

3.2.1 Error Recovery Mechanisms 

For some applications, the message issued by the source process must be delivered to all 
destination processes without any error. Error detection and error correction are the key 
functionalities to provide an error-free data delivery. Each layer includes some level of error 
control functionalities. For example, TCP does have both error detection (by checksum) and 
error correction (by go-back-N retransmission), but IP does only have error-detection. There 
are many error-detection and error correction schemes. Below, the existing error correction 
techniques are described briefly. 

• Go-Back-N [Comer] 
IP packets in it's transmission window are consecutively transmitted from sender pro­
cess without any acknowledgment (positive or negative). When some packet is errored 
or lost, all the IP packets after the very errored or lost IP packet in the transmission 
window are subject to retransmission. 

• Selective Repeat 
IP packets, that are errored or lost , are selectively retransmitted. Since the order of 
transmitted IP packets from sender process will not be maintained at the destina­
tion process, the destination process must re-order the received IP packets to provide 
the ordered data delivery to the upper layer application interface. With the MTP 
[RFC1301], the selective retransmission of erroneous IP packet is performed by the 
sender process. 

In the SRM [SRM], the selective retransmission is performed by any end-node (i.e., 
router or host) who can retransmit the erroneous lP packet. In this architecture, the 
sender does not always have to preserve the lP packets to be t ransmitted until all 
receivers receive IP packet correctly. 
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• (FEC) Forward Error Correction [McAuley][Biers] 
Additional information (or packets) are attached to the transmitted information to 
recover the erroneous or lost character(s) without data retransmission. Error recovery 
could be both bit(s) correction and block correction. When the errored data is beyond 
the correction capability of the applied FEC algorithm, the data (e.g. , IP packet) must 
be retransmitted either by go-back-n or selective repeat policy. Though FEC always 
requires some overhead to transmit the data, the data error probability observed at 
dest ination process can be reduced. The architecture with FEC mechanism proposed 
in [McAuley] and in [Biers] does not consider for the multicast service. Also, the FEC 
mechanism proposed does have some issues (e.g. , designed for AAL3/ 4) that are solved 
in the FEC mechanism proposed in this paper. · 

In order to perform IP packet retransmission at the sender process, some feed-back 
signal (acknowledgment) from the destination process is required. There are basically two 
approaches. One is the positive ACK, and the other is the negative ACK (NACK) . In 
the positive ACK approach, the destination process always sends back the ACK signal to 
the sender process while it receives IP packet correctly. The errored or lost IP packets 
are recognized by the sender process both( either) by the lack of the ACK signal from the 
destination process and(or) by the explicit control signal issued by the destination process. 
With TCP and major data transmission protocols, the positive ACK approach is applied, 
because of easy implementation. In the negative ACK approach (e.g., in MTP and SRM), 
the destination process sends back the NACK signal to the seder process, only when the 
destination process detects the error or loss of transmitted IP packet(s) from the sender 
process. Though the control signal between the sender and the destination process is reduced, 
the method to guarantee the error-free data delivery must combine ACK and NACK, leading 
to a complex protocol. 

3.2.2 Issues of Large Scale Multicast Service Architecture 

For multicast service, the scaling is one of the important aspects to solve. There are two 
aspects for the scaling. One is for the large number of receivers (and senders) , and the other 
is for the geographically widespread senders and receivers. The later one would be regarding 
the timer design for the feedback loop to recognize error (this is not touched in this paper). 
And, the former one would be regarding both the implementation complexity at the sender's 
control process and the actual data transmission performance. This paper mainly focuses 
on the former issue, rather than on the latter issue. 

When the number of destination processes becomes large, the following three issues occur. 

1. Increase of Protocol State Information 
When we apply the positive ACK approach, the sender process must maintain all pro­
tocol state information for each destination processes. That means that the maintained 
protocol state information at the sender process will be order of N . Here, N is the 
number of receivers. 

One feasible approach to reduce the maintained protocol state information at the 
sender process would be using the intermediate layer 4 (e.g. , modified TCP for multi-
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cast) entities. Between the sender and the receivers, there are the intermediate routers 
that act as the branching point of the multicast tree. In order to reduce the protocol 
status information maintained at the sender, the intermediate routers could terminate 
the layer 4 protocol. Multiple acknowledge packets from the destination process to 
the sender process could be merged into a single acknowledgment packet at the inter­
mediate router. By the above approach, the protocol state information that should 
be maintained at the sender can be distributed among the intermediate routers, and 
it will be the order of logmN· Here, m is the number of multicast leafs from the in­
termediate routers (or the sender process). However, every intermediate router must 
perform layer 4 protocols for every multicast service, and it must keep many IP mul­
ticast packets until the IP multicast packets are correctly delivered to the leaf entities 
on the down-steam toward the destination processes. 

Another approach is proposed in RFC1301 (i.e., MTP: Multicast Transport Protocol). 
MTP uses the ACK approach with some smart technique (i.e., sending a referenced 
protocol state information from a special process) [RFC130l][RFC1458]. Using this 
technique, the maintained protocol state information in the sender process could be 
order of constant O(c). However, this approach could not be applied to the case where 
number of receivers is large, and the receivers are geographically widespread, because 
too many control packets (NACK packets) will be transferred to the sender from the 
receivers as briefly indicated in the following item. 

Protocol state management proposed in SRM [SRM] is different NACK approach. 
Protocol state is maintained in some end-nodes (can include sender node) in order to 
perform IP packet retransmission according to the reception ofNACK control message. 
In the SRM, the sender node does not always have to maintain the protocol state, since 
some receiver nodes maintain the protocol state and does IP packet retransmission. 

2. Increase of Control Packets from Receivers to Sender 
Control packets (ACK/NACK) will be transferred from the receivers to the sender, as 
well as from the sender to the receivers. The control packets from the sender to the 
receivers could be done by a multicast channel. On the other hand, the control packets 
from the receivers to the sender will be issued by each receiver toward the sender. 
This means that sender would receive many control packets (ACK/NACK) from the 
receivers. The required bandwidth for the control packets from the receivers and the 
required processing power for the control packet will be large in a large scale multicast. 

Additionally, when the number of received control packet is large, the sender process 
will experience frequent interruptions to deal with the control packets. The interruption 
due to the reception of the control packet invokes a context switching, which is a costly 
operation in the computer system. The reception of many control packets at the sender 
process will result in the reduction of processing performance. 

The NACK approach, that is adopted in MTP of RFC1301, can reduce the average 
amount of control packets. However, in the worst case where all receivers could not 
correctly receive IP packets, all receivers will transfer the control packets to the sender. 

In SR.t\lf approach, some node issues a control packet (NACK message) to the multicast 
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channel to let other nodes know that the control packet (NACK message) is already 
issued by some node to introduce IP packet retransmission. When an end-node hears a 
control packet issued by the other node, the end-node missing to receive the IP packet 
does not issue the control packet to the multicast channel. By means of this operation, 
the implosion of control packets issued by the end-nodes missing to receive IP packet 
can avoid. This mechanism basically has to assume having a new multicast routing 
protocol (e.g., CBT) and has to assume having a new transport protocol. 

3. Increase of Observed Packet Error/Loss Probability 
An IP packet issued by the sender process is multicast to the large number of receivers 
in a large scale multicast. Therefore, the observed (accumulated) IP packet error or 
loss probability at the sender process increases approximately linearly, according to 
the number of destination processes [Bhag] (95-0150]. The observed IP packet error or 
loss probability at the sender process would be of the order of N x d. Here, d is the 
diameter of data-link segments in the multicast tree. When we apply the approach 
using the layer 4 entities in intermediate routers, we could reduce it to order of m x d. 
However, this approach has the disadvantage of requiring the modification of routers. 

In the ATM networks, the packet error/loss quality in the ATM networks degrades 
rapidly with increasing the following three factors. 

• Cell loss ratio (or the bit error rate of the medium) 
The packet error /loss quality will degrade by cell loss and the BER (bit error 
ratio) in ATM networks. The effective cell loss ratio and BER will depend on the 
following: 

- Physical layer type 
Some media may have a large BER, or BER characteristic of a highly bursty 
medium than the physical layers currently specified. For example, in wireless 
LANs, tolerance of BER is higher than that for physical layers of wired media. 

- ATM bearer secvice type 
In ATM networks, QOS parameters associated with the cell loss ratio may 
be negotiable, and will also depend on the service type. 

- Congestion status of the network 
During the occurrence of congestion due to congestion in ATM networks, 
buffer overflows will result in cell losses. It is desirable to avoid the degrada­
tion of service quality even in congestion status. 

Reducing the effective BER and cell loss ratio for the upper layer process (e.g., 
IP) will significantly improve the overall service quality. A number of previous 
researches have shown that the use of FEC may improve end-to-end ATM perfor­
mance in terms of effective throughput and latency [Ohta][Ayanog][Carle][Esakil]. 

• Packet (or frame) size 
In general, the transport layer (or the network layer, e.g., IP) does not have 
a cell-based error correction capability. Therefor, the complete packet must be 
retransmitted even if the received packet has only one bit in error. 
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As shown in [Roman] and [94-0914], the loss rate of higher layer packets (e.g., TCP 
packets) grows linearly with the number of cells composing a packet. Additionally, 
[95-0151] has shown that the average response time of IPX and TCP protocol 
stack also degrades rapidly with increasing cell loss. For example, a data-unit of 
64KBytes (i.e., the maximum data-unit size of AAL5), the probability that the 
received data-unit has any bit error is approximately 5 x 10-4 , for uncorrelated 
errors with a bit error ratio (BER) of w-9 . For packets of 9,180 Byte (i.e. , 
the default MTU size defined in [RFC1626]), the resulting packet error rate is 
approximately 1 X lQ-4 . 

The transmission service data-unit (e.g., IP packet) will be segmented into multi­
ple cells. Therefore, a complete packet is assumed to be in error even when only 
one cell within the received packet is missing. For example, the default MTU size 
defined in [RFC1626] is 9,180 Byte, corresponding to about 160 cells. The maxi­
mum size of an AAL5 CPCS-PDU corresponds to about 1,330 cells (=64KByte). 
The approximate packet error probability due to the cell loss was provided in [95-
0150]. For example, for a 64 KByte data-unit size (i.e., the maximum data-unit 
size of AAL 5), the probability that the received data-unit is erroneous is about 
1.3 x 10-3, when cell loss ratio (CLR) is w-6• For a 9,180 Byte (i.e., the default 
MTU size defined in [RFC1626]) , the error probability is about 2 x 10-4

. 

• Number of receivers 
Since the ATM networks are switched oriented networks, the actual packet er­
ror /loss ratio for the sender process will approximately increase linearly according 
to the increase of the number of receivers. This is because, even when only one 
link (or node) within the whole of multicast tree generate packet error due to cell 
loss or BER, it must be treated for the sender process that the transmitted packet 
is errored somewhere in the multicast tree. For example, for 104 receivers, the 
actual packet error quality for the sender process will. be about w-3, even when 
the packet error quality in every link (or node) is w-7 (i.e., cell loss/error ratio 
is 10- 9 with 100 cell size of packet). 

This issue, i.e., increase of the observed packet loss/error probability, is a serious 
problem in the ATM network. 

4. Management of multicast members 
When we have a large number of receivers associated with a multicast service, it will be 
hard to manage all receivers at the sender. Therefore, it is advantageous for a large scale 
multicast to apply a receiver oriented control for joining/quitting a multicast service, 
as well as to apply the distributed receiver management policy (e.g., in [RSVP]) . The 
receiver will send a request message to the local multicast service management entity 
(may be located at the branching point in the multicast tree), in order to join to (or 
quit from) the multicast service. 

5. Receiver's unreliable behavior 
Another issue for a large scale multicast service is the unreliable behavior of multicast 
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receivers. This is very serious for a reliable multicast service. When the number of 
receivers in the given multicast connection is large, some receivers will suddenly quit 
from a multicast service without any indication to the multicast service management 
entity. By this unreliable behavior by the receiver, the sender (or the intermediate 
management entities) may interpret the receiver did not correctly receive the packet(s) 
with positive ACK policy, even though it quitted from the multicast service. 

6. Service quality assurance 
For a geographically large scale reliable multicast service, it will be hard to provide the 
sufficient data-link/network service quality along the multicast tree, when we use the 
conventional best effort service. This is because, for the large scale multicast service, 
the multicast tree has the large number of branching points and links. Even when 
only one of entity within a large multicast tree offers a poor service quality, the service 
quality (e.g., throughput) is degraded due to the entity offering a poor service quality. 

Since the conventional researches were not on large scale "error-free" multicast service, 
this issue has not considered. 

In Sections 6 and 7, the architecture to provide a large scale error-free multicast service 
is proposed and evaluated. 
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4 ATM Network Architecture using Cell Switch Router 

1n tltis section, the proposed ATM network architecture using CSR (Cell Switch Router) 
is proposed. The issues, that CSR architecture will solve, are providing high throughput 
routers to improve packet forwarding capability in the routers, while providing QOS-ed IP 
packet delivery service. 

To operate a network with a lot of hosts and some redundant paths, the network should 
be divided into several data-link network segments, which are interconnected by routers. 
It would be recommended that each data-link network segment should accommodate only 
one IP subnet (a network layer segment) . T his is the current network architecture in the 
Internet. And, both from the distributed application's point of view and from the network 
management's point of view, the data-link network segment (including ATM-based subnet) 
should have a broadcast capability. For example, many existing routing protocols require 
the broadcast (or multicast) channel to all nodes in the link (i.e., in the IP subnet). 

Figure 4-1 shows one example of internet model. ATM-based subnet is composed of 
switch nodes, and the interface with the adjacent network segment is UNI (User Network 
Interface), even when the adjacent network is an ATM network. Data-link network segments 
(i.e., IP subnets) are interconnected by routers, and each data-link network segment corre­
sponds to an IP subnet. Regarding ATM networks, since the interconnecting interface is 
UNI, each ATM-based subnet can operate independently. 

Router 

Host 

o 
CSUNI 

~outer 

~ 
~ 
~ ~ 
/ CSR Host 

~ 

Figure 4-1. Large Scale Internet with Cell Switch Router 

4.1 Benefits of Subnet Model 

The subnet model should be kept, even when we use the LIS model. The physical or logical 
lP subnets are interconnected through routers. 

The following are the benefits through keeping a subnet model, compared to the large 
cloud datalink without router or to the NHRP model. Of course, the large cloud datalink 
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networks without router can be interconnected by the routers. 

1. Static and Dynamic Route Provision 
P-NNI protocol [PNNI] will provide a capability to establish an end-to-end direct 
ATM-VCC over the large ATM cloud, even when source host and destination host 
belong to the different LIS. The established end-to-end ATM-VCC will have a certain 
QOS, but it is static (i.e., hard-state) route that is not dynamically changed during a 
session. In other words, with P-NNI, the route arrangement will be performed session­
by-session, rather than packet-by-packet or burst-by-burst during a session according 
to the network status. 

On the contrary, when we use the subnet model (i.e., interconnecting (logical/physical) 
IP subnets by routers), the route can be dynamically changeable during a session, as 
well as session-by-session basis. Router can locally pick up the alternate route packet­
by-packet, according to the network status. Of course, it is easy to provide static 
(hard-state) route that is not changed during a session, as well as a dynamk (soft­
state) route, by means of t he hard-state maintenance by the intermediate routers. 
As a result, the subnet model can easi ly provide both static (hard-state) route and 
dynamic (soft-state) route. Moreover, basically, which mode static or dynamic route, 
is applied to each IP flow depends on each router's local decision. Here, when the use 
of static route is explicitly indicated by some protocol (e.g., by the protocol discussed 
below) , the routers should provide the static route. 

2. Change of QOS/ ftow-spec/service-class during a session 
Integrated Service Model [Shenkl][Shenk2J[Shenk3] requires the capability of dynamic 
modification associated with service class, QOS (i.e. , R-spec) and flow-spec (i.e., T­
spec) during a session. However, in general, current connection oriented datalink 
platforms (including ATM) do not have a QOS re-negotiation capability or a traffic 
descriptor re-negotiation capability. Here, the future ATM signaling (i.e. , Q.2931) may 
have this capability, but it may not include the capability to re-negotiate the service 
class (e.g., changing from ABR to VBR service class). 

When we use a subnet model, how to map/aggregate the IP packet flows to/into the 
datalink pipes (e.g. , ATM-VCCs) is basically a matter of each router's local decision . 
Therefore, it would be easy to changeR-spec, T-spec and service class during a session 
through the changing of mapping/ aggregation between IP flows and ATM-VCCs. 

3. IP packet flow mapping and aggregation 
How to map and aggregate the IP packet flows with/into the ATM-VCCs is basically 
a matter of router's local decision. Some routers will use a dedicated datalink pipe 
(i.e., ATM-VCC) for each IP packet flow. But, some other routers wi ll use a dedicated 
da.ta.link pipe for the IP ftows whose requiring QOS class are the same, i.e., IP packet 
flow aggregation. 

There would be many criteria to decide how the IP packet flows are mapped/ aggregated 
with/into ATM-VCCs. For example, in the LAN environment, one to one mapping 
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between IP packet flow and ATM-Vee would be appropriate, but, in the WAN en­
vironment, it would be better that some IP packet flows are aggregated into a single 
ATM-vee because ATM-vee establishment cost may be expensive. Since ATM-vee 
is always terminated at the router for a subnet model, even though IP packet flow is 
actually forwarded by cell-relaying cut-thru as discussed in the next subsection, the 
flexible use of ATM-Vee will be provided. 

4. Scaleable soft-state multicast [RSVP] 
RSVP is soft-state protocol, that is, PATH and RESV messages must be periodically 
exchanged among the hosts and routers. Up-stream routers and source host(s) peri­
odically advertise PATH messages toward down-stream routers or destination hosts. 
According to the reception of PATH message, routers or destination hosts send back 
RESV message to the up-stream routers or source host (s). Therefore, the number of 
RESV messages that branch point node (i.e., intermediate router) or source host re­
ceives corresponds to the number of leaves within the corresponding multicast sub-tree. 
Obviously, when the number of leaves >Vi thin a multicast sub-tree is large, it would not 
be possible to deal with many RESV messages at the up-stream intermediate router 
or at the source host. 

ATM will be able to provide large scale multicast datalink service over the large ATM 
cloud without routers [GJA]. Since the ATM (datalink) cloud will be very large scale, 
large (or sometimes huge) number of down-stream nodes (routers/hosts) will be directly 
connected to an up-stream node (router/host). In other words, ATM cloud can provide 
a multicast-tree that has a large fan-out as a datalink connection. In this case, all down­
stream nodes periodically send a RESV message to the up-steam node, according to 
the reception of PATH message. Then, a large number (or huge) number of RESV 
messages will be sent back to the up-stream node, and the up-stream node may not be 
able to handle all the RESV messages. As a result , in order to provide a scaleable soft­
state multicast service, we should not use large scale datalink level multicast services 
on a large ATM cloud. 

In order to provide s scaleable soft-state multicast service over the large ATM cloud, 
we should keep a subnet model. When we keep a subnet model, the multicast sub-trees 
will be only associated with a single LIS. And, when the scale of the LIS is reasonably 
small, we can provide a scaleable soft-state multicast service even over the large ATM 
cloud. 

5. Firewall function (e.g., packet filterring) 
When we need a packet-by-packet security checking for the IP packet transmission 
beyond the IP subnet, we must keep a subnet model. However, some domain having 
a multiple IP subnets may not need packet-by-packet security check for the communi­
cation within the domain (i.e., NBMA subnet domain) . In this case, we need not keep 
a subnet model. However, when some IP subnet change a policy to require packet­
by-packet security checking, it would be complicated for NHRP model to apply these 
requirement. As a result, keeping a subnet model seems to be simple and flexible for 
many types of security policies, that basically depends on the IP subnet. 
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When the physical IP subnets (i.e. , IP subnet and datalink segment are geographically 
identical) are interconnected by routers, it corresponds to the CATENET model [RFC791). 
With the CATENET model, the migration of the datalink platform will be easy. Since the 
physical datalink segment is physically partitioned by the router, we can easily replace the 
datalink to the other one that may use the different technology. 

As a summary, we propose that we should keep a subnet model , even for the large ATM 
cloud platform. And, also, it is recommended to keep a CATENET model. However, when 
we keep a subnet model or NBMA subnet domain (with l\lHRP) is reasonably small, we can 
obtain the benefits discussed above. 

4.2 Architecture of Cell Switch Router (CSR) 

In this subsection, the Cell Switch Router (CSR) is introduced. Though all the routers in the 
ATM networks need not be CSR, CSR will provide scaleable and high speed IP forwarding 
capability. 

CSR provides a cell switching capability in addition to the conventional IP packet 
switching. By the use of cell switching capability, high throughput IP packet transmis­
sion can be provided, even when the packet communication goes beyond IP subnet passing 
through router(s). CSR can forward some IP packet flows while bypassing the packet as­
sembly/reassembly and IP header processing, i.e., the cut-thru packet forwarding. In the 
cut-thru packet forwarding, IP packet is forwarded based on VPI/VCI and IP header is not 
examined at the CSR. On the contrary, the conventional hop-by-hop IP packet forwarding 
based on IP header can be also performed for the other IP packet flows. Therefore, we can 
see the cell switching capability as a part of packet scheduler or classifier defined in the 
integrated service model [RFC1633]. 

The key functionalities of a router interconnecting ATM networks are as follows. 

• Hop-by-hop packet forwarding 
The packets, that should be forwarded with usual IP packet processing, are forwarded 
with hop-by-hop packet forwarding. The packets forwarded with hop-by-hop packet 
forwarding are transferred through the default-VC, that is established when CSR turns 
on. In the hop-by-hop packet forwarding, the IP packet is reassembled into the IP 
packet to analyze the IP header and TCP /UDP header. The CSR decides the next 
hop node (i.e. , router or host) based on destination IP address in the received IP packet, 
according to the routing information indicated by routing protocol (e.g. , OSPF). 

• Cut-thru packet forwarding path establishment and cell relaying 
Cells belonging to the packets, that should and could be forwarded without usual IP 
processing at the CSR, are relayed as the ATM layer's function. The packet forwarding 
by cell -relaying without IP processing is called as cut-thru packet forwarding, since the 
IP processing is cut-thru at the CSR. When the CSR receives IP packet, that should 
and could be forwarded by cut-thru mode, the CSR tries to establish a dedicated-VC 
between the neighbor nodes (e.g. , CSR). When the ingress dedicated-VC and the egress 
dedicated-VC, regarding a IP packet flow to be cut-thru, are established, these two 
dedicated-VCs are coupled at the CSR. After the coupling of these two dedicated-VCs, 
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the cells belonging to this IP packet flow are forwarded in cut-thru mode, i.e., IP packets 
are forwarded without IP processing at the CSR. Since CSR independently establishes 
egress and ingress ATM-VCCs, the assignment of ingress and egress VPI/VCI value is 
independent for each dedicated-VC. Therefore, the CSR has the VPI/VCI translation 
functionality. 

Since IP processing can be bypassed by ATM layer cell relaying at the CSR, the 
transmission latency to pass through the CSR can be sufficiently small, which is same 
as an ATM switch node. 

• Establishment of dedicated-VC 
A dedicated-VC used for cut-thru packet forwarding is established using a network 
layer address (i.e., IP address) rather than using an ATM address. An ATM address 
is used only for the establishment of dedicated-VC within a single data-link segment 
(i.e., ATM-based subnet) through Q.2931 protocol. When a CSR receives the trigger 
packet (e.g., RESV packet for RSVP) to establish a dedicated-VC, it selects the appro­
priate next hop CSR (or the destination end-host) and requests the establishment of 
(dedicated) VC toward the next hop CSR (or toward the destination end-host). Here, 
in order to resolve the ATM address of the next hop CSR (and of the destination end­
host), the CSR maintains two kinds of mapping information ; (1) between the next 
hop CSR identifier and the IP address of the next hop CSR, and (2) between the IP 
address of the next hop CSR (and of the destination end-host) and the ATM address 
of the next hop router (and of the destination end-host). The former information is 
obtained by the routing protocol, and the later information is usually maintained at 
the CSR as a routing cache. When the later information regarding the target entity 
(the next hop CSR or the destination end-host) is missed by the routing cache, an 
ARP (Address Resolution Protocol) procedure [RFC1577] will be performed to resolve 
the ATM address of target entity. The next hop CSR performs the same procedure. 

During a (dedicated) VC establishment procedure, a VPI/VCI value for the established 
(dedicated) VC is indicated by the network. Since the (dedicated) VC establishment 
requests are issued to every ATM-based subnet along the selected packet forwarding 
path, each (dedicated) VC assigns the different VPI/VCI code point for each ATM­
VCC. Finally, a CSR will establish a VPI/VCI mapping table using the VPI/VCI 
values assigned to these ATM-VCCs, in order to concatenate ATM-VCCs at the CSR. 

• Security Functionality (if necessary) 
Since every cell (or could be say packet) passes through the CSR, the segmentation 
of subnet can be fulfilled as well as the current Internet architecture. For instances, 
the proposed router can equip security functionalities, e.g., packet filtering in fire-wall 
functions. The proposed router (i.e., CSR) can also equip other security functionalities, 
that is, unauthorized packets are filtered just as in the case of usual firewalls and the 
unauthorized reservation request packets for cell relaying are rejected. 

As discussed above, the proposed router, CSR, is different from an ATM switch, because 
an ATM switch does not have IP forwarding capability. And, also, an ATM switch establishes 
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an ATM-vee based on ATM addresses with Q.2931 protocol , while a router handles IP 
packet flows based on IP address. 

Routers are, in general, network entities which inter-connect several data-link segments. 
Routers exchange routing information and maintain routing information tables to forward 
received packets. Logically, each packet is relayed to the optimal interface by looking up the 
routing tables. But, actually, routers don't have to consult with the routing tables everytime 
they receive a packet. As an implementation, routers can have an internal cache or a bypass 
to minimize the packet routing delay of complex table looking-up. Likewise, routers don't 
have to consult with the routing table every-time they receive a cell. In an implementations, 
it is possible to have an internal bypass to remove the packet reconstruction delay and packet 
routing delay of complex table looking-up. 

Through bypassing the conventional IP forwarding process using cell-relaying, we could 
dramatically reduce both the IP packet processing delay and the queuing delay at the router. 
The IP packet processing delay is not reduced for a non-cut-thru IP packet flow, but is 
reduced for a cut-thru IP packet flow because the complex table looking-up at the router 
can be omitted. The queuing delay at the router for a non-bypassed IP packet flow is also 
reduced, since the total number of IP packets dealt with by each router (especially for core 
intermediate routers) will be reduced. In the current Internet, the observed IP packet delay 
at the routers was about from few msec to few sec, when we fulfill a traceroute. On the 
contrary, the expected cell delay at ATM cell forwarding module could be from few J.lSec to 
msec. 

Whether an IP packet flow is handled by the cut-thru packet forwarding or is handled 
by the conventional hop-by-hop packet forwarding will be basically determined by every 
router's local decision. However, the capability, that the node (router or host) can explicitly 
request a cell-relaying at all the routers along the routing path of the packet flow, should 
be provided (e.g., in order to provide a IP packet transmission with IP header encryption 
discussed below). The IP packet flow that can be forwarded using the cut-thru packet 
forwarding will be the flow whose required bandwidth/QOS and traffic pattern are known 
in advance. For example, potentially, the IP packet flow belonging to guaranteed service 
and predictive service (and maybe controlled delay service) would be able to be forwarded 
by the cut-thru packet forwarding at eSR, since R-spec and T-spec of the packet flow are 
specified [Shenkl] [Shenk2J[Shenk3] . 

By using the cut-thru packet forwarding capabilities, the esR can concatenate two 
dedicated-Yes (cell flows). If all the eSRs along the route between the source and des­
tination nodes forward an IP packet with the cut-thru packet forwarding, a seamless cell­
relaying pipe will be provided. This concatenated (dedicated) Ves is referred to the ATM 
bypass-pipe or to cut-thru pipe, in this paper. The ATM cut-thru pipe does not have any 
conventional IP header processing point along it's path. 

When we can provide the cut-thru packet forwarding by the eSR, we can obtain the 
following three additional benefits to the benefits by means of keeping a subnet model. 

• High Throughput and Small Latent Packet Forwarding 
By bypassing the IP packet header processing to forward the IP packets, we could 
obtain the high performance IP packet fonvarding. Logically, each IP packet is for-
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warded to the optimal interface by looking up the complex IP routing tables. However, 
actually, CSR does not have to consult with the IP routing table whenever the received 
IP packet is forwarded using the cut-thru packet forwarding capability. CSR forwards 
the IP packets by the cell-relaying module whose cell-relaying table is reflected on the 
IP routing table generated by IP (or some network layer) routing protocoL Since an 
ATM technology has been developed by the hardware processing, rather than by the 
software processing, the ATM switch can operate at larger interface speed (e.g., at few 
Gbps even now). 

• High Performance Firewall FUnction 
When we introduce a resource reservation oriented flow (e.g., ST-II flow) , some flows 
will require security check only when the packet flow path is established (i.e. , not 
packet-by-packet security check). In this case, the cut-thru packet forwarding provides 
a high performance IP packet transmission. 

• IP Forwarding with IP Address Encryption 
For the IP packet flow that explicitly request all the routers along the routing path 
to carry out cut-thru packet forwarding, the IP addresses in the packet header is 
basically meaningless, from the view point of IP packet forwarding. When IP packets 
are directly forwarded by the ATM cell-relaying, there is no need to examine every IP 
packet header at the CSR. Therefore, we could encrypt the IP header field, when we 
can use the end-to-end ATM bypass pipe. 

One example is the packet transmission between the certain sites, i.e. , the end-to-end 
ATM bypass pipe is provided between the border routers of each sites. In some cases, 
we may not want to allow the intermediate routers to be able to recognize detailed 
information on each IP packet's header (e.g., source and destination IP addresses). By 
using the scheme mentioned above, the intermediate routers can forward IP packets 
(cells) via VPI/VCI information without an IP header examination. Therefore, the 
IP packet header information including source and destination IP addresses can be 
encrypted. 

In order to provide the cut-thru packet forwarding by the CSR, the additional protocol 
(i.e., FANP) messages discussed below must be defined. Neighbor routers must exchange the 
information how the IP packet flows are mapped/aggregated "~th/into datalink pipe (i.e., 
dedicated-VC). 

CSRs will be able to use the equipments that directly interconnects multiple ATM net­
work segments. In this configuration, ATM-based IP subnets are internetworked by the 
CSRs. The other configuration will be that ATM (or non-ATM) network segments are in­
ternetworked by CSRs through the WAN datalink pipes. The WAN datalink pipes can be 
either the conventional digital links (e.g., OC-3 or DS3 SONET pipes) or the connection 
oriented datalink pipes (e.g. , ATM connections or Frame Relay connections). These configu­
ration will be appropriate for the early stage while an ATM technology starts to be adopted 
in the LAN (e.g. ; as a campus backbone network technology). Moreover, these configuration 
will be adopted, even if the ATM technology is widely applied in the WAN (i.e., public 
networks). In all configurations, CSR can provide high performance IP packet forwarding 
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capability, even though the IP packet is theoretically forwarded based on the network layer 
protocol (e.g. , IP routing). 

4.3 Scalable Implementation of CSR 

In this subsection, scaleable CSR implementation examples and the CSR networking to scale 
packet processing capacity are discussed. 

Figure 4-2 shows an example of implementation image of CSR. CSR has both cell switch­
ing fabric and packet switching fabric. Incoming cells are switched by the cell switching fabric 
based on the VPI/VCI value. The cell flow forwarded by the cut-thru packet forwarding 
is directly switched to the appropriate output port after the translation of VPI/ VCI value. 
On the contrary, the cells belonging to the packet, that should be forwarded by the con­
ventional hop-by-hop packet forwarding, are transferred to the IP switching fabric to be 
examined IP packet header. After the examination of IP header, the cells are transferred to 
the appropriate output port with the corresponding appropriate VPI/ VCI value. Here, the 
implementation of packet switching fabric and of cell switclling fabric will be implementor's 
decision. Both cell and packet switching fabric should be scaleable architecture (i.e. , number 
of interface port should be scaleable). In order to provide multiple QOS by the cell switcll­
ing fabric, cell switching fabric would have some cell scheduling functions (e.g. , shaping or 
priority control based on VPI/VCI). 
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Figure 4-2. Scaleable CSR Implementation Example 

In order to scale the IP packet processing capability, multiple IP processing units are 
implemented in the IP packet switch fabric. The IP packet switch fabric will be able to im­
plement using the multi-processor technlogy applied to the high-end work-stations. However, 
since IP packet switch fabric has multiple ingress ATM interfaces, some mechanism (e.g., 
new routing mechanism within the cell switching fabric) has to be developed to distribute 
the IP packets to each interface. 
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An alternative scaleable router architecture, shown in figure 4-3, is that each interface 
port has the IP router module, and these IP router modules are interconnected by cell 
switch. In this case, the cell switch is used for the packet transmission module among 
the IP router modules. This architecture, called as rues (router interconnection by cell 
switch) in this paper, is also scaleable associated with the number of interface ports (i.e., 
the total amount of IP packets handled by the router system). Though the RieS model has 
a scalability associated with the number of interface ports, it may not have the scalability 
associated with the interface speed of each interface port. The IP packet processing speed 
at IP router modules at the interface port may become insufficient, when IP packets are 
handled by software processing. This means that the processing speed of IP router module 
at each interface port may become a system bottle-neck. In order to solve this concerning, 
each IP router module at interface port should have both a cut-thru (i.e., cell-relaying with 
hardware processing) and a hop-by-hop (i.e. , packet-relaying with software processing) packet 
forwarding functionalities. In this case, we can see the IP router module at the interface 
port as the eSR having two interface ports. 

j CSR cootroler 

ATMceU 
switch fabric 
(i.e.,hardware) 

Figure 4-3. ruse architecture model 

Yet, another approach to scale the total IP packet processing capability of the eSR 
system is to interconnecting multiple eSRs, say as the aggregated eSR. By configuring the 
aggregated eSRs, we can easily achieve larger IP processing capability. Minor problem of 
this approach would be the physical space that the eSR system requires. The routing among 
the CSRs could be performed some IP routing protocol (e.g., OSPF), which is effective in 
the aggregated eSR. There would be a concerning to waste the IP address due to having 
multiple nodes (i.e., eSRs) in the aggregated eSR. However, we need not waste the IP 
address space by means of unnumbering technique commonly used for point-to-point links. 
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4.4 ATM-vee Management Architecture 

In this subsection, the ATM-VCC (i.e., default-VC and dedicated-VC) configuration is dis­
cussed. 

Figure 4-4 shows an example of the configuration of ATM-VCCs. Between nodes, two 
types of ATM-VCCs are defined. One is a default-VC and the other is a dedicated-VC. The 
default-VC transfers both control packets (e.g., the control packets of FANP described in the 
following subsection) and hop-by-hop based user packets. The IP packets transferred through 
the default-VC always experience usual IP processing. On the contrary, the dedicated-VC 
transfers only the user packets that are forwarded by the cut-thru packet forwarding mode 
at the CSR. Here, the cell flow arrived at a CSR through a dedicated-VC may be transferred 
by the default--VC to forward the IP packet to the adjacent CSR, and vice versa. 

Cut-thru Path 

Dedicated-VC 

\ . 
Couplmg 
Dedi acted-VCs 

Figure 4-4. ATM-VCC Configuration Example for CSR 

The control messages to manage the user packet flows using the dedicated-VCs are trans­
ferred through the hop-by-hop based default-VC. Therefore, the management of ATM cut-­
thru path can be hop-by-hop, and the IP header in the concatenated dedicated-VCs at the 
CSR need not be examined. By the control packets exchanged among the CSRs, hard-state, 
soft-state and stateless IP packet forwarding routes are provided. The detail of the protocols 
and messages for control and management of the user packet flows are not discussed in this 
paper. 

• Hard-state route : 
In hard-state route, the route of IP packet flow is not changed during a session. There­
fore, the control packet may be exchanged at route setup phase and route termination 
phase, and any control packet may not be exchanged for the purpose of state refresh­
ment. The cut-thru path will be established during a route setup phase, and it will 
not be changed during a session. 
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• Soft-state route : 
In soft-state route, the route of IP packet flow can be dynamically changed during a 
session. Therefore, the control packet are continuously exchanged among the CSRs 
for the purpose of state refreshment, using the default-VC. The cut-thru path will be 
established during a route setup phase for the connection oriented IP packet flow , and 
it will be dynamically changed during a session according to the status of network. 
When the appropriate next hop router indicated by the routing protocol is changed, 
CSR modifies the cell switch parameter to modify the (soft-state) IP packet flow to 
the appropriate dedicated-VC leading to the updated neighbor CSR. FANP, discussed 
below, indicates to the neighbor CSR what type of IP packet flows are conveyed in the 
dedicated-VC, after the route is actually modified. Therefore, the cut-thru IP packet 
forwarding will be maintained, even when the route of IP packet flow is dynamically 
changed. 

• Stateless route : 
In stateless route, the route ofiP packet can be dynamically changed packet-by-packet. 
Usually, the cut-thru path will not be established for the stateless route. 

Since the management of ATM cut-thru pipes is hop-by-hop, dynamic route changing 
(i.e., soft-state path) can be provided for the ATM cut-thru pipes, while achieving a high 
performance IP packet forwarding. 

In the ATM cut-thru pipe, TTL (Time To Live) in the packet header is not decremented 
at the CSR. TTL is the important field to protect routing loop and to define the service scope 
(e.g., multicast scope). Fortunately, the IP header of control packets, which are transferred 
through the default-VC, are examined at every CSR. Therefore, the functionalities provided 
by TTL field can be performed by the control packets, even though the TTL of user packets 
transferred through the dedicated-VC is not decremented at CSR. 

Management of the dedicated-VCs, i.e., establishment, tearing down of the dedicated­
Yes, and management of the mapping between IP packet flow and ATM-vee are matters of 
every eSR's local decision. Q.2931 will be used to establish or tear-down the dedicated-VCs 
among the CSRs. The default-VC could be either SVC (Switched VC) or PVC (Permanent 
Ve). Transmission links between the CSRs may be high speed digital links (e.g., OC-3 or 
DS3 SONET pipe), instead of ATM. This case would be possible when the public network 
can not provide ATM link between the sites across the public network. In this case, the CSRs 
interconnected by the high speed digital link may not have to use Q.2931 to establish/tear­
down the dedicated-VCs between the CSRs. 

4.5 Flow Attribute Notification Protocol : FANP 

The purpose of FANP [RFC2129J is establishment and maintenance (i.e., refreshment and 
flush the state) of dedicated-VCs. Using the FANP, the up-stream node indicates to the 
neighbor down-stream node how the IP packet flows are aggregated into the datalink pipe 
(i.e., ATM-VCC for ATM networks). By means of this procedure, the corresponding dedicated­
ve will be established. Here, the information exchanged between the router by the FAN is 
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not only useful for CSR, but also is generally useful for the routers attached to the connec­
tion oriented datalink platform (e.g., Frame Relay and TDM circuit network) . FANP has 
fundamentally two functionalities ; one is binding the IP flow and dedicated-VC, and the 
other is negotiating the VCID (Virtual Connection Identifire) negotiation and datalink-level 
label (e.g., VPI/ VCI). 

4.5.1 4.5.1 Binding IP Flow and Dedicated-VC 

By the flow aggregating information exchanged by the FANP, the router could optimize 
the packet handling. For the CSR, when the flow aggregation is performed based on the 
destination IP address, the packet forwarding will be able to be optimized using a cut­
thru packet forwarding capability. In general , the FANP indicates the following information 
associated with how the IP packet flows are aggregated to the down-stream neighbor router. 

• Destination Address 
The IP packet flows that have a common destination address (i.e. , individual destina­
tion address or destination address prefix) could be aggregated into a single datalink 
pipe (e.g., ATM-VCC) , even through the source IP addresses of the IP packet flows 
are not identical. 

• QOS Class 
The IP packet flows that have a common QOS class could be aggregated into a single 
datalink pipe (e.g., ATM-VCC). Scheduling of IP packet processing at the router may 
be optimized based on QOS class. 

• Flow Identifier 
The IP packet flow that have a common flow identifier (e.g. , IPv6 flow-id) could be 
aggregated into a single datalink pipe (e.g. , ATM-VCC). And , the IP packet flow that 
is identified by the flow identifier (e .g., RSVP's packet flow) may ought to mapped to 
a single ATM-VCC. 

Above three criteria are the orthogonal parameters. Therefore, in the actual case, the 
above parameters will be combined to aggregate the IP packet flows. The packet flow 
aggregation policy based on QOS criteria will not appropriate for CSR. Both the packet flow 
aggregation based on destination address and flow identifier will be appropriate for CSR 
architecture. 

4.5.2 VCID Negotiation Procedure 

As discussed in section 3.1.4, LSTL architecture models can not generally work over the ATM 
platform. Since the LSTL architecture models directly indicate the label (e.g. , VPI/VCI 
value for cell-relaying) information to the adjacent LSTL nodes, the LSTL architecture 
model can not work over the data-link platform(s) , called as label swapping datalink (e.g. , 
ATM platform) . Here, in the label swapping datalink platform, the data-link label (e.g., 
VPI/VCI in the ATM platform) is re-written at every switching node, such as ATM switch. 
Since the data-link label is re-written at every nodes in the label swapping platform, the 
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LSTL architecture model can not work over the label swapping data-link platform, such as 
ATM platform. 

In order to let work the label switching paradigm over the label swapping data-link 
platform(s), the FANP has the VCID (Virtual Connection IDentifier) negotiation procedure 
[RFC2129]. In the VCID negotiation procedure, adjacent nodes share the VCID informa­
tion, that could be of local significance between the adjacent nodes, corresponding to the 
Dedicated-VC. Basically, there are two ways to perform the VCID negotiation procedure. 
One is through the in-band signaling, and the other is through out-band signaling. The 
mechanism defined in [RFC2129] uses the in-band signaling for VCID negotiation proce­
dure. 

• In-band VCID negotiation procedure 

VCID negotiation procedure is performed using the Dedicated-VC, where the cut-thru 
packet actually use. In some way, e.g. , ARP message format in [RFC2129] mechanism, 
the CSR has to be able to recognize the packets to perform the VCID negotiation 
procedure. The CSR node (CSRl) indicates an VCID for the Dedicated-VC through 
the corresponding Dedicated-VC to the adjacent CSR (CSR2). When CSR2 receives 
the VCID negotiation packet, CSR2 sends the acknowledgment packet including the 
VCID information to the CSRl. Through this procedure, the adjacent CSRs (i.e., 
CSRl and CSR2) can map the VCID value, that is unique value between the adjacent 
nodes, and the local VPI/VCI value of the corresponding Dedicated-VC. 

• Out-band VCID negotiation procedure 

VCID negotiation procedure is performed using the Default-VC, where the hop-by-hop 
forwarding packets use. In some way, e.g., end-to-end signaling message in Q.2931/UNI3.1, 
the CSR has to be able to recognize the VCID for the corresponding Dedicated-VC, 
that would locally unique between the adjacent CSRs. The CSR node (CSRl) indi­
cates an VCID for the Dedicated-VC through the Default-VC to the adjacent CSR 
(CSR2). When CSR2 receives the VCID negotiat ion packet, CSR2 sends the acknowl­
edgment packet including the VCID information to the CSRl, through the Default-VC. 
Through this procedure, the adjacent CSRs (i.e., CSRl and CSR2) can map the VCID 
value, that is unique value between the adjacent nodes, and the local VPI/VCI value 
of the corresponding Dedicated-VC. 

Which mechanism should be applied to depends on the protocol specification of data-link 
technology. For t he ATM platform, that this paper is mainly discusses, both mechanisms 
can be applied to. 

4.6 Packet Forwarding for Connection Oriented IP Flow 

Currently, the connection oriented IP transport flow (i.e., a network layer connection oriented 
service) has been discussed in IETF, e.g., [RSVP][IPv6]. The goal of connection oriented 



H. Esaki : "A High Speed IP Packet Forwarding over Internet using ATM" 59 

communications is to provide an end-to-end IP transport. Such a transport flow can have 
a certain QOS. In such IP transport flow, there is an admission policy at the network layer 
level, that is a similar concept to CAC (Connection Admission Control) in ATM networks. 
When the IP transport flow set up request is admitted, the resource for the transport flow 
is reserved at corresponding routers. Here, in order to find out the next network (or can 
be said the router) that the IP transport flow should be routed to, some kind of routing 
protocol (e.g., similar to OSPF) is executed among the routers. 

Unlike other models of IP over ATM, the architecture proposed in this section assumes 
QOS-ed communications over not only ATM but also the other types of platforms, using 
the concept of connection oriented IP transport. The connection oriented IP transport is 
mapped into data-link layer connection (ATM-VCC) within the ATM networks. 

Connection oriented data-link networks (e.g. , ATM) can provide a QOS-ed connection 
between all the data-link SAPs (Service Access Points) within the same data-link network 
segment through a connection set up procedure . A communication beyond data-link network 
segment is performed by a QOS-ed IP transport flow to the router. When the data-link 
network segment is connection oriented, a router or a source end-host establishes a QOS-ed 
data-link connection (e.g., ATM-VCC) toward the next router. The next router performs 
the same procedure, until the IP transport flow setting up message reaches at the destination 
end-host. 

After the IP transport flow is established, IP packets are forwarded through the QOS­
ed pipe. A unique identifier, called flow-ID (flow identifier), could be used along the IP 
transport flow [IPv6J[RSVP]. Within the ATM network, VPI/VCI can be used instead of 
flow-ID defined in the IP layer. 

The IP packet forwarding procedure is as follows. 

1. A packet arrives at router. 

2. The flow-ID and the IP address (source/destination) are checked and the next hop 
router is determined. 

3. TTL (Time To Live) is decremented. 

4. Unless this router is the destination end-host , the packet is forwarded. 

This procedure is not ATM-specific and it is applicable to all other platforms. Three 
cases are discussed below. 

• ATM-segrnent ~ ATM-segment 
The router has a mapping table between the ingress VPI/CPI and the egress VPI/VCI 
for each cell flow according to the appropriate IP transport flow. Then, it is unnecessary 
to examine the flow-ID and IP address in step (2) : "Re-direction" of the ingress and 
the egress data-link connection. Here, the mapping table is established during the 
connection set up procedure. 

1. A cell arrives at a router 
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2. VPI/VCI of the ingress cell is examined and the next hop VPI/VCI of the egress 
cell is determined (maybe by hardware) 

3. TTL in the IP header may not be decremented 

4. Unless this router is the destination end-host, the cell is forwarded. 

• ATM-segment ~ Other-LAN 
A router will just reassemble a IP packet to forward it to the appropriate router or 
end-host. 

1. A cell arrives at a router 

2. An IP packet is reassembled (e.g., AAL5) 

3. The flow-ID and the IP address (source/destination) is examined and the n ext 
hop router is determined. 

4. TTL in the IP header is decremented 

5. Unless this router is the destination end-host, the packet is forwarded. 

• Other-LAN ~ ATM-segment 
A router has a mapping table between the ingress f!ow-ID/ IP-address and the egress 
VPI/VCI for each IP transport flow . Here, again, the mapping table is established 
during the connection set up procedure. Here, the TTL decrement value in step 3 may 
not be one. This is because, regarding the IP packets belonging to the cell-relaying 
cut-thru pipes, the TTL in the IP packet header is not dealt with at the intermediate 
router(s). 

1. A packet arrives at a router 

2. The flow-ID and the IP address (source/destination) is examined and the n ext 
hop VPI/VCI of the egress cells is determined. 

3. TTL in the IP header is decremented (may not be one) 

When ATM end-hosts co=unicate purely over ATM segments, a seamless end-to-end cell­
relaying virtual channel can be established between them. It should be noted that, even 
though many ATM-VCCs (data-link connections; dedicated-VCs) are used at the data-link 
layer, the seamless connection over ATM segments is at a network layer connection (not a 
data-link layer connection). 

4. 7 Packet Forwarding of Connectionless IP Flow 

There is no difference between the connectionless IP packet transmission in the proposed 
architecture and that of existing IP forwarding. Within the data-link network segment, 
end-hosts and routers exchange IP packets using data,-link connections (e.g., ATM-VCCs). 
1P packets beyond the data-link segment are sent to an appropriate router from the source 
end-host. Routers (i.e. , CSRs) exchange routing information and forward IP packets to the 
appropriate router. The following discussion is regarding the network that has only ATM 
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segments. Regarding toward the other types of platform from an ATM network, ATM-vee 
shall be always terminated at the router to execute the conventional IP forwarding process. 
On the contrary, regarding toward ATM network from the other types of platform, you can 
see the router as the end-host in the following discussion. 

4.7.1 Hop-by-hop ATM-Vee eacheing for Active IP Flow 

The operation of hop-by-hop ATM-Vee cacheing for active IP flow is shown in figure 4-5. 
When the first IP packet (of the session or after the idle period) arrives at a esR (attaching 
to ATM), the next hop router is decided using the IP header, i.e., the routing decision will be 
done based on the IP address (and the f!ow-ID in IPv6). After the next router is decided, the 
received IP packet is forwarded through the default-ve toward the next hop router. eSR 
analyzes TeP /UDP header, as well as IP header. When the received IP packet belongs to the 
IP flow, that is likely to be long life session, a dedicated-ve is picked up or is established for 
the IP packet fl.ow and eSR establishes the mapping table between the incoming VPijVei 
(or some flow-ID in the data-link layer)and the outgoing VP!jVei. When the packet comes 
from the conventional platform (e.g. , Ethernet/FDDI), the router always examines the IP 
header in the case ofiPv4 (in IPv6, the flow-ID could be mapped to the outgoing VP!jVei). 
When the IP packet comes from an ATM network, the successive IP packet is forwarded 
based on the incoming VPI/Vei value, without any usual IP processing. 

If the activity of the IP packet flow becomes low, the mapping information (i.e., the 
cached information) is pushed out. This means that the pushed out IP packet flow from the 
cache must be examined by the usual IP processing (looking at the IP header) at the esR, 
i.e., transferred through the default-Ve. As a result, IP packet flow with a high activity can 
bypass a usual IP processing at the esR. 

The above procedure is performed at every eSR (e.g., every intermediate router that 
interconnects ATM networks). Then, an intermediate router can deal with a high activity 
IP packet flow with a very small latency. This is because IP packet forwarding is done by 
cell relaying, which will be done by a hardware. The job of eSR is maintaining the VPijVei 
mapping table in the cell switch, or is maintaining the mapping table between the flow-ID 
and the VP!jVei, similar to cache (cut-thru) processing for the usual IP forwarding process. 

When every data-link segment is an ATM network, the IP packet forwarding with small 
latency will be provided, even for a connectionless IP packet. This is because an IP packet 
with a high activity is relayed on the cell-by-cell bases at every eSR. 

4. 7.2 Bypassed ATM vee for Active Transaction 

When a router knows that it will have or is having a lot of communication with a certain 
router (or a subnet), it may create a cell-relaying cut-thru path which seamlessly connects 
the two routers at cell level. This cell-relaying cut-thru path bypasses the IP processing at 
the intermediate routers along the packet transmission path behveen the two routers. On 
the other hand, when a router does not use the cell-relaying cut-thru pipe for IP packet for­
warding, the IP packet will be forwarded hop-by-hop, that is completely the same approach 
as the conventional IP forwarding. 
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Figure 4-5. Operation of hop-by-hop ATM-VCC cacheing for active IP flow 

When a router can establish a seamless cell-relaying route bypassing the intermediate 
router's network layer protocol processing along the routing path to the destinat ion end­
host, we can reduce the end-to-end IP packet delivery latency due to reducing the number 
of network layer protocol processing points at the intermediate routers. Here, it is unneces­
sary to propagate the information of such cell-relaying cut-thru pipe for every router. The 
information of cell-relaying cut-thru pipes shall be maintained by the source and destination 
routers associated with t he cell-relaying cut- thru pipes. This means that the routing proto­
col and the routing information exchanged by routers is nothing different from the existing 
routing protocol. 

The information and the path to bypass the intermediate router(s) could be seen as a 
cache image associated with the information and path for hop-by-hop routing (i.e., conven­
tional IP forwarding routing). When the cache is missed (i.e., when there is no cut-thru 
pipe), the hop-by-hop information is referenced and the IP packet is forwarded to the ad­
jacent router. On the contrary, when the cache is hit (i.e., when a cut-thru pipe exists 
associated with the destination subnet), the cache information is referenced and the IP 
packet is forwarded using the cut-thru pipe. 

The establishment of the cell-relaying cut-thru pipe will be issued by the following two 
cases. Here, the establishment procedure of the cell-relaying cut-thru pipe is the same as 
the establishment procedure of the end-to-end connection oriented data transfer channel 
se up discussed in section 4.5. And, the source router and the destination router discussed 
in this subsection can be an intermediate router, from the view point of end-hosts. This 
means that the source (or the destination) router may not directly connect to the source (or 
destination) end-host through a single cell-relaying cut-thru pipe. In other words, in order 
to reach the source router from the source end-host (or to reach the destination end-host 
from the destination router), intermediate router(s) may be required. 
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1. Source router 
The source router has the activity information regarding the destination subnet's. 
When the IP forwarding activity toward the certain destination subnet is high, the 
source router establishes the cell-relaying cut-thru pipe route toward the destination 
subnet's router. When the activity becomes low, the established cell-relaying cut-thru 
pipe will be torn down (i.e., the cache information is pushed out). 

Every router would establish the cell-relaying cut-thru pipe based on the IP flow's 
activity information. When there is no merged IP packet flow along the packet trans­
mission path associated with the high activity IP packet flow and all of the IP packets 
belonging to the high activity IP packet flow take the same path from the source router 
to the destination router, every router along the packet transmission path will try to 
establish the cell-relaying cut-thru pipe to the same destination router. However, in 
general, we could say that there are merged IP packet flows, that have the same des­
tination router, along the high activity IP packet flow. And, we could say that, in 
hop-by-hop IP forwarding, the IP packet forwarding path would not be the same for 
all the IP packets. Also, even when some routers (source router and intermediate 
routers) establish cell-relaying cut-thru pipes routes to the same destination router 
simultaneously, only one cut-thru pipe will finally survive. The survived cut-thru pipe 
route will be the route that is established by the farthest router from the destination 
router. The cut-thru pipes from the other routers will be automatically torn down 
(i.e., cache information will be pushed out), since the activities of the IP packet flow 
toward the destination router will be reduced. 

A cell-relaying cut-thru pipe from the source router toward the destination router 
can be established without the activity information. This means that cut-thru pipe 
can be established both dynamically and statistically based on the network's topology 
information. And, of course, whether to establish the cut-thru pipe based on the 
activity information depends on each router's policy. 

2. Intermediate router 
When the intermediate router becomes high loaded, the intermediate router can create 
cut-thru pipes that are bypassing itself. The intermediate router establishes the cell­
relaying cut-thru pipe for the active source and destination router pair. After the 
establishment of two cell-relaying routes, that are (1) from the source router to the 
intermediate router and (2) from the intermediate router to the destination router, 
these two cell-relaying routes are coupled at the intermediate router. This procedure 
could be seen as a re-direction of cell-relaying : i.e. , the cell-relaying coming from the 
source router to the IP forwarding entity in the intermediate router is "re-directed" to 
the cell-relaying entity toward the destination router. 

The cell-relaying cut-thru pipes will be torn down by the intermediate router, when the 
processing load at the intermediate router becomes low. Generally, the threshold value 
of the processing load to tear down the cell-relaying cut-thru pipe(s) should be smaller 
than the threshold value to create the cell-relaying cut-thru pipe(s), in order to avoid 
the oscillation tendency. As a result, the cell-relaying cut-thru pipe(s) established by 
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the high loaded intermediate router would be always between a high active source and 
destination router pair, when the intermediate router becomes high loaded. 

The ideal and optimal case is where full meshed cell-relaying cut-thru pipes are estab­
lished among all the routers that exist in the routing entry of the routing information. 

4.8 IP Header Compression using VPI/VCI 

Since ATM networks can define a virtual connection (ATM-vee) having an unique flow 
identifier (i.e. , VPI/Vel) , we can optimize the packet transmission by means of (network 
/ transport layer) header compression using the VPI/VOI. In the proposed architecture, 
the header compression technique will be applicable for (1) the ATM-vee between adjacent 
routers and (2) the ATM cut-thru pipe that explicitly requests all the routers along the rout­
ing path to carry out a cut-thru packet fonvarding. The benefits of the header compression 
are as followed. 

1. Improvement of Data Transmission Efficiency 
For small size packet transmission, the transmission overhead by the network/ transport 
layer header field is significant and degrades the actual user-data transmission effi­
ciency. By the compression of the network/transport layer header field , the actual 
user-data transmission efficiency can be improved. The improvement of data trans­
mission efficiency is sometimes an important factor for the data transmission across 
the WAN. 

2. High Throughput Data Transmission 
When the part of or whole of the network/transport layer header is redundant , the 
redundant header field need not be transmitted to the termination point of the as­
sociated datalink pipe. When the whole of the network/transport layer header field 
can be compressed, it can be equivalent to bypassing the network / transport layer 
processing in the user-data t ransmission phase, i.e., it is equivalent to using a native 
datalink interface from the application. 

3. Improvement of Data Transmission Latency 
Especially with small bandwidth communication pipe, the transmission of network/transport 
layer header field degrades the latency characteristics for real-time (or interactive) ap­
plications. By the compression of the network/transport layer header field , the latency 
characteristics can be improved. For the ATM networks, it would be said that the 
available bandwidth is not such a small amount, but is large enough. However, the 
available bandwidth may be small (e.g., less than 64 Kbps) in the following cases: (a) 
available bandwidth provided by ABR service is severely reduced by the extreme con­
gestion, or (b) allocated bandwidth for long-distance connection will be small because 
the long-distance connection might be expensive even in ATM. 

Since FANP, proposed in the previous subsection, indicates how the IP packet flows are 
aggregated into the ATM-vee to the neighbor router, it is easy to define a further message 
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exchanging protocol to perform header compression between the routers. The other method 
is to apply the similar technique as the PPP, e.g. , [RFC1144J[RFC1331]. There are following 
four compression cases. 

• Compression #1 
An ATM-VCC conveys only one application flow, that is identified by source/ destination 
IP addresses and by source/destination port-id's. Source/destination IP addresses and 
source/destination port-id 's can be compressed into the corresponding VPI/VCI value. 

• Compression #2 
An ATM-VCC conveys the IP packet flow whose source/destination IP addresses are 
always the same, i.e. , only port-id 's would be different. Source and destination IP 
addresses can be compressed into the corresponding VPI/VCI value. 

• Compression #3 
An ATM-VCC conveys the IP packet flow whose source (or destination) IP addresses 
and source (or destination) port-id's are always the same; IP packet flows aggregation 
into a single ATM-VCC. Source (or destination) IP address and source (or destination) 
port-id can be compressed into the corresponding VPI/ VCI value. 

• Compression #4 
An ATM-VCC conveys the IP packet flow whose source (or destination) IP addresses 
are always the same: IP packet flows aggregation into a single ATM-VCC. Source (or 
destination) IP address can be compressed into the corresponding VPI/VCI value. 

ln all cases, it is assumed that the following header fields can be additionally com­
pressed ; (1) LLC/SNAP field [RFC1483J , (2) Version/IHI/Type-Of-Service field in IPv4, 
(3) Version/Flow-label in IPv6. Here, in some cases, further additional header field will be 
able to compressed (RFC1144]. 

Tables 4-1 and 4-2 show the original header field (i.e., TCP/IP with LLC/SNAP encaJ>­
sulation) length and the compressed header field length. 

Table 4-1. Header Compression for TCP / IPv4 with LLC/SNAP Encapsulation 
I II LLC/SNA.P I IPv4 I TCP II Total I 

Original 8 Byte 20 Byte 20 Byte 48 Byte 
Compression #1 0 Byte 10 Byte 16 Byte 26 Byte 
Compression #2 0 Byte 10 Byte 20 Byte 30 Byte 
Compression #3 0 Byte 14 Byte 18 Byte 32 Byte 
Compression #3 0 Byte 14 Byte 20 Byte 34 Byte 

Table 4-2. Header Compression for TCP/IPv6 with LLC/SNAP Encapsulation 
I II LLC/SNAP I IPv6 I TCP II Total I 

Original 8 Byte 40 Byte 20 Byte 68 Byte 
Compression #1 0 Byte 4 Byte 16 Byte 20 Byte 
Compression #2 0 Byte 4 Byte 20 Byte 24 Byte 
Compression #3 0 Byte 24 Byte 18 Byte 42 Byte 
Compression #4 0 Byte 24 Byte 20 Byte 44 Byte 
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The Compression #1 for TCP / IPv6 is the most efficient header compression example, 
i.e. , 68 bytes of header field can be compressed into 20 bytes. The Compression #4 for 
TCP f iPv4 is the least efficient header compression example, i.e., 48 bytes of header field 
can be compressed into 34 bytes. 

4.9 Migration Scenario to the CSR-based Network 

4.9.1 Introduce of CSR to Campus and Corporate Networks 

Figures 4-6 - 4-9 show the migration scenario to the CSR-based network from a typical 
current network configuration. Figure 4-6 shows a typical network coniiguration of current 
campus network. Many Ethernets are internetworked through an FDDI backbone. Figure 4-7 
shows the introduction stage of CSR from the current campus network. When we introduce 
some servers that require the high throughput among them and among the servers and 
clients, we need high speed channels among the servers and among the servers and clients. 
In this stage, CSR would be used as an alternative high speed route to the FDDI route. 

Figure 4-6. Migration scenario to the CSR-based network (current stage) 

ATM technology will be a common platform for the subnetworking and then, campus 
networks will have some ATM-based subnetworks, as shown in figure 4-8. In this stage, we 
will obtain high throughput networks using the feature of CSR's cut-thru packet forwarding, 
while we have still legacy networks (e.g., FDDI). 

As ATM technology becomes the common platform for sub-networking and the, campus 
networks will have ATM-based sub-networks, as shown in figure 4-8. In this stage, we will 
obtain high throughput networks using the CSR's cut-thru packet forwarding, while still 
retaining the legacy network (e.g., FDDI) . 

4.9.2 Introduce of CSR to ISP Networks 

Figure 4-9 shows a typical network configuration for an enterprise network which is using IP 
service provided by an ISP, in this example CSR technology is common both in the campus 
networks and in the public network. 

In this example a VPN (Virtual Private Network) has been provided by an ISP (Internet 
Service Provider). Since we do not have a security concern with a VPN, we may not need 
to have a firewall router at the border between intranet (i.e., campus network) and Internet 
(i.e., ISP network). In this particular case, we can directly internetwork CSRs both in the 
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Figure 4-9. Migration scenario to the CSR-based network including ISP 

campus network and in the ISP network. Even without VPN's, as discussed in 4.2, CSR 
could be used as a high throughput firewall router. This is because CSR can provides three 
levels of security functions, which are no packet filtering, packet filtering per session, and 
per packet filtering. With the per packet filtering, i.e., every packet is filtered at the router, 
performance will obviously suffer. However, with per session filtering, i.e. , only the first 
packet in the session is filtered, CSR can achieve a high throughput. This is because we can 
apply the cut-thru packet forwarding mechanism to these type of sessions. 

Figures 4-10 and 4-11 shows an example how CSR can be introduced to the existing 
ISP networks. Figure 4-10 gives an typical network configuration of ISP. Dial-up links are 
being used for access are and terminated by an access router. The Access router handles the 
packets through dial-up links, and multiplexes the packet into Frame Relay link, that leads 
to high speed routers. High speed routers are interconnected through both Frame Relay links 
and SONET links. For enterprise networks, the Frame Relay links are directly connected to 
the high speed routers in the ISP and are used as the access link to the ISP. 

Figure 4-11 shows an example how the CSR can be introduced to the existing ISP network 
shown in figure 4-10. CSR can be introduced as a backbone router. Packet flows from 
the existing high speed routers can be aggregated by the backbone CSR routers which 
are connected by high speed SO NET/ ATM links. As shown, CSR's can be introduced 
into the existing ISP network, without any drastic configuration change or any equipment 
replacement. 
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Figure 4-10. Example of Existing ISP Networks 

Figure 4-11. Introduce of CSR to Existing ISP Networks 
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5 Evaluation and Discussion of Cell Switch Router 

In this section, the quantitative and qualitative evaluation of cell switch router and the 
discussions on cell switch router is performed. Through the evaluations, the effectiveness of 
cell switch router and the implementation feasibility is shown. 

Table 5-1 shows the comparison of IP over ATM architecture models discussed in section 
3, regarding some major points. As shown, the functionalities and features achieved by the 
cell switch router is better than the other architecture models. 

Table 5-1. Comparison of IP over ATM Architecture Models 
Model II CLPF I SCPF I LSTL I CSR I 

Throughput poor fair Good Good 
Routing loop No Yes No No 
ATM cluster Yes Yes No Yes 

ATM-SW connectivity Yes Yes No Yes 
System Complexity Simple Complex Simple Simple 

System Cost High High Low Low 

5.1 Aggregated System Throughput 

The aggregated system throughput of cell switch router depends basically on the product 
of number and operation dock speed of interface ports. For the larger throughput of cell 
switching fabric, the required packet processing power of packet processing fabric is larger. 

Table 5-2 shows the maximum aggregated system throughput of cell switch router with 
some configurations. 

Table 5-2. Aggregated system throughput of Cell Switch Router c CSRSy"= Tltrooghpm 
Pakcet Level 

Bit Level 
64B packts IOOB packets 

OC3-I/F 8 ports 1.2 Gbps 2.4 MPPS 1.5 MPPS 
OC3-I/F 16 ports 2.4 Gbps 4.8MPPS 3.1 MPPS 
OC12-I/F 8..E._orts 4.8 Gbps 9.6MPPS 6.1 MPPS 

(*) MPPS; Million Packets Per Second 

For example, with eight ports of OC3 interface, the maximum aggregated system through­
put of CSR is about 2.4 million packets per second for 64 bytes average packet length. The 
throughput of 2.4 million packets per second approximately corresponds to the ten times 
larger system throughput of current high-end routers. With eight ports of OC12 interface, 
the maximum aggregated system throughput of CSR is about 9.6 million packets per sec­
ond for 64 bytes average packet length. The throughput of 9.6 million packets per second 
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approximately corresponds to the 40 times larger system throughput of current high-end 
routers. 

As shown, the cell switch router can easily achieve larger aggregated system throughput 
than the current high-end routers can. The expected maximum system throughput of CSR 
can be easily decades times larger than the maximum system throughput of the current 
high-end routers. 

5.2 Delay Variance with CSR 

In CSR, IP packets using different dedicated-VCs are transferred in parallel, since IP packets 
are transferred with a cell-interleaving. On the contrary, in the conventional router, IP 
packets are t ransferred packet-by-packet with an FIFO rule. This means that the IP packet 
has to be in the queue until the all IP packets before it are transferred, i.e., HOL (Head Of 
Line) blocking. When we compare the packet delay variation (PDV), the PDV with CSR 
will be smaller than the PDV with the conventional router. 

In the following evaluations, it is assumed that the switching speed for ingress IP packets 
is sufficiently fast than t he egress link speed both for CSR and for conventional router. That 
means IP packets (i.e., cells with CSR) are queued at the egress link to t he neighbor node. 

The minimum packet transmission delay at the conventional router is smaller than that 
of CSR. No packet is queued before the IP packet experiencing the minimum packet trans­
mission delay in the conventional router. The packet experiencing the maximum packet 
transmission delay waits in the queue, until all IP packets before the IP packet in the queue 
are transferred. With CSR, the PDV will be very smaller than that of the conventional 
router, though the minimum packet transmission delay of CSR would be larger than that of 
the conventional router and it will be almost the same as the maximum packet transmission 
delay of conventional router. This is because CSR does not transfer only one IP packet, but 
the multiple IP packets are transferred simultaneously with cell-interleaving. 

Figure 5-l shows the maximum and minimum packet transmission delay versus t he IP 
packet size, when 10 packets are simultaneously transferred to the queue at the egress link. 
Here, the data transmission speed of egress link is 155Mbps. As shown, the PDV of CSR 
is quite small, however, the PDV of conventional router is large. With CSR, the maximum 
delay jitter is always 27 fJ. sec. However, the maximum delay jitter with conventional router 
increases according to the increase of IP packet size; i.e., the maximum delay jitter with 1 
KB packet is 464 fl. sec. 

As well-known, the conventional router can not achieve sufficient IP packet processing 
power for large amount of incoming IP packets. In general, the aggregated system through­
put of current high-end router would be about 0.2 - 0.3 million packets per second, that 
corresponds to about 120 - 200 Mbps. However, if the conventional router could have suffi­
cient IP packet processing capability, the average packet transmission delay of conventional 
router is smaller than that of CSR. Smaller average packet transmission delay is generally 
good characteristics for many applications. However, some applications (e.g., continuous 
bit-stream transmission) are sensitive to the PDV rather than to average packet transmis­
sion delay. Typical applications, that are sensitive to the PDV, are voice and video signal 
transmission. With voice and video applications, the required receiving buffer space goes 
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to larger for the larger PDV in order to maintain the playback point. This means that the 
required receiving buffer space for voice and video signal transmission using CSR will be 
much smaller than that using conventional routers. 

5.3 Effectiveness of Cut-thru Packet Forwarding 

The effectiveness of cut-thru packet forwarding in the CSR mainly depends on the char­
acteristics of IP packet flows. When we have many long-life sessions generating many IP 
packets, the cut-thru IP packet forwarding is meaningful and the cost to establish cut-thru 
paths (i.e., dedicated-VCs) is acceptable. 

Tables 5-3 and 5-4 show (a) number of cut-thru sessions that are simultaneously estab­
lished at the CSR, (b) total amount of IP packets, belonging to the typical applications 
that would likely be long life sessions, that will be forwarded with cut-thru mode, and (c) 
the average cut-thru session life-time for typical applications that would likely be long life 
sessions. CSR decides that four applications, i.e., web, ftp , telnet and nntp, are likely long 
life session to be forwarded with cut-thru mode. When CSR receives the first IP packet be­
longing to one of these four application, the dedicated-VC is established to forward the rest 
of succeeding IP packets with cut-thru mode. The cut-thru mode is terminated to go to the 
hop-by-hop mode, when the application does not generate any IP packet for two minutes. 

As shown, the total amount of IP packets forwarded by cut-thru mode will be more than 
86% in the DEC's backbone and will be more than 70% in the Toshiba R&D center backbone. 
Also, the average life time of cut-thru sessions is more than eight minutes both for DEC's 
backbone and for Toshiba R&D center backbone. These evaluation results indicate that, 
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Table 5-3. Cut-thru Packet Forwarding for Current Packet Flows (DEC backbone) 

Session # of Sessions Traffic Average 
Ave. Max. Volume Life-Time 

web 130 161 13.41% 324.7 sec. 
telnet 16 22 0.43% 1131.9 sec. 

ftp 100 144 32.91% 407.3 sec. 
nntp 130 139 39.94% 1058.3 sec. 
Total 276 430 86.69% 481.1 sec. 

Table 5-4. Cut-thru IF Packet Forwarding for Current Packet Flows 
(Toshiba R&D backbone) 

Session # of Sessions Traffic Average 
Ave. Max. Volume Life-Time 

web 63 98 8.88% 504.2 sec. 
telnet 15 27 12.50% 897.0 sec. 

ftp 4 19 14.15% 238.5 sec. 
nntp 4 12 34.81% 260.5 sec. 
Total 86 115 70.34% 515.2 sec. 
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even with the current IP flows, a large amount of IP packets will be able to be forwarded 
through cut-thru mode and the life time of cut-thru sessions will be long enough to establish 
dedicated-VC for them. 

In the future , long life sessions will increase in the Internet and in the intranets. Voice 
and video signal transmission generates large amount of IP packets continuously for a long 
time and the traffic volume of these applications will be large and will increase. By means 
of using proxy servers, web application will generate larger amount of traffic and will have 
longer session life time. Using proxy servers, the client host always exchanges the IP packets 
with its prox-y server, even when the client host access the different web site in the Internet. 
The above tendency will further improve the effectiveness of cut-thru IP packet forwarding 
provided by CSR. 

5.4 Required Number of Dedicated VCs for CSR 

The required number of dedicated-VCs provided by the CSR depends on the number of cut­
thru sessions established simultaneously in the CSR. When the number of cut-thru sessions 
established simultaneously is too large, esR could not provide dedicated-VCs for all IP flows 
that potentially require cut-thru packet forwarding. 

Tables 5-3 and 5-4 shown in the previous subsection indicate the number of dedicated­
Yes that CSR has to be able to provide. As for DEC's backbone router, CSR has to be 
able to provide more than 500 dedicated-Yes. As for Toshiba R&D center backbone router, 
CSR has to be able to provide more than 120 dedicated-Ves. In the future, the number of 
dedicated-VCs, that can be provided by the eSR, will increase. The maximum number of 
dedicated-Ves, that can be provided by the CSR, seems to be few thousand, and it seems 
to be possible to provide even by the current cell switching fabric. 

5.5 Performance Evaluation of Header Compression with VPI/VCI 

The performance of header compression using VPI/VCI proposed in section 4. 7 is evaluated. 
The performance evaluation are for the best case (TCP / IPv6 with eompression#l) and the 
poorest case (TCP /IPv4 with eompression#4) . The improvement of transmission efficiency 
(I) is shown by (Nne- Nc)/Nnc· Here, Nc is the number of transmitted cells with the header 
compression, and Nne is that without the header compression. 

Tables 5-5 and 5-6 show the improvement of transmission efficiency according to the 
user data size (i.e., payload of TCP/IP packet). As shown by the evaluation examples, 
whether we can obtain an sufficient improvement of transmission efficiency by the header 
compression depends on (1) packet size, and (2) how the IP packet flows are aggregated in 
the ATM-VCe (i.e., compression type). When the packet size is small (e.g., 64 byte) and 
one IP packet flow is mapped to one ATM-vee, we can expect a large gain associated with 
the data transmission efficiency. 
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Table 5-5. Improvement of Transmission Efficiency for TCP /IPv6 with Compression#! 
I Payload (Byte) II Nne I Ne I Improvement (I) I 

0- 20 2 1 50.0% 
21- 68 3 2 33.3% 

69- 116 4 3 25.0% 
117- 164 5 4 20.0% 
165 - 212 6 5 16.7% 
213- 260 7 6 14.3% 
261 - 308 8 7 12.5% 
309- 356 9 8 11.1% 
357- 404 10 9 10.0% 
405- 452 11 10 9.1% 
453- 500 12 11 8.3% 
501 - 548 13 12 7.7% 

1,024 23 22 4.4% 
8,192 172 171 0.6% 

65,536 1367 1366 0.1% 

Table 5-6. Improvement of Transmission Efficiency for TCP / IPv4 with Compression#4 
I Payload (Byte) II Nne I Nc I Improvement (I) I 

0- 6 2 1 50.0% 
7- 40 2 2 0.0% 
41- 54 3 2 33 .3% 
55-88 3 3 0.0% 
89- 102 4 3 25.0% 
103 - 136 4 4 0.0% 
137- 150 5 4 20.0% 
151 - 184 5 5 0.0% 
185 - 198 6 5 16.7% 
199 - 232 6 6 0.0% 
233- 246 7 6 14.3% 
247- 280 7 7 0.0% 
473- 484 12 11 8.3% 
485 - 520 12 12 0.0% 

5.6 lnternetworking Capability 

IP over ATM architectures, e.g., CLPF, SCPF, LSTL, can be internetworked through the 
conventional router. However, when we internetwork different IP over ATM segments (e .g., 
SCPF network and LSTL network) through the conventional router, the IP packet forwarding 
throughput beyond the IP over ATM segment will not be sufficiently large. 

All different IP over ATM model networks can be internetworked through the conven­
tional router, however CLPF segment, LSTL segment and SCPF segment will not be able 
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Figure 5-2. Internetworking of IP over ATM segments through CSR 

to intemetworked with high throughput. On the contrary, CSR will be able to achieve high 
throughput intemetworking with all other IP over ATM segments. By means of introduction 
ofCSR, IP packets will be able to be forwarded through cell-by-cell relaying (i.e., cut-thru IP 
packet forwarding), even when the IP packets are forwarded across the different IP over ATM 
segments. Figure 5-2 shows the case where different IP over ATM segments are internet­
worked through CSRs. Through the internetworking with CSRs, we will be able to achieve 
sufficient IP packet forwarding capability among the different IP over ATM segments. 

5. 7 Discussion 

In the following subsections, the issues, that require further consideration and evaluation, 
are discussed. 

5.7. 1 Cut-thru Parameters 

Cut-thru IP packet forwarding is initialized by TCP /UDP information in the received IP 
packet and it is released when no packet is generated during a give period (Tu.rm). The 
performance and effectiveness of cut-thru packet forwarding depends on these parameters, 
i.e. , (1) which TCP JUDP ports are the trigger to initiate the cut-thru forwarding and (2) 
how long Tterm should be. 

When we pick up many applications (i.e. , many TCP JUDP ports) to be as cut-thru trig­
ger, the total amount of cut-thru packets will be going to be large. However, the dedicated­
YO establishment overhead may be too large, since many short-life sessions may picked up as 
a cut-thru trigger. Therefore, we have to choose the appropriate applications to achieve an 



H. Esaki: "A High Speed IP Packet Forwarding over Internet using ATM'' 77 

effective cut-thru packet forwarding. Though we may have some default rule which applica­
tions should be cut-thru trigger, each eSR can independently determine which applications 
are cut-thru trigger. When we introduce a new application, each eSR decides whether it 
should be treated as a cut-thru trigger or not. Regarding the current applications over 
the Internet and intranet, ftp , telnet, web, nntp, voice and video seem to be appropriate 
applications to be cut-thru trigger. 

Parameter T,.,..,.. is also important parameter to optimize the effectiveness of cut-thru 
packet forwarding. When Tterm is so long, the utilization efficiency of cut-thru pipe (i.e., 
dedicated-Ve) will be poor, while the percentage of packets forwarded with cut-thru mode 
is large enough. On the contrary, when T,.rm is so short, the utilization efficiency of cut-thru 
pipe may be good. However, the overhead of dedicated-ve establishment may be too large. 
And, the percentage of packets forwarded with cut-thru mode may be small, since the first 
packet after the termination of dedicated-ve is always transferred through the hop-by-hop 
mode. The optimal value of Tterm will be unique for each applications and unique for each 
user. However, we can not define Tterm for each applications and for each user in the actual 
operation, i.e., we have to pick up one T,erm value for each eSR. This value T,.,.m should be 
determined either by the default value provided by the vendor or by the actual operation 
(i.e., try and error). -

The detailed evaluation on these parameters should be further study item. 

5.7.2 Cut-thru IP Packet Flow Aggregation 

Vl'hen the eSRs are interconnected through an ATM link across the wide area networks 
(WAN) , it may be better to multiplex multiple IP flows using the dedicated-ve into a single 
ATM-Vee, in order to transfer IP packets to the esR across the WAN. This would happen 
when the cost of an additional ATM-vee establishment across the WAN is more expensive, 
than using an ATM-Vee which has a sufficiently large bandwidth. In this case, multiple cell 
flows using different dedicated-Ves must be merged into a single dedicated-ve. In general, 
we must re-construct IP packets in the multiple dedicated-Ves in order to merge them into 
a single dedicated-ve. However, if we have a cell switching fabric that can schedule a cell 
transmission from the output port so as to avoid a cell interleaving associated with the 
packets that belong to the different ingress ATM-Vee but using the same egress ATM-vee 
(i.e., using the same VPijVei) , we do not have to relay on the packet switching fabric 
with the reconstruction of IP packets. This will be possible when the internal data-unit 
transferred in the cell switching fabric has the ingress VPI/VCI value and the input port 
identifier. If we have such a cell switching fabric , the packet switching fabric can transfer the 
IP packet in pipe-line (i.e., IP packet transmission will be able to start before re-assembly 
of lP packet is completed) and could aggregate the multiple cut-thru IP packet flows into a 
single cut-thru path. 

5. 7.3 Route change 

The IP packet routing path is changed according to the change of network status. Both 
hop-by-hop path with default-ve and cut-thru path with dedicated-ve will dynamically 
reflect to the packet forwarding path indicated by the routing protocol (e.g., OSPF) . When 
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the routing path is changed in the CSR system, one or two packets would be dropped at the 
edge node of cut-thru path. This is because all cells in the packet will not take the same 
path to be reordered. The one or two packet drops causes the degradation of end-to-end 
throughput for the old version of TCP due to a TCP windows shrink. However, since the 
current version of TCP generally implements a fast retransmission mechanism, one or two 
packet drops will not cause the throughput degradation. 

When the routing path is changed, the packet forwarding goes to a hop-by-hop mode 
and each CSR tries to establish a cut-thru path based on the TCP /liDP port information of 
the first packet to be transferred to a new path. When the routing path frequently change, 
we can not achieve the effective operation of cut-thru packet forward ing. However, actually, 
since many routing protocol (e.g. , OSPF, BGP) has a pinning option to avoid frequent path 
flapping, we can expect that we will be able to achieve effective use of cut-thru forwarding 
path . 

5. 7.4 Flow Mapping Guideline 

CSR has to map a flow-spec (R-spec and T-spec) of IP packet flow and an ATM traffic 
parameters for each cut-thru path. Though the mapping rule between flow-spec and ATM 
traffic parameters is each CSR's local decision, it would be better to have some mapping 
guideline. The following would be a possible guideline. 

• Conventional best effort service; ABR or UBR 

• Control Load (CL) service, e.g. , M-bone; CBR or VBR 

• Guaranteed Delay service; CBR 

Regarding RSVP, the heterogeneous resource reservation could be allowed to each down­
stream node. How to map the ATM traffic parameter to the down-stream nodes requesting 
different resource reservation should be for further study item. 

5.7.5 TTL Issue 

At the CSR, TTL does not decrease with cut-thru packet forwarding mode. And, the TTL 
is decreased by one at the egress node of cut-thru path. Therefore, the decreased TTL 
experienced cut-thru path is smaller than the decreased TTL with conventional hop-by-hop 
packet forwarding. The actual purposes of TTL would be (1) avoiding permanently existing 
packet on the routing loop, and (2) define the scope where the packet can traveL 

The former purpose would be satisfied with CSR, since TTL is decreased at the egress 
point of cut-thru path anyway. Only problem associated with item (1) is that the period 
before discarding the packet on the routing loop will be large due to slow decrease of TTL. 

The later purpose will be satisfied with CSR, since routing protocol is performed with 
hop-by-hop path (default-VC) and the first packet in the session is never forwarded with 
cut-thru mode. Either by the routing protocol or by the first packet's hop-by-hop packet 
forwarding, the purpose of TTL field to define IP packet's traveling scope will be satisfied. 
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5.8 Summary and Conclusion 

As shown above, the CSR (Cell Switch Router) will be able to achieve high throughput and 
small latency packet delivery with small cost a nd will be able to achieve effective utilization 
of cut-thru paths. Also, the intemetworking capability of CSR is sufficient to internetwork 
any type ofiP over ATM segment (e.g., SCPF network). Some points need further evaluation 
or operational tuning, which could be solved without major difficulty. 

As a result, the CSR can be a scaleable and high throughput platform for the future 
realtime Internet and intranet. 
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6 Large Scale Error-free Multicast Service Architec­
ture over ATM Networks 

In this section, a large scale error-free multicast architecture over ATM networks is proposed. 
The proposed architecture does not require a new transport protocol and a new multicast 
routing protocol. T he appropriate transport protocol is MTP (Multicast Transport Pro­
tocol) defined in [RFC1301], and DVMRP (Distance Vector Multicast Routing Protocol) 
would be applied as the multicast routing protocol. In the following subsections, the pro­
posed architecture to solve each issues discussed in section 3.2. 

1. Control Packet and Protocol State Management 

2. Resource and Error Management 

• Resource Management for Multicast Connection 

• Cell-Level FEC Control Policy 

• Retransmission Policy 

3. Receiver (Membership) Management 

4. Further Scaling Up Strategy 

6.1 Control Packet and Protocol State Management 

Protocol state information should be maintained at each branch point entities (maybe branch 
point routers) within the multicast tree. The branching point entities need not buffer the 
IP packets, but just maintain the protocol state and merge the control packets. The control 
packets from the down-stream toward the sender process should be merged into one control 
packet, that is transferred toward the sender process (i.e., toward up-stream). The method 
of the protocol state maintenance at the branch point entities is fulfilled based on a soft-state 
state maintenance technique with NACK (negative ACK) control message, which is defined 
in RFC1301. Here, the soft-state state maintenance means that the protocol state is checked 
and refreshed only when a control message is received. 

The source process or some dedicated processes in the multicast tree advertises the ref­
erenced protocol state information (e.g., the information sent from the source process to 
the receivers). When the receivers identify the miss of some packets either according to the 
referenced protocol state information or due to sequence number inconsistency associated 
with the received packets, a control packet to be sent toward the source process is generated 
by the receiver process. The control packet to be sent toward the sender process is also 
generated, when the receiver process gets an errored packet. As a result, the generation of 
the control packet to be sent toward the sender process is an on-demand and is not generated 
in the normal status (i.e., in no packet loss and error). When no control message is received 
by the sender process within the given period, no-action is fulfilled and it is assumed that 
the receiving entity, which does not send back the control message (i.e. NACK message) , 
correctly receives the packets or quit from the multicast service. When the fan-out (number 
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of leaves that branching point has) at the branching point entities is m, the protocol state 
information maintained in the branching point entity will be order of m. 

In this approach, a timer, that determines whether no control packet is issued by the 
receLver for error-free packet delivery, must be defined. This tLmer must be larger than the 
maximum round-trip delay between the source and destination receivers. Therefore, the 
maximum expected round-trip delay within the multicast tree must be specLfied and the 
multicast connection must provide this delay quality. 

In order to work well even if receivers quit from the multicast service without any quitting 
indication to the multicast service management entity, a negative ACK policy (i.e. NACK 
policy) is applied to so as to get a packet reception status of the receivers. In a ACK policy, 
when the NACK packet is not received, it is assumed that the end-host receives the packet 
correctly, i.e., soft..state management policy. As a result, the end-host without sending a 
quit indication can be assumed that it always receives packets correctly. 

Finally, the branching point entities merge the control packets. The control packets from 
the receiver processes toward the sender should be merged into one control packet at the 
branching entities. By this approach, we can avoid the increase of returning control packet 
from the receivers toward the sender process, even for large number of receiver processes. 
Once again, in this approach, the tLmer that determines whether no control packet is issued 
by the associated down-stream entities (i.e., receiver processes or branching entities) must be 
defined. Therefore, the maximum expected round-trip delay between the branching entity 
(or sender process) and the associated leaves of branching poLnt entities (and/or receiver 
processes) must be specified and the multicast tree must provide this delay quality. 

6.2 Resource and Error Management 

6.2.1 Resource Management for Multicast Connection 

In order to provide a sufficient service quality for the multicast service and to operate soft­
state NACK based protocol state management, some resource reservation oriented protocol 
(e.g., RSVP) should be applied to the reliable multicast service. With the use of a resource 
reservation oriented protocol, we can expect some level of service quality (i.e., packet er­
ror/loss ratio and delay quality) over the multicast t ree. Packet error/loss ratio quality is 
mainly associated with the cell loss ratio quality that is provided by the ATM networks. 
Packet delay quality is mainly associated with the service class that is provided by the 
routers [Shnkl](Shnk2][Shnk3], and with the delay by the buffering in the Lntermediate ATM 
switches. 

As discussed in the previous subsection, we need specified delay quality over the multicast 
tree. The delay quality provision is required for both between the source process and the 
receiver processes and between the branch poLnt entity (or source process) and the associated 
branch entities (or receiver processes). The service category to be used for the reliable 
multicast service by the routers will be guaranteed, predictive or controlled delay service class 
[Sbnkl][Shnk2][Shnk3]. The service category to be used for the reliable multLcast service by 
the ATM platform should be generally either CBR or VBR. UBR and ABR services could 
not. be used because neither UBR nor ABR has any delay quality objective. 



H. Esaki : "A High Speed IF Packet Forwarding over Internet using ATM" 82 

6.2.2 Cell-level FEC Control Policy 

Cell-level FEC control policy can be applied to obtain a sufficient packet error/loss quality 
for a large scale multicast service [Carle](95-0325](95-0326). Basically, the processing of cell­
level FEC control scheme is performed only at end-nodes (i.e. , source node and destination 
node). However, in some cases (e.g. , a reliable multicast over the large could ATM network) , 
the some intermediate routers will perform the cell-level FEC control scheme, wherever the 
IP packet is re-constructed from the multiple cells. Here, the intermediate router within 
the ATM cloud need not always terminate ATM connection to re-construct IP packet. For 
example, for a cut-thru router, some IP packet flow (e.g., resource reserved ST-II [ST-II) 
flows) can be forwarded cell-by-cell without IP packet re-construction [Esaki2)[RFC2098), 
even when the IP packet passes through the router. Without cell-level FEC control, the 
packet error / loss quality in the ATM networks degrades rapidly with increasing the following 
three factors as discussed in section 3.2. 

• Cell loss ratio (or the bit error rate of the medium) 
The packet error/loss quality will degrade by cell loss and the BER (bit error ratio) 
in ATM networks. Reducing the effective BER and cell loss ratio for the upper layer 
process (e.g. , IP) will significantly improve the overall service quality. 

• Packet (or frame) size 
The loss rate of higher layer packets (e.g., TCP packets) grows linearly with the number 
of cells composing a packet. 

• Number of receivers 
Since the ATM networks are switched oriented networks, the actual packet error / loss 
ratio for the sender process will approximately increase linearly according to the in­
crease of the number of receivers. 

Using cell-level FEC control for the multicast service over the ATM networks, the above 
three issues will be able to be solved. By applying a cell-level FEC control, the actual packet 
error ratio will be significantly reduced. For example, for 10 -s cell error / loss ratio with 
100 cell size packet, when one cell loss (or error) in 10 user cells is corrected by the FEC 
control, the actual packet loss/error ratio will be 10-12 even for 104 receivers. In this case, 
as mentioned above, the packet error ratio for the sender process without the cell-level FEC 
control will be about 10-3 . 

Figure 6-1 shows the proposed protocol structure. AAL type is AAL Type 5. Since the 
proposal is about SSCS of AAL Type 5, only the processing sequence of SSCS is briefly 
described below. 

SSCS-SDU (SSCS-Service Data-Unit), which corresponds to AAL-IDU (AAL-Interface 
Data-Unit) may be equivalent to an IP packet, whose default MTU size would be 9,180 
bjtes in ATM networks [RFC1626] . SSCS-SDU "ill be divided into multiple FEC-SDUs. 
Each FEC-SDU is stored in the FEC Frame, and the FEC code is calculated to be attached, 
e.g., [McAuley)[I.363). The writing order and the reading order for the FEC frame are 
the same order, in order to avoid an unnecessary user data interleaving. When the data 
(SSCS-S-SDU) is read out from the FEC Frame, the FEC frame header field , containing the 
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SN (sequence number) field, is inserted in order to identify which SSC8-8-8DU(s) is(are) 
dropped at the S8C8 entity at the destination end-host. Also, the FEC frame header field 
contains the CRC-10 error check sequence, in order to detect the bit(s) error in the S8CS­
S-SDU. The FEC-S8CS described in appendix A can transmit the FEC-SDU in pipe line, 
since the writing order and the reading order for the FEC frame are the same order. When 
the actual 88CS-SDU (i.e. , AAIADU) or FEC-8DU is smaller than the size of data part in 
the FEC frame that is defined in the FEC calculation algorithm, the remaining field of FEC 
frame's data part is not have to be sent. 

The FEC-SSCS uses the Reed-Solomon error recovery algorithm of the block erasure 
mode [1.363]. The FEC frame has a user-data part and an FEC code part. The variable 
length ofFEC frame (both user-data part and FEC code part) can be allowed for the efficient 
transmission of small sized S8CS-SDU. A user-data part containing the user information 
will be more than one cell, and an FEC code part will be one or more than one cells. The 
symbols in the FEC code part are generated by the generator polynomial using the user-data 
symbols. The error detection for the FEC frame is performed by the AAL5's CRC-32 error 
check sequence, and the error detection for each 88CS-8-SDU is performed by the CRC-10 
error check sequence in the FEC frame header field. The CRC-10 error check sequence is 
adopted, in order to improve the error correction capability of the Reed-Solomon algorithm. 

When the number of errored or dropped 8SCS-S-PDUs is larger than the correction 
capability of the applied FEC, certain retransmission policy of 8SCS-S-PDUs is fulfilled. 
For example, whole of FEC Frame will be retransmitted, or selected SSCS-S-PDUs will be 
retransmitted. 

The size of FEC frame for the FEC calculation algorithm should be determined aligning 
to the IP packet length and should be determined based on the requirement of the end-to­
end IP packet delivering latency. The larger FEC frame causes larger latency for FEC code 
calculation, when there is bit(s) error or cell(s) discarding in the received FEC frame. When 
there is no bit error nor cell loss in the received FEC frame, the FEC calculation at the 
receiver is unnecessary. 

The detailed FEC-8SCS specification is described in the appendix A and in [95-326]. 
The FEC mechanism applied to in this paper is the Reed-Solomon with Block-Erasure mode 
discussed in [MaAuley]. The other FEC mechanism could be applied to the proposed archi­
tecture in this paper, however the Reed-Solomon with Block-Erasure mode would suitable 
to the ATM platform environment. Since the information is dropped in burst (i.e., by 48 
bytes unit) in the ATM platform rather than is errored randomly bit-by-bit like in the legacy 
data-links (such as SONET links), the FEC algorithm has to deal the burst error. From 
this point of view, the Reed-Solomon algorithm would be one of good mechanism to applied 
to. Also, since the bit error ratio will be far smaller than the cell loss ration in the ATM 
platform, applying the block-erasure mode defined in [McAuley] would be appropriate. By 
the applying the block-erasure mode for Reed-Solomon algorithm, we can reduce the amount 
of calculation to recover the erroneous information at the receiver node. 



ff. Esaki : "A High Speed IP Packet Forwarding over Internet using ATM" 

AAk!DU !SSCS·SDU) 

L fEC.sou F£C-SDU AiC...SDU 

Oua; FECCodo: 

j r----'O';'w'----;-'-'FE"';C"'Cod"'''--j 

~ 1------;0mc.,...----;--::FE::'CCOO.::-:'-/ 

/ 
sN sscs-s-sou SN SSCS.S..SDU SN _U 

CPCS-SOU 

SS FEC-SDU 

SN SSCS-5-SOU 

SAR.H SAR·SDU SA R.H SAR....SDU SAR.H SAR..SDU SAR.H 

I~ I~ I~ 
AThUi A'J'M.SD!J ATMH ATM-SDU ATM.H ATM-SDU ATM.H S$ ATM.H ATM-SOU 

Figure 6-1. Protocol Structure Applying FEC-SSCS 

6.2.3 Retransmission Policy 

84 

Basically, the branching point entities, that maintain protocol state information, do not per­
form any user packet retransmission to recover t he error or missing packets. In other words, 
the packet retransmission to recover the error or missing packets is basically performed by 
the sender process. Therefore, we need not to preserve any user packet within the networks, 
for the purpose of error/missing packet recovery. There are many proposal suggesting to 
perform a local retransmission for the errored or missing packets, instead of the sender pro­
cess. This approach requires the preservation of the user packets at the branching point 
entities (Sanjoy]. This approach should be applied only for the following cases. 

1. The expected packet error or missing probability in the given multicast sul:rtree region 
is not small enough. 

2. The packet retransmission by the sender process will be expensive, e.g., pa{;ket trans­
mission across the WAN. 

3. The expected round trip delay of the control packets is unacceptably large. 

4. The expected packet error probability for the sender process is una{;ceptably large, 
e.g. , 10-3

, due to the extremely large number of receivers. 

Cases 1 and 2 are completely beside on the local decision, and these two operations does 
not give any bad interaction to the proposed packet retransmission architecture. On the 
contrary, the cases 3 and 4 are rather the essential issue and are the strategy for the further 
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scaling up of the multicast service. 

Regarding a packet (or cell) retransmission policy for the packet that can not be recovered 
by cell-level FEC control scheme, the following items should be considered. 

• Cell-based retransmission and Frame-based retransmission 
When the receiver can not recover the correct packet because cell losses and bit errors 
is beyond the FEC control capability, the receiver requests the data (frame or cells) 
retransmission in order to get a correct packet. The performance of cell-based retrans­
mission scheme and frame-based retransmission scheme has been evaluated in [Carle]. 
Total number of retransmitted cells for the cell-based retransmission scheme will be 
always smaller than that for the frame-based retransmission scheme will be. However, 
the implementation of cell-based retrariSmission scheme is much complex than that of 
frame-based retransmission scheme is. The difference of total number of retransmitted 
cells is larger at the larger cell loss ratio case, and is smaller at the smaller cell loss ratio 
case. Since the probability that the source node must perform a frame retransmission 
becomes sufficiently small by the cell-level FEC control, it would not be necessary to 
apply the cell-level retransmission scheme for the un-recovered frame by the cell-level 
FEC scheme. 

Therefore, in the performance evaluation at the next section, it is assumed that the 
frame-based retransmission scheme is applied. 

• FEC capability for retransmitting data (packet or cells) 
Loss of retransmitted frame will significantly degrade QOS associated with packet 
delivery latency. In order to obtain a sufficient quality for retransmitted frame, more 
redundant cells that is larger than the usual frame transmission includes could be 
attached [McAuley]. This scheme requires the further implementation complexity. 
The effectiveness of this scheme should be for further study item. 

Here, this approach may lead to reduce the totally transmitted cells from the sender 
process, when the probability that the frame will experience retransmission is suffi­
ciently small. Therefore, this approach may be applied, when the transmission band­
width between source process and receiver processes are precious. 

In the performance evaluation at the next section, it is assumed that the FEC capability 
(i .e. , the number of redundant cells to be appended) is not changed for the t ransmission 
of retransmitting packet. 

6.3 Receiver (Membership) Management 

In order to join to (or quit from) the multicast service, each receiver will send a request 
message (i.e., IGMP) to the local multicast service management entity that may be located 
at the branching point of the multicast tree. 

Membership management is locally performed by the local multicast membership man­
agement entities (LMME), i.e., distributed membership management. In other words, each 
LM!vlE only manages the leaf entities (i.e., branching point entities or receiver processes) 
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associated with its multicast sub-tree. When the number of receiver is not large, member­
ship management could be performed by the sender process (or single management entity) 
associated with all receivers in the multicast tree, i.e., centralized membership management. 
However, for the large scale multicast, the centralized membership management has signifi­
cant shortcomings. 

In the distributed membership management, there are two membership management 
strategies. One is a soft-sate management, and the other is a hard-state management. In the 
soft-state membership management, the LMME periodically refreshes the membership by the 
membership control message, that are similar to a hello protocol. The receivers processes 
(or branching point entities) that reply to the membership control message can keep the 
membership. In this strategy, we need not assume a reliable operation of each leaf entities. 
In the hard-state membership management, the LMME does not refresh the membership. 
Therefore, the leaf entities does not receive the membership control message, whenever they 
keep the membership. In order to terminate the membership, the leaf entity must send 
an explicit control message indicating the quitting from the multicast membership. Both 
membership management schemes should be supported. Soft-state membership management 
is preferable for relatively unreliable system. On the contrary, the hard-state membership 
management could be applied to the reliable system. 

6.4 Further Scaling Up Strategy 

The proposed multicast architecture described above will be able to support large scale 
multicast service, e.g. , 106 receiver processes. However, for the further large scale multicast , 
the proposed architecture will not be able to provide a sufficient service quality. One would be 
due to the increase of round-trip delay between the sender process and the receiver process. 
The other would be due to the huge number of receiver processes (e.g. , 10 10). 

In order to support such a large scale multicast, the localized user packet preserving and 
packet retransmission for the errored/missing packets must be performed [Carle][Sanjoy]. 
Some dedicated branching point entities within the large multicast tress have the responsi­
bility to retransmit the errored/missing packets. 
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7 Performance Evaluation of Error-Free Multicast Ar­
chitecture over ATM Networks 

In this section, the performance of the proposed error-free multicast service architecture is 
evaluated. The transmission quality of user packets (i. e. , excluding control packets) associ­
ated with observed loss/error probability, the number of control packets sent from the receiver 
processes to the sender process and the transmission overhead (i.e., additional information 
and retransmitted information) is also evaluated in this section. 

7.1 Evaluation Model 

Figures 7-l and 7-2 show the evaluated models. (a) in figure 7-l is the multicast service 
without cell-level FEC policy and (b) in figure 7-2 is the proposed approach applying cell­
level FEC policy in AAL-SSCS. IP multicast packets are transferred from the sender to N 
receivers. An IP packet is segmented into M ATM cells. The evaluation is by the pt-tcrmpt, 
rather than by the mpt-to-mpt. This is because we could evaluate the performance of the 
mpt-tcrmpt case through the performance of the pt-tcrmpt case. 

With cell-level FEC control, the IP packet will be segmented into FEC-SDU(s) , and 
FEC Frame (FEC-SDU plus FEC Code) is segmented into f ATM cells. An ATM cell will 
be errored or lost at each data-link segment with a probability {3. Without cell-level FEC 
control, an IP packet is errored when any cell belonging to the IP packet is errored or lost. 
FEC frame is errored, when the number of errored or lost cell are beyond FEC's correction 
capability. In the evaluation, it is assumed that, when more than one cell in FEC frame are 
errored or lost, the correct FEC-SDU can not be delivered. Then, the IP packet is errored. 
The detailed calculation methods are described in Appendices. Here, it is assumed that cells 
are randomly dropped or errored in the evaluation, even though cell will not dropped or 
errored at random in the actual system. 

7.2 IP Packet Error or Loss Probability 

Figures 7-3, 7-4 and 7-5 show the IP packet error or loss probability observed at the sender 
versus the number of receivers N. Approximately, M = 1300cells corresponds to 64 Kbyte 
IP packet, M = 160cells corresponds to 8 Kbyte IP packet and M = lOcells corresponds to 
500 byte IP packet. The diameter of data-link segment d, which is the number of data-link 
segments between the sender and the receivers, is 5. FEC frame size f is 10 cells, i.e., FEC­
SDU is 9 cells. Figure 7-3 is the case where the cell error or loss probability (/3) in data-link 
segment is 10-3

, figure 7-4 is the case where f3 is 10- 6 and figure 7-5 is the case where f3 is 
l0-9. 

For example, when the cell error or loss probability (!3) in data-link segment is large (i.e., 
10-3

), the IP packet error or loss probability without cell-level FEC policy is larger than 
0.5 even for 10 receivers. On the contrary, with cell-level FEC policy, the IP packet error 
or loss probability is less than 0.05 even for 100 receivers. And, when the cell error or loss 
probability (/3) in data-link segment is w-6

, the IP packet error or loss probability without 
FEC policy is larger than 0.5 for 103 receivers with 160 cells IP packet size. With cell-level 
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FEC policy, the IP packet error or loss probability is less than 10 -s for 103 receivers, and it 
is less than w-2 even for 106 receivers. These results indicate that the sender can take care 
of IP packet retransmission procedure without the intermediate TCP entities between the 
sender and the receivers, when we apply the cell-level FEC policy. Without the cell-level 
FEC policy, the intermediate TCP entities between the sender and. the receivers seems to be 
required. 

7.3 Control Packets 

By the merging of the control packets (i.e. , NACK packets) at the branching point entities, 
the maximum number control packets sent back to the sender process from the down-stream 
entities (i.e., receiver processes) can be reduced dramatically. The maximum number of 
returning control packet from the receiver processes without the NACK packet merging is 
N , that is the number of receiver processes. However, the maximum number of returning 
control packets from the branching point entities (or the receivers processes) is only m , that 
is the number of the corresponding leaf entit ies. 

The required bandwidth for the returning NACK packets from the receiver processes for 
the proposed architecture would be about m/N compared to the required bandwidth without 
the merging of the NACK packets at the branching point entities. m would be decades and 
N would be a large number such as 104

. Then, the required bandwidth for returning NACK 
packets for the proposed architecture is about 1/100 of the required bandwidth without 
control message merging at the branching entities. 

For the reference, lets have a rough evaluation, when the positive acknowledgment policy 
is adopted. The control packet will be small and would be in one or two cells. On the 
contrary, the user packet would be in few hundreds cells. Usually, the control packet from 
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the receiver process is not sent for every received packet, but would be sent, say, one control 
packet for ten received packets. In this case, the required bandwidth for the control packets 
for each receiver process is about 1/1000 of the required bandwidth for the user packets. 
This means that, for 104 receivers, the required bandwidth for the control packets will be 
ten time larger than the required bandwidth for the user packets. On the contrary, the 
required bandwidth for the control packets in the proposed architecture will be about 1/10 
compared to the required bandwidth for the user packets, even when the number of leaf 
entities within the multicast sub-tree is 100. 

7.4 Retransmission Overhead and FEC Overhead 

In this subsection, the transmission overhead in order to provide an error-free packet delivery 
is evaluated. Transmission overhead is the following two factors. 

• FEC code 
In order to perform the cell-level FEC policy, the FEC code is additionally transferred 
from the sender. Transmission overhead due to the cell-level FEC policy is given by 
1/ f. For example, the transmission overhead is 10% for 10 cell size of FEC frame. 

• Retransmission of errored or lost IP packet 
The errored or lost IP packet is subject to retransmission. Since TCP applies the 
go-back-N policy, the IP packets, which are correctly delivered to the receivers, would 
be subject to retransmission. However, in the evaluation, the retransmission of the 
IP packets, which are correctly delivered but are retransmitted due to the go-back-N 
policy, has not been taken into account. This means that the evaluated retransmission 
overhead corresponds to the case where the selective retransmission policy for errored or 
lost IP packet(s) is applied (i.e., IP packet retransmission policy of MTP in RFC1301). 

Figures 7-6 and 7-7 show the transmission overhead in order to provide an error-free 
packet delivery versus the number of receivers N. The diameter of data-link segments dis 
5 and the FEC frame size f is 10 cells. Figure 7-6 is the case where the cell error or loss 
probability at data-link segment fJ is 10-3, and figure 7-7 is the case where fJ is 10-6 . 

When the cell error or loss probability in data-link segment fJ is large (i.e., 10-3), the 
transmission overhead without the cell- level FEC policy is about 100% even for only 10 
receivers with 10 cells sized IP packet. On the contrary, the transmission overhead with the 
cell-level FEC policy can be always about 10%, which is almost same as the overhead due 
to the FEC code, even for 100 receivers with 10 cells sized IP packet. That means that the 
transmission overhead due to the IP packet retransmission can be sufficiently small. When 
the cell error or loss probability in data-link segment fJ is 10-6, the retransmission overhead 
without the FEC policy is about 100% for 104 receivers with 10 cells sized IP packet. This 
means that throughput of this case will be less than 50%. On the contrary, the transmission 
overhead with the cell- level FEC policy can be again always about 10%. This means that 
the transmission overhead due to the IP packet retransmission can be sufficiently small, even 
for 106 receivers. 
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Figure 7-8. Evaluation Model of Link Sharing Effect 

Since the probability of IP packet retransmission is sufficiently small with the cell-level 
FEC policy, we can provide a high throughput IP multicast packet delivery service with 
small latency by applying the cell-level FEC policy. 

7.5 Discussion 

7.5.1 Impact of Data-Link Sharing at Intermediate Links 

The analytical evaluation above corresponds to the case where every IP packet delivery from 
the sender to receivers uses the separate paths. But, in the actual network, some links are 
shared, i.e. , one down-stream IP packet flow will duplicated at the branching points (i.e. , 
intermediate router) . Also, some destinations (i .e., intermediate routers or end-receivers) 
could share the same physical transmission channel (e.g., pt-mpt connection without any 
server, e.g., Ethernet). Here, the number of destinations that shares a physical multicast 
rhannel could be usually less than 100. 

Regarding the former factor, when d = 1, the expected packet error or loss probability 
could be the smallest. Let analyze the following case, shown in figure 7-8. Here, the detailed 
analysis is described in appendix B.4. The i-th (1 ::; i ::; B) intermediate router multicasts 
the received IP packet to n; of destinations (i.e., receivers or intermediate routers). And 
the diameter of data-links between i-th branching point and (i+ 1)-th branching point is d;. 
Here, the first branching point corresponds to the root of multicast tree. 

Then, the packet error or loss probability (Pshare) for sender is given by the following 
equations. Here, Q is the packet error or loss probability for d; diameter's data-links, and r 
is the packet error or Joss probability for a single data-link. 

• Without FEC policy 

Pwofec ~ d X N X M X {3 (1) 

k=B i=k 

Pshare ~ L [dk IT n;J X M/3 (2) 
k=l i::::::l 
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• With FEC policy 

k=B i=k 

Pshore ~ I: [dk II n;] X m' X (f- 1)2(32 

k=l i=l 
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(3) 

(4) 

(5) 

(6) 

The difference is " (I:~~f[dk f1~1 n;] < N X ds)'' of Pshare and "(N x d)" of P wodec and 
Pwfec · 

Here, I:Z~f dk = d and [1~18 n; = N. 

As shown in the previous subsection, the contribution of d to the IP packet error or loss 
probability is small. Therefore, the contribution of data-link sharing in multicast tree could 
be also small as the evaluation results in the previous subsection. 

Regarding the later factor , you can modify the number of receivers in the evaluation re­
sults based on the number of receivers sharing the physical multicast channel, which could be 
from 10 to 100. But, regarding ATM networks, many ATM networks may provide multicast 
service using a multicast server. In this case, the multicast service is provided by a multiple 
point-to-point connections between the server and every client. Therefore, when a multicast 
service is provided by a multicast server in the (ATM-based) data-link segment, the later 
factor is not effective, i.e. , the evaluation in 7.2 could be true for the actual network. 

7.5.2 Impact of FEC Policy for Point-to-Point Communication 

This paper focuses on a multicast communication (pt-mpt) to realize that the cell level FEC 
policy can provide an error-free IP multicast service with a simple architecture. The cell 
level FEC policy could also achieve the benefits for a point-to-point (pt-pt) communication, 
as well as a multicast communication. 

Either(both) when cell loss/error probability is not sufficiently small or(and) when IP 
packet size is large, the FEC policy will yield quite a higher throughput compared to the 
case without the FEC policy. 

The IP packet loss/error probabilities are given by the following equations. 

• Without FEC policy 
Pwofec = 1- (1- q)d (7) 

where., 
q = 1 - (1 - (J)M (8) 

When (3 is sufficiently small (i.e. , (3 « 1.0), Pwofec is almost equivalent to the following 
equation. 

Pwofec ~ d X M X (3 (9) 
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• With FEC policy 

where, 

q 

s 

m' 

Pwfec = 1- (1 - q)d 

1- (1- s)m' 

1 - (1 - f3)U -I) X [1 + (!- 1)/3] 
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(10) 

(11) 
(12) 

(13) 

When f3 is sufficiently small (i.e., /3 ~ 1.0), Pwfec is almost equivalent to the following 
equation. 

(14) 

Figure 7-9 shows the IP packet loss/error probability versus the cell error/loss probability 
of the each data-link segment for a point-to-point communication. Here, the FEC Frame 
size (f) is 10 cells, and the diameter of data-link segment (d) is 5. 

When the IP packet size is large (e.g., 1330cells for 64Kbyte) , the IP packet loss/error 
probability without the FEC policy will be large, that is larger than 0.6% at f3 = 10-6 . Since 
the throughput of TCP will be suddenly degraded around 10-2 -10- 3 , it would be expected 
that we could not obtain a sufficient throughput at TCP level without the FEC policy, when 
IP packet size is large. On the contrary, the IP packet error / loss probability is 2.99 x 10 -s 
at f3 = 10- 6 with t he FEC policy. Therefore, it is expected that we can obtain a sufficient 
throughput with the FEC policy, even for the large sized IP packet. 

When /3, cell loss/error probability in data-link segment, is not small (e.g., w-3), we 
could not obtain a sufficient throughput without the FEC policy. In general, for the large 
error/loss probability in data-link, IP packet size should be small. However, even when the IP 
packet size is 10 cells (for 500byte packet) , the IP packet loss/error probability will be 4.8%. 
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With 4.8% of the IP packet loss/ error probability, it is expected that the throughput at TCP 
level will be poor. On the contrary, with the FEC policy, the IP packet error/loss probability 
will be 2.24 x 10-•. As a result, it is expected that we could obtain a sufficient throughput 
with the FEC policy, even when the cell loss/error probability in data-link segment is not 
small. 

7.5.3 Performance of Cell-level FEC with Correlated Cell Loss 

The analytical evaluation performed above is assuming random cell loss rather than corre­
lated cell losses. There is a concerning that, with a correlated cell losses, the packet error 
probability will increase, compared to with a random cell losses. However, as shown in 
[96-0173], when we use an appropriate size of FEC frame and an appropriate number of 
redundant cells to the user cells, the expected packet error probability will be sufficiently 
small. (96-0173] shows the effectiveness of cell-level FEC for unicast service by a analytical 
evaluation and by a computer simulation. 

The appropriate size of FEC frame and the number of redundant cells for each FEC frame 
depends on network characteristics (i.e. , cell loss characteristics) and on the traffic pattern 
generated by each application. Therefore, these parameters (i.e., FEC frame size and the 
number of redundant cells) will be determined through the actual operation. Fortunately, 
the proposed FEC mechanism in this paper can easily modify these parameters session by 
session. As a result, the proposed cell-level FEC will achieve sufficiently small packet error 
probability even with correlated cell losses. 

7.5.4 Implementation Complexity and Throughput 

The error recovery algorithm of the proposed FEC method in this paper is based on the 
Reed-Solomon erasure code (RSE) , which was originally proposed in (McAuley]. The RSE is 
based on the Reed-Solomon burst error correcting code (RSC) and uses the same polynomial 
division circuit employed by the RSC. The difference between these two code architecture 
is the decoding procedure. The RSC can correct both errors and erasures, but the RSE is 
designed to correct only erasures and to detect errors. Due to dropping error correction in 
the RSE, the required computation at the decoder can be muCh simpler and easier compared 
to the RSC. In the ATM environment, it could be said t hat the RSE has the same error 
characteristics as the RSC has. Regarding error correction for symbol erasures, the error 
correction capability of RSE is the same as RSC. Regarding error correction for symbol 
errors, the RSE can correct a half of erroneous symbols RSC can correct. The detailed 
discussion and evaluation can be found out in [95-1162]. 

As shown in (Tong], we can achieve 320 Mbps throughput encoding and decoding with 
R.SC even with 1990 process. Since RSE requires less amount of gates and memory than RSE 
requires, we could implement the proposed FEC algorithm achieving sufficient throughput 
(i.e. , few hundred Mbps) . 

Implementation through a software solution would also be possible. The throughput 
with software implementation may be less than that with hardware solution. With software 
processing solution, we will be able to achieve more than few Mbps. Actually, for example, 
[Bleszy] shows that ATM protocol (PRY, ATM and AAL)can be processed at 150 Mbps with 
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a conventional software implementation. Even if the throughput with software processing is 
not high (e.g., few hundreds Kbps), the relatively slow error-free multicast channel is still 
very useful for many applications. This is because there will be many applications, that does 
not need such a high throughput error-free multicast service. 

As a result, both cell-level FEC implementations with software and with hardware are 
useful for the applications that use the error-free multicast service. Also, it will be possible 
to achieve sufficient high throughput with a hardware implementation. 
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8 Conclusion 

A framework of IP packet delivery architecture with high throughput and small latency 
using ATM technology in large scaled internets is proposed, while keeping the current subnet 
model. The proposed architecture is solving the two major issues that the Internet/intranet 
using ATM technology has to provide. One is a high throughput router architecture for 
the ATM platform while providing QOS-ed IP packet delivery services, and the other i s a 
architecture to provide a large scale error-free multicast service over the ATM platform. 

eSR (Cell Switch Router) , that has both cell switching fabric and packet switching 
fabric, architecture is proposed to achieve high throughput packet forwarding over the ATM 
platform. The eSR can forward some IP packets cell-by-cell based on VPijVei v-ithout 
examining IP header, rather than the conventional packet-by-packet forwarding. By this 
cut-thru IP packet forwarding, both resource reservation oriented IP packet flows (e.g., IP 
packet flow provided by RSVP) and non resource reservation oriented IP packet flows (i.e., 
best effort service) experience less packet delivery latency and obtain higher throughput , 
compared to the conventional hop-by-hop packet forwarding does. In order to perform 
the cut-thru IP packet forwarding using the cell relaying capability in the router, routers 
exchange the information how the IP packet flows are aggregated into ATM-vee. This 
information exchanging is hop-by-hop base, and the cut-thru decision is a matter of every 
router's local decision. When all routers along the path, that an IP packet Bow takes, perform 
the cell-relaying cut-thru, the soft-state and seamless cell-relaying channel is established to 
get a high throughput IP packet delivery with small latency. With keeping the current 
subnet model, even in the ATM networks, we can obtain soft-state oriented and scaleable 
QOS-ed high speed communication platform. 

Also, a system architecture, that can provide a scaleable error-free multicast service over 
ATM networks, is proposed and evaluated. The proposed architecture is based on soft-state 
management in order to apply to the large scale multicast services. With the architecture 
framework discussed and proposed in this paper, the scaleable and high performed ATM 
platform for IP service (both unicast and multicast services) can be provided. 
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A FEC-SSCS Specification 

A.l FEC Frame Format 

The format of FEC frame, that is actually transmitted from the source entity to the desti­
nation entity is described in Figure A-1. 

The FEC frame has user-data-part and FEC-code-part. Each part has the FEC-frame­
header field. The user-data-part contains the part (or whole) of FEC-SSCS-SDU with the 
attached FEC-frame header field. The FEC-code-part contains the FEC redundant infor­
mation field with the attached header field. 

• user-data field 
The user-data field is used to carry the part (or whole) of FEC-SSCS-SDU. The "n" , 
the length in vertical direction, is determined so as that the length of the vertical 
line in the FEC frame, {(t,l) ,(t,2) ,(t,3), ... (t,n)}, is 46/ a octet. Here, "a" is a integer 
more than zero and it is usually one. In other words, the length of the vertical line 
in FEC frame is usually 48 octet, that is the payload length of AAL5 SAR-PDU. The 
maximum length of horizontal line in the user-data must be less than [2P- q] symbols. 
Here, pis the symbol size in bit, and q is the horizontal length of FEC-code-part (s). 

• FEC redundant data field 
The FEC redundant data field is used to carry the appended data to protect the user­
data field information against bit error and cell loss. The data in FEC redundant 
data field is calculated based on the defined FEC algorithm with the negotiated pa­
rameter (i.e., p and q) . The calculation algorithm of the FEC redundant data vector, 
{(M+l ,t),(M+2,t) , ... (M+S,t)} , is specified based on the Reed-Solomon error recovery 
algorithm. 

• FEC-frame-header field 
The FEC-frame-header field is used to identify the position of missing or errored verti­
cal line associated x-axis and to detect the bit error in each vertical line. The length of 
the FEC-frarne-header is 2 octets in each vertical line. The detailed format and coding 
rule of the FEC-frame-header field is specified below. 

The writing order and the reading order have the same order, to avoid the re-ordering 
procedure at the destination FEC-SSCS entity that causes some processing latency. 

Each horizontal line (i.e. , the horizontal vector) in the user-data-part corresponds the 
user data protected by the FEC redundant information, that located at the same vertical 
position in the FEC-code-part. "m" of symbols { (k,l) ,(k,2), .... (k ,m)} (m::; M) in data-part 
are protected by the "s" of symbols {(k,M+l ), (k,M+2) , ... (k,M+s)} (s::; S) in FEC-code­
part. 

A.2 Format and coding ruie of FEC-frame-header field 

The function of the FEC-frame-header field is as followed . 
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(M+s,2), (M+s,3), ... .. .. . , . ... . ..... (M+s,n+1). 

[ Reading Order ) 
(1 ,1), (1,2). (1,3), (1.4) •. 
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(3,1). (3,2), (3.3), (3,4), .. . . 
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(M+2.1 ), (M+2,2), (M+2,3),.. . •. ... (M+2,n+ l ). 

(M+s, 1), (M+s,2), (M+s,3), ....... ... .. (M+s,n+ l ). 

Figure A-L FEC Frame Format 
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1. Identification of the position of the errored or missing vertical lines, associated with 
horizontal direction. 
In order to recove~ the errored or missing symbols in the user-data-part, the FEC 
algorithm specified in this paper requires the exact position of the vertical line with 
bit error or symbol missing. 

2. Error detection in the vertical line. 
In order to improve the error correction capability by the FEC algorithm, the FEC 
algorithm specified in this draft requires the detection of bit error in the vertical line, 
as well as requires the exact position of the vertical line with bit error. In SLC mode 
operation, this function can be skipped. 

In order to provide the above function, the following field and coding rule is provided. 
All fields exist in each vertical line in the FEC frame. The length of FEC-frame-header field 
of each vertical line is 2 octets. 

1. Sequential Number (S ) field 
The SN field is used to identify the position of the vertical line associated with hor­
izontal direction. When the length of SN field is "q", 2• must be larger than FCPL, 
the number of vertical lines in FEC-code-part. The S of the first vertical line both 
in user-data-part and in FEC-code-part always starts from zero (0). 

2. User/FEO (U/F) field 
The U/F field is used to identify which part, i.e., user-data-part or FEC-code-part, 
the received vertical line belongs to. The U /F field has one bit and takes two values. 
"U" represents user-data-part, and "F" represents FEC-code-part. The /F field in 
user-data-part is always "U", and the U/F field in FEC-code-part is always "F". 

3. Parity (P ) field 
The P field is used to perform the parity check for t he FEC-frame-header field excepting 
the CRC field. The purpose of the P bit is to detect the bit error in the PEG-frame­
header field. The one bit error in the FEC-frame-header field excepting CRC field can 
be detected. 

4. CRC field 
The CRC field is used to detect the bit error in the vertical line. 

In figure A-2 , the format of the FEC-frame-header field and the example of field pattern 
is described. 

A.3 FEC Frame Mapping to CPCS-PDU 

In order to avoid the large padding field in the CPCS-PDU for the transmission of FEC-code 
field , the following FEC frame transmission method is applied. If the FEC frame (will have 
48 octets alignment) is transmitted as a single CPCS-SDU, each CPCS-SDU have 40 octets 
padding field. 
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Figure A-2. FEC-frame-header Field 

First CPCS-SDU user-data-pan (J ) I CPCS trailer I 

i-(~~-SDU IFEC-<:ode-pan (i-1) I user-data-pan (i) jcPCS trailer j 

Last CPCS-SDU I FEC-<:ode-pan (N) I CPCS trailer I 
Figure A-3. FEC Frame and CPCS-SDU 

By the method shown in figure A-3, only the last CPCS-SDU will have a large padding 
field. The padding field length of other CPCS-SDUs depends on the length of user-data­
part, that is generally variable length. The CPCS-SDU, excepting the first and the last 
CPCS-SDU in the burst, includes the i-th user-data-part of the (i-1)-th FEC-code-part. 

A.4 FEC Algorithm 

A.4.1 Symbol Length, FEC-frame Size, and Correction Capability 

In the FEC frame specified above, one Read-Solomon block (RS-block) corresponds to one 
horizontal line. Therefore, the FEC frame has n of RS-blocks. 

The FEC uses a Reed-Solomon (M, M+S) code which is able to correct up to [S/2] errored 
symbols or s erased (missing) symbols. Here, m is equal to or smaller than M, and sis equal 
to or smaller than S. m and s is the number of vertical lines in FEC frame. m is the number 
of vertical lines for data-part, and s is the number of vertical lines for FEC-code-part. m+s 
vertical lines are actually transmitted from the source entity to the destination entity. 

The RS(M, M+S) code can correctly recover the received data when the following equa­
tion is satisfied. 

(15) 

Here, "a" is the number of erased (missing) symbols. And, "b" is the number of errored 
symbols, whose position in the FEC frame is not identified. Since the specified FEC frame 
has the CRC's bit error detection capability in each vertical line, the actual error correction 
capability of the FEC algorithm based on RS(M,M+S) is as followed. 
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a+b~ S (16) 

The symbols in a vertical line are assumed to be erased when bit errors occurred in 
this cell. This means that the erasure mode is used for the correction of dummy symbols 
corresponding to cell loss locations. 

Here, if the total number of vertical lines with bit errors is larger than "s" , then the 
RS-Code may be used for bit error detection in every row of symbols. In this case, the 
FEC frame can be recovered as long as not more than s/2 symbols per row are errored. 
Whether to implement the RS-Code's bit error detection is not mandatory and depends on 
vendor's decision. Also, the receiving entity of FEC-SSCS entity may use the error correction 
capability of CRC-10 to correct a single bit error per cell. 

Reed-Solomon codes to be used are built over Galois Field (2N), and the generator 
polynomial G(X) is given by : 

S-1 

G(X) = IT (X - ci+k) (17) 
i=O 

where a is a root of the primitive polynomial, N is the size of symbol in bits, and k is 
the base exponent of the generator polynomial. 

Since the symbol length is determined by (i) feasibility of implementation, and (ii) the 
allowable maximum number of (m+s). From the view point of implementation feasibility, 
the symbol length should be 4 bits, 8 bits, 16 bits, 32 bits and 64 bits. The allowable 
maximum number of symbols in RS-block is given by 2N- 1. Here, N is the symbol length 
in bit. For the current IP (IPv4), 4 bits symbol or 8 bit symbol would be preferable. For 
an native ATM environment, 8 bit symbol or 16 bit symbol would be preferable. 16 bits 
symbol can cover the maximum SDU size of AAL type 5 by the single FEC frame. And, 8 
bits symbol can cover the default MTU for ATM by the single FEC frame. 

A.4.2 Calculation of FEC Redundant Symbols 

The FEC redundant symbols are calculated by the specified generator polynomial and user­
data symbols. 

• Generator Polynomial : G(X) 

• RS-block: {C[[M + S -1], C[M + S- 2], ..... C[S], C[S -1], .... C[l], C[O]} 

• User-data: {U[m], U[m- 1] , ..... U[1]} 

• FEC-data: {F[s -1], F[s- 2] , ... F[O]} 

The transmitted data is User-data {U[m], U[m- 1], ..... U[1]} and FEC-data {F[s-
1], F[s- 2] , ... F[O]}. m is smaller than or equal to M, and s is smaller than or equal to 
S. 

C[M + s- i](1 ::;: i::;: M) is give by the following equation. 
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C[M _ .
1 
_ { U[m- i + 1] (1 ~ i ~ m) 

+ 5 ~ - P (m < i ~ M) (18) 

Here, symbol P is pre-determined symbol, that is shared between the source and desti­
nation FEC-SSCS entities. The symbols C[i](m < i :":: M) are only used for the calculation 
of FEC-data, and they are not t ransmitted to the destination FEC-SSCS entity. 

{ C[S- 1], C[S- 2], ... C[O]} is given by the following equation. 

M(X) xX5 = Q(X) x G(X) + C[S-1] xx5
-

1 +C[S-2] xX5 - 2 + .... C[1] xX +C[OJ (19) 

Here, 

M(X) = C[M + S- 1] x xM-l + C[M + S - 2] x XM- 2 + .... C[S + 1] x X+ C[SJ (20) 

F[i] (0 :":: i :":: s -1) is give by the following equation. 

F[s- i] = C[S- i](1 :":: i ~ s) (21) 

A.4.3 FEC Error Recovery Algorithm 

The correct symbols are obtained by the following equation, when the received symbol 
vector is {R[m + s -l],R[m + s- 2], ... R[s],R[s- 1J, .. . R[l], R(O]}. The received symbol 
vector have missing symbols and symbols with bit errors. The positions of missing symbols 
and symbols with bit errors can be identified by the sequence number (SN). Here, the 
errored/missing symbols in user-data part is represented by {EU[l], EU[2], ... EU[q]} (1 ::; 
q ~ m) , and the erroredfmissing/un-transmitted symbols in FEC-code part is represented 
by {EF[l], EF[2], ... EF[r]} (S- s ~ r ~ S). EF[i] (1 :":: i :":: S - s) is the symbol in FEC­
code part , that is not actually transmitted from the source entity, and EF[i] (S- s::; i::; r ) 
is the symbols in FEC-code part, that is errored/missed during cell transmission. 

The symbols in FEC-code part, that is not actually transmitted from the source entity, 
EF[i] (1 :":: i ::; S- s) are assumed as the missing/errored symbols in FEC error recovery 
algorithm. FEC error recovery algorithm is not triggered when there is no errored/rnissing 
symbols in user-data part , even when there is errored/missing/ un-transmitted symbol in 
FEC-code part. 

When q + r is equal to or smaller than S, the errored user date {EU(l], EU[2], ... EU[q]} 
can be correctly recovered. The errored/missing symbols, R[x,] (1 ::; i :":: q + r), are the 
un-known variables, and they are obtained by the following equation. 

R(X ) = Q(X) x G(X) (22) 

Here, 

m M s S 

R(X) = "L:R[m+s-i]xx-''"+S-i+ L PxxM+S-i_LR[s-i]xx5-i_ L EF[i-s]xxs-i 
i=l i=m+l i=l i;:;s+ l 

(23) 
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The generator polynomial (G(X)) and the pre-determined symbol (P) are shared between 
source and destination FEC-SSCS entities. Since the G(X) has "S" independent solutions, 
{a[l], a[2], ... a[S]}, the following" S" equations are obtained. 

R(a[i]) = 0 (24) 

where, G(a[i]) = 0 (1 :S: i :S: s). 
Since the length of user is inclicated by LI (Length Indicator) in the CPCS-trailer, the 

destination FEC-SSCS entity can identify the originally transmitted user-data 
{U[m], U[m- 1], .. .U[l]} (m:::; M). 
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B IP Packet Error or Loss Probability 

B.l IP Packet Error or Loss Probability without FEC 

The following is the parameters to evaluate the IP packet error or loss probability without 
the FEC policy. 

• 12 data-unit error or loss probability in data-link segment : f3 
(corresponding to Cell Loss Ratio in ATM network) 

• Diameter of data-link segments : d 

• Number of 12 data-unit's in one IP packet : M units 
(in ATM networks, it isM cells) 

• Number of receivers : N 

• Packet error or loss probability in data-link : q 

• Packet error or loss probability for receiver : p 

• Packet error or loss probability for sender : Pwofec 

The packet error or loss probability in data-link (q) is given by the following equation, 
when the cell error or loss is occurred in random with the probability {3. 

q = 1- (1- jJ )M (25) 

Then, the packet error or loss probability for sender (P wofee) is given by the following 
equation. 

Pwofec = 1- (1- p)N (26) 

When f3 is sufficiently small (i.e., f3 « 1.0) , the equations are almost equivalent to the 
followings. 

q ~ Mx/3 

p ~ dxMxjJ 

Pwofee ~ N X d X M X {3 

B.2 IP Packet Error or Loss Probability with FEC 

(27) 
(28) 
(29) 

The FEC capability is indicated by"!" . This means that when the error or loss L2-data-units 
within f L2-data-units (called as FEC-Frame) is less than two, the IP packet is correctly 
transferred. 

Therefore, the error or loss probability of FEC-Frame, "s", is given by the following 
equation. 
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s 1 - [(1- (3)1 + f X (3(1- (3)U- 1)j 

1- (1- (3)(!-l) X (1- (3 + f(3) 

1 - (1- (3)<1-l) X [1 + (!- 1)(3j 
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(30) 
(31) 
(32) 

Let m' is IM/fl, which corresponds to the number of FEC-Frames in one IP packet. 
Then, q, p and Pwlec are given by the following equations. Here, Pwlec is the packet error or 
loss probability for sender, when FEC policy is applied to. 

q 

p 

Pwlec 

1- (1- s)m' 

1- (1- q)d 

1- (1- p)N 

(33) 
(34) 
(35) 

When (3 is sufficiently small (i.e., (3 « 1.0) , the equations are almost equivalent to the 
followings. 

s ~ (!- 1)2 X (32 (36) 
q ~ m' X (!- 1)2 X (32 (37) 
p ~ d X m' X (!- 1)2(32 (38) 

Pwlec ~ N x d x m' x (!- 1)2(32 (39) 

Therefore, the packet error or loss probability (Pwlec) will be about (! - 1) x j3 times 
compared to Pwolec• that is for without FEC policy. 

Pwlec ~ (!- 1) X (3 X Pwolec (40) 

B.3 Re-transmission Overhead to Provide Error-Free Delivery 

Wnen the packet error or loss probability at sender is P , the probability (a:k), that IP 
packet is successfully transferred by the k-th packet transmission (excluding first IP packet 
transmission), is given by the following equation. 

p X p (k-1)(1- P) 

(1-P)Pk 

Then , the expected re-transmission number (R) is given by the following equation. 

R 

(41) 
(42) 

(43) 
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B.4 Impact of Data-Link Sharing at Intermediate Links 
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(44) 

(45) 

(46) 
(47) 

The evaluation model is shown in figure 16. The packet error or loss probability (Pshare) for 
the sender is given by the following equation. Here, Q is the packet error or loss probability 
for the d; diameter's data-links, and r is the packet error or loss probability for a single 
data-link segment. 

k=B . k 

Pshar• = II {1- (1- Qk)D:~. "'} 
k=l 

Here, 

r = 1- (1 - f3)M (for without FEC) 
r 1- (1- s)m' (for with FEC) 
S 1- (1- {3)(1-l) X [1 + (j- 1)(3] 

(48) 

(49) 

(50) 
(51) 
(52) 

When, f3 is sufficiently small (/3 « 1.0), the above equations can be almost equivalent to 
the followings. 

k=B i=k 

Pshare ~ I; {Qk II n;} (53) 
k=l t:::l 

k=B i=k 
~ I; {r x dk x II n;} (54) 

k=l i::;l 

Here, 

Qk ~ dk x r (55) 
.,. ~ M/3 (for without FEC) (56) 
.,. ~ m' x s (for with FEC) (57) 
s ~ (j- 1)2 X (32 (58) 
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Then, 

k=B i=k 

Pshare ~ I: {dk II n;}M,B (for without FEC) 
k=l i=l 
k=:B i=k 

Pshare ~ I: {dk II n;}m'(f -1) 2,82 (for with FEC) 
k=l i=1 

Now, let compare with the evaluation in B.l and B.2. 

• Without FEC policy 

Pwofec ~ d X N X M X ,B 

k=B i=k 

Pshare ~ I: {dk II n;} X M,B 
k=l i=-1 

< d8 x N x M x ,B 

• With FEC policy 

k=B i=k 

Pshare "" :l: [dk II n;J X m' X(! -1) 2,82 

k=l i=l 

< da X N X m' X(! -1) 2,82 
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(59) 

(60) 

(61) 

(62) 

(63) 

(64) 

(65) 

(66) 
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- AAL: ATM Adaptation Layer 
- ABR: Available Bit Rate 
- ACK : Acknowledgment 
- ARP : Address Resolution Protocol 
- ATM : Asynchronous Transfer Mode 
- BER : Bit Error Ratio 
- BGP : Border Gateway Protocol 
- BISDN : Broadband Integrated Digital Service Network 
- BT : Burst Tolerance 
- CAC : Connection Admission Control 
- CBR : Constant Bit Rate 
- CBT : Core Base Tree 
- CDV : Cell Delay Variation 
- CDVT : CDV Tolerance 
- CIDR: Classless Inter-Domain Routing 
- CLNP : ConnectionLess Network Protocol 
- CLP : Cell Loss Priority 
- CLPF : CLassical Packet Forwarding 
- CLR : Cell Loss Ratio 
- CLS : ConnectionLess Server 
- CPN : Customer Premises Network 
- CPCS : Common Part Convergence Sub-layer 
- CSR : Cell Switch Router 
- CTD : Cell Transfer Delay 
- DNS :Domain Name Server 
- ERD : Early Random Discarding 
- FANP : Flow Attribute Notification Protocol 
- FEC : Forward Error Correction 
- FDDI :Fiber Distributed Data Interface 
- FFOL : FDDI Flow On LA 
- FIFO : First In First Out 
- HOL : Head of Line 
- ICMP : Internet Control and Management Protocol 
- IETF : Internet Engineering Task Force 
- IGMP : Internet Group Management Protocol 
- IGP : Interior Gateway Protocol 
- IHI : Internet Header Length 
- ION : IP Over NBMA 
- IP : Internet Protocol 
- IPv4 : Internet Protocol version 4 
- IPv6 : Internet Protocol version 6 
- IPX : Internet Packet eXchange 
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- ISP : Internet Service Provider 
- ITU-T : International Telecommunication Union- Telecommunication 

Standardization Sector 
- LAN : Local Area Network 
- LIS : Logical IP Subnet 
- LLC : Logical Link Control 
- LSTL : Label Switch with Transparent Links 
- LMME: Local multicast membership management entity 
- MAC : Media Access Control 
- M-Bone : Multicast Back-Bone 
- MCR : Minimum Cell Rate 
- MTP : Multicast Transport Protocol 
- MTU: Ma.ximum Transfer Unit 
- NACK: Negative Acknowledgment 
- NBMA : on-Broadcast Multiple Access 
- NHRP : Next Hop Resolution Protocol 
- NSAP : Network Service Access Point 
- OSI : Open System Interconnection 
- OSPF : Open Shortest Path First 
- PCR : Peak Cell Rate 
- PDU : Protocol Data Unit 
- PDV : Packet Delay Variance 
- PIM : Protovol Independent Multicast 
- P-1\'NI : Private Network to etwork Interface 
- PPD : Partial Packet Discarding 
- PPP : Point to Point Protocol 
- PVC : Permanent VC 
- QOS : Quality of Service 
- RICS : Router Interconnection by Cell Switch 
- RFC : Request for Comments 
- ROLC : Routing Over Large Cloud 
- R-spec. : Reservation specification 
- RSVP : resource ReSerVation Protocol 
- RTP : Realtime Transmission Protocol 
- SAP : Service Access Point 
- SCPF : Short-Cut Path Forwarding 
- SAR : Segmentation and Reassembly 
- SCR : Sustainable Cell Rate 
- SDU : Service Data Unit 
- S AP: SubNetwork Attachment Point 
- SONET : Synchronous Optical NETwork 
- SSCS : Service Specific Convergence Sub-layer 
- SRM : Scaleable Reliable Multicast 
- STM : Synchronous Transfer Mode 
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- ST-U : STream Protocol version 2 
- SVC : Switched VC 
- TCP : Transmission Control Protocol 
- T -spec. : Traffic specification 
- TIL : Time To Live 
- UBR : Un-specified Bit Rate 
- UDP : User Datagram Protocol 
- UNI : User Network Interface 
- UPC : Usage Parameter Control 
- VBR : Variable Bit Rate 
- VCC : Virtual Channel Connection 
- VCI : Virtual Connection Identifier 
- VPI : Virtual Path Identifier 
- VP : Virtual Private Network 
- WAN : Wide Area Network 
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