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Abstract 

Four-di mensional va ri ati om1l as~imilu tiun (40- Var) is one of the advanced daw assimi lation 

methods to which cons iderab le auention has been paid in recent yea rs. However, the appl ication of 

-+0-Var to the tropical atmosphe re has not been much examined due to the difficulty assoc iated 

with mo ist processes that is e~sential for the tropica l atmosphere. This is because parametenLation 

schemes of the moist processes in atmospheric model> are hig hl y nonli near and often include 

several d isconti nuities. which degrade the efficiency of commonly used minimization algorithms. 

This puper in ves ti ga tes the feasibility of 4 0-Var fo r the tropica l atmosphere by removing 

several di scontinuities from the mo ist proces:,c-; and by inc luding n penalty te rm for controlling 

gravity wave level in the anal ys is. The im pact of assimilat ing prec ipitation data . which is c losely 

re lated to the mois t processes . wi th 40-Var on the tropica l analysis is also examined. The cost 

function consists of a disc repancy term between model and observations and the penalty term. and 

does not include a backgrou nd term for s implic ity. Phys ics of the adjoi nt model that i backwa rd 

integrated for calculating the grad ient of the cos t fun c tion inc ludes moist processes, hori zontal 

diffusion, and simplified surface friction only . 

A co iLtmn model ass imilation experiment is ca rTied out us ing s imulated data to examine the 

impact of rile remo val of discontinuities from the moist processes. Then a g lobal primitive-equation 

mode l with the smoothed moist processes is used to in ves ti gate the effect of the penalty term for 

accelemting convergence of 40-Var with the moist processes inc luded. In this experiment, the true 

state and obse rvation · are provided by the ful l-phys ics model. while the assimilation model (fon ard 

model) and the co rresponding adjo int mode l use the above-ment ioned reduced physics. An idealized 

obse rvario n network that is sparse in the tropics and the Southern Hemisphe re is adopted to roughl y 

simulate the rea l observation network. Fina lly, in order to eva luate the overa ll feas ibility of 4 0 -Var 

in the tropics, real observational data are as>.imi lated with the g lobal model. The radiosonde data 

ove r the g lobe and Spec ial Sensor M ic rowave Image r (S SM/ I) prec ipitat ion rate data over the 

trop ical oc<::ans are a>s imilated for the peri od 0- 12 UTC 22 August l992. The ass imi lation model 

is the ful l-phys ics model and the adjoi nt mode l uses the reduced phys ics. 

lt is found that 40-Var for the tropical atmosp here is feas ible if the fol lowi ng three procedures 

are adopted: the appropriate control of gravi ty ' uve leve l. the removal of zeroth-order d iscontinuities 

from parameterization schemes of the mois t processes. and the use o f a higher-order interpol arion 
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operator for prectpitation field when assimilating precipitation data. These procedures are helpful to 

improve the convergence performance ol' -+D-Varin \\ htch the adjoint model includes moi. t processes. 

40-Var using the adjoint model which lacks the moist processes produces a poor analysis in the 

tropic even if the l'tdl-phy-.ics model is used us the assimilalion model . lnc!u,ion lll' the moiM 

processes in the adjoull model leads to a better precipitation analysi~ even without assimilating 

precipitntion d;nu. although convergence is slightly decelerated by including the moist proce ses. 

The impact or assimilating SSM/I rrecipitation rates on the precipitation nnulysi'> i. not 

confined to near SSM/I observation times , but sp reads over the whole assimilation window. [ts 

impact on the precipitable water analysis over the tropical oceans is positive but marginal , suggesting 

the necessity or ass imilating SSM!! precipitable water data for a better moisture analysis. Assimilation 

of the SSM!l precipitati n rates improves the precipitation forecast over the tropical oceans. 
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l. Introduction 

The concept of !'our-dimensional data assimi lati on w~J.> first introduced to numerical weather 

prediction (NWP) by Charney e t a!. ( 1969) in order to utilize incomplete hi storical data to infer the 

pr.:sent ·tme of the atrno.~p he re. The information contained in the past observation, th, 1 are distributed 

inhomogeniously in s pace and time is transferred to th~ preoent time by using a num.erical model , 

and it is blended with the present observations to yield an opti mal es timate of srate vat'iables of the 

present atmosphere . The product of four-dimensional da tu assimi lation is call ed the analy ·i,. T he 

accu racy of analys is in data-void or spar ·e reg ions strongly depends on ass imilation met hods and 

performance of the model. Four-d imens ional data assimilation is he reafte r s imply refe rred to a 

data ass imil ation ro avoid confusion with the fo ur-dimensional varia ti ona l assimilation (40-Var) 

me thod that is the subject of the present study. 

Several methods for data ass imilation have been proposed and inves ti ga ted (Daley, 1991 ). In 

the direct inse rtion method. the model is integ rated forward in time as observations a re in se rted at 

observation times. In the nudging method , nudging terms that force the model trajecto ,·y to get close 

to observations are added to the right-hand side of model prediction equa ti ons and time integ ration 

of the model is carried out. These methods have a couple of defi c ienc ies. First , observario n errors 

are not appropriately taken into account. This means that these methods are incapable of providing 

ana lysis error, which is necessa ry for cons tructing initial penurbmions for ensemble prediction. 

Second, observational data for a variable diffe rent from mode l stare variables can not be directly 

as imilated. and convers ion of rhe observational data into model state variables by us ing limited 

in forma ti on is required prior to ass imilat ion . The assimilat ion me th od that had been widely used in 

NWP centers umil recently is intermittent data assimi lation with the multivariate optimal inte rpol ation 

(0 1) method. The OI me thod yields analysi s by raking a weighting <werage of obse rvations and 

short-range forecast with we ights based on obse rvation error and short-range foreca t error. Since 

thi s method is based on the estimation theory , the firs t defic iency of the previous two methods is 

alleviated, but it is still not free from the second deficiency due lO its methodo logy. Thi s method 

ha · another difficulty in appropriately assimilating asy nopti c observations such as polar-orbiting 

satellite data, because it as imilates observations intermitte ntly such as at 6-hour intervals. Recentl y. 

NWP centers are adopting advanced data ass imilation me thods suc h as the three-dimensional 

variationa l assim ilation (3D-Var) method and the 40-Var method. 30-Var is capable of directly 
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assimilating observation' for a vunabk different from model state van able>. and -lD- Var, in addition 

to that, can appropriately as~irni l ates :Jo.ynoptic observations. 

Considerable attention has been paid to -lD-Var in the NWP commun ity in recent years. It is a 

compr·ehen,ive mu ltivariate analy;,is technique usi ng model dynamics. and impmes no limiwtion 

on the type o r data to be assimilated. This procedu re gives the maximum likelihood est imate ot.the 

<Hmosphcric ,tate under certain conditio ns. I though the potential usefulne;,., or variatinna l approach 

for data a~simi l mion was pointed out ve ry earl by Sasaki ( 1970), its heavy demands upon computer 

re;ources had pre e nted 4 0 - Var from be ing wide ly investigated unti l recently. Theoretical aspects 

of 40-Var· were presented by Le Dimct and Talagrand ( 1986) and Talagrand and Courti er ( 19 7). 

4 0 -Var seeks the model trajectory in phase space that minimizes the difference b tween model and 

observations over a certa in time interval. This d iffere nce is measured by a cost function, and an 

adjoint model that is the adjo int of the tangent linear ver· ion of the mod.: l i ~ needed to search for 

the minimum of the co~ t function. Severa l 40-Var expe riments with dry-adiabatic models have 

shown its advantages aga inst the conventional Ol method. For instance, expe riments excLuding data 

over an area wi th a strong barocl in ic development showed that the information contained in the 

dynamics or the mode l is used successful ly in the analysis over this area (Thepaut et al., 1993a). 

The impact of sur face data. such as ERS-1 C-band meusure me nts of backscatter. in 4 0 -Var is not 

confi.ned to the su rface and ba lanced ana lysis inc rements are obta ined (Thepaut et al.. I 993b). 

Andersson e t al. ( l994) showed that4D- Var can extract wi nd information from the TOYS humidity 

channel that is one of the cloud-cleared radiance data. Their study also demo n. trated the abil ity or 

40-Var to generate now de pendent and barocl inic structure functions in meteoro logical data analysis. 

40-Var is e. pecially suitable for data anal ysis for the tropical atmosphere. The major advantage 

of 4 0 -Varin the tropics is the use of full model dynamics to ass imilate observational data. Geostrophic 

balance is not a reaso nable approximation fo r the flow in synopti c-sca le tropical sy terns. As a 

result, it is diffic ult to improve the wind analysis f rom temperature observat ions and vice ver·sa in 

conventional Ol procedures. The geopotential and wind fi e lds are usuall y analyzed univariately in 

the trop ics. A more approp riate balance relationship for tropical multi va ri ate data ana lysis can be 

derived under certain condit ions. A scale analysis of synoptic-scale c irculatio ns in which th.e verti cal 

scale is comparable to the scale height of the atmosphere shows that in the absence of condensation 

heati ng or precipitating system> the llow in the tro pics is near ly no nJi vergt:nt (Ho lto n, 1991). 
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Ab,olutc vonicity is npproximate ly con~er ed following the nondrvcrgent wind. and the followrng 

diagnostic relat ionship between the geopotcntia l ct> and stream function 'Jl can be derived rrom the 

divergence equation: 

(I) 

where f is the Cor·io li s parameter. V the horizontal gradient operator. and V' the horizont<tl 

Lapi<Jcian operator·. This nonlinear balance equation can be introduced as a weak constraint in 

3 0 -Var· procedures. For synoptic- cale precipitating system~ in th~ tropics, however. the average 

ver-tical motion i' an order of magnitude larger than the vertical motion in non-precipitating are11s. 

Conseque ntl y. the flow in these sys tems has a relati ve ly large divergen t component so that the 

barotropic vo rtic ity equati on is no longer a good approximation. T hc: pri miti ve eq uat ions must be 

appl ied to ana lyze the fl ow. O I and 3 0 -Var procedures face an in trinsic limitation For this pu rpose. 

4 0 -Vur uses the primitive equations to assimilate observational data and, therefore, is quite arpropriate 

for tropical data ass imilation. 

In order to improve NWP in the tropics, Kri shnamurti e t al. ( 1984) introduced the concep t of 

physical ini tialization. Physica l initiali zation modifies an analysis by usi ng prec ipitation data which 

are provided by rain gauge and meteorologica l radars, or e timated fr m Special Se nso r 

Mi crowave/ Imager (SS M/I) and infrared ( lR) observa ti ons by sate! I ites. In their revised physical 

initial izat ion procedure (Krishnamuni et al., l99 1, 1993, 1994) outgoing Jongwave radiation (OLR) 

measu red by polar-orb iting satellites is also U!;ed tore tructure the moisture fie ld. Fu rther·more. the 

temperature and moisture at the top of the constant flu x layer are modified so that the parameteri zed 

sur·face flux es are consistent with observed prec ipitation data. They demon ·trated that the procedure 

leads to a s ignificant reduc ti on in the spin-up time and improves the kill of sho rt-range forecasts. A 

variety of algorithms t·or physical initiali zat ion have been proposed by several othe r authors (e.g., 

Pur·i and Miller. 1. 990: Heckle y et a l. , 1990; Davidson and Pur i, 1992; Aonashi, 1993: Chang and 

Holt. 1994; Manobianco et al.. 1994; Kasahara et al., 1994 , I. 996. Kusahara and Mizzi. l996: Peng 

and Chnng , !996. 1997; Aonashi et al.. 1997). The success of physica l initialization provides 

promise for assimilati ng precipi tation data in the tropics. 

40-Var is capable of ass imilating precipitation data in a straigh tforward way. provided that 

3 
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th<.: a~similation model and the co rrespondmg udjomt model include a Lrealln~ nt o r moist proces;es. 

Zupanski and Mesingcr ( 1995) carried out +D-Var of [Jrecipit:uion data for the first time u,ing a 

midiJUtude regional mode l. Their 40- Var procedure outperformed an Ol method with a considerab le 

impro,·cment not onl v in the precipitation foreca't blll also in the forecast of o ther variables. A 

rainfall assimil ation with +D-Var using a limited-area rnesosca le model was also tri ed by Zou and 

Kuo ( 1996). One of the major advantages or +D- Var ove r phy;,ical initialization is that 40-Var uses 

the full model dynamics tO adj ust the model variables to the observed precipitation. This is the most 

appropriate constraint for data n..ss imilation. On the o ther hand . physical initialization directl y mocl ifie,; 

some of the mode l variables in a column model framework us ing reverse parameterizatio n scheme,; 

o r minimization procedures ubject to ce rtain constraint. . and then applies a mtdging technique o r 

diabatic nonlinear normal mode initializati n ro adjust the other variable . . Some physical initiali za tion 

pro edures use even a prescribed vertical heating prorile ro adjust model variable to ob>er·ved 

preci pita tion rates. The second advantage of 40-Var over phys ical initialization is that 40-Var 

assimilate prec ipita ti on data with the other conventional daw imultaneous ly. It allows interacti ons 

with o the r observati ons, leading to an opt imal usage or observatio nal data. Precip itation data errors 

also can be correctly handled in 40-Var. Knowledge of observation errors is necessary for op timizing 

data ass imilation procedures. Physical initiali zation assimilates precipitation data independently of 

conventional data , thus mak ing it difficult ro utilize precipitation clara errors . The third advantage is 

that 40-Var does not requ ire synthesizing precip itation data from othe r observations. Precip itation 

rates retrieved from the SSM/1 instrument are more accurate than those retrieved from fR radiometers, 

but the tempo ral reso lution of the SSM/1 from polar-orbiting satellite is much coarser (twice a day) 

than that of the JR radio meters on geostat ionary satel lite:<. Manobianco et al. ( 1994) ynthesized 

SSM/I and IR satel lite data to yie ld precipitation estimates wi th reali s tic spatial and temporal 

truc ture fo r use in their phys ical initialization procedure. This type of synthesizing .i s unnecessary 

in +D- Var procedures. 

Application of 40- ar to the tropical atmosp l1ere has not been well examined in s pite of the 

abo e mentioned advantages. Thi is because there is a difficulty in applying 40-Var to tropical 

data anal ys is. In contrast to the extrat ropical atmosphere. cumulus convection plays a essential role 

in determining !urge-scale atmospheric c irculation in the tropics. This property makes it important 

to include the parameterization of cumulus convection in 40- Var. Since phy icul proce ses are far 
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more nonlinear than dynamical processes. the tangent linear approxtmation i> less ,a lid for a model 

with phy,ical processes than for· the same model without phy~ical pmce:ses. In part icu lar. threshold 

processes in pa rameteri zation ·chcmes make a cost function di>cominuous (zeroth-order discontin uity) 

o r nonclillerentiable (first-o rder discontinuity). A ze roth (firs t)-order eli ·cominuity in prediction 

eq uations introduces a ze roth (lirsl) -o rder discontinuity in the cos t function. Although one of the 

;ubgrudie nts of a nonsmooth co;t function can be ca lc ul ated using the adjoint model, ,rnooth 

minimization methods may fail to reach the minimum or the cost fun ction. In a .< mooth optimization 

algorithm. one may replace the cost function at a cenain point by a qu adratic or cubic model and 

minimize these mode ls. ObviouEiy these models no longe r provide a n e rri cienL approx imation of 

the function at a nonclifferentiable or di scontinuous point. Another problem is that an implementab le 

te rmination rule of iteration is not easily applied in nons mooth opt imization. Furthermore. if the 

minimum of th<: cos t function is located at a point of discontinuity, the accuracy of result depends 

upon whether the algorithm terminated with a point on the same bra nc h as that the minimum 

belongs to. Several effi cient algori thms for nonsmooth optimizat ion have been proposed, such as 

the bundle methods . the SDG algorithms, and the r-algorithms ( L~ma rec hal and Mirtlin . 1978; 

Shor. 1985). But their computational cos ts are stil l much higher than seve ral me thods for smooth 

oprimizat.ioo. 

From a prac tical point of view, the effects of di scontinuities in c umulus convecti on sche me> 

on variational clara ass imilation might be s mall compared ro other e ffec ts because of local character 

of convection. In fact. Zou et al. ( 1993b) showed negligible effects of di scontinuity in their variational 

data ass imilation using a g loba l model that include a modified Kuo cumulus convection scl1eme. 

However, since cumu lus convection plays a major role in the tropical c irc ulation. el i. continuities in 

moist proces ·es may resu lt in serious diffi.culties in variational darn as. imila ti on in the tropics. 

According to Vukicevic and Errico ( 1993), s ignificant linearization e rrors may be expected in 

regions where trans itions between convective and nonconvective condit ion s <~re t·reque nt. They 

showed using a two-d imensional kinematic microphys ical model that a smooth optimizati on algorithm 

did not converge when a zeroth-order di scontinuity was included in the prediction equation·. They 

demonstrated that a sp line interpolmion over a wide interval spanning the di con tinuity works well 

to alleviate thi difficulty. D. Zupn.ns k.i ( 1993) found that discontinuities in the Betts-Miller cumu lus 

convection scheme have the most erious effect in lower layers. and modified the scheme to render 

5 
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it more continuou, for variationa l data assimilation . Altho ugh the tho>e autho r~ have s h wn the 

feasibi lity of 4 0 -Var with moist processes included. the ir as. imilation e1lpe riments were perfo rmed 

primilrily fo r the ex tratropics. 

Thi s paper inves ugntes the feasibility of -+D- Var fo r the tropical a tmosphere by removing 

~everu l types of zero th-order di,continuity from the moist pmcesses <tncl by including a penalty 

term fo r contro lling gravity wave leve l in the analysis. The impact of assimi la ting precipitation 

<.lata. ' hich i> c lose ly r·elated to the moist proccs;.e.;, with 4 0 -Varon the tropical analys is i• also 

examined. The cos t func tion con iSL'> of a disc repancy te rm betwee n model and obse rvat ions anu 

the penalty term. and does no t include the bac kground term that measures the diffe re nce From first 

gue,s. Physics of the adjoim mode l includes mo i, t proces. es, horizontal diffusion, and s implified 

surface friction only _ This package of physics is hereafter re ferred to as the reduced physics. 

Preconditioning and mode l sy te matic error co rrec tion are desirable for fas te r convergence and 

better quality of ana lysis . but these procedures are no t introduced in the present s tudy for the sake 

of simplic ity. 

Three \'aria tional da ta assimilation experiments are carried out. Prior to perform ass imilation 

experiment s with a three-dimens ional model. a variational data as imi lar:ion expe rime nt with a 

column mode l is carried out using simulated data to exJmine the impact of the removal of discontinuities 

from the pa rameteri zations o f moist processes . This experiment is hereafter referred to as the 

co lumn model experi ment. In thi s column model expe riment. res ults obtained by u-; ing the continuous 

parameterization package are compared with those using the disconrinuou one to assess the influe nce 

of di scontinuities in parameterization schemes. The experime nt will a lso give ins ight into rhe 

irnp,tc t of a similating precipitation data on rrop ica l analysis. 

Then a g lobal primitive-equation model with the smoothed moist processes is used to investigate 

the e ffec t of the penally term for acce lerating convergence of -+D- Var. The model used i a low-

resolution vers ion of the Florida State Uni ve rsity g lobal spectral mode l (FS U-GSM) . In thi s 

ex pe rime nt, the true state and observations are provided by the full-physics modeL while the 

a ·s imilation model (forward model ) and the corresponding adjoint model use the abo ve mentioned 

reduced physics. Since overly optimistic results wil l be obtained if the same m del is used to both 

generate and ass imilate the simulated data. a different model is used fo r assimilating the imulated 

data. An idea lized observation ne twork that is sparse in the tropics and the Somhern Hemisphere i 
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adopted to roughly ·imulate the real observation netwo rk. Thi" expcrrment is hereafter referred to 

us the simu lated data experiment. It wi ll dcmon~trate the im portance of moist proces-;es in the 

tropica l data assimilation and the effect or the penalty term for increas1ng the efficiency of -.10-Var 

with moist processes inc luded . Since a reliable estimate or prec ipitation in the g lobal tropics is 

d ilTicult, such a s imul ated data approach is suit:1ble as a first step. A serious prob lem in this 

approach is that the parameterization schemes ot' moist processes are regarded as perfect. Thi~ 

assumption is unreali stic and , so. care should be taken in interpreting results From the experiment. 

Finally, in order to eva luate the ove rall feasibility of 40-Var in the trop ics, real observational 

data are assimilated with the FSU-GS M. Rad iosonde data are major ob ·erva ti onal data even in the 

tropi cs. Fo r the purpose of demon<>tnlling the advantages of 40- Var. as · imilation of asynopuc 

sate llite data s uch as the SSM/I est imates for prec ipitation rates is more app ropri ate than assimilation 

of sy no ptic sateUite data s uc h as IR estimates from geostationary sa te llit es. Therefore. in thi s 

experiment, the radiosonde data over the globe and SSM/T precipitation rate data ove r the tropical 

ocean> are ass imilated for the period 0- 12 UTC 22 August 1992. Since real da ta is assimilmed. the 

full-phy ics model s is used as the assimilation mode l, while the adjoint mode l incl udes the redu ce<.! 

physics only. So the two models are not mathemutically cons istent. Development of an adjoint 

mode l with full physics, which is consistent with the assimi lation model , is left for the future work. 

This C1lperiment is herea fter referred to as the real data experiment, in which sen,i ti vit ies of rhe 

conve rge nce performance of 40- Var to the s ize of the penalty term_ the smoothne s o r mois t 

processes. and horizonta l interpolation methods for model precip itation are examined. Results from 

the rea l data experiment confirm the conc lu;ion,; of the pre vious two e.xperimen ts. 'ore that d irect 

ass imilation of SSM/I measurements of microwave brightness temperature may be better than 

assimilating precipitation rates reLrieved from SSM/T brightne s temperatures. However. the direct 

assim ilation requir·es predic tion of cloud water and rainwater as well as a microwave radiative 

transfer modeL This approach is notlaken in the present study. 

Sec tion 2 describes a basic formulation of -+D- Var, the method to assimilate precipitation data 

with 4 0 - Var, and an ou lline of S(llooth optimizati on algorithm·. Section 3 pre e nts an outline of the 

FSU-GSM and modifications to the parameterization schemes of mois t proces es to eliminate 

zeroth-order discontinuities. A brief desc ription of a method For writing the computer code of the 

adjoint model is al -o included in thi s section. Sections 4 , 5, and 6 de>c ribes in detuil the method of 

7 
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and re,ult> from the above three assimilation experiments: the column model experiment, simulated 

data experiment and re[!J datu experiment. Conclusions and future work are described in Section 7. 

2. Formulation of 40-Var 

2. 1 Basicjonmdwio11 

40-Var seeks the model trajectory in phase ·pace that minimizes the difference between 

model and observations over a rime interval considered. which is ca lled an ao;,imilation window. 

The difference is measured by a cost function. The co lumn vector cons isting or model state variab les 

at all t ime levels in the assimilat ion window, x , is determined by the model and the initi al 

condition of the model state variab les a t the beginning of the assimilation wi ndow~. x u : 

xu 

x, 
x= =F(x0 ) . (2) 

where x , is the column vector consisting of the model state va ri able ar time level11, and F(·) is 

the prediction equation of the model as a function of the initi a l condition. The total number of time 

levels in the assimilation window is +I. The most general form of the co t function is given by 

(3) 

where the ·uper 'c ript T indicates the transpose of vectors or matri ces, x ~ denotes the first guess for 

the initi al condition x 0 , y the co lumn vector consisti ng of observational data availab le in the 

assim il ati on w1ndow, ff[·) the observation ope rator that converts the model state variables to 

observed variable· and interpolates from model grid points to observation points. B and 0 the 
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error covariance matrices for x ~ and y. called rhe b~ckground error covariance matrix and the 

observation error covariance matrix , respectively. and } , the pcnalt term for suppre,sing gravny 

wave noi>e . The value of the co;t function i<; calculated by a l"orward intergration of the model. 

The cost function is a function of the initi~ll condition x 0 only. which is the coutrol variable 

for the minimization. If the model i> perfect. background and observation errors arc normally 

di>tt·ibuted and the penalty term is neglected, then the minimum of the co~t function yields the 

maximum likelihood estimate of· the model swte variab le, over the assimilatii:Jn window. The first 

term on the right-hand side of (3) i, called the background term and measures mi;fit to the first 

guess, wh ich contains rhc information of observational data prior to the beginning of the a:;similution 

window. The second term is called the observation term and measures misfit to the ob,ervational 

data in the assimilation windows. If the penalty term J,. is not included, numerous noi~y structu res 

consisti ng mainly of gravity wuves may appear in low latitudes (Courtier and T alagrand, 1990). 

This is due to the fact that the minimization process uses a ll the degrees of freedom of the model to 

minimize the cost function. Consequently , if ob, ervat iona l data have errors or the model is not 

perfect , the minimization process introduces into the analysis as much gravity wave noise as 

necessary ro reach the minimum. This probh:m may become more serious when precipitation data 

in the tropics is assimil.a ted. 

The cost function for the present study does not include the back,round term for simplicity. 

and the penalty term consist of the area mean of the squared magnitude of horizontal divergence 

tendency at a ll model g rid point· and a ll time levels in rhe assimilation window. The cost function 

is wrinen as 

J(xu) = ± [H(x)-yr o·' [H(x)- y] + jr(Qj)' w 2j, (4) 

where r denotes rhe pena lty parameter. 2j the column vector consist ing of time tendency of 

horizontal divergence at all model gr id points and all time levels, ami W a po ·itive-clefinite 

block-diagonal sy mmet ric matrix consisting of weights to ca lcu late the area mean. The time tendency 

is approximated by a two-Lime leve l finite difference sc heme. An exp li cit form of the penalty tem1 

i given in the Subsection 4.1 for the co lumn model experiment. This formulation or the penalty 
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term may not be the best and a more sophisticated approach is desirable in the fuLUre wo rk. A 

couple of form ulations of the penalty term have been proposed. Courtier and Talagrn nd ( 1990) and 

Thepaut and Courtier ( 199 1) showed that gra vity wave noise can be efficie ntl y eliminated by 

adding a pemtlty term which contro ls the magn itude of the time tendency o !' the grav it y wave 

component o f the llow and by tn trocl uci ng a nonlinear normal mode initialization algorithm in the 

' 'aria ti onal process. On the other hand. Zou et al. ( 1992. 1993a) demonstrated that inc Ju, ion of 

; imple quadratic pena lty terms con i ·ting of the time tendency of surface pres ure and di vergence 

efficiently clamps high-frequency gravity waves. A digita l filter technique proposed by Lync h and 

Huang ( 1992) as an efficient initialization method is eas il y applicable to 40- Var, and Gu:.1afsson 

( 1992) reponed a preliminary s tud y in which the digital filter is applied to 40- Var as a weak 

constraint. 

Minimization of the above cos t function us ing sm oth optimization al gorithms requires the 

gradient of the cost function with respect to the ini ti al condi tion x 0 . lt i writte n as 

v, l= (oF)T{(a H)T o-• [H(x)-y]+r( a ao)T w ao}. " dXo dX . dxdr dr (5) 

The trans pose of the Jacob ian matrix of the model on the right-hand side of (5), ( aa~ )T' is the 
.. t o 

propagator matrix of the adjoint mode l. The: adjoint model is the adjoint of the tangent linear model. 

Since :1pplication of the adjoint operator to a multiplication of matrices reverses the order of 

multiplication. the adjoint model is integrated backward in time to calculate the gradient of the cost 

function. The basic state at each time level, which is neces ·ary for the backward integration of the 

adjoint model. is provided by a forward integration of the original mode l (2). The !:mer model is 

u ·ually referred to as the ass imilation model or forward mode l. Another transposed matri x in (5), 

( Pfff. is the adjoint of the linearized observation operator. Since the time tendency of divergence 

is appro.ximmed by a finite difference scheme, the calculation of the third transposed matrix 

(}r4ff-r is not difficult. A method of writing the computer program for those adjoint operations, 

' hich i called the adjoint code. will be briefly de cribed in Subsection 3.3. 

lO 

One or the cri ti cisms of variational dam m.,imi la tion i, that tt requires the solution lO exactly 

sa iL sfy the model prediction equat ion. Wergen [ 1992) ohowed that variational data assimilation with 

an tmperfect model distributes the model errors over the ~ntire ana lysis domain. in contras t to the 

conventi onal 01 method which projects the mode l errors only in the data-void areas. The model 

error can be cia. s ified into systematic error and random error. Oerbe1· r 1989) developed a variational 

data ass imibtion method which takes the model sys tematic error into accou nt. In his technique the 

sy'ilematic error is also included in the control variables and is est imated during the minimization 

process. M. Zupanski ( 1993a) app lied thi s method to the var iational data as · imil a ti on us ing a 

sophi ticared regional model and obtained s ignificantly better results. Since the larges t part of 

forecast erro1· in the tropics is due to the model systematic error (Kanamits u, 1985). the inclusion of 

systematic e rror correction into 40- Yar is expec ted to have an even greater pos itive impact in the 

tropics . The model random error may be partially incorporated into ob.,ervation error covariance 

matrices. Recently . however, D. Zupans ki ( 1997) proposed a technique to co rrect random error 

during the n1inimization process by extending the Oe rbe r' s method. In the present study, the mode l 

error is not considered for the sake of simplicity. 

The above marhematical formu lation of 40-Var seems to require differentiability of the mode l 

with respect to the initial condition. From a practical point of view. however, differentiability of the 

model is not strictly required. Application of (5) to a nonsmooth but continuous cos t function yields 

one of the subgrudients at non-differentiable points of the cos t function. This informati on can be 

efficiently utilized to seek the minimum of the cost function using methods for nonsmooth optimization. 

The proble m is that nonsmoorh Optimization methods are much less efficient than smooth optimization 

methods. If the cost function has just a few discontinuities in its fir t derivative, and these discontinuities 

do not occur in the neighbo rhood of the minimum, the n methods for mooth op timization are likely 

to be more efficient th an methods for nonsmooth optimizution (Gil l e t al.. 1981 ). If. however. the 

cos t function itse lf has many discontinuit ie in its va lue, it is muc h more like ly that moo th 

optimization methods will fai l to reach the minimum. Unfo rtunately, phy ·ical paramete rization · 

used in most of the current NWP models have several di scontinuities which introduce zeroth-order 

discontinuities in the cost function. The refore, removal or zeroth-order di continuities from 

parameterization schemes may be necessary for successfu l development of 40- Var with phys ic · 

included. Modifications to the paramcterizations of moist pi'Ocesses to eliminate discontinuities are 

ll 
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dc~cribed in Sub~ection 3.2. 

The removal of discominuities, however, te nds to int,·oduce locally large gradients in the cost 

function around discontinuous points. On the other hand. although mathematical ly the g radient o f 

]the cost function is not defined at a di scontinuous point. numerical application of (5) yie lds a finit e 

gradient even at a discontinuous point. This is one o r the subgrud ie nt o f the cos t funct ion. Fitting a 

, mooth ing func ti on over the di scontinuit y makes the cost function contim1ous and dit'ferentiable. 

but the magnitude of the gradient of the s moothed cost function around the discontinuous point is 

like ly to be much large r than that of the subgradien t of the di scontinuous cost function computed by 

(5). Since phys ical processes are highly nonlinear, it may be inevitable that the cost function has a 

loca ll y large gradient. Sti ll. it is des irable to avoid encountering such a locally large gradient during 

the minimiza tion process because it may considerably degrade convergence performance. lt is 

s hown in the present study that the penalty tenn is helpful to accelerate the convergence of 4D-Var 

wJLh moist processes included. 

2.2 Ass imilarion of precipirarion dara 

As mentioned in the introduction , precipitation data are traightforwardly ass imilated with 

-ID-Var. Ass ume that observatio nal data including precipitation data are avai lable at all time le vels 

in the assimilation window and that the observed variables except for precipitation are calculated 

from model tate variab les at observed time lt:v~l s onl y. Note that precipitation is us ua.lly not a 

mouel state variable in large-scale models and derived from model state variables at more than one 

time level. It is also assumed that observation errors at different time le ve ls are uncorrelated . If the 

penalty term is neglected, then the cost function (4) is reduced to 

l (xo) = ~ f [H,,(x.,)- y, f o;.' [H,,(x,)-y,J +~f. (HQ .. (P .. )- Q .. r 0 (?:, [He,(P,)- Q,] 
- n=U - n=l 

(6) 

where x , denotes the col umn vector of model s tate variables at time level11. P, the co lumn vector 

of mode l prec ipitation accumulated between time leve ls (n-l ) and 11 , y , the column vector of 

observational dat:l at time leveln except precipitation. Q, the column vector of observed precipitation 

accumulated between time leve ls (n-l ) and 11 , 0 1, and Oa .. the obse rvation error covariance 

12 

- ---

matrix for y, and Q.,. and fi,J) and flQ,(·] the observation operator for y, and Q, , re pecr1vely. 

The observa ti on operator fi e..(-) consists onl y of horizontal interpolation. rr observations arc not 

avai lable at some time leve ls. the observation terms fo r the>c time levels arc absent. When precipitation 

data accumul ated over more than a one-time step inte rva l ure ass imil ated, on ly indepen(knt 

precipitation data s hould be included in the cost function. For example. to ass imilate precipitation 

data accumulated over the whole the assi mil ation window, the second term on the right-hand 'ide 

of (6) consists on ly of the term for the las t time level. and Pv and Qv are model and obse rved 

prec ipitations accumulated over the assimilation window. Note that it may be better to convert 

precipitation into, for instance , the cubic root of precipitntion in order to ensure that preci pitation 

observa tion erro r is more normall y distributed. but this approach was no t taken here. 

As mentioned above , precipitation is not a model s tate variable, but is diagnosed from model 

state variables in most of large-scale atmospheric models including the FSU-GSM . A s imple method 

ro ass imilate precipitation data with 4D-Var is to regard precipitation as one of the model state 

variab les. Let i', denote the model s tate variables at time leve l11 thus extended. lf a three- time 

level scheme is applied with a time filter for time integration of the model , as in the FSU-GSM. the 

model prediction equation can be written as 

i'11.-l = F,(.t,r) (11 =0, ···. N- I l. (7) 

where 

.to =x0 . (8) 

(n= I , · ·, N) . (9) 

The s uperscriprfindicates a time filtered value . Note that precipitation P, i' a diagnostic variable; 

the value of P, is not necessary to compute the model state variab les at the next time leve l. x,.,. 

However, precipitation at the previous time level is necessary for computing precipitation accumulated 

over more Lhan a one-time step interval. so it is included in the model prediction eq uation in (7) -

13 
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(9). 

The grudient of the co ·r funct•on with respect to the initial condition x,. can be directly 

derived by utilizing (5) , but application of the Lagrange multiplier method is more straightforward. 

The problt:m to solve is LO minimize the co~t function (6) with the constraint of (7) . The following 

Lagrangian function is introduced. 

N- I T 

L(io. · · ·, l .v ; A.,. ···, A.,) =J(xo) + L [F,(i ,, ) -.(.,.,j A..,., 
II =0 

(10) 

where A. 1• • . • A. ,v are the column vectors of Lagrange multipliers of the same size as the extended 

model :;tat~ ariables .i 1, • • • , i v . By substituting (6) into ( 10) and taking the tirst variation of (I 0) 

with respect to all the arguments of the Lagrangian function, the following algorithm fo •· computing 

the gradient of the cost function. in addition to (7). is obtained. 

(II) 

( 
(~r o, ... -'[H,Jx,)-y.J l 

(()F.,)T A., = Cli,;' A_,. I + 0 

(()a~~" r OQ.,-• (HQ.,(P,) - Q.,] 

(n = N, ·· · , I), ( 12) 

(fJFo)T' (()ff,,)T 0 _, [H ( ) ) v,,J = v,,J = cJ.fo 1\. 1 + --ax;;- '" "' Xo -Yo ' (13) 

where ( ~ r is the propagator matrix of the adjoint mode l corresponding to the original model 

(7) . The time integration of the adjoint model is carried out backward in Lime. Note that although 

(~fin (12) is not defined. it is actua lly not u ed due to (Jl), and that filtered mode l state 

variables are not used to calculate observed variGbles. 

The obs~rvation error covariance matrix for conventional d:ua consists of measurement error 
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and interpolation error. while the observation error covariance matrix for precipitation data derived 

from remote sensing, ·uch as satellite and meteorological radar observations. contains additional 

errors: retrieval algorithm error and parameterization error for moist proce. ses in the model. To 

assimilate precipitation dnta with 40·Yar. a parametrizatiun scheme of moist processes is used as in 

physical initialization technique:. However. the parameterization gives a stati stica l estimate or the 

intluence of subgrid-scale phenomena on grid-scale fields: an ensemble mean over all possible 

realizations under the same grid-scale forcing. On the other hand. what is really observed and 

as. imitated is only one of the realizations. NumericaJ simulations with a cumulus ensemble model 

under periodic large-scale forcing showed that domain-averaged precipitations for each period ar·e 

con iderably different from each other (Xu el al., 1992). The absence of such. a tluctuation in the 

parameterization scheme introduces random error, even if the scheme does not have systematic 

error. Th<! problem is that random error in a parameterization scheme is not easy to estimate. 

umerical studies with a cumulus ensemble model might provide a reliable estimate of the mndom 

error in a specific cumulus parameterization scheme. but this is beyond the scope of the present 

tudy. Note that accumulated precipitation over a longer period computed by a parameterization 

scheme may be expected to have less re lative magnitude of random error. 40-Var is capable of' 

assim il ating the accumulated precipitation in a traightforward way, different from physical 

initial izat.ion techniques. 

2.3 Optimi~alion algorithm 

A large-sca le smooth optimization algorithm is used to seek the minimum of the co t function 

in the present study. Popular large-scale smooth optimizat ion methods are of Newton type. Zou et 

al. ( 1993c) conducted comparative tests of several limited-memory quasi-Newton methods and 

truncated ewton methods for unconstrained nonlinear optimization. They concluded that among 

the tested limited-memory quasi-Newton methods the L-BFGS method (Nocedal. 1980; Liu and 

Nocedal, 1989) had the best overall performance for sever,ll rest problems including large-scale 

problems in oceanography and meteorology. nnd that tht: numerical performance of truncated 

Newton methods such as TNPACK (Schlick and Fogelson , 1992a. b) is competitive witl1 that of 

L-BPGS. Wang ( 1993) Ltsed the L-BFGS method in his 40-Var experiments with the dry·adiabatic 

vers ion of the PSU-GSM. The L-BFGS method is taken for the 40-Ynr experiments of the present 
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study. Thi ., method requires as input data the values of the cost function and its gradient with 

re ·peeL to the control variables. It continuously updates the quasi-Newton approximation ot· the 

inverse Hessian matrix by using information from the last m quasi-Newton iteration · . The number 

or updates 111 is supplied by the user (generally. 3::; 111 S 7). 

Minimization algor.ithms work best when all the control va ri ables are or order unity. anJ 

convergence rates su·ongly depend on how to scale the contro l variab les. The optimum way of the 

'caling needs computation of the Hessian matrix of the co t function (Thacker. 1989): h we er, in 

gener:J,I it is prohibiti,ely expensive. If the cost function conta ins the background term. the inverse 

background covariance error matrix can be used as an approximation to the Hessian matrix. but this 

is not the case in the present study. Although a few sophisti cated precond.ition ing technique have 

been proposed by l'vl . Zupanski ( 1993b, 1996), Courtier et al. ( 1994). and Yang et al. ( 1996). a 

simple scaling method is u ·ed in the present s tudy: each state variable is sca led by its representative 

comtant va lue. Since it is nor easy to deterrnjne the op timal value for these sca ling cons tants, the 

sca ling constants used are not well optimized to yield faster convergence. 

3. Description or model 

3. / Ourline of FS U-GSM 

The model used is a low-resolution version of the FSU-GS M. This model wa developed at 

FSU for NWP in the tropics, and has been used for numerical study of tropical meteorology. 

Although severalmodiricarions have been introduced so far, the basic dynamical formulation of the 

FSU-GSM is quite similar L<l that described by Daley et al. ( 1976). Since derailed description · of 

the model are given by Pasc h ( 1983) and Wang ( 1993). thi s ubsec tion describes a brief outline of 

the model. 

a. Governing eq uations 

The horizontal coordinates are the longitude A and the latitude 8, and the vertica l coordi nate 

is sigma. defined as 

- p U-p, , ( 14) 

l6 

where P i> the pressure , and P• is the surface pressure. The model · rate van able' arc the vertica l 

component or relative vorticity ~. the horizonrui divergence 0. the virtual temperature T,., the 

dewpoint depression T -1'u, and the natural logarithm of surface presoure In p,. The virtual 

temperature T, and the dewpoint depression T,, are related to the tetnperalLire T and the speci ric 

humidity q a., 

T. = [ I + ( ~" - I ) q] T , ( 15) 

(16) 

where R,, and R, denote the gas constant of dry air and water vapor, respectively. E the ratio of 

the molecular weight of water vapor to that of dry air. L the specific brent hem of conden ·arion or 

sublimation of water vapo r, and e,(To) the saturation water vapor pres ·ure at a reference temperature 

To. 

where 

The governing equations of the model are the primitive equati ons written as 

()~ dt =-a(A, B) , 

~ + V'( c[J + R,, T; In p,) = a(B,- A)- a 2 V'( U' + ,v') 
2cos-e ' 

CJT,. •. R.~ T ;. l '( ) Tt - Y cr + -c- G + o dcr =- a( u T,.', v T/) + Q . 
111/ (I 

o(T - TJ) 
~=-a[U(T- TJ) , V(T-Ij)]+H, 

()In p, l' ~+ (G+ O)dcr=O , 
" 
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( 18) 

(19) 

(20) 

(2 1) 
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(U. V) =co£~ 9 (u. v). 

R" T' ()T,. 
y= c,.,, -"dci'. 

cr= crJ. , (G+ D) da- ( " (G +D) da. 
ll J ~~ 

G--~-(ui11np, v . 9 a1np, ) 
-co'' 9 VA + CO> de ' 

( ) I (()A dB) a.A,B =cos' 9 ()A. + cos eae' 

A-( +I;)U+crav + R,, T,' dl n p._cose(dv) 
- f dcr a' cos e d8 (/ dr ,,,.,., ' 

B = (f +I;) V _ 0 au_ RJ r' a In p, _cos 9 (d") . 
do {/ ' at.. a eli ,,,,,, 

Q = T,' D +y' cr- R,, T,.' / ' (G +D) da + RJ T,. C+ (ciT) 
C,.J Ju C"t~ dr '"Ill 

+(R'' - I)[q(dT) +T(dq) l 
RJ c/1 '''"·' dr ,,,.,, · 

H = (T- TJ) D- cr a (T- T,r)- (R" T- R.~ T/) [& + C- ( ' (G +D) daj 
CJcr C,"' £ L ), 

+ (dT) _ RJ T./ (dq) 
d1 ''''" £ L q d1 '''"·' . 

em 

(23) 

(24 ) 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 

The · tandard meteorologica l notation is used: 1 is time , u and v the zonal and meridional velocity 

component, ct> the geopotential height , a the radius of the earth. f the Coriolis parameter, and 

C,,J the heat capacity at con tant pressure of dry air. The virtual temperature T, and the static 

s tability y :trc decomposed into their initial horizontal means , denoted by superscript *. and 

deviation · from them. denoted by uperscript '. The terms with sub cript pilys on the right-hand 

side of (27) - (30) represent the time tendcncie:. clue to . ubgrid- cale physical proccs>e~. 

b. Dynamical processes 

The model is a global spectral model with a horizontal resolution of triangular truncation at 

total wavenumber 42 and it ha 12 levels in the verti ca l (T42L 12 ). The transform method (Orszag. 

1970) is utilized for calculating the spectral coefficients of nonlinear terms. The number of Gaussian 

grid points is 128 (longitude) x 64 (latitude) with an approximate equivalenr reso lution of 2.8125 • 

x 2.8 125 •. The schematic diagram of vert ical configuration of model levels are depicted in Fig. I . 

The vertica l levels where vorticity and divergence are defined are a = 0.1, 0.2, 0.3, 0.4. 0.5, 0.6. 

0.7, 0.8 , 0.85 , 0.9, 0.95, 0.99. The vorticity, divergence, and virtual temperature are defined at all 

model levels, while the dewpoint depression is defined only ut the lowest 10 leve ls. 

To save computationaltLme. a trapezoidal semi-implicit cheme is applied to linearized gravity 

wave terms. Tbe time integration of nonlinear te rms is made with a leap- frog scheme and a time 

filter for eliminating computational modes (Asselin, 1972). Therefore, the extended representation 

of the model predict ion equation of (7) · (9) is directly applicable. The time step is set to 1200 s. 

The first-order upstream scheme is applied to discretize the vertical advection of dewpoint depression . 

whi le the second-o t·der symmetric dLffcrence sc heme is appl ied for the vertical advection or the 

other variables .. ate that the co. t function for the FS U-GSM is not smooth due to the use of the 

ups tream scheme. even if the parameterization sc hemes are not inc luded . The original FSU-GSM 

uses an e nve lope orography to represent the surface topography . [t was found tllat noi se was 

sometimes produced around the Andes due tO rhe steep orography, and that this noi e wa detrimental 

to 4 0 -Var experiments. In order to reduce the noi se, the envelope orography was replaced by a 

mean orography for the present study. 

c. Physic3 l processes 

The physics of the model includes radiation , surface fluxes. planetary boundary layer. vertical 
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diffusion. hontontal tltffusion. dry convective adjustment. large-scale condensation, evaporation 

from falling precipllation. and deep cumu lus convection. The latter four physical processes are 

referred to a. moist processes in this paper. Note that the dry convective adjust ment is included as a 

mobt process for the \Ctke of conven ience. Shallow cumulus convection is not taken into account, 

because it is not directly associated with precipitation proces ·. 

The radiative proce,s is esscmia lly the same as that of Chang ( 1979). This scheme includes 

the diurnal change in the incomin g shortwave radiation .and a parame teri zation of clouds. Three 

basic cloud types are conside red: low , middk, and high cloud . and clouds are pecified [rom tbe 

re lati ve humidit y distribution. The emissivity method is utilized to compute the net longwave 

radiation. Calculation of the surface fluxes fo llows the formu!;Jtion of Busingc r eta!. ( 197 1 ), which 

makes use of the simi larity theory. The: fluxes of heat , moisture and momentum in the planetary 

boundary layer are spec ifi ed by the mixing length theory. as in Smagorinsky et a!. ( 1965). The 

vertical ditTusion is introduced following the formulat ion of Louis ( 1979). and the horizontal 

diffus ion is a Laplacian-type . A modified Kuo scheme (Krishnamuni eta!., 1983) is used for the 

parameterization of deep cumulus convection. Detai ls of the moist processes are described in the 

next ubscction. 

3.2 Modijicwio11s to moist processes 

Several zeroth-order discontinuity are removed from the origina l parametel'ization schemes of 

the moist processes in order to lmprovc: the: convergence performance of 4D-Yar. A couple of 

additional modifi cat ions are also made for convenience in writing the adjoint code. 

a. Dry Convective adjustment and large-scale condensation 

The dry convective adjustment and large-scale condensation arc, in principle, continuous 

parameterization chernes, though not differentiable. However, in the FSU-GSM, the relative: humidity 

after the execution of large-scale condensation is not equal to the threshold relative humidity for the 

large-scale condensation. but it is equated to the relative humidity before the dry convective adjusunc:nt 

is executed . Such a formulation introduce a discontinuity inro the moi;t processes. Thus. the 

large- ·cale condensation scheme i · altered s uch that the re lative humidity after the large-scale 

condensation is executed is equal ro the threshold relative humidity. Thi is a more usual fonnubtion 
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in most of the current atmospheric models. 

b. Evaporation of falling precipitation 

The incremental change in specific humtdity and temperalL!re at the kth vertical level due to 

the evapora tion of falling precipitation. and the precipitation at the (k+ I )th level, which is the 

adjacent lower level , are given by 

(31) 

'6T,=- CL '6q,, ,,, (32) 

P p,, L'lcr , ~ ,., =P;- pwg uq;, (33) 

respectively. where a. is a pos itive constant ( I 00 m' 1), P, the precipltation at the kth level , q, , 

and q,' the saturation specific humidity and spec ific humidi ty at the kth level before the execution 

of the cheme, respectively, pw the density of liquid water, g the accekration of gravity. and L'lcr, 

the thickness between the kth and (k+ I )th leve l . 

This process is invoked, if the following two condi tions are at isfied. 

P,> O, (34) 

q, ; - q,' > 0.1 q,; . (35) 

The second condition introduces a discontinu.ity into the moist proces es. To remove this discontinuity, 

the term on the right-hand side of (3 1) is multiplied by the following thres hold function instead of 

app lying the condition (35). 

( . ')' 1( 1 -q 

e(q: -c(, o 1 q,·J =1-m~ (36) 

Since multip lying a smooth function to eliminate discontinuity does not reqLtire on/off ·witches, it 

may be superior to a spline interpolation used by Yerlinde and Cotton (1993). 
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c. Deep cumulus convection 

A pa1tial de cription of the modified Kuo scheme used in the FSU-GSM is given by Krishnamuni 

el al. ( 1983 ). The following is a full de ·cription of the scheme. Although a more recent version of 

the Kuo scheme is adopted in the FS U-GSM , the one described below i used in the present study. 

The time tendencies of temperature. specific humidity. and precipitation due to the Kuo 

scheme a.re given by 

(dT) = ( 1-b)( l +Tj) IL max {T,-T +(!?._) ~:' co a [(r~) c;:, rJ,o}. 
dt Km• Qe L'lt Po dji P . 

(37) 

(38) 

(dP) =(I -b) (I +Tj) IL, 
dr K•m Pw 

(39) 

where 

(40) 

p, l" CJq ! ,_ = - g w dii dcr , 
•r p 

(41) 

Q =!!!. J."' C,.J max { T, - T + (J!....) c~, w J_[(EE.)g;:, r] o} dcr 6 g L · L'l-r Po dp P · ' 
•r 

(42) 

Q -!!!. ('' q,- q d 
" - g J., 6 t cr · (43) 

In the above eq uations, w is the vertica l p-velocit)' , Tc and q, the temperature and spec ific 

humidity of the moist adiabat starting from the cloud base. respectively. {J() a reference pressure. 
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L'l< the c loud fo rmation time ;c~le ( 1800 s). and cr8 and cr r the height of cloud b.J;e and cloud top. 

respectively. The moistening p;u·ameter band the mesoscale convergence parameter 11 are a,sumed 

to be a function of rt::lative vorti city at 700 hPa. s700 , and vertica ll y averaged p-velocity, (i}: 

h={ 

Tj={ 

where 

0 
b' 

11 Io 
0.1 

-0.1 
Tj 
0.5 

b' = t1, S?oo +b, UJ+c, 
I +Tj. 

- Tj 
11 Io- T+!l· 

(b'<O,ll 'I'< O) . 
( 0 :5// $ 0.1 , b. ~ 11 "') , 

(0 :5 '1'] 10 $ 0.1. Tj 10 > b ') . 
(b · > 0.1 or Tj 10 > 0. 1) , 

(11' < -0. 1). 
(- 0.1 $ Tj. :5 0.5) , 

(lf >0.5), 

(-l4) 

(45) 

(46) 

(47) 

(48} 

The numerica l values of the constant parameters in (46) and (47) are a, = 1.58 x 10' s. a1 = 1.07 x 

10' s, b 1 = 3.04 x 10! hPa' 1 s. b, = 1.07 x 10! hPa·' s, c 1 = 0.476, and c, = 0. 870, as in 

KrishnanlLirti et a l. ( l983). 

The cloud base cr a is set to the lowest level satis fying the following f ur cond ition·. 

ae; >O 
CiP ' (49) 

-- - - --



(50) 

W<O. (5 I ) 

I?H ~ RH, . (52) 

where e,: IS the saturation equivalent poto::ntial to::mperuturc. RH the re la ti ve humidity, RH, a 

thrc;holu relative humidity. set to 0.7 . Equation (49l implies a condit ionally unstable stratification. 

The temperature or an ~ir parce l lifted adiub:.ttically 1"1·om the cloud base is then compared with the 

surroundi ng air temperature until a vertical level of neutral or negati ve buoyancy is fou nd. Thi s 

level is set to the cloud top cr r. The deep cumu lus con vection is invoked ir the following two 

conditions arc met in addition to the existence or cr a. 

h>O, (53) 

0"!1-crr> dc , (54) 

where cl, is a threshold cloud thickne s in s igma. set to 0 125. 

The modi tied Kuo scheme described above has several di . continuities. First, the cloud base 

and cloud top <Ire assig ned to one of the model vertical levels as in mos t of the state-of-th.e-arr 

atmospheric models. This may cause a se rious problem in variational data assimilation as pointed 

out by D. Zupa.nski ( 1993). She multiplied the tendencies of tempe rature and specific humidity due 

to the Be tts -Miller cumulus convection scheme by a smooth function of vertical coordinate to 

reduce the abrupt jumps from nonconvecrive to convective regimes. However. her method does not 

perfectly remove the discontinuity. In this s tudy. the heights of c loud base and cloud top are 

all wed to have continuous value by linearly interpolating vertical temperature profiles calcu lated 

by the model. 

Second, it i easily seen that the spec ification of the cloud base using the concJjrions (49)-(52) 

introduces a discontinuity. Since it is difficu lt to ·mooth this spec ification. rhe cloud base conditions 

are replaced by the cond ition of the lower bound of a conditionally un table laye r above the lifting 

condensation leveL and a thre hold function of the relative humidity at the cloud base RH a is 

introduced. Therefore , the original conditions (49) and (52) are taken into account in the modified 

sc heme, but the other two conditions are not. Third, the disconti nuity associated with the condi tion 
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(54 ) is e liminated by introducing a smooth threshold function of cloud thicknes,. The term~ on the 

right-hand side or (37)-(39) are multiplied by the following function combi ning the above two 

threshold functions , in place or applying the condition' (52) and (54). 

- { 0 
G = G(cr"-cr,. d,) G(RHa- RHo, RH, - RHo) 

(0 <::; RH 11 <::; RHn) , 
(RHo< RH • .:; 1). 

(55) 

where RHo is a positive con ·rant less than RH, , and the explicit form of the functi on G(x. y) 

given by (36). The va lue ol' RHo is et to 0.6 . 

There are other types of zeroth-order di;continuities in the modified Kuo scheme. One of 

them is associated with the method for specify ing the height of cloud top. As shown in Fig. '2 , the 

cloud top height may change abrt1plly when there is an inversion layer . This di,conrinuity is in 

common with other deep cumulus parameterization chemes where a simi lar method is used to 

determine the cloud top height. The removal of thi s discontinuity causes the scheme to be more 

comp licated, so that it is left unchanged. Incidentally, it is worthwhile to note that the moist 

convecti ve adjustment scheme does not have such a discontinuity; it is a continuous parameterization 

scheme of cumul us convection in sp ite of the application of vertica l disc retization. alt hough it has 

several drawbac ks (Frank and Molinari, 1993). 

There are a couple of discontinuities which are nor present in the original Kuo scheme (Kuo, 

1974) but are introduced by the unique formu lation of the modified Kuo scheme in the FSU-GSM .. 

The time tendency of s pecific humidity has a discontinuity at h = 0 due to the presence or the 

second term on the right-hand s ide of (38). The moi tening parameter b has a discontinuity at 11· = 

-l, as is seen from (44) and (46). Although it is not difficult to remove these two discontinuities, 

they are left as they are in thi ·study fo r the sake of s implicity. 

d. Other modifications 

In the FSU-GSM, the dry convective adjustment, the large-sca le condensation and the 

evaporation of fa lling precipitation are executed in this order for every vertical level. This calculation 

are iterated until absolutely un ·rable stratification disappears at a ll levels with the evaporation of 

railing precipitation executed at the first ire ration only. Then the Kuo scheme is carried our. In order 
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to avoid following-up this iteration process in the adjoint code. the dry convective adjuwncnt is 

'eparated from the large-scale condensation and the evaporation of fal ling precipitation. and is 

carried out fir'it with an iteration algorithm before the latter two processes are executed. fn this case. 

the adjoint code of the dry convective adjustment scheme t> reduced to a code for solvi ng several 

sets of simultaneous linear equations. However. by so doing u po-;siblc unstable stratification is 

allowed before the execution of the Kuo -;cheme. because the large-scale condensation and evaporation 

of falling precipitation may render a neutral stratification prouuccd by the dry con ective adjustment 

unstable. 

Another modification is the removal of ice phase f'rom the moist processes. ln the FSU-GSM. 

the .latent heat of condensation or sublimation and the saturation vapor pressure of water vapor are 

discontinuous functions of t~mperature with a discontinuity at -I 0 ' C. In or-de1· to eliminate this 

discontinuity the function forms defined above -10 ' Care simply applied even for temperatures 

below this va lue. Since the major interest i> in the impact of precipitation data in the tropics, thi s 

modification may not give rise to a erious problem. 

e. Performance of the modifications 

The parameterization package for moist processes modified as memioned above is referred to 

as 1i1e continuous version. although it still has a few discontinuities. A parameterizat ion package 

with less modifications is constructed for comparison. in which the modification to the evaporation 

of fal li ng precipitation and aflthe modifications tO the Kuo scheme except the replacement of the 

method for spec ifying the cloud base are removed from the continuous version. This package is 

referred to as the di continuous version. It is to be noted that the discontinuous version is more 

continuous than the original version. 

The changes induced by the above modifications to the parameterization schemes have to be 

tested to ensure that they do not degrade the model perform:mce. Since a detailed examination is 

beyond the scope of the present ·tudy, only a comparison of 6-hour precipitation si mulated by the 

FSU-GSt l with the original version, continuous version. and disconlinuou ver ion of moist proces es 

is presented in Fig. 3. The initial condi tion is an initialized ana lysis at l2 UTC n Jul y 1979 

prepared by the European Centre for Medium-Range Forecasts (ECMWF). It i found that overal l 

precipitation pa11erns are almost identical. In the tropic · the difference between the continuous 
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version and the discontinuou · version is smaller than the dtfference between the origtnal version 

and the continuou · or di ·con tinuous version. It may be concluded from Fig. 3 that the modifications 

introduced above do not significantly degrade the performance of the model. 

3.3 Adjoint model 

The adjoint model of a dry-adiabatic version of the T42L 12 FS U-GSM wa:. developed by Zhi 

Wang (Wang. 1993). The model did not predict the dewpoinl depre. ion, and the only physic. 

included was horizomal diffusion. For the puqJose of the present study, the prediction equation for 

dewpoint depression and the parameterization of the moist proce ses and a simp lified surface 

fri ct ion are included in the adjoint modeL The simplified surface friction is taken from Thepaut et 

at. ( 1993b), and the following frictional force is added to the mom~nlum equation at the lowest two 

model le ve ls: 

ll· k 
FrnL=--1 -(-') vK, 1 In :!!-•. o 

(56) 

where h is the thickness of the planetary boundaty layer ( I km). u- the surface friction velocity 

(0.5 m s·1 over land: 0.2 m s·' over sea), k the von Kalman' s constant (0.4), : 0 the roughnes 

length (0.05 111 over land: 0.0005 mover sea). ZK the height of the lowest model level, and vK the 

horizonta l velocity vector at the lowest model level. For simplicity. "" is set to a cons tant ( I 00 m). 

The package of physics that consists of the mo.i st processes. the simplified surface friction. and the 

hol'izontal diffusion is referred to as the reduced physics. Replacement of the simp lified ·urface 

fl'iction with the original planetary boundary layer parameterization cheme and inclusion of the 

remaining physical processes in the adjoint model are desirable to obrain a more optimal solution to 

40- Var. Development of the adjoint code for the e processes is !eft for future work. 

In order to write the adjoint code of the above additional processes. the tangent linear code of 

them was first written by linearizing the original nonlinear code around an arbitrary basic state. A 

problem encountered at this stage i~ the treatment of conditional statements t.hat are contained in the 

origina l code. ln the tangent linear code. the if-branch to be taken in a conditional statement was 

determi ned solely by the basic state. and a poss ible effect of perturbations on the select ion of the 
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if-branch was entire ly neglected , ~-' wa> done by Zou et al. ( 199Jb). By doing ,o, the resulting 

tnng~nt linear code i; le ·valid near a branching point. A precise tre;Hment of conditional statements 

111 the tangent linear code ha..~ recently been proposed by Xu ( 1996a. b). but hi s procedure is too 

complicated to be applied to large->c.:ale atmospheric models like the FSU-GSM. The correcLne.s of 

the t~ngent linear code W<L> numerically verified by u,ing the Taylor expans ion: 

)A(x+a8x)-A(x))_ O() 
)aii A8x ) -I+ a· (57) 

where A.( ·) represent a process in the original code, A the matrix that rep(esents the corresponding 

process in the tangen t linear code, x the column vector of the input variab les. 8x the perturbation 

to x, Ct. a scaler sufficien tly sma ll er than unity. The above equa tion indi cates that as the valut: of 

Ct. goes to zero, the value ot· the left-lund side goes to unity linearly if the tangent linear code is 

correctly written. Note that (57) holds if continuous partial derivati ve· of order rwo of A{-) exis t in 

the neighborhood of x . 

The adjoint code corrcsp011d ing to the tangent linear code was written by convening the latter 

code following the definition of rhe adjoint operator. First, the adjoint of a multiplication of 

malric.:es is the reversed-order rnultipljcation of adjoint matrices. so the order of the processes re all 

reversed and the input and output variables are in te rc hanged in the adjoint code. St:cond, most 

tatement~ in the tan gent linear code are assignment statements like this: 

Z=A*X+B*Y. 

where X. Y, and Z are perturbation variables. and A and B depend on the basic tare only. This is a 

simp!<! example . If X and Yare no longer used later in the tangent linear code, the corresponding 

adjoint code is 

X= A*Z, 

Y= B*Z. 

On the other hand, if X and Y are used ag<tin Inter in the tangent linear code, the corre ponding 

adjoint code is 

X=X+A*Z, 

Y = Y +B*Z. 

These conversion rules from the tangent linear code to the adjoint code are easily verified by 

representing the tangent linear code in a matrix form and applying the adjoint operation to the 

matrix. The cotTectness of the adjo in t code was numerically verified by using the following identity, 

as was done by Thepaut and Courtier ( 1991) and Navon era!. ( 1991): 

(58) 

whe re A is a matrix that represents a process in the tangent linear code and x is a column vector 

of the input perturbation variables to the process. The left-hand side of' (58) is computed by using 

the tangent linear code only. while the adjoint code is used for calculating the column vector 

A'( Ax ) on the ri ght hand side. 

4. Column model experiment 

4.1 Meilwd 

a. Column Model 

The governing equations of the column model are the same as those of the FS U-GSM ( 17) -

(30), except that the prediction equations of vorticity and divergence are omitted and that a ll the 

horizontal advectio n terms are neglected. They are written as 

(59) 

(60) 

[)In p , - i' D i ---;-:-- - - c (J , 
01 " 

(61) 

a = (J r I D dcr - r· D dcr . 
J11 Jo (62) 

Di vergence and vorticity at 700 hPa. which is used in the modified Kuo scheme are to be prescribed. 
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The physical procc-.scs employed in computing (d1T) and (d1q) in the column model are the 
£/ flh\'\ C ( (111\ o 

moist processes only: dry convective aJjustmem. large-sca le condens~tion, evaporJ.tion of fallin
0 

precip itiltion, and deep cumulus convection. The same FORTRAN code as that used in the T4~L 12 

FSU-GSM i · app lied to discretize (59)- (62) except that the semi-implicit ·chemc for the time 

integratiOn is replaced wi th an exp licit one us ing the kap-frog scheme. This is beca use divergence 

field is pre ·c ribed and. there fore. gravity wa ve;; arc absent in the column modeL 

Precipitation datn is expected to have a large impact on the analy is or divergence field in the 

tropics. but divergence is prescribed in the co lumn modeL l r is possib le . however, to inc lude the 

divergence variab le in the contro l variables for minimi.zation and to es timate its optimal value 

during the minimization process if e nough observational data are available. By doing so the impact 

of prec ipiwtion data on divergence ana ly,is is partly examined, although its exact es timation is 

difficu lt in the co lumn mode l experimen l. For thi s purpose, only the vertical structu re of dive rgence 

is pre ·cribed as rollows: 

D,, =D,.( l -2cr,) (n = 0. · · · , N- I ; k = I , · · · , K - I ) . (63) 

where Do , ... , D .v-r are divergence parameter to be es timated. the su bscript" the index of time 

levels, and the subscript k the index of vertica l le vels. increas ing downward. The total num ber of 

time leve ls in the assimilation window and that of vertical levels are N+l and K. re pective ly. In 

thi s study K is equal to 12. The value of di vergence ut the lowest leve l, D,,. is determined so that 

the vertica l integral of divergence ove r the ve rtical coordinate vani:;hes. Therefore. the ri ght-hand 

side of (61) and the first term on the ri ght-hand ·ide of (62) are absent. Since the vertical leve l:; are 

not placed ut equal in terva ls as shown in Fig. I. if (63) is ap plied to al l vertical leve ls, then the 

vertical integral of divergence does not anish . 

b. Experimental design 

A si mul ation with the column model starling fro m a reference State with a prescribed wind 

field is used as the truth , against whic h results from as imitation experiments are verified. The 

refe rence vertical profiles or virtual temperature and dewpo int depre sion are deri ved from Table I 

of Yamasaki ( 1983) . They are s imilar to the mean undisturbed stare of the tropical ann o phere in 
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summer. The reference surface pressure io :ct lo 1013.15 hPa. The relative vo rt icity at 700 hPu, 

wh ich is used in the modi fied Kuo sche me. is specified to be I x I o·' ·' 

Figure 4 show · the prescribed divergence at the model top and the one-lime step precipitation 

oi mulated by the column mode l with the continuous versio n or mois t processes for a 6-hour 

interval. Since the time· step is set to 1200 s as in the T -l2Ll2 FSU-GSM. the number or time leve ls 

is l9 with N = 18. The divergence and precipitation at time level 0 are set to zeros. The di~continuous 

ve rs ion yie lds almost the same imul ation or precipitation. ao may be ex pected from Fig. 3. Most of 

the precipitation is brought abou t by deep cumulus convection, and the amount o f total precipitation 

during the 6-hour assim il:.ttion window is 17 .0 mm. An inspection or Fig. J reveals that this va lue of 

precipitation corresponds to a heavy precipitation case. A c lose correspondence bel ween the divergence 

and precipitation in Fig. 4 suggests the usefulness of precipitation data fo r est imating divergence in 

the tropics. 

Thi s 6-hour period is taken as an ass imilation window for assi milation expe riment . Two 

types of experiment are carried out with the column model u.s ing model -generated data: invers ion 

experiments and analys is experiments. In the former experime nts. the true state at the begi nning or 

the assimilation window is retrieved U5ing accurate observations with divergence fie ld specified to 

the truth, so that the di vergence parameters are not included in the control vari ab les and the penalty 

term is omitted. The pu rpose of thi s expe riment is to inves tiga te the impact of the re moval of 

discontinuiti.es from the parameterization sc hemes of the moi t processes on the conve rgence 

perforrnance of variat ional data assim ilation. In the latter experiments, small random errors a re 

added to observat ion,;. The analys is erro rs at the end of the a. si mifnrion window and thee ·timuted 

di vergence tield are examined. The purpose of this experiment is to examine the impact of precipitation 

data on the analysis. Since the phys ics of the column model include the mo is t proces e only , the 

adjotnt model is mathematically consistent with the a si milarion mode l. Results obwined by using 

the conti nuous version of moi st proces es are compared with results obtained by us ing the 

d iscontinuous ve rsion. Note thllt the truth is not the same for the continuous version and the 

di scontinuous version of moist processe ·. 

It is assumed that errors in the observational data are uncorre lated and that the statistics of 

observatio n erro rs are homogeneous in the verticaL The ob e rvati on errors are assumed ro be 

normally distributed with no bias. The fol low ing alues of the standard deviation of observat io n 
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error are used: I K for virtual temperature and dcwpoint depression. I o·• for the logarithm of 

surface pressure. and 0.25 mm or I mm for one-time step precipitation. Since the true one-Lime step 

prec1pitat1ons are around I mm (see Fig. 4). the ob ervation error for one-time step precipitation of 

I mm corrc,ponds to a case of poor quality of precipitation data. The observauon erro r or accumulated 

precipitation is computed by assuming that observation c1-rors o r one- time step precipitation are 

ttncorrdated. Negative va lues of precipitation data perturbed by random error are rep laced by zeros. 

Two inver>ion experiments are carried out. ln Experiment A, ob.-;ervations or all the model 

s tate variable, are available at the beginn ing and e nd of the assimi lation window. (n Experiment B, 

only observations of one-time tep precipitation are avai la ble <H eve ry time level. The srnndard 

de iatio.n or observation error of one-t ime step precipitation is e t to 0.25 mm. The first gues · is the 

re fen:n ce >tate perturbed by normally-distributed random error. It i rbe same as the pertu rbed 

ob ervations at the beginning of the assimilation window that are u ed jn the analysis experiments. 

The first gues. is u'ed in the minimization a lgorithm ro comput e the cost function and it,; gradient 

at iteration 0. Each experimem consi "tS of 20 cases us ing different perturbations to the reference 

st~te. 

Three analysis experiment· are carried ou r. fn Experiment C. ob ervations of all the mode l 

stare varia bles are available at the beginni ng and end of the assimi la ti on wi ndow. In Experiment D, 

observation of 6-hour accumulated precipitation is available in add ition to the ob ervation used in 

Experiment C. fn Experiment E. observa ti ons of one-rime step precipitation are av<lil ab le at every 

time leve l in addition to the observations used in Experiment C. Each analysi · experiment is 

performed fo r two sta11dard deviations of observation enor of one-time step precipitation: 0.25 mm 

and 1 mm . The fir ·1 gue ses for the model s tate variab le arc the observations for them at the 

begi nning of the assimilation window. The tirst guess for the divergence parameter is se t to I x 

10·' .- I for all time levels. Each experiment is carried our fo r 20 cases us ing different perturbations 

to the obse rvations. 

. Cost function and minimization 

In rhe co lumn model experiment, ir is assu med that direct ob erva ti ons of the model state 

variables. virtual temperature, dewpoi nt depression and the logarithm of surface pre ure, are available 

at the model venicul levels and that observation error · at different time levels are unco 1Telated. 
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Hence. the observation term 1t1 the cost function is the same a-. the right-hand side of (6) with the 

obse rvati on operatOrs H,J) and Hu .. (·) reduced to identity operators. For later convenience. the 

observa tion term is divided imo th.: term for the observational data except for precipitation, J .. , and 

that for precipitation, J, , as follows: 

J .. = t.t (x , - y,.) 1 0~,1 (.r, - y,,), (6-t) 

],. = ~ f (P.- Q .. )T O(i: (P .. - Q,. ). 
- II= I (65 ) 

Since the observat ions are assumed to be uncorrelated with each other, the observation error 

covariance matrices . 0 , ... and O Q,. are diago nal. These matrices are formally set to infinil)' for 

time leve ls at which observational data are not avai lab le. 

fn the ana lysis experiments. the d ivergence parameters in (63) are robe estimated during the 

minimization process, and rhe cost funct ion is a fu nct ion of the divergence parameters, 

Do,·· ·, D, -I • as well as the model s tate variab le at time leve l 0, x o. They are the control 

variables for the minimization. Then, iris necessary ro contro l the rime tendency of divergence even 

in the column model where gravity waves are totally absent, so a penalty term is added to the cost 

function as in (4). The expl icit expression of the penal ry term J, u,;ed is 

J, = J.,. 'I,' (D,,.I- D,)' . 
2 pO tJ.t (66) 

where 6.1 denotes rhe rime srep for time integration , which is set to 1200 s. The value of the 

penalty parameter r in (66) is set to 2 x lO ll •. The cosr function is given by the urn of the ubove 

three terms: 

.l(xo. Do. ···. D.v-,) = J,. + J, + ./, . . (67) 

An algorithm for calculating the g radient of rhe cost function with res pect 10 the control 

variab les is eas il y obtained by app lying the Lagrange multiplie r method as in Subsection 2.2. The 

gradient with respect to x o is given by ( 11)- ( 13) except that rhe observation operators H
1
.(-) and 

HQJ) are replaced by identity operators. The gradient with respect to rhe divergence parameters 
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are given by 

()J -(()F,)T r N-' ~ - "~'" A,,~,+----, L (8,.. . , , -8,.. ,)( 0,.. ., -0.,) 
ou11 au,1 f:lt m :::O 

(n = 0. · · · , N - I ) (68) 

v. here 8 ..... i. the Kronecker del ta. Note lh~lthe mod<!! F .. (·) depend on the divergence pa rame ters. 

The convergence performance of the mi nimization process wil l be presented in terms o r 

number of· functio n cul ls ra the r than number of iterations in this sec tion. One fu nc tion ca ll consis ts 

of one fo rward in tegrat ion of the ass imi lat ion model and one backward integratio n or the adjo in t 

mode l. O ne iterat ion of the unco n>t rained mi nimizati on algo rithm someti mes requ ires mo re th a n 

one func ti on ca ll due to the li ne search. S ince in variational data ass imi lati on the computatio na l 

effo rt fo r eva luating the cost fu nc tion and its gradi ent dominate· the cost of the mi nim izat io n 

iteration itself, number of functio n calls may provide a better assessment of convergence perfo rmance. 

The sca ling fac tors for min im izati on are set equa l to the s tandard dev iations of obse rva ti on erro r 

for the mode l s tate va riab les. The scaLing fac to r fo r the d ive rge nce parame te rs is set to 5 x 10"5 s·'. 

the same o rde r o f the presc ri bed d ive rge nce fi e ld (see Fig. 4 ). The nu mbe r of updates m in the 

L-B FGS me th od is se t to 4. 

4.2 Results 

a. fnvers ion experi ments 

Fig ure 5 shows the va lues of the co t fun cti on fo r the 20 cases of Experiment A plotted as a 

func tion of the nu mber ot" function call s for the con tinuo us ve rsion and the di scont inuous ver ion of 

moist proce · ·es. The va lues are plo tted on a logarithmic scale. fn this experiment, observat ions of 

all the model s tate variables 1u·e ava ilable wi thout erro r at the beginning and end of the ass imilati on 

window. It is ·een that the mi nimi zation proced ure conve rges fo r all cases even fo r the d iscontinuous 

ve rs ion, whe re convergence ra tes a re s li g htl y s lowe r a nd more case depende nt. T his result is 

con ·isten t wi th th at o f Zou e t a l. ( 199J b). They did nor find any di fficul ti e in the ir 40- Vat 

ex perime nt using d iscontinuous parameterizati on schemes of moist processes . The ir result, however, 

sbowed that the erro r o r re tr ieved di ve rgence was inc reased by includ ing the mo i ·t processes, 

contrary to expec tatio n. 

The corresponding resu lt fro m Experime nt B is d is played in Fig. 6. The standard devia tion o f 
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ob.>ervmion error of one-ume step precipitation is set to 0.25 n11n. In this experiment. only observations 

or one-ti me step precip itation Withou t erro r are available at every lime level. It is to be noted that 

the numbe r of observations is I , less than the nll!nber of the contro l va riable,. 23 . Th is 

undertlete rminacy imp lies the existence of multiple minima or the c st function (Zou e t al., 1992). 

In fact. no ne of the cases do no t seem to converge to the tru th with several ca.,es exh1biting large 

tluctuations du ring the mi ni mizatio n process. So me ca,es for the discontinuou' version do not 

decrease at a ll (Fig. 6a) . Thi · resul t indicates lhat cl i>continuous parameterization schemes of moist 

processes cause serious diffic ult it: in variati ona l data as im il at ion if only precip itation data is 

ass imilated. T he converge nce perform ance fo r the conti llliOUS ver ion is much better. with on ly two 

case · exhibiting large fluctuat io ns: Case 3 and Case 20 (Fig. 6b). T he cost functio n t"or the ·e two 

cases are plm ted by a thi ck line. In Case 3 the cost fu nction osci ll a tes be tween orde rs of Jn 5 and 

lO' after the 35 th func ti on ca ll , while in Case 20 the osc illation occu rs between orders of 10·' and 

10·' after the 6th func tio n call. 

These osc ill at io ns are assoc iated with the di scontinuous change in the c loud top he ight s hown 

in Fig. 2. Fig ure 7 sho ws the time sequences o f c loud to p height and one-time :< lcp prec ipita tion at 

the 13 th a nd 14 th func ti on calls for Case 20. The correspond ing time seque nce at the 15 th function 

call is almost th.e same as that at the J 3th functio n call. In thi s case. an ab rupt c hange in c loud top 

he ight occurs earl y i.n the assimi la ti on window during the minimizatio n pmcess. O n the other hand, 

such a change occurs Jare in the assi mil a ti on windo ws fo r Case 3 (no t s hown). The discontinuity in 

the s pecifica ti on me thod fo r cloud top he ig ht seems detrimental to 4 0 - Var and it is desi rab le to 

remove it. It is to be n.o ted that first-order d iscontinu ities in the parameteriza tion chemes. v. h ich 

are le ft as they are, do not see m ro cause seri ou d iffi c ulties with rhe s mooth optimizati on method. 

From a prac tical po int of view, e limination of zeroth-o rder d i con(j n u itie~ m ig ht be ufficienr for 

applica tion of 4 0-Var. 

b. Ana lys is ex pe riments 

ln two cases o ut o f the 20 cases, an itera tion algo rithm that convert virtual tempe rature and 

dewpo int de press ion into tempe rature and pec ific humidi ty fa il ed to converge at a certain stage 

during the mi nimization proce s fo r the ex periments with the continuous ve r ion of moist proce ses. 

This pro blem i cuu ·ed by unacce ptab le va lues of v inual te mperawre o r dew poi nt dep re s ion fo r 
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the iteration <ilgorithmto converg~::. Fiu1ng a 'moothing function over the eli. continuity may introduce 

a large gradient to the cos t funcuon, which m1ght lead to pltystcally un acceptable values of the 

control variable during the minimization process. This difficulty indicates that e limina ting zeroth

order discontinuity by smoothing does not necessarily work we ll unconditionally. and son1e care 

should be taken. One method to alleviate this dit'ficulty is to broaden the sm oth ing interval. 

Another method is to add lO the minimization algorithm a subrou tine which shortens the ster lcngth 

taken along the g radie nt or the co;t function when unacceptable va lues occurs for some of the 

contro l variab les. Result · fro m the assi milation experiments with the FSU-GSM. which w ill be 

desc ribed in Sections 5 and 6, show that the appropriate contro l of gravi ty wave level is helpful to 

avoid e ncou ntering a locally large gradient of the cosr functi on during the minimization process. Jn 

the follow ing, result · from the analysis ex periments wi ll be presented only for rhe remai nin g l8 

cases. 

Fig ure 8 show the ana ly. is errors in vinual temperature and dewpoint de pres · ion for 

Experiments C , D and E for the precipitation observation error of 0.25 mm. Analysis en·o r is 

defined as a difference betwee n the anal ys is and the truth. The plo tted values are the r m mean 

sq uare errors (RMSEs) ave rageJ.l over the ve rti cal leve ls and over the l8 cases. It i.s se~ n that the 

analys is e rro rs fo r the discontin uous ve rs ion exhibiL' larger fluct uations, s lower convergence. and 

large r analy i errors than those for the continuous vers ion , even if preci pitation data a1·e not 

ass imilated. Assimilation of prec ipitarion data imroduces large fluctuations of the anal ys is errors 

during the minimization process. Thi s result is cons istenr with that of the in version experiments. 

The in1pact of precip ita ti on data on the analysis of te mpe rature and mois rure is not clear. For 

example, for the conti nuou. ver. ion the analysis error of virtual temperature is sl ightl y decreased 

with an inc reoL)e of the number of prec ipitation data. whi le that of dewpoinr depress ion is s li g hrl y 

increa ·ed . The reason for the negative impact of prec ipitation data on dewpoint depression ana lys is 

is not clear. A c lear pos iti ve impact of precipitation data was also not obtained from analysis 

experiments in which the size of observation errors of vinual temperature and dewpoint depression 

are doubled or the dive rgence parame ters are e t to the truth during the minimization proces (not 

shown). 

The di ve rgence parameter · e timated at the 20th function ca ll nre cti played in Fig. 9. They 

an: the averages over the 18 cases. lt is round thm prec ip itation data is very usefu l to eva luate 
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divergence, provided that it is available ar every time level (Exrerimem EJ. The cominuou.> ver~ion 

yields a s li ghtly better resu lt than the discontinuous ver ion. However. the estimated dtvergcnce by 

using the 6-hour precipitation (Experiment D ) is not better than rhar obtained by using no precipitation 

dnta (Experi ment C). It is to be noted that two-time step osci ll ati ons of divergence are evidenr in the 

results for E.xperimenrs C and D. e,pecially for the discont inuous version. I f the penalty term 1s not 

added to the co:-.1 func ti o n. the amplitude of these osc il lnrions becomes one orde r of magnituJ.lc 

large1· (not shown). 

Figures I 0 and 11 show the analysis errors in ~irtual tempera ture anJ.l dew point dep ression 

and the divergence paramercrs, re ·pectively. for the case of the precipitation observation error of 1 

mm. Experiment C in the;.e fig ures are the same as in Figs. 8 and 9. fn this case. precipitation clara 

does no r have any pos iri ve impac ts on the analy ·is of temperature and moisture. However. the 

est imated di ve rgence usi ng observations of one-time step precipiration at eve ry time levels i,; sti ll 

muc h better than that for the other two ex periments in sp ite of the large r precipitation obse rvation 

error. The es timated divergence us ing the 6-hour accumu lated prec ipitation is s li ghtl y better than 

that using no prec ipitation clara in this case, but the impact or 6-hour accumul ated precipitation data 

is not large. 

4.3 Discussion 

The column model experime nt was carried out primarily to examine the impact of remova l of 

ze rorh-orde r di continuities from the parameterization sc hemes of moist processes. There ulrs from 

rhe experiment are summarized as follows: 

• Variational data assi milation with discontinuous parameterization schemes o l' moist proce se 

exhibirs slow convergence and large analysis errors. The convergence performance become further 

deteriorated when precipitation clara is assimilated. 

• The removal of zeroth-order discontinuities fr m the moi st processes accelerates the 

convergence o f variational data assimilation. and yields a better analy is. The ex isrence of firs t-or e r 

discontinuities in the moist processes does not seem to be very harmful for variational data ussi mil mion. 

• Prec ipitation data is useful to estimare diverge nce with variational data a~similation. provided 

tlmtthe temporal resolution of rhe data is suffici entl y high. 

• The impact of precipitation data on the analysis of temperature and mo isture i · · mal l in the 
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column model e .x periment in which the horizomal aclvections of temperature and moi "lure are 

neglected. 

Tht: co lu mn model experime nt demon> trates adverse effect' of discontinuities in th e 

p:uametrizauon 'chemes of moist proce~ses on va ri ational data assim ilation. The results s hows that 

it is nece,s:u·y to eliminate zeroth-o rder discon tinuitic> from the moist processes for -ucccs<.ful 

applicalion of -+D-Var to the trop ical data nnalysi,;. A simi lar concl us ion was recently presented by 

Zou ( 1997). The existence of zeroth-order discontinu n ie;; in parameterization sc hemes seems to be 

inappropriate from a physical point of view. lf prediction equations are not continuou ". the uniqueness 

of the so lution to initial va lue problems is no t ensured. This implie that the so lutio n may s trongly 

depe nd upon discretization methods or the le ng th of time s te p in a certain s ituat ion, although rhe 

like lihood that we encounter such a _ ituation is very , mall. Anothe r problem is that the so lut ion.' to 

init ia l va lue prob lems of discontinuous prediction eq uations are discontinuous function s of the 

init ial condition. Such an excessive sensiti vi t_ to initial condition is unlikely, because parameterization 

represent an ensemble me:1n of the influence of s ubgrid-sca le pheno mena o n g rid-sca le fields and. 

therefore. a po.siblc abrupt change in each rea li za ti on of subgrid-scale phenomena s hould be 

s moothed away in parameterization schemes. Discontinuiti es in a deep cumulu s convect ion scheme 

may degrade the pred ictability o f the tropical atmosphere and the mid latitude me ·oscale disturbances. 

but this problem has not been inves ti gated. If thi s is demonstrated to be the case. we would need 

continuous parameterization sche mes for the predic tion mode l itself. and we should carefu lly formulate 

parameterization schemes t retai n zeroth-order continuities. Such a c hange may provide a more 

auspicious circumstance for successfully developing variational data assimilation. The on ly justillable 

reason to use discontinuous parameterizati on sc hemes in atmospheric mode ls may be duo:: to the ir 

req uiring less computer resources. 

Since divergence is not a model tate va riable in the column mode l, the third result on the 

impact on the a nal ys i ~ of di vergence may not be dire tl y applied to 40-Var with u three-dimensional 

modeL However·, previou. studies by several authors mentioned in the Introduction have s hown that 

satellite imagery duta or prec ipitation data improve the analysis of di vergence in the tropi cs by 

using physical initialization techniques . There fore, a ; imilar large impact from precipitation data on 

tho:: anal ysis of divergence is ex pec ted to be obtained in 4D-Var_ The neglig ible impact on the 

anal ysis of tempe rature and moisture does no t imply that precipitation data is use less to e~ tima te 
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tire ·e variab les wi th 40- Var_ The mo istu re field is clo.>ely ti ed to divergence in the tropics: low 

level converge nce is associated with much moi;;ture due to the horizontal advec ti n or moisture. 

The co lumn model does not include the horizontal advec tion. In three-dimensional models it i<; 

expected that prec ipitation data will improve the ana lysi, or moi:<ture field through the hori zontal 

and ve rtica l advectio n or moi>ture.. This wil l be demom;truted to be the case in the simulated data 

expe rime nt. 

5. Simulated data experiment 

5.1 M e1ltod 

a. Expe ri mental design 

The design of the simu lated data experiment is illustrated in Fig. 12. The truth is determined 

by a s imulation wi th the T42 L1 2 FSU-GSM with the full physk · tarting from an initialized 

analysis at 12 UTC 27 Jul y 1979 prepared by the ECMWF. In o rder to avoid problems assoc iated 

with mode l s pin-up ( Kris hnanmrti et al.. 1988). the s imulated atmosphe ri c s tate 48 hours after the 

initial time is taken as th t: tar·get agai n~t which results fro m assimilation expe rime nts are verified. 

That time is set to r = 0 h. The ass imilation window is the 6-hour period from r = -6 h to i = 0 h, 

and the s imulation from r = - l8 h to r = -1 2 his used as the first g uess. The first guess is used in 

the minimization process to compute the cost function and its gradient at iterat ion 0. Observa tions 

are ge ne rated by adding random e rror to the truth. Forward integrati on of the as imilation model 

and backward integrati on of th e adjoi nt model are ite ra ted to minimi ze the cost funct ion. The 

physics of the assimilation mode l is the reduced physic as well as in the adjoint model. Thus, the 

ass imilation model and the adjoint mode l are cons istent with eac h othe r. ulthough some au thors 

used an inconsistent adjoint model (e.g., M. Zupanski, l 99Ja; Zupanski anJ Mes inger. 1995). The 

reason why thi s procedure wa · adopted here is because overly optimistic resu lts are obtai ned if the 

same model was used tO bo th generate and a s imilate the s imul ated data. Si nce the assimilati on 

model and the adjoint mode do no t inc lude Lhe full physics. they are no t perfect mode ls to s imulate 

the truth. Note . however. that the analyses and fo recasts are obtai ned by integrating the fu ll -phys ics 

mode l from the initial condition at r = -6 h determined by the minimization. 

Three as imitation methods are com pared. The first method uses the assimilation mode l and 

the adjoint mode l with no moist processes included. and ass imilates conve ntional data on ly. Since 
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the moi;t proces~cs are not inclutkd. super;atuntrion or water vapor is no t removed during the 

r rward integration. Yet, since the ana lys i is prepared by using the full-physics model. thi method 

can y1cld analyses of precipitat ion and mher fields relat ing to the moist processes. The econd 

method uses the as imila tion model and the adjoint model with the moist proce ·ses inc luded. and 

a:-s1rnlimes conven tional daw only. The th ird method uses the 'ame models as the second me thod. 

anti assimilate,, both convenrional data and precipitation data. These three nl<:!thods arc hereafter 

referred to as the N01vlP. MP and lVlP+RR method, respectively. A comparison of resu lts from the 

three method; wi ll reveal the imponance of moist processes for 4D- Var in the trop ics and the 

bcnt:fits of assimilating prec ipitation data. 

b. Simu lated observations 

An ideal ized obse rvation ne twork is u ·eel in w hic h the observa ti o ns are provided at model 

Gaus~ian grid points and mode l vertical leve ls. The observmion ne twork is sparse in the tropics and 

the Southe rn Hcmi ·phcre. onh of 30 ' N it is assumed that con v~ nti onal o bservations of wind, 

temperaJu re, relat ive humidity. and su rface pressure are ava ilable at al l model leve ls at the beginning 

( r = -6 h) and end ( r = 0 h) of th assi milati on window. These observa ti ons are intended to 

correspond to radio onde observa ti ons in tbe real observation network. South of 30 •N it is assumed 

that there are no radiosonde s tati ons. Wind observations are availab le only at CJ = 0.2 and CJ = 

0.85, co rresponding to c loud drift winds measured by geos tationary sate lli tes. Temperature 

observa tions at all mode l l.evels and surface pressure observa ti ons are assumed to be ava il able as in 

the north of 30 ' N region. The fanner observatio ns are intended to co rrespond ro vertica l temperature 

oundings prov ided by polar-orbiting sate llites; the latte r ro ship, buoy, and other surface observati ons. 

The above three observatio ns are prov ided at the beginning and end of the ass imilmion window. 

Re lative humidity observat ions are ass umed nor to be a ailab le. Lnstead, one-hour acc umulated 

precipitation re trieved from ate ll ire remote sens ing is as ·umed ava ilable e ery hour in the south of 

30 't region. 

Observation erro r tatis tics are ass umed to be homogeneous and inde pendent of eac h other. 

The obse rva ti on erro rs are as>umed to be nonnally distributed with no bias . Negative values o f 

observed relati ve humid ity and !-hour precipitation are rep laced by ze ros. The standard deviaLions 

of ob~e rvat i on error for wind. remperatu[e, re lative humidi ty . and s urface pressure are set to 3 m ~· 1 , 

40 

I K . I 0 %, and I hPa, respectively. These values may be tOo ,mall for the observations ~outh of 30 

' N where raJio ·onde observations are assumed not to be available. Fo1· examp le. the operational 

3D-Var sys tem at the National Centers for Env ,ronmcnwl Pt·edicLion (NCEP) uses observation 

erro rs of 6.1 m s·'. 3.9 m s'. and 4 - 5 K for high c loud drift wind, low c loud drift wind. and 

sate llite retrieved tempera ture, re ·r ect ively (Parrish and Derber. 1992). These smaller values arc 

used in the present study to ensure that the observation error is not much larger than error in the 

first guess field (. ee Fig. 19). 

The , ta ndard deviat ion of observati on error fo r !-hour accumulated precipitation i> set to 0.5 

mrn for the area average over one Gau sian g rid box (approximately 2.8 125 • x 2.8125 · ). The 

observation e rro r is added to the true precipitation onl y if the !alter is non-zero. Thi value of 

prec ipitati on data e rror is not very different from es tima ted errors for seve ral satellite-based 

precipitatio n re trie va l algorithms (e.g., Ad ler and Negri , 1988; Liu and Curry, 1992; KummerO\\, 

1994a. b) . For example, the RMSE of SSM/I prec ipitation rates determined by an a lgorithm proposed 

by Liu and Curry (1992) is 0.62 mm h'1 over the ocean fo r an area average over a l.25 • x 1.25 • 

domain . Prec ipitation rates re trieved [rom IR obse rv at ions are likely to be less accurate. Tho:! u e o f 

the re la ti ve ly small va lue for the prec ipitation error may be part ly just ified by the smal l magnitude 

of errors in the o ther observations spec ified in the tropics and the Southern Hemisphere. This small 

val ue of the precipi tation erro r maintains the re lative importance of precipitation data ro the other 

observations in these regions. 

c. Cos t fu nction and minimization 

The cos t function is given by (4) with the observat ion term, the l'irst term o n the right-hand 

side of this eq uation, replace by a more specific form give n by (6). To cancel the horizonta l 

inhomogen ie ty of the Gaussian g rid dislribution. the summati on over the Gaus. ian grid points in the 

observation term is re pl aced by the area mean ove r the g lobe as in the penalty term. Since the 

obse rva ti o ns are assumed to be uncorre lated with each other, the observa tion error covariance 

matrices are diagonal. S ince the observa ti ons are available at model grid points. the ob ervation 

operators in the cos t function cons ists onl y o f in verse Spectral transfo rm to go from spectral tO 

grid-point representation and conversions from model state var iables to observed variable·. The 

g radient of the cost function is give n by ( II ) - ( 13) w iLh additio nal conn·ibutions from the penalty 
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term. The e :!ddiuonalterms clue to the penalty term are easily comput~d. becau)c the time tendency 

or divergence i' appro,\imated by a finite difference scheme and the divergence is one or the model 

state variable.· of the FSU-GSJ\1!. 

The initial co ndnion for the FSU-GSM are originally provided on the Gaussian grid, so the 

minimization is performed in physical space, not spectral space for- <;implicity. Therefore, the 

control variables are the model Slate variable . vorticity. divergence. virtual temperature, clewpoint 

' depression and the logarithm of surface prcssur·e. at the Gaussian grid porrH>. It may be desirable to 

change the comrol variables from the grid point values on the Gaussian grid to the spectral coefficients 

s ince the F U-GSM is a pcctral model. Such an approach is taken in the r·eal clara experiment 

described in the next sec tion. It is expected that thi modification will considerably reduce memory 

requirements and that the efficiency of the minimization will be improved. The maximum number 

of iterations in the m in imizati on is set to 30. Scaling factors for the gradient of the cost function 

with respec t to vortkity. divergence, virtual temperature. dewpoint depression, and the logarithm of 

s urface pres!-.ure are se t 10 10.; s·', 10·5 s·1, I K. 2 K, and 10·' divided by th e ,;quare root of the 

Gaus ian weight, respec tively. The number of updates 111 in the L-BFGS method is set to 5. 

5.2 Results 

a. Verificati n of gradient calcu lation 

Prior to discussi ng results from the experiment, the correctness of the gradient ca lculaLion 

using (5) is verified. lf the cos t function has continuous partial derivatives of order two in the 

neighborhood of Xo. application of the Taylor's theorem to the cost funct ion yields 

(69) 

where a i- a small nondimensional parameter and S is a caling matrix for the g radient of the cost 

function. The scaling murrix is a diagonal matrix. its diagonal element. con. isting of the eating 

factors introduced ar the end of the previous ubsecrion. For uff'icientl y small a but not too close 

to the machine accuracy. the value of ¢>(a) hould be close to unity if the gradient 17,
11

) i · 

correc tly calculated. 
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The variation or ¢>(a) with log a for the NOMP and MP methods are plotted in Fig. 13. In 

thi;, example. x,, is taken as the simulated atmospheric state <~t 1 = -48 h in Fig. 12. The ob~er at ion> 

available for the north of 30 'N region are assumed 10 be available over the globe for the verification 

purpo,;e. The observation ermr are not added , nor is the penalty term included. The verilications 

are C3rried o ut on a CRA Y- YMP computer which has intrinsic double precision. Although it may 

be better to ve rify that ¢>(a)- I is or order a. thi s i> not easy for 40- Var with the moi . t proce~ es 

inc luded due to the fact that tangent linear approximation is less valid in this case. It is seen from 

Fig. I 3 that the value of ~7( a) for the NOMP mdhod is ;J[most equal to unity for a le ·s than l o·'. 

wh ile for the MP method ¢(a) i' c lose to unity for a less than 10·'- Larger values of ¢(a) for a 

Jess th~tn 10·"' result from numerical cance ll ation error, so they are to be neglected. Since the 

gradients of the cost function for the two cases are not very different (e.g .. IS 17 ,,J I = 293.0 for the 

NOMP method, 278.9 for the MP method, and the cosine of angle between the two gradient vecLors 

is 0.95 ). the difference in ¢(a) may primarily ret-lcc t the difference in the shape of the cost 

function. In particular, the ex istence of a local minimum around a = I o-' for the MP method 

indicates that the cost funct ion in the direction of the scaled gradient is not convex. Given the 

highly nonlinear character of physical parameterizations, the cost function including moist processes 

has a more complicated shape with. possibly, multiple minima. These fac tors render the minimization 

for 40-Var with the moist processes included more difficult than for 40-Var without the moi t 

processes . 

b. Con vergence performance 

Figure 14 ·hows the variation of the cost function as a function of rhe number of iterations in 

tbe minimization process up to 30 iterations fo r the three ass im ilation methods: the NOMP, MP and 

MP+RR methods. Convergence performance is evaluated for two value of the penalty parameter r 

. The upper pan~ I is for r = 4 X I 0 17 
SJ: the lower panel is for r = I x I 018 sJ. The cost function is 

divided into three terms as in (67): the observation term for ob ervarional data except for precipitation 

data . J,, the observat ion rerm for precipi tation data. J,, and the penalty term. J,. Tbe econd term 
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J, 1 absent for the 'OMP anu lvl P methods. In each p~ n e l the upper three lines and 1he middle 

three lines arc the values of}., and } , for the three methods. respectively. and Lhe lower line is the 

vu lue - of ./, for the MP+RR method. Figure 15 di:,play> Lh<: corresponding variat ion of the sca led 

gradient of the cost function. The parenthetical va lues in the legend of each panel indicate the 

number of funct ion calls required for 30 iterations. One 1\mction call consists of one fo rward 

integration of the th; imi lalion model and one backward inregra1ion of the adjoint modeL One 

itermion of 1hc uncons tr~ined minimization algorithm sometime-; req ui re more 1han one !'unction 

ca ll due to the line search. 

The s lopes of J,, and the norms or 1he scaled grad ie n1 in Figs. 14 and 15 indicalc 1ha1 

converge nce has no1 been reac hed for the three methods. The norms of the gradient do not show 

large decreases even after 30 iterations. These slow convergl!nce rate s may be primaril y due to the 

use of the subop1imal va lues as the . calin g conslants. The inc lusion of the penalty term in the cos t 

function also deceler:ues the convergence (Courtier and Talagrand . 1990; Thepaut and Courtier. 

1991 l- Since the observations ha ve errors and are no1 available over 1he globe , exclusion of the 

pen!ilty term or use of very small penalty parame ters leads to numerous noi sy structures. com;isling 

mostly of grav ity waves, in 1he analysis. A po int to no1e here is that a decreasing cost function does 

not necessaril y mean that1he analysis is still being improved. In contrast, a cominual ly decreasing 

cost funct ion can, at limes. co rrespo nd to an increasing leve l of gravity wave noise (Thepaut et al., 

1993a). Although the iteration proce;,s does not converge in the results pre en ted here, the minimization 

with 30 iterations yield analyses thar are suffi cie ntly clo ·e to the truth. as wi ll be described later. 

The small er penalty paramete r makes 1he value of 1, afte r 30 iterations almost the same as 

the va lue before the itera ti on (iteration 0) for the three methods. with a slighr increase of J, a fter 

around 10 it e rations (Fig. 14a). J, is only a small fraction of the roral cos r function. The inclus ion 

of the moist proce ses cons iderably . low down the conve rgence_ The MP method require up ro 49 

functi on ca lls for JO itera1ions and. still. the value of .fu al'ter JO iterations is much large r than that 

for 1he NOMP and MP+RR methods. The step- like ariation in J,, fo r the MP merhod results from 

the occas ional occurrence of small srep length in the line search. These instances are often associated 

with large gradient. in rhe cost function s uch as at the 5th and 13th ite rations (Fi g. !Sa). The 

MP+RR method a! o encounters a large gradient in the cost func1ion at the 4th iteration. Comparison 
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of results from the MP und MP+RR methods reveals that JS>imibting pre-:ipitalion dal<l accelerates 

the con vergenc~ or 4 0 -Var with the 1nois1 proce~ ·es included. However. this is nor always the case 

when rea l precipitation data are a ·similated. a> wi ll be shown 111 the real data experiment. ln the 

simu lated data framework. observed precipiiation data are fairly cons<stent w1th the model. Thus , 

the a~ce lerati on ol.- convergence by ass unil ati ng precipitation data may be an expected result. 

fncrea;i ng ihe pena lty parameter decelerates the convergence for the NOMP method. while it 

considerably improves the convergence performance for the MP and l'v!P+RR methods (Fig. 14b). 

Although the number of func tion c~lls for the MP method is greatly reduced, it is stil l larger rhan 

that for the MP+RR method. still indicating again the benefit of ass imilating precipi taLion dma. The 

val ues of J,. for the 1hree methods are almost the same. with ./, for the MP and MP+RR methods a 

littl e larger than rhat for the NOMP method. This is due to accelerat ion of convergence for the MP 

method and deceleration for the NOM P method . There are no large differences in the va lues of ./,. 

for the MP+RR method fo r rhe 1wo pena lty parameters. The values of .!, decrease during the first 

several ite rati ons for the three methods and increase after around 10 iterations. As wi ll be shown 

later, the larger penalty parameter yields a bet te r analysis in the tropics after 30 iterations eve n for 

the NOMP method. Figure l5b shows that large gradients in the cos t fLmction are not e ncounte red 

during the minimization processes fo r the MP and MP+RR methods when usi ng the Jm·ger pe nalty 

parame ter. This resu lt suggests that the penalty term helps to avoid e ncounteri ng loca ll y la 1·ge 

gradients and, as a result , inc reases the efficiency of 4 0 -Var with rhe moist processes included. 

Local ly large grad ients in the cost function arise from the parameterized moist processes. and the 

mois t processes tend to generate a large time tendency of divergence. Therefore, loca lly large 

gradients can be avo ided by inc luding a penalty term whic h suppresse a large time tendency of 

divergence. This result will be confim1ed by rhe real data experiment descr ibed in Section 6. 

c. Analyzed fields 

Analys is e rrors in the surface pressure. 200 hPu di vergence, 6-hour accumu lated prec ipi tatio n, 

and tota l precipitable wate r ar 1 = 0 h in the tropics are summarized in Table I. Analysis error is 

defined as a difference between the analysis and the truth_ The RMSEs over the latitudinal belt 30 

"N to 30 ·s are li sted fo r the rwo pena lly paramete rs. r = 4 x 10" s' and r = 1 x JO's s4• 
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Compari;.on or the two cases reveals that the larger penalty parameter tends to yie ld a better 

an~tlysis in the trop1cs even fo r the NOY!P method . Recall that the NOIVIP method give. a s lower 

convergence rate with the larger penalty parameter. It IS also seen that 40- Var withou t the moist 

proce,scs yield~ poorer analyses of precipnmion and total p1·ec1pitabk wate r than the Ilrst guess. On 

the o ther hand, 40- Var with the moist processes included yie lds bet ter analyses of those field · with 

both the penal ty parameters. despite the degraded convergence perf rmance. This result strongly 

indicate · the impomtncc of moist proce ·. es for 40- Vur in the tropics. Although moisture observations 

arc not availab le in the trop ics. analysis erro rs in tow! precipitable water fo r the IV!P and MP+RR 

method.s are small er than the fi rst guess error. This is due to the fact that 4 0 -Var uses all ava ilable 

observations and the model dynGmics to retrieve the moisture fie ld. It is also ·een that assimilating 

precipitation data further improves the moisture ana lysis as well as the analysis of200 hPa divergence 

and precipitation. [n the fo llow ing, results are presented only for the case of r = I x I O" s' which 

y ields better analyses. 

Figu res I 6- 18 compare the analyses of 6-hour accumulated precipitation, 200 hPa diverg~ nce, 

and mean sea leve l pressure. respectively, at r = 0 h after 30 iterations. The top panel in each fi g ure 

: hows the tru th. as defined from the fu ll- phys ic~ simulation. A deve lopi ng trop ica l cyclone ea~ t of 

the Phili ppi nes (Fig. !Sa) brings heavy precip itation (Fig. !6a) and an accompanyi ng pattern of 

· tro ng d iverge nce at 200 hPa (Fig. 17a). This si mulated cyc lone co rresponds ro S uper Typ hoon 

Hope (27 Jul y - 3 August I 979) in the rea l atmosphere, so that it is refe rred to as a typhoon 

hereafter. Another tropical disturbance with heavy precipitation and s trong divergence is found in 

the northern Arabian Sea. 40- Var ' ithout the moist processes cons ide rably undere ·timates 

precipitation in rhe tropics and almost comp letely fails to retri eve the areas of heavier precipitation 

(Fig. l6b). The strong divergence associated with the typ hoon and the other tropical di turbance in 

rhe northern Arab ian Sea i.- also considerably underestimated as well as strong diverge nce in the 

eastern tropical Atlantic (Fig. I 7b). The sharp s truc ture of the typ hoon that i seen on the mean sea 

le e! pres. ure map i not well reproduced (Fig. I 8b). 

The incl us ion of the moist processes grea tly improves the analysis of 6-hour acc umulated 

precipi tation lfig. I 6c). Regions of heavy precipitation are we U retrieve , although they are till 

unde res timated in severa l are;~s and the locations of maximum precip it ation east of the Phil ippines 

and in the Bay of Bengal are mi ·placed. The analysis of strong dive rgence in the northern Arabian 
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Se'1 and eastern tropical Atlantic is improved (Fig. 17c). The ret ri eved divergence rn the region 

f·rom the Bay of Bengal to the western tropical Pacific is still not . a ti. factOry. The center of the 

divergence a~sociated with the typhoon is erroneously shi fted eastward. corresponding to the m1sp!aced 

maximum or 6-hour accumu lated precipitation. The central pressure or the SlmttlateJ typhoon is 

s li ghtly underest imated (Fig. I 8c). AssimiLation of precipitation data with 4D- Var works very well. 

Taking into account the s ize or observa tion error in precipitation data. agreement between the 

analyzed precipitation and the truth is rema rk able (Fig. 16d). The divergence field 111 the region 

fro m the Bay of Bengal to the western tropical Paci Fie is we ll retrieved (Fig. I 7d) , althllugh the 

di verge nce a sociated with the typhoon is slight ly undere timared. The central pres,ure of the 

retrieved typ hoon is almos t the same as the truth (Fig. I 8d). 

The vertical dis tribu tio ns of a na lys is error in vo rti ci ty, di vergence, tempera tu re, and relative 

humidity in the tropics at r = 0 bare displayed in Fig. 19. Since wi nd observations are available at 

CJ = 0.20 a nd cr = 0.85 in the rrop ics. it i reasonable th at the ana lysi . errors in vortic ity and 

divergence at these two levels are considerab ly decreased from rhe fir t guess e rrors. Note that 

analysis errors in wind field at other levels are also dec reased from the correspond 1ng fi rM guess 

errors w itho ut us ing speci fi c anal ys is structure functions. This is a nice property of 4 0 -Var. A 

similar ad vantage of 40-V::u- i · een in the re lative humid ity anal ysis error. The errors fo r tile MP 

and MP+RR methods are small er than the first guess error in the lower troposphe re despite the fact 

that no moisture ob ervations are ava ilab le in the trop ics. This advan tage has been discu,5ed earlier 

when referring to the RIVISE of rota! precipitable wa te r in Table I. Po iti ve impactS from including 

the mois t processes and assimilating pre ipitation da ta are ev ident in the analyses of dive rgence , 

mo isture, and lower tropospheric vorticity. l.n particul ar, the winds in the tropical planetary boundary 

layer are better analyzed. This result may reflect the fact that circulation in the tropical plane tary 

boundary layer is closely related to cumulus convecti on. The impacts, however. are not clear for the 

temperature anal ysis. This is partly because temperature observations with relatively s mall error 

are assumed to be ava ilable at a ll model leve ls and. as a re ·ult, the impact of model dynamics and 

the other observations on the temperature analys is is neg li gible. Such in ensitivity of the temperature 

ana lys is to precipitation data was also seen in the co lumn model experiment (see Figs. 8 and 10). 

d. Forecast experime nt 

47 



It b expected that a b~ucr analy,is will pro luce a better forecast. To confirm this statemem 

for the present study. a 7 _-hour- forecast experiment wa> carried out by using the initial conditions 

at 1 = 0 h prepared by the simulatcJ data experiment with r = I x 10'" sJ. The fu ll-physic · model 

wa~ w;cd for the forecast experiment. lnttiali-zation is not nc:ccssary. because undesirable gravity 

wave notsc 1;, al ready suppressed by inclusion of the penalty term in the cost function. 

Re;ulb of the foreca>t t!xperiment are presented only r·or the M P and MP+RR methods. The 

fore<.:ctst starting from the NOMP anuly~is did not run ·uccessfully due to unrea li >tic value, of 

dewpoim depression at lower levels around the Andes. As mentioned in Subsection 3. I. the FSU-G M 

tends to produce noise around the Andes. The unrealistic vctlue; prevented an itera tive algorithm 

which converts virtua l temperat ure and dewpoint depression into temperature and specific humidity 

from converg ing after several iterations and . as a result. the time integration was topped before 

reaching forecast hour 24. [tis likely that the larger value of th e penalty parameter is not appropriate 

for the NOMP method. since the convergence performance is poor compared to that for the OMP 

method with the s maller penalty parameter (see Fig. 14). It is also to be noted that the value of J, 

after 30 irerations fo r the NOM P method is onl y a third of th e va lue before the iteration is started. 

The combination of the penalty term cons tra int being too strong and the absence of the mo ist 

processes may eli. tort some pan o l' the analyzed atmospheric st:lle and lead to the fai lure oJ the 

forecast. fn fact. a 72-hour fo recas t starti ng from the NOMP analysis wi th the smal le r penalty 

parame ter did run successfu ll y. The exact cause of the forecast failure , however, i not known. 

The s kill of predicted 24-hour precipitation totals in the trop ics is shown in Fig. 20. The 

benefi t of assi mil atin g precipiration data into the subsequen t forecas t is evident. Tht: forecast 

tarring from the IP+RR analysis is more killful duri.ng the e ntire forecast period. The large 

difference in the errors for the 48 - 72 h period is primarily due to d iffe rences in precip.itation 

caused by the typhoon which was located to the east of the Philippines at r = 0 h (see Fig. 18). 

Figure 21 compares the true and fo recas ted 24- hour precipi tati on tota ls in the Asian monsoon 

region for c = 48 - 72 h. Heavy precipitation aro und the East China Sea is brought about by the 

typhoon. Another art:a of heavy precipitation around southern Paki. tan is due to the tropical disturbance 

which was located in the northern Arabian Sea a t I = 0 h. The forecast sta ring from the MP 

analysis e rroneou.ly shifts the heavy precipitation area around the East China Sea s li g htl y 

sou th we tward and overe~:tima te~ the maximum value of precipitation. The fo recas t a l o fails to 
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predict the heavy prec ipitation around southern Paki · tan. The asstmilation or pr~cipnatton data 

improves both deficiencies. although the heavv precipitation clue to the typhoon i still misplaced 

southwestward and the other area of heavy precipitation is undere~timated. Prediction of precipttation 

in eas tern India and the eastern Indochi na Penin ula. however, tS slightly degraded. Note that there 

are almost no difference· in areas of weak precipitation. Positi ve impacts From assimilating 

precipitation data areal o· found in the prediction of other variables such as mean sea level pressure 

(not s hown). 

5.3 Discussion 

The FSU-GSM with the s moothed moist processes is u ed primarily to investigate the effect 

of the penalty term for accelerating convergence of 4D-Var wi th the moist processes included. The 

resul ts from the experime nt are summarized a· follows: 

• The penalty term for suppressing gravity wave no ise he lps to increase the efficiency of 

4 0 -Var with the mois t processes incl uded by avoid ing locall y large gradients in the cost function 

during the minimization process. 

• Desp ite the fact that wind observatio ns in the tropics are assumed to be avai lable on ly at two 

model leve ls. the wind analysis error of 4 0 -Var is decreased from the first guess e rror at a ll model 

leve ls wi thout us ing spec ific vertical st ructure functions. The moisture analys is error in the lower 

tropo phere is also decreased from the first guess erro r without assimilating moisture observations. 

• 4 0 -Ya.r wirh the moist processes included ields a much bener analysis in the tropics de!>pite 

a s lower convergence rate than 4D- Var witJ10ut the moist processes. lnclusion of the moist proces es 

improves analyses of d ivergence, moisture. and lower tropo pheric vorticity. The wind field in the 

planetary boundary laye r is better analyzed in the tropics, and the structure of a tropical cyclone is 

well re trieved. 

• Furrher improveme ots result fro m ass imilating precipitation data. The 72-h ur forec t 

experiment shows a benefit of as imil nti ng precip itati on data in the tropic . However, major 

improvernems are generally confined to areas of heavy precipitation. 

Alrhough the above results are deri ved fro m assimilation experiments using si mulated data for 

one synoptic s ituation onl y. the tlrst result Strongly suggests that control of gravity wave level i · 

gene rall y he lp ful in acce le rating the convergence of 4D-Yar wit h moist processes included. This 
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re,ult makes a contra't tO results !"rom 4D-Var cxpcrimoznts with dry-adiabntic models by previous 

authors. For instance. Courtter and Talugnlnd ( 1990) reponed that when a penalty term to el iminate 

gravity wave noise wa.~ included in the cost function, the convergence turned out to be extremely 

s low. To al leviate this dilliculty they devised a method of introducing a nonlinear normal mode 

mitialization in 4D-Var 111 ~tddition to the penalty term. The reason why adding the penalty term 

decelerates the convergence of 4D-Var is that it makes rnot·e difficult for the model trajectory to fit 

observations due to the additional constraint. The present result. however. 'hows that thi ~ is not the 

case if moist processes are included and it is applied to the tropics. where deep cumulus convecti on 

plays an essentia l role. Deep cu mulu convection is a hi gh ly nonlinear process. so unrealistic:.tlly 

strong convecti ve activiti es that may be encountered uuring the minimization process may. ignificantly 

decelerate convergence. The penalty tem1 is helpful to ~ uppress unreali ·tically s trong convection 

through the contro l of the rime tend<:!ncy of divergence and. therefore, to increa'e the efficiency of 

40-Var. However, too strong constraint will deteriorate the convergence due to the same reason as 

in 4D- Var experiments wi th dry models. as will be demonstrated in the real data expet·iment. 

The present :-a udy demonstrates the benetits of including moist processes for 4D-Var in the 

tropics. but difficulties s till arise with the ' trong non linearities and threshold processes associated 

with physical parameterizations, particularly the parameterization of deep cumulus convection. The 

minimization failed to converge in some cases for the MP and MP+RR methods in which the 

penalty term w~t> not incl uded or the 6-hour s imulation starting from r = -48 h was used a the first 

guess. The failures were primarily caused by the occurrence of unreaJ istic dewpoint depre sion 

values. Similar· minimization failures were also experienced in the column model experiment using 

the mouthed moist proce ·-es, but were not experienced when using the di continuous moist processes. 

A discus ·ed at the end or Subsection 2.1, remo va l of discontinuities from parameterization schemes 

may imroduce a loca!Jy large gradient in the cost function which might lead to phys ically unacceptable 

values of some comrol variables during the minimization processes. Further smomhing is desirable 

for ·ucce ·fully developing -+D-Var in the tropics, but care must be taken not to degrade the 

perfonnance of the physical parameterization~. It is also desirable to devi e an effective method for 

constraining Lbe value of control variables, e pecially the moisture v:.triable, to reali ·tic values. but 

such a approach usuaLly requires further demands upon computer re ources and may not be feasible. 
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6. Real data experiment 

6.1 Mer/rod 

a. Experirnemal design 

A schematic diagram of experimental design fur the real data e.~penmem is presented in Fig. 

12. The 1.2-hour period ofO- 12 UTC 22 August 1.992 ( 1 = -12-0 h) is chosen as the assimilation 

window. The obse rvation:, assimilated are radiosonde data over the globe and precipitation data 

over the tropical oceans. The precipitation data are instamaneou precipitation rates retrieved from 

the SSM![ ob>ervation by the Defense tYleteoro logical Satellite Program (DMSP) satellites. Derail, 

of the observat iona l data will be described later. The SSMfi precipitation data do not entirely cover 

the tropical oceans during thi s 12-hour period. Increasing the length of the assimilation winuow i 

possible for the precipitation data to cover more area, but the adverse effec of model error on 

40-Var will also increase. The nonlinear normal mode initialization with physic. (Kitade, 1983) is 

applied to the operational analysis prepared by the NCEP at lhe beginning of the assimilation 

window ( r = -12 h). This initialized analysis serves as the fir. t guess for the model stare at r = -12 

h. 

Oi fferen t from the simulated daw experiment, the FS U-GSM with the full physics is used as 

the assimilation model. Since the 4D-Var formulation usually assumes that the model is perfect, the 

full-phy ics model is more appropriate as the assimi lation model when as imilating real observations. 

In this case, however. the adjoint model with the reduced phys ics, which u ·es the basic staLes 

produced by a forward integration of the assimilation mode l with the full physics , doe; not produce 

exact gradients of the cost function. Such an approximate procedure has already been adopted by 

M. Zupanski ( 1993) and Zupanski and Mesinger ( 1995). They showed that this procedure produced 

beuer analyses than another procedure in which the reduced-phys ics model consistent with the 

adjoint model is used as the assimilation model. As in the simulated clara experiment, tlu·ee assimilation 

method~ are compared to assess the impot-rance of moist processes for 4D- Varin the tropics and to 

eva luate the benefit of a similating precipitation data. The NOMP method uses the adjoint model 

that lacks the moi:;t processes. The MP method use the adjoint model with the moist processes 

inc luded but does not assimilate the SSM/I precipitation rates. The MP+RR method uses the ·ame 

adjoint model as in the MP method but assimilates the SSM!I precipitation rates. 

Since the background renn is not included in the cost function as in the previou two experiment , 
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a compari>on with operation'il analysi> at an NWP center is not intended here although real data are 

assimilated. !n an operattonal analys1>. information obtained from the previous analysi s cyc le i 

effectively utilized through the background term. A 4D-Var formulation without the background 

term make, it d1fficult to full y util ize th1 information except for us ing it as the first guess. Ao a 

result, the qu <l lity of ana lysis produced from the assimilation experiments performed here may be 

worse than tbe quality of operational an,J!ysis. 

Radiosonde data in the as ·imilmion window of 0- l2 UTC 22 August 1992 are taken from the 

NCEP upper air da1a subse ts archiveclm the National Cemer for Atmospheric Resea rch (NCAR). 

Th~se data represent what: NCEP col lected before the ir cutoff rime when they commenced the 

operat ional analysis. As imilated data are geopotential height at 1000 hPa. wind and temperature at 

ten standard level below I 00 hPa and relative humidity at six standard levels below 300 hPa. 

Geopotential height data at the other levels are not assimilated because they are not independent of 

temperature. moisture, and I 000 hPu geopotential height data. Since the model top is placed at cr = 

O. l . upper air data above I 00 hPa are not assimilated. 

The observation error standard deviations used are given in Table 2. They are almost the same 

as those used in the NCEP operational 3D-Var y tem. The observation error standard deviations at 

1000, 700. 500, 300, ~tnd I 00 hPa except for the geopotential height are taken from Table l of 

Parrish and Derber ( 1992), and those at the other levels are calculated by applying a sp line interpolation 

in the logarithm of pres ure. The obse rvation error standard deviation of geopotent.ial height at 1000 

hPa is taken from Table 5 of Dey and Morone ( L985). Observation errors in the radiosonde data are 

assumed to be independent or each other. so that the observation error covariance matrix for these 

data is diagonal. 

A s imple quality control procedure i applied to the radiosonde data by using the NCEP 

operational analyse at the beginning and end of the assimilation window. The operational analyses 

are prepared on a 2.5 • x 2.5 · grid at the fifteen s tandard pressure leve ls . The analyses are linearly 

ioterpolated to ob ·ervation times. and then bicubic horizontal interpolation i · performed from 

analysi: grid points m observnrion pointS. lf the magnitude of the difference berweo::n an ob ervational 

datum ~nd interpolated NCEP analysis is greater than twice the ob ervation error. the ob. ervarional 
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datum is reJected . Table 3 summarizes the number · of reponed uata and rejected data. Zonal and 

meridional componenu; of the wind are rejected separately in the presem .<.tudy. although s imultaneous 

rejection or acceptance of both wind components would be more appmpnatc for quality control of 

radiosonde wind data . Rejec tion rates for wind and temperature clat~ <lre about 5 %. The >mal l 

rejection rate for 1·eJative humidity datu is due to the use ol" u rel at ively large obse rvation e rror 

standard deviation. The total number of radiosonde data that are assimilated during the J 2-hour 

assimilation window is 32681. Since thi s number is much less than the degrees of freedom 111 the 

model. 86879. the minimization problem is underdetermined. The inclus ion of Lhe penalty term in 

the cos t function restricts poss ible so lution and alleviates this underdeterm1nacy . Figure 23 display 

the horizonta l distribution of radiosonde Stations from which data are assimi lated in the expcrimems. 

The radiosonde stations ::tre densely distributed over land in the Northern Hemisphere. while they 

are very sparse over the tropical oceans except for the western tropical Pacific . 

c. SS!VI/l precipitation rates 

The SSM/[ is a passive microwave radiometer operating on several DMSP sate llites since 

!987. The DMSP sate lli tes are in sun-synchronous orbit at about 860 km e levation with a 98.8 • 

inclination. Their passes cover each earth location twice per day. Two DMSP sate llites. FlO and 

Fl I, were in orbit during the assimilation windowofO- 12 UTC 2?. August 1992. The FlO satellite 

was launched into a slightly elliptical orbit in November 1990. Its equator cross ing rime drifted 

slow ly from about 0755 local time (LT) in May 1991 to about 0830 LT in May 1992. The Fll 

satellite was launched into a near-circular orbit in December 1991 with equator crossing times of 

about 0600 and 1800 LT. The SSM/I has four channels with frequencie of 19.35. 22.235. 37.0. and 

85.5 GHz with nadir horizontal resolu ti on of 15 - 60 km depending on the frequencies . All 

measurement except for the 22-GHz channels are obtained with dual pol arization. The addition of 

the 85-G Hz channel makes the SSM/I unique in compari on to pre vio us pas ive microwave 

ins truments . This channel provides the highest ensitivity for measuring prec tpitation over land. A 

conical e lectrical scan swee ps out a 1400 km swath aft of the sa tellite . The details of the SSM!l are 

described in Hollinger er al. ( 1987). 

The SSM/I precipitation rates over the tropical oceans are obtained from a regression fonnu!a 

developed by Olson et al. ( 1990). This algorithm was used by Kri shnamuni et al. ( 1993 . 1995 ) for 
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their phy ical initialization procedure. The algorithm for precipitation over ocean is a· follows: 

if 

- 11 .7939-0 02727 T ~?V + 0.09920 T~"' > 0. (70) 

then 

R = max [ exp (3.06231 - 0.0056036 T:.'v + 0.0029-+78 n~" 

-0 00 I 119 Tt- 0 Q(J750 Ti,'' + 0.0097550 T:;")- 8.0. 0] , 
(71) 

else 

R =0, (72) 

where R is Lh~ precipitation rate in mm h·', T8 the brightness temperature in Kelvin. The superscripts 

85, 37, 22, and 19 refer to frequencie in GHz. and the superscripts Hand V refer to horizontal and 

vertica l polarizations. A roml of 1365 collocated SSM/I and tropical radar measurements over 

ocean were used to obmin the above regression formula . The bias and RMSE of the precipi tation 

rate estimate are 0.13 mm h-1 and 0.59 mm h' 1
, respectively. The correlation cot:fficient between the 

Mil measurement and the radar measurement is 0.772. Gairola and Krishnamurti ( 1992) found a 

close agreement between rain gauge based precipitation at island stations and SSM([ based oceanic 

precipitation derived from the above algorithm. Olson ct al. ( 1990) also proposed regress ion fonuulae 

for retrieval of precipitation rates o er land. Gairola and Krishnamurti ( 1992). however, found that 

over land areas the SSM/! precipitation derived from the Olson algorithm showed large departure 

rrom rain gauge measurements. Therefore, SSM/I precipitation rates over land are not assimilated 

in the present study. 

The SSM/I precipitation rates are griddecl to a I ' x I ' me h over ocean between 35 ' N and 35 

' S by taking an area average. Since model. precipitation is computed on the Gaussian grid with an 

approximate horizontal re ·olution of 2.8125 • x 2.8125 ' , an area average over a Gauss ian grid box 

appear more appropriate . However, data coverage of the SSM/! precipitation rates is so limited 

that an a rea average over a larger domain may dilute the information carr ied by the original. 

e timates from the Olson algorithm. The 12-hour assimi lation window is divided into 12 one-hour 

intervals. The SSM!L estimates of instantaneous precipitation rates belong ing to one of the l-hour 

intervals are regarded as hourly mean precipitation rates over this 1-hour interval. Bicubic interpolation 
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is applied to interpolate m del precipitation rates from model grid point. to observation points. ln 

view of the fact that model prccipit:Hion rmes are computed in physrcaJ space not spectra l pace, 

bilinear interpolation might appear more appropriate. Results from an as imila tion experiment 

u. ing bilinear interpolation. which will be described Inter. indicate the oppostte. A quality control 

procedure is not applied. nor is the bias in the OJ on algorithm corrected. 

As mentioned in [ntmcluction, one of the advantages of 4D-Var over physical initi a li zation in 

assimi lating precipitation data i, the proper treatment of precipitation data error. However. aossigning 

appropriate ob~ervution error standard deviation for precipitution rates is not easy. prim.arily becau e 

of the kewed probability dis tribution of precipitation rates. The necess ity of tran:.forming the 

precipitation rates to make the observation error more normally distributed was pointed out in 

Subsection 2.2. In the present study such a transfonuation are nor applied and a constant observation 

error tandard deviation i used for the sake of simp li ci ty. Taking the area average or the SSM/I 

precipitation rate s over the I ' x I ' grid box reduces the RMSE of the original SSM/I estimate 

from the Olson algorithm. On the other hand. representativeness error shou ld be added to the 

observation error because the ho,-izonral resol ution of model precipitation rates is much larger than 

that of the SSM/ ! precip itation rates. There is another error that results from regarding insrnntaneous 

precipitation rates as hourl y mean precipitation rates. In the present swdy the observation error 

standard deviation of the SSM/I precipitat ion rates is set to I mm h·' a a crude estimate. Observation 

errors in the SSM/I precip itation rates are inherently mutually correlated becau ·e it is obtained by 

the same sensing device . However. the observation errors are assumed to be horizontal ly unc rrelated 

for simplicity . Thus, the observation error covariance matrix for the precipitution daw i a lso 

diagonal. The total number of the SSM/f precipitation rare available over the assimi lation window 

is about 2 x 10"', so the minimization problem i st illunderdeteimined even if the precipitation data 

at·e assimilated. Since the radiosonde data and tbc SSM/[ precipitation rates are independent of each 

other, the entire observation error co rre lation matrix is also diagonal. 

Figure 24 shows the SSM/l precipitation rates over the assimilation window at 1-hour intervals. 

ft i · seen that almost the same regions are observed twice by the two DM P sate ll ite·. For example. 

a region of heavy precipitation in the eq uatorial Indian ocean was ob erved during the period -12 h 

to -II h (0 - J UTC 22 August 1992) and the period -8 h to -7 h (4- 5 UTC). Regions of heavy 

precipitation east oF New Guinea were observed during the period -6 h to -5 h (6- 7 UTC) and the 
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period -:! h to -I h ( I 0- II TC). Figure 25 .shows the compu~ite ol.the SSM/I precipitation rate; 

over the a.ssimi luuon window. Mean value~ are plotted in area'> where more tha11 one observation is 

available. For later conven ience. only the latitudinal belt between JO ' Nand 30 ·sis di<;played. It is 

'ieen that the SSM/ I observation-, do not rully cover the tropical oceans despite the fact that two 

DM SP ,:ucil ite> are in orbit and that n 12-hour as~imi l ution window is taken. AboLII a third or the 

trOp ical oceans remain unobserved . In thi s period there are no 'itrong tropical di-,tu rbances over the 

tropica l oce:Jn' except for Hurricane Andrew in the western Atlantic. A small reg ion of precipitation 

at 25 ' N. 70 ow adjacent to a data-void region is associa ted with thi s compact tropica l cyclone. 

Unfortunately the center o f the hurricane is not ob ·erved by the DMSP sate ll ites during the assimilation 

wi ndow. However. even if the SS:vl/I observations covered the entire region , the horizonta l ca le or 

Hurricnne And rew is too sma ll to be properly resolved by the T .. _L 12 global spectral model. A 

region or heavy precipitation around 5 ° . 165 ' E is associated with a tropical depression that is 

developing into Supe1· T yp hoon Omar. 

OLR clatu obta ined from the infrared radiometer aboard 1 OAA polar-orbiting sate llites ha ve 

mor · data coverage in the tropics. although the OLR data ha ve a poorer physica l basis for es timaring 

precipitation rutes. Figure 26 displays the ni ght pass and day pass composites of OLR for 22 August 

1992. These composites are prepared on a 2.5 ' x 2.5 o grid by the National En vironmental Satellite, 

Data. and In forma ti on Service (N ESDIS) from meas urement by the NOAA I I and OAA 12 

satellites . Equator cross ings of the two sate llites are at 0230 L T and 0730 L T for night pass and at 

1430 LT and 1930 L T fo r clay pas ·, respec ti vely. Thus, OLR data used for the night p~ s compos ite 

in the Atlantic region between 70 ow and 40 OE a11d those used for the clay pass composite in the 

western Pacific region between 110 'E and 180 ' E fa ll into the assimilation window ofO- 12 UTC 

22 August 199::>. The1·efore , the OLR composites in the ·e two regions can be compared with the 

SSM/I compo ite in Fig. 25. /\ c lo e agreement between the SS M/1 co mpos ite and the OLR 

compos ites in the regions suggests th at the OLR compo. ites can be u ed to qual itatively verify the 

precipitation analy ·is in SSM/I data-void areas. 

d. Cost fu nct ion and minimization 

The cost function is g ive n by (4) with the observation term replaced by a more speci t'i c form 

of (6) as in the s inlU !ared data experiment. Since the observat ions are assumed to be uncorrelatecl 
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with each other, the Ob'>ervation error covariance matrices arc diagonal. The observation operator., 

cons ist of inver c opec tral transforms to go fr m spectral to grid-po im representation, conver,ion~ 

from model state variab les to observed variab les, bicubic horizonta l interpolation from model 

Gaussian grid poin ts to observation poinb. and cubic vertical interpolations from model sigma 

levels to observation levels. The gradient or th<' cost function i' given by (II J- ( 13) with additional 

contribut ions from the penalty term. 

The minimization is performed in spec tral space in conlra't to the s imulated dma experiment. 

where the contro l vari ab les were defined in phy. ical space. Minimization in spectral space may be 

more appropriate because the model is a spectral model and this procedure requires much les' 

memory. A preliminary experiment usi ng a !-hou r as ·imilation wi ndow sh wed that there wa no 

significant difference in convergence performance between mi nimizations in spect ral space and 

physical space. The maxim um numbers of iterations and function calls are set to 30 and 40, 

respectively. One function ca ll consist· of one forward integration of the assi mila ti on model and 

one backward integration of the adjoi nt model. One iteration of the uncon,;trained minimization 

algorithm sometimes requires more than one fu ncti on ca ll cllle to the line search. 

Scaling factors for the contro l variable~ are 10·' s·' for the vorticity and divergence, 1 K for 

the virtual te mpe rature, 2 K for the dewpoint depression. and LO·' fo r the logarithm of urface 

pressure. These values are the same as those used in tbe si mulated data experiment except that the 

in ve rse square roots of the Gaussian we ights are not multiplied . The mu lti plication of the 1nverse 

square roots was introduced in the previous experiment because the ob e rvations were provided on 

the model Gauss ian grid and the cost function was defined in terms of the global integral rather than 

a summation over the Gaussian grid points. The number of updates "' in the L-BFGS method is set 

to 5, as in the simulated data experiment. 

6.2 Results 

a. Gradient calculation 

S ince the assimi lation model and the adjo int model in the present experiment are not con ·istent 

with each other. the adjoint model does not provide the exac t grad ient of the cost functio n bu t 

yie lds an approx imate gradient. The precision of the app roximation can be exannined by using the 

fo llow ing functi on si milar to (69): 
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( ) 
J(xo)- ./(x,- aS' \' ,,,.!) 

(/)0:= r' 
a(\',,J) s- 'V,,J (73) 

wh~re a is a small nondimcn~ional parameter and S is a scali ng matrix. The 'caling matrix is a 

diagona l matrix . ih diagonal elemen ts consisting of the ,caling facto rs introduced in the previous 

ubsection . \'_,,,./ is an approximate gradient ob tai ned !'rom backward integration or tlte inconsi$LCnt 

adjoint model. Jf the approximate grad ient i,; exac t. the va lue r rp(a) should be c lose to unit y for 

sufficie ntl y ,;mal l a. 

The va ri ations of rp( a) with log a for the NOMP and MP method' are plotted in Fig. 27. The 

first guess used in the experiment. the in iti alized NCEP analysis a.t 1 = - 12 h. is taken as x
0 

in (73). 

Thus, thi s figure show· the precis ion of rbe gradient calculntion at iteration 0 in the minimization 

proces . The pena lty parame ter r is set to 8 x 1020 s•. Large values of tp(a) fo r a = 10·" resu lt 

from numerical ca.ncellation erro 1·, so they are to be neglected. It i seen that rp(a) is suffic ie ntl y 

c lose to unity when a is les than 10·' for both the NOMP and MP method · and that. the refo re. 

approximate g radients computed from the inconsistent adjoin t model appear to have enough precision. 

Note that rp(a) is les than unity fo r almost all values of a for both methods. indicating that the 

calculated gradie nts tend to be sli ghtl y ove res timated. Unexpectedly. rp(a) for the NOMP method 

is slightly closer to unity than tp( a) for tbe MP method. Since the directions of the gradients 

computed from the two methods are not the same, thi s does not nece sari ly mean that the adjoint 

model without the mo ist proce ses gene rates a more precise gradient than the adjoint mode l with 

Lhe moist proce ses inc luded. However. thi s result may be partl y due ro less validity of tangent 

linear approxima ti on for the MP method. Figure 13 for the si mulated dam experiment showed that 

the range o f a in which tange nt linear approximation is valid for the MP me thod is mucb smaller 

than the range of a for the OMP method. 

b. Convergence perfonnance 

The cost function and the norm of the ca led approximate gradient are plotted in Fig. 28 as a 
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functio n ol.the number of iterations for the NOMP. MP and MP+RR methods. The bicub1c interpolation 

i used to interpolate model precipitation rates from model grid point. to observation points. The 

cos t fu nction is ivided into three terms as in the previous experiment: the observation term for 

observa tional data except for precip itation, J, . the ob,crvation term for precipitation data. 1,. and 

the penalty term. J, . The second term is absen t for the NOMP and MP methods. [n the upper panel 

the upper three lines and the middle three lines are the vu luc, o r ] ., and ./, for the three methods. 

respectively. and the lower line is the va lues of ./ , for the MP+RR method. The parenthetical 

va lues 111 the legend of each panel ind icate the number of functi on culls requ ired for 30 iterations . It 

is ~een that the NOMP method shows s lightly betra convergence performance than the MP and 

MP+RR methods as in the simul ated data experiment. If the cost funct ion has locall y large gradients 

resu lting from highl y nonlinear nature of physical processes. a better approximati on to the g radient 

of the cost function does not always leads to better converge nce performance because of less 

validity of the tangent linear approximation. Although the MP and MP+RR methods yie ld s lighll y 

worse fits to the radiosonde data than the NOMP method. the MP and MP+RR methods produce 

better precipitation anal y-es in the tropics as will be shown later. Note that assim ilation of precip itation 

data does not impro ve the convergence performance, different from the resu lts from the simulated 

data experiment. The values of the penalty te rm remain almost constant during the minimization 

process for the three methods . Since the first guess used is the initialized ope rational analysis. the 

grav ity wave le e l at iteration 0 may already be at a reasonable leve l. Therefo re . the almost 

constant penalty te rms indicate that the resulting analyses after 30 iterations a lso have acceptab le 

gravity wave le vel . It is to be noted that the approximate grad ients of the cos t func ti on are not 

reduced by an o rder of magnitude even a fte r 30 iterati o ns. Convergence pe rformance wi ll be 

improved by introducing a sophisticated preconditioning procedure instead of the simple caling 

adopted here. 

One of the results from the s imulated data experiment was that the penalty term for suppre ·s ing 

gravity wave noi se increased the convergence rate ot· 40- Var with the moist processes included by 

avoiding locally large gradients in the cost function durin g the minimization process. The sensitivity 

of convergence performance to the penalty parameter r is examined in Fig. 29 for the MP+RR 

method. The cost functi on and the norm of the sca led approximate grad ienr are plotted as a function 
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of the number of iterations for the follow1ng three penalty paramet.:r~: r = 5 x IO.!U s1. 8 x 10'" s'. 

and 15 x 10
20 

s•. The curves for r = 8 x 102
" s• are identical to the curves ~hown in Fig. 28. Minus 

signs in the paremhcses in the legends indicate that the number of function ca lls reaches the 

maximum value. 40, before reach 1ng 30 iterations. It i · seen that there is an optimal value of the 

pen:Jity parameter, r = 8 x 10'0 ~ ·-which gives the best convergence performance. Th i:; value also 

keeps the magnitude of the penalty term almost constant during the minimization process. When r 

= 5 x I 0
20 

s' i' used. the conve rgence is considerably dece lerated and the maximum numbe1· or 

function ca ll ~ is reached before 28 iterations. The lower panel suggests that this decelerat ion may 

be primarily caused by excessive ly large gradient s computed by the adjoint model at the l;,;t and 

lOth iterations. This resu lt agrees with the result from the si mul ated data experiment: too sm<11l 

penalty parameters lead to poor convergence performance of 4D-Var with the moi t processes 

included. The penalty term gradually increases during the min imization process, indicat ing that 

grav ity wave level is roo high towards the end of iteration. When r = 15 x L02" s" is used, the 

convergence performance is also degraded. although large gradients in the cost function are not 

compu ted . A decreasing tendency of the penalty term indicates that the gravity wave level is 

gradually reduced. The excess ive suppression of gravi ty wave level makes it difficult to fit the 

model trajectory to the observations and. therefore, decelerates the convergence. 

So far in the presen t experiment. bicub ic interpolation has been u ed to interpolate model 

precipitation rates from model grid points to observation points. [n view of the fact that model 

precipitation is calcu lated in physical space nor spec tral space and that convective rainfal l. which 

predominates in the tropic , is a rather localized phenomenon. bil inear interpolation might appear 

more appropriate. Figure 30 compares convergence performance between bicubic and bilinear 

interpolation- for the MP+RR method. The penalty parameter r is set to 8 x 1020 '. [tis seen that 

the convergence rate i · considerably decelerated when bilinear interpolation is used; the max.imum 

number of function calls are reached before 27 iterations. Excessively large grad i ent~ are calcu lated 

at the 2nd and 6th iterations and may contribute to degradation or the convergence performance. A 

higher-order interpolator such tis bicubic interpolation hus a smoothing effect on the cost function 

and. a a result, improves convergence performance. 

The results from the column model experiment showed that variational data assimilation with 

di ·continuous moist processes had poor convergence properties and large analysis errors. However. 
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this conclusion wa obtained by using the column model and simulated data. It is desirable to 

examine whether this conclusion holds when using the global primitive-equation model and real 

observations. An as. imilation experiment is performed with the MP+RR method with r = 8 x 10"' 

s' using the discontinuous version or the moi>t processes and the bicubic imcrpolation for prec ipitation 

rates. The discontinuous vers ion i • the same as that used in the column model experiment. In this 

version several types of discontinuity such as discontinuous changes in cloud depth and a >tcp-funcllon 

condition for invoking cumu lus convection are not removed from the original parameterization 

schemes of the FSU-GSM. Figure 31 compares the convergence performance between the 

discontinuous moist processes and the continuou · moist processes that has been used o far in the 

present experiment. It i seen that the discontinuous moist proce~ses deteriorate the convergence 

performance of 4D-Var. The disconrinuous version produce a larger misfit in radiosonde data, and 

requires three more function c~lls for 30 iteration than the continuous vers ion. The misfit in 

precipitation data is almost the same, but the discontinuous version yie lds a slightly larger misfit. 

This result ugrees wi th that from the column model experiment, although clitTerences in convergence 

performance between the cont inuous and discontinuous versions are much smaller than differences 

which may be expec ted from the result of the co lumn model exper imen t. This is because the 

co lumn model experiment was performed for a case of deep cu mul us co1wection and an area 

covered by deep cumulus convection account for on ly a small portion over tht:: globe. 

c. naJyzed fields 

Precipitation and di vergence fie lds in the tropics after 30 iterations are examined for the 

assimilation experiments presented in Fig. 28. Tmpacts of the SSM/! precipitat ion rates on other 

fields such as vorticity are rather small and, therefore, are not described here. Figure 32a compare 

misfits in hourly mean precipitation rates for the tirst guess and the three assimilat ion methods over 

the tropical oceans between 30 • and 30 ·s where SSM![ data are availab le. The magnitLtde of the 

misfit for the NOMP method is almost the same as the misfit for the first gue5s. indicating that the 

precipitation analysis is hardly improved when u ing the adjoint mode l without the moist processes 

despite the fact that the full-physics model is u ed a the assimilation model. When Ltsing the 

adjoint model with the moist processes included, the misfit is reduced from tile first guess by 9 % 

even without assimilating SSM/T pcecipitation rates. This result indicates a benefit of including the 
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moi t proce$ cs in the adjoint model for the tropical data analy is. A~similatio n of the SSM/I 

precipitation rates cons iderab ly reduces the misfit. as expec ted. 

Figure 32b shows mi,fi ts in precipitable water over the assim il ation wi ndo w. The observed 

precipitable water is obt~u ned from the SS t\11/1 brightness temperatures using an algorithm deve loped 

by Lojou et a l. ( 1994): 

PW = 20.75-2.582 log (280- T ;,"") 
-0.39 19 log (280- T~'"')- 3.6 10 log (280- T~"'l 
+ 2.7'29 log (280- T~w\- 0.51 18 log (280- T ~" ) . 

(7-J. ) 

where PW is the precipitable wate rin g em·'- The brightness temperatures are COJTec ted to eliminate 

the weak biases observed between the brightness temperature measured by the SS M/f and those 

co mputed by the ECMWF global NWP model fo llowing the method proposed by Lojou e t a l. 

( 1994). The SS M/I preci pitabl e water is onl y calculated over the tropical oceans. Simi lar to the 

SSM/I precipitation rates used in the present experiment. the precipitable water data are prepared on 

a I ' x I ' grid with a tempora l reso lution of one hour. Bicubic interpo lation i LJSed to interpolate 

from model grid points to observation poi nts. It is found tbat the impact of incl uding the moi st 

proce ses in the adjoi nt model and ass imilating the SSM/f precipi tati on rates o n the precipitable 

water analysis is very small : the misfit fo r MP+RR is decreased from the first guess onl y by 1.5 %. 

A large r impact of as imilating precipitation data on precipitable water analys is was obtained in the 

si mulated data ex periment where observations of hourl y 1nean prec ipitation rates were assumed ro 

be available over Lhe entire tropics at eve ry hour. This as:,umpti on was too optimistic. Figure 32b 

strong ly suggests the necessi ty of assimilating the SSM/I precipitable water data re trieved from 

SSM/! observations to improve the tropica l moisture anal ys is. 

Figure 33 compares accu mulated precipitations ove r the 12-hour ass imilation win do' produced 

by the three methods. The co rrespondi ng accum ulated prec ipit at ion obta ined from the first guess is 

also disp layed for co mparison. The first guess precipitation is calculated by making a 12-hour 

pred iction with the ass imilation model f rom the first guess. In orde r to evaluate the quality of these 

precipitation analy es we need obse rvations of 12-hour accumulated precipitati on over the tropics_ 

but precipitation obse rvations with sufficient spatial coverage and preci ion are not avai lab le. Here 
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we as ume that the spa tial pattern of the true accumu lated precipitation distribution 1~ not very 

different from the spatial pattern of the composite of the SSM/I precip itation rates ·hown 111 F1g. 25. 

When using the SSM/I composite for ve rification purpose . onl y a qualitative comparison i' possible. 

Since the SSM!! compos ite is not ava il able over land and dura-void reg1ons over ocean. the night 

and day pass compos ites of O LR shown in Fig. 26 are used a , complementary data for the qualitative 

ve ri fication. 

The >patial d istribut ion or the first guess precipitation (Fig. 33a) ex hibits seve t·a l d iscrepancies 

with the spa tial di stribution o f the SSM/f prec ipitati on composi te. For example, the first guess 

gene rates heavy prec ip itation in the eastern Arab ian Sea. whi le the SSM/I compo ·ire does not show 

large precipitation rates in this reg ion. Regions of heavy precipitation over the eq uatori al Indian 

Ocean in the SSM/! composite are not seen in the first guess precipitatio n. ln the tropical Pacific a 

region of precipitation observed aro und 10 ' N. 135 ' E is misplaced sou thward by about 10 ". A 

region of precipitation south of the Hawaii is lands is miss ing in the first guess prec ipitat ion. The 

spatial pattern of the precipitution analysis by the NOMP method is almos t the same as the spa tial 

pattern o f the first guess precipitation, although precipitation amounts are differen t in ~everal 

regions (Fig. 33b). Prec ipitation around 5 ' N, 135 "E, 5 ' N. l70 ' E, and 25 ' N, 115 "W is intensi li cd. 

while precip ita tion around the Indian subcontine nt is reduced. This result sugges ts that the adjoint 

model without moist processes is not adequate to retrieve prec ipitati o n in the tropics even if the 

full-physics model is used as the as · imilation model. 

When us ing the adjoint model with the moist processes included, ignifican t changes in 

precipitation ana lys is are introduced in the western tropical Pac ilic (Fig. 33c). The region of heavy 

precipitation north of New Guinea is shifted northward by about I 0 •. and the center of heavy 

precipitation just west of the date line is shifted westward by about 5 °. A compar i~on with the 

SSM/[ precipitation composite in Fig. 25 re veals that the former change makes the spati al pattern of 

ana.lyzed accumulated prec ipitmion closer to the SSM/l composi te. The existence of a SSM/[ 

data-void region aro und the date line makes it diffi cult to locate the observed cen ter of the Iauer 

heavy precipitation reg ion. This heavy precipitation is assoc iated with a developing trop ical depre sion. 

The day pas composi te of OLR in Fig. 26 is usefu l for thi purpose. As mentioned earl ier, the 

day-pass compos ite of OLR in the western tropical Pac ific is produced by Ltsing OLR obse rvations 

d is tributed in the as ·imilati on window. Con equently. the spatial pattern or the OLR composite in 
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this reg1011 IS expected tore embk that or the true accumubted precipitation over the as. irnilation 

window. The center ol. low OLR ju 1 we, I or the date line in the day pass OLR composite 1s located 

at5 N. 165 ' E (Fig. ~6bl. TIJU. the position of the heavy precipitation produced by the MP method 

is clo,cr to the observed pos ition than thm produced by the NOMP method. There are several 

rudio,ond.: swtions in the western tropical Pacific in contrast to the other tropical oceans (see Fig. 

23). Ob,ervational data provided by these stations may con tribute to the improved precipitation 

analy-.1, in the we~tcrn tropical Pacific. On the other hand. r~gions of heavy precipitation obse rved 

in the equatoria l Indian Ocean and sou th of the Hawaii island~ are not well retrieved by the NIP 

method poss ibly becau e no radio onde datu are availab le in those areas. A point to note here is that 

if we use tl1e adjoin t model without the moist proce,ses radiosonde data hardly contribute to 

improvement of precipitation analysis. This result demonstrates the necessi ty of including the 1noi$ t 

processes in the adjoint model for 40- Varin the tropics. A similar resu lt was also obtained from the 

simulated data expe riment. 

A comparison between Figs. 25 and 33d reveals that assimllation o f the SSM/I precipitation 

rates with 40-Var works quite well. Regions of heavy precipitation in the equatorial Indian Ocean 

and south of the Hawaii islands are well retrieved. Erroneou · areas of precipitation over the ocean 

around western India, northwest of Madagascar. and northwes t of Australia are removed. The 

spatia l distribmion of the precipitation analysis by the MP+RR method exhibits a closer agreement 

in the western tropica l Pacific with the day pass OLR composite (Fig. 26b) than that of the 

precipitation analysis by the MP method even in SSM/I data-void areas. Since wind s peeds in the 

tropics are generally . mailer than in the exrratropics, s ignificant horizontal advection of information 

from data-available areas to data-void areas is not expected when using a !~-hour assi milation 

window. The improvement in the prec ipitation anuly ·i in SSM/I data-void areas may primarily 

result from nssimi lating other observational data by using the model dynamics. This is one of the 

advantages of 4D- Vnr over phy. ical initialization techniques. In physical initialization some of the 

model state variables are directly modified so that model precipitation rates are close to observed 

precipitation r~nes. but such di rect modifications are not performed in regions where precipitation 

observations are not available. For this reason the existence or data-void areas are unde ·irable for 

physical initialization procedures. 

The time seque nces of hourly mean precipitation rates at two Gaussian grid points at 7 ,N. 
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166 "E and 4 'S, 65 , E are shown in Fig. 3..J. These two point · are near the centers of heavy 

precipitation regions in the precipitation analysis by the MP+RR method (Fig. 33d). One-hour 

intervals in which the SSM/I precipitation rates are availubk are shaded. The horizontal diStribution 

of the SSM/I precipitation rates at these !-hour intervals is displayed in Fig. 24. At the grid pomt in 

the western tropical Pacific (Fig. 34al the precipitation rates for the first guess and the NOMP 

analysis are m~1ch smaller than those for the MP and MP+RR analy e . The p1-ecipitation rate 

produced by the MP+RR method is s li ghtly larger than the precipitation rate produced by the MP 

method. In other words, the use of the adjoin t model wi th the moist processes included bus much 

more impact on the precipitation analysis at this point than ass imilation of the SSM/I precipitation 

rates. On the other hand. at the grid point in the equ~ltOr i al Indian Ocean the precipitation rates ror 

the first guess. NOMP analysis and MP analysis are much ·mailer than that for the MP+RR analys is 

(F ig. 34b). Since radiosonde data are not available around thi s point. assim ilation of the SSM/! 

precipitation rates is necessa ry to s ignificantly improve the precipitation analysis. Note that the 

precipitation analysis by the MP+RR method exhibits n decreasing tendency in the assimilation 

window. An inspect ion of Figs. 24 reveals that the SSM/! precipitation rate· around this p int 

actua ll y show such a decreasing tendency. Thi · time tendency in the observed precipitation rates is 

reflect.:d in the analyzed precipitation rates. lt is also to be noted in Fig. 34 that the impact of 

assimilating the SSM/I precipitation rates with 4D-Var spreads over the whole assimilation window. 

not confined around the observation times. 

Figure 35 compares analyzed 200 hPa divergence fie lds at the end of the assimilation window 

( t = 0 h). Divergence in the tropics is closely related to convective activity. Centers of trong 

divergence oonh of New Guinea obtained from the fir>t guess and the NOMP method are associated 

with the mis placed heavy precipitation in this region ( ee Figs. 33a and b). Strong divergence west 

of lndia obtained from the first guess is graduaLly replaced by convergence moving through the 

NOMP, NIP and MP+RR analyses. In a similar fashion the upper level divergence associated with 

the developing tropical depression around 5 ' N. 165 ' E becomes stronger and more compact. A 

comparison between Fig . 35c and d reveals that the impact of assimilating the SSM/I precipitation 

rate on divergence analysis is not very remarkable . The magnitude of the impact may be highly 

case dependent. It. there is a strong tropical di sturbance in a region where conventional ob -ervations 

are not availab le, much larger impacts may be obtained as in the s imulated data experiment. In the 
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western Atlantic. po~:-ible strong divergence assOCI<Hed w ith Hurricane Andt·ew ts not retrieved by 

any of the methods. This may be due to the fact that the spat ial reso lut ion of the mode l is not high 

enough to reso lve this compact tropical cyc lone. Note that the d ivergence field· produced by the 

three methods are smoother than the divergence field obta ined from the first guess. T hi s may be 

primari ly due tO the inclusion of the pena lty term in the COS t fu nction which suppresses large time 

tendencies of divergence. 

d. Precip itation forecast 

The quality of the ana lyses can also be evaluated by examining the skil l of forecas ts s tarting 

from the analyses. Figu re 36 compares fo recas t skill s for 24-hour preci pitation totn ls over the 

tropical oceans be tween 30 'N and 30 'S fo r the first gue s, 'OMP, MP and MP+RR analyses. The 

prob lem here is that re li ab le ver iJ"i cation data fo r the prec ipitation to tals are not avail ab le over the 

verifica ti on area. It i assumed. as before. that the spatial patte rn o f the compos ite~ of the SSM/I 

precipita ti on rates for 24-hour periods are not ve ry different from that o f the true 24-hour prec ipita ti on 

tota ls. The corre lat ion coe ffi c ient is used to ' co re the forecast.. The SSM/I prec ipit atio n rates 

men ured by the two OMS P sate llites cover almos t all the tropical oceans ove r 24- hour peri ods . 

S ince the compos ites are produced fro m instantaneous prec ipitation rates, small -sca le features that 

are unlikely in the 24 -hour prec ipitation tota ls arc present in the compos ite·. fn orde r to remove 

these undes irable small -sca le rea tures a moving average over a 5 ' x 5 • domain is appli ed to the 

SSM/f precipitati on compos ites. 

It is seen from Fig. 36 that the fo recast ·kill up to 72 hours tends to inCI"ease by inc luding the 

mo ist pro esses in the adjoi nt mode l or by ass imilating the SSM/ [ precip itat ion rates. However. 

di ffe rence in the foreca t skill between the fi rs t guess and the three ass im ilati on methods are rather 

small. Inc lus ion o f the backgro und term that possesse the observatio na l in fo rmat ion prior to the 

ass imi lation window migh t further increase the forecast skil l o f the three ass imil ation me thods. An 

unex pected resu lt in Fig. 36 is the be tte r skill o f the forecas t s tarting from the OMP analysis 

compared to the forecas t >tan.ing from the MP analys is over the first 24- hour interva l. As discussed 

earli e r, 40-Var w ith the mo i t processes inc luded has a s lightl y s lower convergence rate than 

40-Var without the moist proces e-. The disc re pancy te rm fo r radiosonde data fo r the MP method 

is large r than that for the NOMP method (:ee Fig. 28a). Although the MP method produces better 
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prccrpitation and divergence analyses in the tropics, it is not c lear whether the quality of the MP 

analysis in the tropics after 30 iterations is better as a whole than the quality of the NOMP analysis 

afte r the same number or iterations. 

The ;ma ll impact of •L~ . imilating the SSM/I precipiution rates on the precipitation rorecast 

skil l even ove r the first 24-hou r interva l may be an expected resu lt in view of the small impact on 

the diverge nce analys is (See Fig. 35). Assim il atio n of SSM/I precipitab le water data wi ll improve 

the mo isltlre ana lysis in the tropics and will be helpfu l to increase the precipitation foreca.'l skill. 

Another facto r to cons ide r is the gene ral inabil ity of the mode l to well simulate ,ynoptic-scale 

tro pica l prec ipitating sys tems. The s imulated data experiment de monstrated that the T<l~ L J 2 FSU

GS t\11 is capable of s imulat ing a super ty phoon quite well at least up to 72 hours. However, such a 

large-sca le Strong tropica l prec ipitating sys tem is ab ent in the present case . so that a high fo recast 

skil l may be hard to obtain even if a good initi al cond it ion is prepared . A forecas t experiment for 

the same case was carried out with a T2 l3 ve r ion of the FSU-GS M by K.r ish namu ni e t al. ( 1995) 

us ing the ir phys ical init ia li zation procedure. The ir results showed that the high reso lu tio n model 

succeeded in s imulat ing the deve loping s tage of the tropical depress io n located around 5 ' N. 165 

·E. ln contrast. th is weak tropical di sturbance graduall y decayed in the fo recas t experi me nt perfo rmed 

here w ith the T42 ver ion o f the FSU-GSM (not shown). 

6.3 Discussion 

The real data ex perimeot was carried out to invest.i g~ te the ove rall fe~s i b i li t y of 40-Var in the 

tropics in G realistic s ituation and to evaluate the impacr of a ·s imilati ng the SSM/I prec ipitation data 

for the tropical anal ys is. The re ul tS from the experiment are summar ized as fo llows: 

• There is an optimal value of the penalty pacame te r fo r the fas rest convergence of 40-Var 

with moist processes included. Too small penalty parameters deteri orate the con ergence perfonnance 

due to strong nonlinearities in the moi t processes. and too large ones dete riOI"ate it due to excessive 

con traints on the model trajectory. 

• When bilinear interpolation is used ins tead of bicubic one for interpo lati ng precipitation 

rates fro m mode l grid po ints to obse rvation po in ts, the converge nce perfo rmance is considerably 

deteriorated. 

• The di s ontinuous moist proaessc · result in poor conve rgence propert ies of 4 0 - Var, but 
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difference in convergence performance between the con tinuou~ and discontinuous ver,ions are 

much smaller th!ln difference which may be expected from the results from the column model 

experiment. 

• -10-Var tt>i ng the adjoint model which lacks the moist processe. rroduces a poor ana lysis in 

the tropics despite the fac t that the full-physics model i used as the assimilation mode l. 

• Inclusion of the moist processes in the adjoint model yie lds a better precipitation analysi~ 

even without assimilating the SSM/I precipitallon rates. especially in areas where several radio-,onde 

observations are available. However. the convergence rote is lightly decelerated. 

• The impact of ass imilating the SSM/I precipitation rates on the precipitation analys is is not 

confined to around SSM/I observa ti on times. but spreads over the whole assimi lation window. lt 

improves 72-hour precipitation forecast over the tropical oceans. 

• The impact of ass imilating the SSM/l precipi tation rates on the precipitable water analysis 

over the tropical oceans is po. itive but marginal , . uggesting the necessity or ass imilating SSM/! 

prec ipitable water data for a better tropical analysis. 

The above results are generally in agreement with those from the column model experiment 

and the simu lated dnra experiment. They strongly suggest that 40-Yar in the tropics is feasible 

despite the existence of s trong nonljnearities in the moist processes, if zeroth-o rder di scontinuities 

are removed from the parameterization schemes of the moist processes and an appropriate penalty 

term for sup pre:sing grav it y wave noise is included in the cost function. lt should be empha,;izecl 

that inclusion or the moist processes in the adjo int model is necessary for application of 40-Var to 

the tropical data ana lysis, even if precipitation data are not assimilated. The use of the ful l- physics 

model as the assimilation model o nl y i · not enough. A problem introduced by including the moist 

proces es in the adjoint model is the slight degradatio n in the convergence performance due to le s 

validity of tangent linear approxima ti on. Additiona l smoothing of the moist proce ses, especially 

parameterization schemes for deep cumulu convection. will probably improve the convergence 

perfotmance. 

The real data experiment shows the benefits of ass imilating SSM/[ precipitation data with 

40-Var for a better tropical analysis. As mentioned in the Introduction , 40-Vur has several adva ntages 

over convent ional physjcal initializati on techniques in as imilating precipitation data. One of the 

consequences i · that. in contrast to phy ·ical initialization. 40-Var does not yields a s harp difference 
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in the quality of analysis between precipitation data-void areas and the other areas. because itu~e' 

full model dynamics including horizontal advection in assimilating precipital!on data and. therefore, 

·pre ads information contained in precipitntion data to precipitation data-void areas. -10-Var, ith the 

moist processe · included is also capable of extracti ng information on precipitntion from other 

observational clara such as radiosonde data. On the other hand. u ·simdution or pre ·ipitution data 

with physical initialization is performed only in a column model framework and independently of 

assimilation of other observational data. The extent of improvement in the n-hour precipitation 

forecast clue to the assimilation of the SSM/I precipitation data with 40-Var wus not , o large in the 

present e.xperiment compared wirh some of the previous results on physical initialization. The use 

of a higher resolution model is expected to increase the impact of the SS.M/1 precipitation clara on 

precipitation forecast through better ability of the model to simulate tropical precipitating disturbance 

It should also be noted that results from observation impact study is highl y case-dependent. 

7. Conclusions 

The feasibility of 40- Var for the tropical atmosphere was inves ti gated by carrying out the 

three assimilation experiments: the co lumn model experiment, the si mulated data experiment and 

the real data experiment. Emphases were placed on impacts of including the moi ·t proces.~es in the 

adjoint model on the quality of 40-Var tropical data analysis , effects of rernoving ze roth -order 

discontinuities from the parameterization schemes of the moist processes, and effects of the penalty 

term for accelerating the convergence performance of 40-Var with moist proccsse included. 

The following is the major conclusions which are deduced from the resulr of the three 

assimilation experimems. 

• 40-Var for the tropical atmosphere is feasible if the following three procedures are adopted: 

the approprinte control of grav ity wave level. the removal of zero th-order discominuities from 

parameterization chemes of the moist processe ·, and the use of a higher-order horizontal interpolation 

operator for· precipitation when assim il ating precipitation data. These procedure are helpful to 

improve the Convergence performance of 4 0 -Var using the adjoint model with the moist processes 

included. 

• 40-Var us[ng the adjoint model which lacks the moist processes produces a poor analysis in 

the tropics even if the full-physics model is u ed as the assimilation model. 
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• Inclu~ion of the moist proce~ses in the adjoint model yields a better prectpitation analy ·is 

even without assimi lating precip itation observations. especially in are:t: whe re convent iona l 

ob,ervations arc avail ab le, although the convergence rate i, ~lightly dece lerated. It also improves 

the analy es of divergence, moisture. and lower tropo,pheric vo rti ci ty in the tropics. Further 

impt·ovemcnt · in the quality of analyzed lie ids are obtained by as,imilaring precipitation da ta . 

·The impact of' as imilating the SSM/I precipitation rates on the precipitation :1naly ·is is nor 

confi ned to around SSM/I observation times, but spreads over the whole ass imilation window. It 

improves precipitation forecast over the tropica l oceans. It., impact on the precipitable water analysis 

over the tropical ocean:; is positive but marginaL suggesting the nece ity of assimi lating SSM/ [ 

precipitable water data for a beuer tropical data analysis. 

Since the conclusion mentioned above were derived ft·om a few case studies. assimilation 

experiment using rea l data for other cases including a strong tropical cyclone case are desirable ro 

confirm the conclusions. Further studies are also needed on the following issues. One of the 

deficiencies of the present s tudy is that the background term is not included in the cost function . 

lnclu ion of the background term may pos ibly improve the impact of SSM/I precipitation rates on 

precipitation forecast. ince much more information is availab le in data assimilat ion. The first 

conclusion indicates that control of gravity waves is generally helpful in accelerating the convergence 

of 40 -Var with moist processes included. It is worth noting that in 30-Var the multivariate balance 

formulation of the background term effectively controls the <lmount of gravity wave in the analys is 

{Ander. son et al., 1994). Parris h and Oerber ( 1992) showed that a separJle initiali zation step i 

almos t unneces ·ary in 30- Var. ln light of their result . it may be expected that inclusion of a 

background term in the cost flJnction also improves the convergence pe rformance of 40-Var with 

moist processes included. lmeraction of precipitation data wi th prior information contained in the 

background term are also remained to be explored. Recently, Fillion and Errico ( 1997) investigated 

these interactions in a column model framework . The second issue is to introduce a sopbisticated 

precondi tioning technique to attain faster convergence rates. The si mple sca ling adopted here does 

not work satjsfactorily; for instance. the norm of the gradient of the cost function in Fig. 15 does 

not show a significant decrease with iterations. Third. since the larges t part of forecast erro r in the 

tropics is due to the model systematic error. the introduction of a sy. tematic error correction may be 

more important for 40-Var in the tropics than it is in the extratropics. A method for correcting the 
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moue I bias was proposed by Oerb~:r ( 19 '9). The »pars tty or observation in the tropic, , however. 

comp licates effo rts to obtain reliable estimr•te~ of U1e model bia ·. The degrees of freedom in the 

estimated systemat ic error will have to be decreased to a number much smaller than the degrees of 

freedom in the modeL 

The results of thi s swdy sugge>t that 40· Var can provide a reliable esumate or precipitation 

over the global tropics. o si ngle technique ex ists for reliably est imating global precipitmion. Rain 

gauges provide relatively accurate mea.~urements at a specific point. but area average> den ved from 

gauge observations suffer from severe limitations due to sampling problems. Rain radars observe a 

relatively large area of 200- 300 km in radius, but the spatia l distribution of radar data is generally 

limited to populated land areas. Satellite lR estimates from geosynchronous platforms l1a ve a poorer 

physical basis for estimating prec ipitation. Satellite microwave estimates have a beuer physical 

basis. but they are only available a few times a day from polar-orbiting platforms. Short-range 

prediction by NWP models can provide precipitation estimates with complete globa l coverage by 

using physical laws and observed initial conditions, but the quality or model precipitation i> limited 

by errors in models and initial conditions. Objective techniques that combine the useful portion~ of 

available es timates are desirable to improve estimates of global precipitation. Huffman et al. ( 1995) 

proposed a technique to combine precipitation es timates from satellite microwave data. satellite IR 

data. rain gauge data. and short-range prediction from a NWP model. 40 -Var utili zes the mode l 

dynamics and observations in the assim ilation window in an optimal way to produce globul 

precipitation estimates. Although prec ipitation est imates derived from 40- Var are till not free rrom 

model error, the present study demon trates the ability of 40-Var to provide a rel 1able estimate of 

accumulated precipitation over the u·opics. 

In the Tropical Rainfall Measuring Mission (TRMM) projec t (Theon and Fugono, 1988), a 

rain radar aboard a sate llite in a non-sunsynchronous orbit are provid ing more accurate precipitation 

estimates over the global tropic than microwave es timates. 40-Var can easi ly asoimilate TRMM 

precipitation data along with other available ob ervation. including other satellite precipitation and 

precipitable water estimates. It can also produce dynamically-cons istent es timates of related CieJds 

such as condensational heating rates by usi ng model dynamics. Thus, applica ti on of 40- Var to 

assi milate TRMM data may be the mo ·t promis ing approach ro accomplishing one of the goals of 

the TRMM projec t. that is. a re li ab le estimate of precipitation and laten t heating over the global 
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Table I. RMSE in surface pressure, divergence at 200 hPa. 6-hour accumulated precipitation, and 
total precipitable water in the tropics (30 •N- 30 •s) at r = 0 h after 30 iteration . 

(a) r = 4 X I 0 11 s' 

===========================================================--==== 
Surface 

pressure 

(hPa) 

Divergence 

at 200 hPa 

( I o·~ s·') 

Precipitation Precipitable 

water 

(mm) (mm) 

-----------------------------------------------------------------------------------------------------------

first guess 

NOMP 

MP 

MP+RR 

1.20 

0.80 

1.18 

l.22 

7.00 

5.00 

5.15 

4.20 

J.78 

2.03 

J.48 

0.82 

3.17 

3.27 

3.08 

2.87 

-------------------------------------------------------------------------------------------------------

(b) r = 1 X 10 18 s' 

===========--==================================================== 
Surface 

pressure 

(hPa) 

Divergence 

at 200 hPa 

(l o·• s·') 

Precipitation Precipitable 

water 

(mm) (mm) 

------------------------------------------------------------------------------------------------------

fir t guess 

NOMP 

MP 

MP+RR 

1.20 

0.66 

0.92 

0.56 

7.00 

4.91 

4.67 

4.31 

1.78 

1.89 

1.36 

0.89 

3.17 

3.24 

3.08 

2.90 

--------------------------------------------------------------------------------------------·----------

I ---
. -



Table 2. Observation error standard deviat ions for a similated radiosonde data. 

==========--========================--============================ 
Level Geopotenrial height Wind Temperature Relative humidity 

(hPa) (gpm) (K) (%) 

-----~------------------------------------ -------------------------- --------- ------------------

JOO 2.5 3.1 

150 3.0 2.8 

200 3.3 2.5 

250 3.4 2.2 

300 3.4 2.0 20 

400 3.1 1. 6 20 

500 2.8 1.3 20 

700 24 1.3 20 

850 2.0 1.5 20 

1000 7.0 14 1.8 20 

----------------------- ------------ ------------ ------·--------------~---------------------- -- - ------

--~- ----------- ~-

Tab le 3. Numbers of reponed radiosonde data with the number; o f rcj<:cteu data in parenthcse,. 

============================================--==========--============= 
Time Geopotemial height Zonal 

at 1000 hPa wi nd 

Meridional 

wind 

Tempera ture Rclut ive 

humtdity 

------------------------------------------------------------------------------------------------------------------

0- 3 UTC 403 (60) 3546 (2 14) 3546 ( 157) 3679 ( 166) 2097 (39) 

3- 9 UTC 28 (5) 225 (2 1) "225 ( 19) 228 ( 12) 133 (2) 

9-12 UTC 604 ( 13 1) 5429 (342) 5429 (293) 56-+8 (224) 3200 (54) 

Total I 035 ( 196) 9200 (577) 9200 (469) 9555 (402) 5430 (95) 

Rejection rate 18.9% 6.3 % 5. 1 % 4.2% 1.7% 

----------------------·------- -------------------- -----------------~--------------- -----------------------------
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Fig. 23. Horizontal distribu tion of radiosonde stations for (a) 0-
UTC. (b) 3 - 9 UTC. and (c) 9- Fjg. 24. SSM/l precipitation rut es for 0- 12 UTC (r = -12-0 h) 22 Augu;.l 1992 at a !-hour 

I 2 UTC 22 Augu t I 992. 
interval. Contour intervals arc 0.25. 0.5. J. 2. and 4 mm h '. Datu void areas are .<haded. 
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Fig. 25 . Composite of SSJ'vl/1 precipitation rates for 0- 12 UTC 22 August 1992. Contour .i ntervals ION 

are 0.25, 0.5, 1, 2, and 4 mm h·1
. Data void areas are shaded. ~8s 
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Fig. 24. (Cmuin11ed) 



(a) 

(b) 

Fig. 26. Compos.ites of outgoing long wave radiat ion for (a) the night pass and (b) the day pass of 
NOAA satellites for 22 August 1992. Contour interval is 25 W rn·' and con tours greater than 
200 W rn·' are omitted. Areas of greater than 275 W nJ" 2 are lightly shaded. Data void areas 
are densely shaded . 
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Fig. 27. ~ar~ations of the function cp(a) with log a for the NOMP and MP method with r = 8 x 
l o-0 s. The firsr guess is raken as Xo in (73). 
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Fig. 28. Variation of (a) the cost function and (b) the scaled approx imate gradient of the cost 
fuoc)JO~ wnh the number of it erations for the NOMP. MP, and MP+RR ;;,ethods with r = 8 
x I 0 s ·In (a) the upper three lines are the discrepancy terms for radiosonde data. the midd le 
t~ree lmes are the penalty terms. and the lowe:r line_is the discrepancy term for precipi tation 
data fo: the MP+RR method. In (b) tbe ord1nate 15 on a lo!!arithrnic sca le. Parenthetical 
values m the legend of each panel indicate the number of function ca ll s required for 30 lleral!ons. 
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Fig. 29. ~arne as Fig. 28, except for the MP+RR method with r = 5 x JO'" s', 8 x !020 s', and 15 x 
I0-

0 
s'. In (a) the upper three lines are the discrepancy terms for radiosonde data, the middle 

thre~ lines are the penal ty terms, and the lower three lines are the di>crepancy terms for 
prec tpHal!on data. 
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Fig. 3D. Same as Fig. 28. except for the MP+RR method with bicubic and bi linear interpolations for 
prectpttatJon data. In (a) the upper two lines are the disc repancy t e rm~ for radiosonde dat a. 
the middle two lines are the penalty terms. and the lower two line arc the di screpancy terms 
for precipitation data. 
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Fig. 31. Same as Fig. 28, except for the MP+RR method with the cont inuous and discontinuous 
motst processes. Tn (a) the upper two line are the discrepancy terms for radiosonde data. the 
m tddl~ two lmes are the penalty terms, and the lower two Jines are the discrepancy terms for 
prectpllatton data. 
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Fig. 34. Ti~e seq~ences of precipitation rates for the assimilation window at (a) 7 °N, 166 °E and 
(b) 4 S, 65 E. One-hour tnterval s when SSM/I observations are available are shaded. 
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Fig. 35. Di vergence at 200 hP_a at the end of assi milati on window lor (a) the first guess, (b) NOMP 
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Fig. 36. Forecast skill for 24-hour accumul ated precipitation over the tropica l oceans (30 "N - 30 
"S) up to 72 hours. 
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