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ABSTRACT

Despite great public interest in cultural assets, knowledge of these assets is often
restricted because of the possibility of deterioration and collapse. Consequently,
it has become an important goal in the computer science community to model and
record these restricted assets and then use the digital data associated with such assets
in a variety of ways. For example, digital data is used to create digital media such as
computer graphics CG) and virtual reality (VR) content. It is also used for analysis
that can aid in the restoration and preservation of cultural assets.

Therefore, it is important to understand how to use this digital data to preserve
the important information about cultural assets, including their shape and surface
color. Usually, shape information can be obtained by a laser range sensor, and this
information has become more accessible with improved data processing algorithms.
However, current color imaging systems like digital still camera (DSC) are usually
represented with the traditional red, green, blue (RGB) color model. RGB cannot
always provide accurate color information. The color of images captured with DSC
is dependent on both the characteristics of the device and the condition of the illu-
mination environment, making it difficult to accurately represent color appearance
in the real world. Consequently, we need to capture surface spectral reflectance as
ultimate color information in order to preserve the accurate color of cultural assets.

Spectral reflectance is inherent in the nature of objects. Object analysis using the
fact that different materials have different spectral reflectance is performed in many
fields, such as medical imaging, agriculture, archaeology, and art. However, in the
real world, it is difficult to obtain and handle a multispectral image effectively. Many
objects are often found in an outdoor environment or in a dark environment, and
these can pose problems. In an outdoor environment, for instance, the illumination
environment changes greatly from one time to another. This causes saturation and
underexposure when measuring the spectra. Moreover, many objects have at their
surface complex reflection, absorption, and scattering, with a color mixture between
the top and bottom layers, making material segmentation impossible. This disserta-
tion targets analysis of cultural assets having such multilayered characteristics.

Our goal is development of novel multispectral imaging systems for modeling
cultural assets, proposing reflectance analysis methods using a multispectral image,
and applying them in practice. The dissertation proposes the following three tasks
related to preservation, release, and analysis.

First, we propose a practical color restoration method based on spectral informa-
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tion. In order to make VR contents by using 3D data, texture images by DSC are
generally used as color information. However, the color of images captured with
DSC is dependent on both the characteristics of the device and the condition of
the illumination environment, and often the color information is not accurate. In a
narrow environment, such as a tumulus, compact mobility is necessary to measure
spectra. For these circumstances, we propose a color restoration method that uses
both high resolution images captured by DSC and spectral information captured
by a conventional spectrometer. This is a practical method from the viewpoint of
automation and computational cost.

Second, we propose an efficient method for acquiring and segmenting multi-
spectral images captured in outdoor environments. A conventional multispectral
imaging system may have two kinds of cameras. The first is a multiband camera,
which is mainly used in the color reproduction field and does not have high spectral
resolution, but has high image quality. The second is a hyperspectral sensor, which is
mainly used in the aerial remote sensing field and does not have high image quality,
but has high spectral resolution. Compared to these systems our solution has not
only high image quality and sufficient spectral resolution for object analysis but also
a wide capture angle. The multispectral image segmentation method can handle
object surfaces having complex reflection based on a statistical procedure.

Finally, a novel physical model, the so-called ”Spider” model, which can be used to
estimate the optical properties of layered surfaces, is proposed. Many object surfaces
such as wall paintings are composed of layers of different physical substances, and
are called ”layered surfaces.” Such surfaces have more complex optical properties
than a diffuse surface and are generally unable to be segmented. For this reason,
we propose the Spider model to analyze the complex optical properties of layered
surfaces. We also develop a novel method that can not only segment the surfaces
but also decompose the optical properties of layered surfaces.

The main contribution of this thesis is to propose two multispectral imaging meth-
ods and two reflectance analysis methods. We apply these not only in theory but also
in practice to show their viability. The contribution can be specifically summarized
by the five following points: First, we have developed a practical color restoration
method based on spectral information for making VR contents, have actually pro-
duced VR contents by using restored images, and have also showed them in the
Kyushu national museum. Second, we have developed a multispectral imaging
system that can efficiently acquire spectra in a wide field. Third, we have proposed
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a multispectral image segmentation method based on statistical procedures. Fourth,
we have proposed the Spider model as a physical model for layered surfaces, and
have also proposed decomposing complex reflection components of a layered sur-
face. To our knowledge, there are no methods sharing our goals and techniques.
Finally, we have applied our methods to both the reflectance analysis of tumuli and
the spectral analysis of the bas-relief in the Inner Gallery of the Bayon Temple. These
methods are specifically designed for modeling cultural assets, but they can be used
in other fields as well.
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論文要旨

近年、劣化防止の目的で公開が制限されたり、崩壊の危機にある文化財や過去の芸術

作品などをディジタルデータとして保存する文化財モデル化が各方面で注目されてい

る。この文化財モデル化により公開が制限された文化財もディジタルデータとして鑑

賞したり分析したりすることが可能になる。例えば、保存されたディジタルデータは

インターネットやコンピュータグラフィックス（CG）、バーチャルリアリティ（VR）に
よる公開 (デジタルアーカイブ)や保存、修復のための解析などに利用される。この文
化財モデル化ではいかに本物の持つ情報を保存できるかが重要なポイントになる。

保存すべき情報として形状と色は重要な要素である。形状情報の取得はレンジセン

サに代表される形状取得装置の開発に加えて、データ統合・処理アルゴリズムの進歩

により実用化されつつある。

一方、色情報の取得はデジタルスチルカメラ（DSC）に代表されるRGB画像による
撮影システムが一般的である。しかしながら、撮影されたカラー情報は、機器の特性

や撮影時の照明による色情報であり、その再現は必ずしもその場で観察される色であ

る保証はない。条件等色などの現象に見られるように、RGBのみの情報により再現さ
れた画像では実世界における照明変化による色の見えを正確に再現することは難しい。

そこで文化財の正確な色情報を保存するためには、「真の色」情報である対象物のスペ

クトル反射率を記録する必要がある。このスペクトル反射率は物体固有の情報であり、

この波形パターンの違いを捉えることで RGB画像より高精度に物体解析を行う研究
が、医用画像解析、農産物検査、衛星航空画像解析、絵画の解析などの各種応用分野

で行われている。

しかしながら、スペクトル情報は高精度な情報である反面、実環境においてマルチ

スペクトル画像を精度よく効率的に取得し、処理することは難しい。特に文化財は屋

外環境や非常に暗い環境下にあるものが多いため、高精度のマルチスペクトル画像を

そのような環境下で効率よく撮影することは困難である。また、文化財の表面は劣化

などにより、下地と表面層による複雑な反射、吸収特性を持つため、表面の色情報を

領域分割することは難しい。本論文で対象とする物体はこれらの特性を持っている。

我々のゴールは、文化財モデル化のためのマルチスペクトル画像の取得システムを

開発し、これから得られるマルチスペクトル画像を用いて物体を色解析する手法を提

案し、実際に応用することにある。本論文では文化財モデル化のためのマルチスペク

トル画像の記録、公開、解析の応用を考え三つの研究を紹介する。

まず、DSCとスペクトロメータを組み合わせることで、簡便で正確に多くのマルチ
スペクトル画像を復元する手法を提案する。三次元データを用いた VRコンテンツ制
作において、色情報は主にデジタルスチルカメラ（DSC）により取得されるRGB画像
が用いられる。しかしながら、RGB画像は撮影環境や機器の特性に左右されるため、
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正確な色情報を公開することはできない。また、古墳のような狭い環境下では、撮影

において機動性が求められることをから、本手法では機動性に優れたスペクトロメー

タのスペクトルデータをRGB画像に適用することでこの問題を解決した。さらに手法
により復元したマルチスペクトル画像を用いてコンテンツを制作することで手法の実

用性を示す。

つぎに、実環境において広範囲のマルチスペクトル画像を効率よく取得するシステ

ムと、物体を解析するためのスペクトル画像の領域分割手法を提案する。従来のマルチ

スペクトル画像取得システムでは主に以下の二種類が使われている、一つは、画質は

良いがスペクトル解像度が低い色再現の分野で利用されているもの、もう一つは、ス

ペクトル解像度は高いが画質が悪いリモートセンシングの分野で利用されるものであ

る。提案システムでは画質の良さと物体解析に十分なスペクトル解像度の高さを備え、

さらに広い範囲の画像を効率よく取得できるシステムを開発し、屋外環境において急

速に変化する照明環境に対応した適応的露出推定法を提案する。また、マルチスペク

トル画像の領域分割手法では層状表面の複雑な反射特性を加味した統計学的手法を提

案する。

最後に、層状表面の光学特性を表現する物理法則に基づいたスパイダーモデルを提

案し、これを用いて層状表面の領域分割及び各層の光学特性を推定する手法を提案す

る。壁画などの物体表面は下地と顔料で構成される層状表面である。このような表面

から顔料の領域のみを従来の領域分割手法などを用いて取得することは難しい。そこ

で提案手法ではこのような層状表面の光学特性をスパイダーモデルとして提案し、こ

のモデルを用いて上層、下層のスペクトル情報と上層の吸収特性を推定する手法を提

案する。

以上の研究に関して、本論文の主な貢献は、二つのマルチスペクトル画像取得手法

と二つの物体解析手法を提案し、実際に応用したことにある。具体的には以下の五つ

にまとめられる。第一に VRコンテンツの制作のための実用的な色復元手法を開発し
た。このデータを用いて VRコンテンツを実際に作成し公開を行った。第二に実環境
において効率よく広範囲のスペクトル情報を取得できるマルチスペクトル画像取得シ

ステムを開発した。第三に物体表面の複雑な反射特性を考慮したマルチスペクトル画

像の領域分割手法を提案した。第四に層状表面の物理特性をスパイダーモデルとして

提案し、層状表面の物理特性を加味して正確な領域分割だけでなく複雑な反射を要素

分解する手法も提案した。既存手法で同様の目的とアプローチを持つ手法は存在しな

い。最後に、これらのシステムおよび解析手法を用いて古墳の壁画解析やバイヨン寺

院の着生物解析を行った。これらの手法は文化財モデル化のために設計されたが、こ

れにとどまるものではない。
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Chapter 1

Introduction

1.1 Background
Motivation Many valuable cultural assets all over the world have been in grave
danger of collapse and deterioration due to weathering from sources such as salt
erosion, oxidation degradation, and biodeterioration. For protecting cultural assets,
it is difficult to decide whether or not to exhibit them. Consequently, many insti-
tutions that want to share cultural assets but also preserve them have focused on
creating models of these assets. Some examples are Stanford’s Michelangelo projects
[51], IBM’s Pieta Project [105], and the Bayon Temple Project [44]. Modeling cultural
assets permits the exhibition of restricted cultural assets through digital data. These
digital data are used to create digital media, or so-called Virtual Reality (VR) models
of sites such as the Bayon Temple and the Parthenon [44, 10], the Toppan Museum
[60], the Asuko-Kyo ruins [35], and Internet contents [59, 61]. The data are also
analyzed for restoration and preservation purposes. In addition, our laboratory
has digitized and analyzed the 3D shape and color of cultural assets through such
projects as the Digital Bayon Project [44], the Great Buddha Project [32], and the
Decorated Toms Project [55].

Usually, 3D shape information can be obtained by a laser range sensor at different
viewpoints. Obtained 3D range data thus provide clouds of points of range infor-
mation. Modeling them involves two processes. First, a set of range data that covers
an entire object’s surface consists of multiple data sets obtained with respect to their
relative coordinate systems. An alignment process is necessary to determine the
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relations among these sensor coordinate systems [66, 67]. Next, a merging process
[76, 75] extracts one surface from multiple overlapped surfaces, since each range data
set covers only a part of a whole object’s surface. The merging process also reduces
noise and produces a smoother surface. Aside from the laser range sensor, several
computer vision techniques, such as photometric stereo [30, 110, 90, 25, 85, 27, 95, 26],
binocular stereo [88, 106, 22, 28, 91, 109], multiview stereo [113, 102, 21, 81, 65, 19],
and visual hull [82], also provide clouds of points of range information. Currently,
many methods related to shape have been proposed.

As for color information, this can generally be obtained as a color image by
Digital Still Camera (DSC), having RGB color components. For making a VR model,
many obtained color images are mapped onto a 3D shape. When an object is located
outdoors, the color picture taken contains both illumination color and object color.
Thus, the color appearance of a synthesized VR model is different from one part to
another. To prevent this effect, many methods to obtain color constancy by removing
illumination color have been proposed [37, 36, 14, 16, 15, 94].

However, RGB color cannot always provide accurate color appearance. Color
information precisely represents its spectral power distribution as a function of
wavelengths from 380 nm to 780 nm. Thus, RGB color means that a continuous
spectrum is reduced to three sensory quantities, and the color appearances of objects
with different spectral power distributions often match. This phenomenon is called
metamerism. This is a ubiquitous phenomenon that affects many areas of color
imaging. Fig.1.1.a shows pictures of metamers (GATF/RHEM light indicator strips)
under two illuminations. Under D50 illumination in Fig.1.1, we are not able to
observe strips. However, strips are visible when the strip is viewed under other
lighting, such as incandescent 5900K in Fig.1.1.b. We cannot restore the strips from
the RGB image of Fig.1.1.a, but we can restore the strips from spectral information of
Fig.1.1.a. Because these reflectance spectra do not match, but the RGB values match
under D50 illumination. Consequently, it is necessary for us to measure the spectral
power distribution of reflecting surface to acquire accurate color information. In this
dissertation, we focus on methods for obtaining and analyzing spectral information
of cultural assets.

The spectral power distribution is usually measured by an instrument called a
spectrometer. This instrument can measure the absolute spectral power distribution
of the incoming light, and is also useful from the viewpoint of mobility. However,
the measurement area is limited to a small point, about 5 mm to 2 cm. Therefore,
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(a) D50 illumination (b) 5900K(PSR500WD)

Figure 1.1: Light indicator strips under D50 (a) and 5900K (b). Viewed under 5000K or D50
standardized lighting conditions, light indicator strips cannot appear to be a solid color.

directly applying obtained spectra to a VR model using a spectrometer is difficult.
Various types of multispectral imaging systems have been developed in the

remote sensing field, the color reproduction field, and the computer vision field.
However, most multispectral imaging systems are restricted in the objective of the
fields, such as cross-environment color reproduction and material analysis. For
preserving color information of cultural assets, we need to obtain an image having
high spectral resolution, low noise, a wide field of view, high image resolution, and
no distortion.

Furthermore, in an outdoor environment, it is difficult to obtain a multispectral
image. Cultural assets are often located in severe outdoor environments. In an
outdoor environment, wide alterations in the illumination environment often occur
quickly. Fixed exposure of a system causes saturation and underexposure. Also,
a multispectral imaging system that changes optical filters in temporal sequence
commonly affects both the alteration of illumination intensity and the waveform of
the illumination spectrum. We need to design the system considering these effects.

We can accurately analyze materials by using obtained multispectral images.
However, the spectral information having high dimensional data space creates new
problems in the development of data analysis techniques. This problem is known as
”the curse of dimensionality [3].” Previous research has demonstrated that high di-
mensional data spaces are mostly empty, indicating that the data structure involved
exists primarily in a subspace. It is necessary for us to develop a dimension reduc-
tion method for estimating optimal subspace without losing the original information
that allows for their separation.

One of the most widely used dimension reduction techniques is principal com-
ponent analysis (PCA). However, most cultural assets have complicated surfaces
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with inter-reflection, absorption, and scattering. Moreover, there is a color mixture
between the top layers and the bottom layer. Unfortunately, PCA, a linear dimen-
sion reduction method, cannot handle such nonlinear effects. For this reason, it
is necessary for us to develop a reflection analysis method for handling nonlinear
effects.

As mention above, to obtain and analyze spectral information of cultural as-
sets involves many challenging tasks, and also contributes many applications for
modeling cultural assets.

Goal Considering the importance in various computer vision applications of mod-
eling cultural assets, our ultimate purpose is to develop reflectance analysis methods
for restoration or preservation of cultural assets. For this purpose, first, it is neces-
sary for us to develop a new multispectral imaging system for preserving accurate
color information of cultural assets, since a conventional system is unfit for our pur-
pose. Basically, we have to consider several factors for achieving these purposes, as
discussed below.

With respect to multispectral imaging, we considered two approaches. The first is
how to synthesize many multispectral images having high image quality for making
digital archive contents efficiently. The second is how to obtain a multispectral image
having a wide field of view of high resolution with low noise for analyzing different
materials on an object’s surface. For the former, we invent a method using a sensor
fusion approach; for the latter, we develop a new multispectral imaging system, and
also apply this system for measuring the surface spectra on an object’s surface in an
outdoor environment.

With respect to reflectance analysis, we consider how to segment a multispectral
image considering nonlinear features between different materials such as the top
layer’s spectra and the bottom layer’s spectra. For this purpose, we have developed
two approaches: a statistics-based approach and a physics-based approach.

The statistics-based approach can effectively segment spectra having different
materials by using nonlinear dimension reduction. On the other hand, our proposed
physics-based approach can not only segment a multispectral image considering the
nonlinearity of the spectra, but also can decompose each layer’s optical properties.

We apply these approaches to our projects, demonstrating not only their practi-
cality but also their accuracy and robustness.
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1.2 Acquisition of Spectral Information
First of all, we describe spectral information. Light in the atomic scale consist of

a packet of energy called photons. A photon radiated from its source moves in a
perfectly straight direction, unless something affects its motion. As photons move,
they also oscillate to form a spectrum of wavelengths. Photons that form visible
lights cover just a small portion of wavelength, which falls between 380 nm and 780
nm. The spectral power distribution of light determines the color we perceive.

The measurement of the spectral power distributions of light is the field of
spectroradiometry, which is the measurement of radiometric quantities as a function
of wavelength. Of particular interests in computer vision or color appearance are
irradiance and radiance. Both are measurements of the power of light sources based
on the basic units of watts.

Spectral power distribution is usually measured as spectral radiance or spectral
irradiance by an instrument called a spectrometer.

Irradiance is the radiance power per unit area incident onto a surface and has
units of watts per square meter (Wm2). Spectral irradiance adds the wavelength
dependency and has units (Wm2)nm. Radiance differs from irradiance in that it is
a measure of the power emitted from a source, rather than incident upon a surface,
per unit area per unit solid angle with units of watts per square meter per steradian
(Wm2sr). Spectral radiance includes the wavelength dependency having units of
W/m2srnm.

Although measurement is restricted to one small area (point), measuring the
observed light intensity as a physical value (watt) is a large advantage. Over the
past several decades, a considerable number of studies have been conducted on
multispectral imaging especially in a remote sensing field and a color reproduction
field.

Multispectral Imaging In the 1960s, researchers in the remote sensing field first
made aircraft-mounted sensors. Their sensors were optical-mechanical line scanning
devices. They were capable of scanning a pixel of a multispectral image having
information less than 20 spectral bands over the visible, reflective infrared (IR), and
thermal IR regions of the spectrum.

However, the multispectral imaging system for space only allowed a four-band
system with 80 m pixels and an S/N justifying a 6-bit data system. This system, called
MSS (multispectral scanner), was first launched in July 1972 aboard the Landsat 1
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(a) (b)

Figure 1.2: Hyperspectral sensor system. (a) Sensor system (ImSpector Specim Ltd.) (b)
Captured image: this image is an RGB image transformed from spectra.

satellite.
After that, multispectral imaging technology advanced substantially. New mul-

tispectral sensors have several hundred spectral bands and an S/N requiring 10+
bit data systems. In November 2000, NASA launched an EO-1 spacecraft carrying
a sensor system called Hyperion that has 220 bands, 30 m pixels, and a 10-bit data
system.

This system demonstrated what sensor technology is now capable of producing.
Sensors with this many spectral bands are referred to as hyperspectral.

Hyperspectral sensor systems view the scene through a narrow slit perpendicular
to the frame’s x-axis. The light coming through the 1D slit is dispersed by prisms
or diffraction gratings onto a 2D detector array; hence a spectrum of high spectral
resolution is obtainable for a pixel-wide column of the scene. The multispectral
image is obtained by scanning the scene in pixel increments along the x-axis.

Ikari et al. restored an RGB trichromatic color image based on spectral in-
formation obtained by matching an RGB image and multispectral image using a
hyperspectral sensor [29, 86] through geometric data. However, a prism or diffrac-
tion grating needs sufficient light intensity. And when the target object has a 3D
shape, it is difficult to adjust the lens focus. Fig.1.2 shows the system and captured
image.

Subsequently, a multiband camera system has been developed to perform cross-
environment color reproduction for objects [56, 23] in the color reproduction field.
The reflectance spectra of the objects are acquired in this imaging system for cal-
culating the trichromatic color values under arbitrary illumination. The multiband
camera usually performs using five or more color filters to obtain accurate color re-
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(a) (b)

Figure 1.3: Multiband camera. (a) Wheel type 16 band multiband camera (Olympus Co.,
Ltd) (b) 6 band HDTV camera

production across various illumination environments. Typically, the rotating filters
are mounted in front of a monochromatic CCD camera [56, 112]. This system cannot
obtain an image having high spectral resolution, but can obtain an image having low
noise and high image resolution. Most methods do not directly use obtained spectral
information, but estimate reflectance spectra having higher spectral resolution from
a spectral reflectance database: they restrict target objects [98, 56, 112]. Fig.1.3 shows
examples of a multiband camera system.

Aside from these systems, Yoav et al. developed a multispectral imaging system
by using a fixed spatially varying spectral filter and a monochromatic CCD camera
[80, 29]. This system can obtain a multispectral imaging having high spectral res-
olution by using traditional image mosaics technique. This system rigidly attaches
(either in front or behind the imaging lens) an optical filter with spatially varying
properties to the camera. When this imaging system moves in a horizontal direction,
each scene point is measured multiple times under different wavelengths. Fusing the
data captured in the multiple images yields an image mosaic that includes spectral
information about the scene. However, the image quality depends on the accuracy
of the image mosaic.

1.3 Reflectance Analysis
In many fields, object recognition applications have been developed using differ-

ences of reflectance. For these applications, we need to consider the optical properties
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(C)

Figure 1.4: Multispectral imaging system using linear variable interference filter (a)(b)
Sensor system. (c) Synthesized RGB image.

(a) (b) (c)

Figure 1.5: Nonlinearity of layered surface (a) Input RGB image. (b) The RGB plot of image
(a). (c) The result of lazy snapping method [52]

of the object’s surface. For example, specular reflection of the object is one of the
causes of intractable segmentation. Tan et al. proposed a method decomposing
specular and diffuse reflection using an image [93, 92, 99]. Note that we assume
that our targets have no specular reflection in this dissertation, since this reflection
is negligible.

On the other hand, many object surfaces are composed of layers of different
physical substances, and these are known as layered surfaces. Such surfaces (e.g.,
patinas, water colors, and wall paintings) have more complex optical properties than
diffuse surfaces, and generally cannot be segmented. This is because their colors
change according to the mixtures of the optical properties of the layers. Fig.1.5
shows an example of layered surfaces. Note that their color change is nonlinear
as shown in Fig.1.5.b: we cannot separate their distribution of color linearly. In
computer vision, we may try to segment such layered surfaces using an image
segmentation method, and many effective image segmentation methods have been
proposed. Graph cut methods based on graph theory, such as Lazy Snapping [52]
and Grab Cut [71], have been proposed. These methods can efficiently segment a
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foreground with a background. However, handling a nonlinear feature would be
difficult. Consequently, these methods would often fail to segment colors of layered
surfaces as shown in Fig.1.5. Furthermore, most segmentation methods cannot be
applied to high dimensional data.

There are two approaches to analyzing layered surfaces: a statistics-based ap-
proach and a physics-based approach. We describe these approaches here.

Statistics-based Approach The surface spectral reflectance of an object refers to
the object’s ability to reflect different spectral distribution when light shines on it.
Formally, it is defined as the ratio of reflected spectral power distribution to the
incident spectral power distribution. In general, this spectral reflectance is the most
crucial factor in recognizing an object, since optically different objects will have
different spectral reflectances.

Fu et al. proposed an automatic absorption detection method by analyzing
geometrical features of the reflectance spectrum [18]. This approach assumes ab-
sorption is represented as the valley of shape of spectral reflectance. Beside this
example, many object recognition methods [5, 54, 43, 98] using reflectance spectra
have been proposed in many fields.

The segmentation of high dimensional spectra needs a dimension reduction for
overcoming the ”curse of dimensionality [3].” One of the most widely use dimen-
sion reduction techniques is principal component analysis (PCA). PCA computes
orthogonal projections that maximize the amount of data variance, and yields a
dataset in a new uncorrelated coordinate system. Unfortunately, information con-
tent in multispectral images does not always much such projections. PCA cannot
handle nonlinear features, since PCA is linear dimension reduction.

Therefore, the nonlinear dimension reduction methods, such as kernel principle
component analysis (kernel PCA) [78] and kernel canonical correlation analysis (ker-
nel CCA) are widely used. Kernel analysis methods are based on mapping data from
the original input feature space to a kernel feature space of higher dimensionality,
and then solving a linear problem in that space. This operation is called the ”kernel
trick.” Many methods was proposed using the kernel trick [3]. Fig.1.6 depicts an
example of the kernel trick. Fig.1.6.b shows how input data can be separated into
two classes linearly using the kernel trick.

In the remote sensing field, some methods using nonlinear analysis have been
proposed [43, 46, 54]. The classification of multispectral images [101] was proposed
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(a) (b)

Figure 1.6: Kernel trick: (a) is linearly inseparable, while (b) is linearly separable. (a)
Input data. (b) Transformed input data in kernel space using kernel function (y1, y2, y3) =
(x2

1, x
2
2,
√

2x1x2).

using the kernel-based method. Kwon et al. proposed the object detection method,
which combines the kernel-based method and linear subspace detection method
[43]. These methods are similar to our approach. However, their purpose is not to
analyze the layered surfaces, but to develop a method without the effect of noise.

Keshava et al. introduced so-called spectral unmixing methods [38]. The mixed
pixels are a mixture of more than one distinct substance, and they exist for one of
two reasons. First, if the spatial resolution of a sensor is low enough that disparate
materials can jointly occupy a single pixel, the resulting spectral measurement will
be some composite of the individual spectra. This is the case for remote sensing
platforms flying at a high altitude or performing wide-area surveillance, where low
spatial resolution is common. Furthermore, there exists a linear relationship between
the fraction of the substances comprising the area being imaged and the spectra in
the reflected radiation: we can solve this problem using a linear method. Second,
mixed pixels can result when distinct materials are combined into a homogeneous
mixture. This circumstance can be solved independent of the spatial resolution of
the sensor, and is same as the circumstance of layered surfaces: we need to solve
this problem using a nonlinear method. However, a segmentation method handling
nonlinear mixing of layered surfaces does not exist. Developing such a method is a
challenging task ahead.

Physics-based Approach In multilayered surfaces, each layer may have differ-
ent optical parameter values. These values and the order of the layers physically
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Figure 1.7: (a) The optical model of the Lambert-beer model. (b) The optical model of
Lambert-beer based model.

determine the reflectance of an object and therefore also the object’s appearance.
For example, human skin roughly consists of two layers, namely the dermis and
epidermis [100], which both contribute to the unique appearance of skin. Other
examples are plant leaves, biological tissues, and oxidized objects. Surface layers
are not only found on solid materials, but also exist in other forms of turbid media,
such as seawater [79] and fog [73]. The fields of optics and color science have intro-
duced many models of multilayered objects [4, 41, 111, 34, 6, 68]. These models are
principally based on radiative transfer theory [6], which was originally developed
in the field of astrophysics. One highly detailed representation is the many-flux
scattering model presented by Mudgett [58]. Since this complex model has many
parameters that make it difficult to apply, a simpler two-flux approximation called
the Kubelka-Munk (KM) model [42] has been more commonly used. However, for
image processing, the KM model has many parameters that make it difficult to apply
to an image. Also of interest is the Lambert-Beer law, which does not explicitly take
account of the scattering coefficient but is mathematically much simpler than the
KM model. Many researchers in physics-based computer vision successfully use the
Lambert-Beer model (e.g., [63, 62, 73, 11, 79]). Details of the Lambert-Beer law are
presented here.

Light traveling in an optical medium is attenuated by absorption and scattering
as shown in Fig. 1.7.a. When the concentration of the absorption in the medium is
higher, transmitted energy along the regular path is reduced. The energy removed
from the transmitted light is either absorbed or scattered to other directions. If the
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medium does not cause significant multiple scattering, the radiant flux density of
the transmitted light, It is related to the radiant flux density of the incident light Ii

by two laws:

1. Lambert law: It(λ) = Ii(λ)e−α(λ)d, where α(λ) is absorption coefficient and d
the thickness of the medium. In this law, absorbance is proportional to the
thickness d of the medium.

2. Beer’s law: It(λ) = Ii(λ)e−β(λ)c, where c is the concentration of the absorbing
medium. In this law, absorbance is proportional to the concentration c of the
absorbing medium.

The two laws can be combined into a law called the Lambert-Beer law [47]:

Lt(λ) = Li(λ)e−µ(λ)cd (1.1)

If the density of particle is uniform in medium, the concentration of the absorbing
medium is c = 1. We can rewrite Eq.(1.2):

Lt(λ) = Li(λ)e−µ(λ)d (1.2)

The Lambert-Beer law is true only when the effect of multiple scattering is
negligible. Once energy is scattered away the in forward direction, a particle can be
scattered back into the forward direction by a second particle. This can only happen
if there is a large number if particles along the path, either because the concentration
of particles is high or because the path is long.

The Lambert-Beer Law is the foundation for a model commonly used in oceanic,
atmospheric optics to describe the light attenuations caused by the medium’s parti-
cles, where a cloud of the particles in the medium is treated as a transparent object.
However, instead of assuming light coming from one direction, this model conveys
the idea of light coming from two directions simultaneously, namely from the back
of the particle cloud and from the front of the particle cloud:

I(λ) = B(λ)e−µ(λ)d + F(λ)
(
1 − e−µ(λ)d

)
(1.3)

where I is the mixture intensity of the transmitted light from B and the reflected
light from F. We call I a mixed layer: B and F are the intensity of light coming from
the back and the front of the particle cloud, respectively. The first term at the right
side of the equation is exactly the same as the Lambert-Beer Law, while the second
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term is the consequence of the first term, by assuming that the light travels solely to
forward and backward directions. This means that if the attenuation of the object
or particle cloud is e−µ(λ)d, then the remaining reflection factor is (1 − e−µ(λ)d). We call
the model the Lambert-Beer based model, or LB-based model. Fig.1.7 depicts the
optical model of the LB-based model.

Note that the absorption coefficient µ of the LB-based model depends on wave-
length. However, most methods such as digital matting, vision in bad weather,
and underwater vision, assume the absorption coefficient is scalar. This assumption
causes a critical error for segmentation of layered surfaces because color on layered
surfaces changes not linearly but nonlinearly as shown in Fig.1.5.b.

As mentioned above, a method considering nonlinearity of layered surfaces
remains to be proposed. We consider the development of such a method could
benefit many applications in computer vision and graphics.

1.4 Thesis Overview
In this dissertation, we propose two multispectral imaging methods and two re-

flectance analysis methods. For multispectral imaging methods, we introduce two
approaches, one using sensor fusion and the other by developing a hardware sys-
tem. For reflectance analysis, we introduce two approaches, one a statistics-based
approach and the other a physics-based approach. In each chapter, we apply pro-
posed approaches to practice to show their viability. The structure of each chapter
is as follows:

In Chapter 2, we propose a method for color restoration that can effectively
apply accurate color based on spectral information to a segmented image using
the normalized cuts technique. This approach implies that we can synthesize a
roughly multispectral image. First, we describe the Normalized Cuts (NCuts), and
the segmentation of the DSC image. Second, we describe restoring segmented color
areas using spectral information. Finally, the results of some experiments such as
color accuracy, restoration of metamers, and application of digital archive contents,
are presented, and we summarize the chapter.

In Chapter 3, we describe a new multispectral imaging system that we have de-
veloped. We first describe our hardware design for panoramic multispectral imaging
and effectively capturing techniques of data acquisition for cultural assets in an out-
door environment. Obtained multispectral images have a spectrum of sufficient
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spectral resolution in each pixel. We can classify different materials by segmenting
different spectra. To segment a multispectral image, it is necessary for us to reduce
the dimension of the spectrum in the image considering a nonlinear feature. There-
fore, second, we derive a nonlinear dimension reduction method using the ”kernel
trick” and NCuts method, and apply NCuts segmentation to a multispectral image.
Third, we evaluate our methods by experiments, and demonstrate the application
for analyzing micro-organisms on the bas-reliefs of the Bayon temple. Finally, we
summarize the chapter.

In Chapter 4, we propose a novel physical model considering spectra change of
layered surfaces, and also propose a method that can decompose optical properties
of each layer using the model. Here, we focus mainly on surfaces with two layers,
top and bottom. There are no methods sharing our goals and techniques. We first
describe the layered surface model. Then, we introduce a new physical model,
which is called the Spider model, and which can represent a nonlinear correlation
between spectra wavelengths on layered surfaces. After introducing the model,
we describe how to use it for estimation and for segmenting layered surfaces. We
can accurately segment surface materials using the Spider model and the Markov
random fields (MRFs) model to estimate the properties of the top and bottom layers.
We provide some experiments such as comparison with conventional methods and
demonstration using a real image. In this chapter, we also describe a method based
on RGB color for the sake of understanding. Next, we explain the extended method
based on spectral information. Then we summarize the chapter.

Finally, chapter 5 concludes this dissertation by summarizing this research and
contributions, and discussing possible future research directions.
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Chapter 2

Color Restoration Method Based on
Spectral Information Using
Normalized Cuts

In this chapter, we propose a novel method for color restoration that can effectively
apply accurate color based on spectral information to a segmented image using the
Normalized Cuts technique. Using the proposed method, we can obtain a digital
still camera image and spectral information in different environments. Also, it is not
necessary to estimate reflectance spectra using a spectral database such as those that
are used in other methods. The synthesized images have accurate color and high
resolution. The proposed method works effectively when applied to digital archive
contents.

2.1 Introduction
Highly accurate image synthesis is important in many fields such as remote sensing,
medical imaging, agriculture, archaeology, and art. Our goal is to design a system
that can accurately restore color to digitial archive contents. Since we need to
capture and manipulate many images to map onto 3D objects, the system should be
practical from the viewpoints of portability of the image capturing devices, operation
automation, and computational cost. Current color imaging systems like those using
a digital still camera (DSC) are usually represented with the traditional red, green,
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and blue (RGB) color model. Images captured by these systems have high resolution
and high quality. However, the color model is not able to represent accurate color.
The color of images captured with DSC is dependent on both the characteristics of
the device and conditions of the illumination environment. For instance, it is almost
impossible to accurately simulate colors of metamers with the RGB color model
since, by definition, metamers are perceived as identical colors. Two metamers
with different spectral reflectance have the same RGB properties under particular
illuminations. Thus, humans who perceive the objects and the image produced
by a DSC see these images as having identical colors. This phenomenon is called
metamerism. This is a ubiquitous phenomenon that affects many areas of color
imaging. For an accurate representation of color differences, we need to use a color-
encoding method that is more accurate than the three-wavelength RGB method. For
this reason, our method uses spectral information related to the target object.

Johnson and Fairchild [33] developed a color reproduction system using full-
spectral rendering that was able to capture the differences beneath the phenomenon
of metamerism. However, unlike spectral imaging, this system could not be applied
to a texture image. There are many types of spectral imaging technology. A spectral
imaging system may have two kind of cameras: a multispectral camera and a
hyperspectral sensor. In order to obtain high spectral band data, the methods in
[56, 23, 24] using a multispectral camera need a spectral reflectance database of target
materials; hence, they restrict target objects. On the other hand, a hyperspectral
sensor does not need that database and is able to obtain high resolution data. Gevers
et al. [20] proposed computational methods for color constant identification of
object colors through the analysis of spectral color data using hyperspectral data.
However, the captured image was noisy and heavy. Moreover, image synthesis is
computationally a very expensive process. Ikari et al. [29] proposed a method to
map a spectral image onto an RGB image through a 3D object. However, in this
method, the color accuracy depends on mapping accuracy. Thus, the operation is
difficult.

In the process of creating digital archive contents, we needed to capture many
textured images by DSC. Therefore, we focused on the idea of using both high reso-
lution images captured by DSC and spectral information captured by a conventional
spectrometer. Reinhard and Ahikmin [70] proposed a color transfer method between
images, and in colorization, Levin et al. [49] added color to a monochrome image or
movie using a segmentation method. In this study, we wanted to design a practical
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method from the viewpoint of automation and computational cost. Therefore, we
applied color calculated by spectral information to a segmentation image using the
Normalized Cuts (NCuts) method [84], which was proposed by Shi and Malik as
a graph-based way of segmenting images. This method is an unsupervised image
segmentation method, and it can divide multiple segments stably and effectively.
Other graph cut methods, such as lazy snapping [52] and grab cut [71], are fast
and useful, but they only divide an image into bipartitions and need supervised
information.

In this chapter, we describe a practical method to synthesize high resolution and
accurate color images for digital archive contents. In our method, we assume the
following. First, we use white reference to obtain illumination spectrum. Next, the
target object is a diffuse object, and our target has 5 or 6 solid colors such as those
found in a tumulus. Finally, we use the brightness of the DSC image to brighten
the scene. In our experiment, we found that our method results in sufficient color
restoration accuracy to produce an adequate value. Our method is also able to
discriminate between metamers. Furthermore, our method was successful when
applied to a 3D-textured digital model of archive contents.

2.2 Overview
The structure of this chapter is as follows. In section 2.3.1, we describe NCuts,

and the segmentation of the DSC image. Next, we describe the color restoration
algorithm using spectral information in section 2.4, and implementation of our
method in section 2.5. Results of some experiments are presented in section 2.6, and
we summarize this chapter in section 2.7.

2.3 Image Segmentation Using Normalized Cuts Method
We employ image segmentation using the NCuts method to apply spectral infor-
mation into the DSC image effectively. In subsection 2.3.1, we describe the NCuts
method. In subsection 2.3.2, we describe the segmentation of the DSC image. Fur-
thermore, we use a slight improvement to divide the imaged DSC into multiple
groups [17].



18 Chapter 2 Color Restoration Method Based on Spectral Information

2.3.1 Normalized Cuts Method

The NCuts method is most closely related to the graph theoretic formulation of
grouping proposed by Shi and Malik [84]. The set of points in an arbitrary feature
space is represented as a weighted undirected graph G = (V,E), where nodes V
of the graph are the points in the feature space, and edges E are formed between
every pair of nodes. The weight on each edge, w(u, v), is a function of the similarity
between nodes u and v. Here we partition a graph G into two joint sets, A,B,A∪B =
V,A∩ B = ∅, by simply removing the edges connecting the two parts. The degree of
dissimilarity between these two pieces can be computed as the total weight of the
edges that have been removed. In theoretic graph language, it is called the cut:

cut(A,B) =
∑

u∈A,v∈B

w(u, v). (2.1)

The optimal bipartition of a graph is the one that minimizes the value of the cut.
Although there is an exponential number of such partitions, finding the minimum
cut of a graph is a well-studied problem. Therefore NCuts is the normalized measure
of disassociation.

The dissociation between the groups is given by

Ncut(A,B) =
cut(A,B)

assoc(A,V)
+

cut(A,B)
assoc(B,V)

(2.2)

where assoc(A,V) =
∑

u∈A,t∈V w(u, t) is the total connection from nodes u in A to all
nodes in the graph and assoc(B,V) =

∑
u∈B,t∈V w(u, t) is similarly defined. The cut of

the groups is normalized for each total connection.
Next, Shi and Malik [84] stated that NCuts can be minimized by solving the

generalized eigenvalue system as follows:

(D −W)y = λDy. (2.3)

Let D be an N×N diagonal matrix Dj = diag(W(1, j),W(2, j), · · · ), j = 1, 2, · · · ,N,
where N is the number of samples. W is an N×N symmetrical matrix with W(u, v) =
wu,v. We can transform the generalized eigenvalue system into a standard eigen
system, and then rewrite Eq. (2.3) as

D−1/2(D −W)D−1/2z = λz (2.4)
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where eigen vector z is z = D1/2y. Solving Eq. 2.4, we use the eigen vector with the
second smallest eigenvalue to bipartition the graph by finding the median value as
the splitting point.

The NCuts method is able to segment more than bipartitions. One way is
using the recursive 2-way cut, while another can use all of the top eigenvectors to
simultaneously obtain a k-way partition. In this method, the n top eigenvectors are
used as n dimensional indicator vectors for each pixel. We use this NCuts method
for DSC image segmentation.

2.3.2 DSC Image Segmentation using Normalized Cuts Method

We divide a DSC image into color segments to use the NCuts method described in
section 2.3.1. We create the feature vector as follows:

F(i) = [a∗i , b
∗
i , xi, yi], i = 1, 2, 3, · · · ,N (2.5)

where x and y are the horizontal and vertical positions of image pixels, N is the
number of samples, and a∗ and b∗ are colors. Then our method uses the a∗b∗ plane
of the CIE1976LAB color space. This color space can represent the color perception
of a human to Euclidean distance, and we do not use the L∗ factor to exclude the
possible effect of illumination. In the first step, a simple clustering algorithm, such
as the k-means algorithm, is used to obtain an over-segmentation of the image into
N groups. Setting the nodes of the graph decides the average points of N groups.
Then, we calculate the weight on each edge wuv between all the nodes u and v.

wuv = exp
(−‖I(u) − I(v)‖2

σ2
I

)
×


exp

(−‖X(u) − X(v)‖22
σ2

X

)
, if ‖X(u) − X(v)‖2 < r

0, otherwise
(2.6)

where I(u) and I(v) are calculated from color values a∗ and b∗. σ2
I is the variance of

color distribution, and σ2
X is that of spatial distribution. Then, using edge weights

wuv, we calculate weight matrix W and diagonal matrix D.
Here we use a slight variation from a later paper by Fowlkes et al. [17]. In Eq.

(2.4) D−1/2(D −W)D−1/2 is called the normalized Laplacian L, and can be rewritten
as follows:
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L = D−1/2(D −W)D−1/2 =

I −D−1/2WD−1/2. (2.7)

By Eq. (2.7), Eq. (2.4) is rewritten as

(D−1/2WD−1/2)z = (1 − λ)z. (2.8)

We can span a low dimensional space, of E−1 dimensions, with the eigenvectors
from the E + 1 least significant eigenvalues, where E is the partition number, and
we ignore the least significant eigenvalue and the corresponding eigenvector. In the
least significant space, all the input data have roughly same values due to the data
normalization. We map the input data onto this low dimensional space.

yEij =
zi+1, j√

Djj
, (i = 1, ...,E, j, ...,N, ) (2.9)

Finally, we can segment yEij into E clusters using the k-means method.

2.4 Color Restoration based on Spectral Information
The spectra obtained by a spectrometer depend on the illumination and object

characteristics. Therefore, these spectra vary with a change in intensity and energy
distribution of the light source, which are material characteristics. This problem is
called color constancy. Our method has a solution of color constancy by spectral
information using a white reference [20]. This color, which is invariant to illumi-
nation, is applied to the color of the DSC image. In this section, we describe how
to calculate spectra under arbitrary illumination in subsection 2.4.1 and to restore a
color based on spectral information into the color of a DSC image in subsection 2.4.2.
In subsection 2.4.3, we describe how to find correspondences between the sensor
spectral responses and the segmented images.

2.4.1 Illumination Color Change using Spectral Information

First, consider an opaque inhomogeneous dielectric object having diffuse reflec-
tion, and then the body reflection described by Shafer [83] as follows. Let E(x, λ)
be spectral power distribution of the incident light at the object surface at x, and let
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R(x, λ) be the spectral reflectance at the object surface at x. The spectral sensitivity of
the k-th sensor is given by Sk(λ). Then, the sensor response of the k-th channel Ik(x)
is given by

Ik(x) = GB(x,n, s)
∫
λ

E(x, λ)R(x, λ)Sk(λ)dλ (2.10)

where λ denotes the wavelength, n is the surface normal, and s is the direction of the
illumination surface. The integral is taken from the visible spectrum (e.g., 380-780
nm). The geometric term GB denotes the geometric dependency on the reflection.

Second, a white reference has the reflectance of a perfect diffuser. This reflects
all wavelengths of the light source and does not absorb any of them. Hence, a
white reference has spectral reflectance Rw(λ) � 1. Furthermore, we assume that
the surface normal n is equal to lighting direction s, then GB(x,n, s) = 1. The sensor
response of the matte white reflectance allows us to rewrite Eq. (2.10) as

Iw
k (x) =

∫
λ

E(x, λ)Sk(λ)dλ. (2.11)

In this way, the relative spectral power distribution of the white reference is
measured.

Third, an object spectrum of an arbitrary sample is measured under the same
illumination conditions. The k-th sensor response of a sample with respect to a white
reference is given by

Ik(x)
Iw
k (x)

=
GB(x,n, s)

∫
λ

E(x, λ)R(x, λ)Sk(λ)dλ∫
λ

E(x, λ)Sk(λ)dλ
. (2.12)

Through the use of the spectrometer, the filters Sk(λ) are narrow-band filters. Let
the filter Sk(λ) be modeled as a unit impulse that is shifted over N wavelengths, the
transmission at λk = δ and zero elsewhere. This allows us to rewrite Eq. (2.12) as

Ik(x)
Iw
k (x)

=
GB(x,n, s)E(x, λk)R(x, λk)

E(x, λk)
(2.13)

obtaining

Ik(x)
Iw
k (x)

= GB(x,n, s)R(x, λk). (2.14)

Finally, the target color spectra I′k(x) are the product of Eq. (2.12) and the sensor
response Iw′

k (x) of the white reference under an arbitrary illumination. The equation
is as follows:
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I′k(x) =
Ik(x)Iw′

k (x)

Iw
k (x)

=

GB(x,n, s)E′(x, λk)R(x, λk)S′k(λk) (2.15)

where S′k(λk) denotes the arbitrary spectral sensitivity of the k-th sensor. According
to Eq. (2.12), the color itself depends on spectral reflectance whereas the brightness
of the color depends on factor GB(x,n, s). However, since our method uses the
brightness of the DSC image, then we assume that GB(x,n, s) corresponds to the
brightness of the DSC image.

2.4.2 Combining Spectral Information and the DSC image

We calculate CIE tristimulus value CIEXYZ from sensor response I′k(x) in Eq.
(2.15). Here, we measure the color in point of object surface by a spectrometer.
Therefore, the color pixel x denotes color region m = 1, 2, · · · ,N, where N is the
number of color regions. Also, the spectral sensitivity of the k-th sensor S′k(λk) is
changed into CIE RGB color matching functions x̄(λk), ȳ(λk), andz̄(λk). Using Eq.
(2.15), this equation is as follows:

Xsp(m) = K
∫
λk

E′(m, λk)R(m, λk)x̄(λk)dλk

Ysp(m) = K
∫
λk

E′(m, λk)R(m, λk)ȳ(λk)dλk (2.16)

Zsp(m) = K
∫
λk

E′(m, λk)R(m, λk)z̄(λk)dλk

K =
100∫

λk
E′(m, λk)ȳ(λk)dλk

(2.17)

where K is a coefficient to normalize Ysp to 100. Next, we calculate color differences,
CIE∆E∗ab, from target color Xsp(m),Ysp(m),Zsp(m) and the average of segmented image
color Ximg(m),Yimg(m),Zimg(m). Using the method of subsection 2.4.3, we can find
correspondences m of target colors and color segment images. In our method, the
brightness of the target color coincides with the brightness of the segmented image.
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The equation is as follows:

Xsp(m) = Xsp(m)
Yimg(m)
Ysp(m)

Ysp(m) = Yimg(m) (2.18)

Zsp(m) = Zsp(m)
Yimg(m)
Ysp(m)

.

The transform vectors Xt(m), Yt(m), and Zt(m) to apply the target color to the
segmented image are given by

Xt(m) =
Xsp(m)
Ximg(m)

Yt(m) = 1.0 (2.19)

Zt(m) =
Zsp(m)
Zimg(m)

.

Finally, the transform vectors Xt(m), Yt(m), and Zt(m) are multiplied by all the pixels
of the segmented image Ximg(x), Yimg(x), and Zimg(x).

X
′
img(m) = Ximg(x)Xt(m)

Y
′
img(m) = Yimg(x) (2.20)

Z
′
img(m) = Zimg(x)Zt(m).

When all the segmented images are synthesized, the result is transformed into RGB
color.

2.4.3 Finding correspondence of the spectral information and seg-

mented image

We need to find the correspondence between the spectral sensor response and
segmented image so that their color difference is minimized. Therefore, we calculate
the color difference, CIE∆E∗ab, from the spectral sensor response and the average color
of the segmented image. This is calculated from a∗ and b∗ color values in the CIELAB
color space. The equation is as follows:

∆E∗ab =
[
(a∗sp − a∗img)2 + (b∗sp − b∗img)2

]1/2
(2.21)

where a∗sp and b∗sp denote a∗ and b∗ values of the spectral response, a∗img and b∗img are a∗

and b∗ values of the average of the segmented image. Finding the smallest sets, we
can find correspondences between spectral sensor responses and segmented images.
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Figure 2.1: System process

2.5 Implementation
Fig. 2.1 shows the process of our proposed system. The system consists of the

following steps.

Step 1. Obtain a high resolution RGB image using a DSC.

Step 2. With image segmentation technique by the Normalized Cut method, divide
the DSC image into segments for each color. Here, using color space without
brightness as the feature space, we can segment the brightness invariant color
of the object visually.



2.6. Experiments and Results 25

Step 3. Measure the spectral information by a spectrometer, specifically identify
the spectral power distribution (SPD) of each color on a target object and the
illumination spectrum by a white reference. Here, our method allows the
environments of measuring spectral information and capturing a DSC image
to be different.

Step 4. Spectral reflectances are calculated from the object′s spectra and illumina-
tion spectrum. Target colors are calculated from the spectral information and
arbitrary illumination spectrum.

Step 5. Find correspondences of color segments and target colors as described in
subsection 2.4.3.

Step 6. Target colors are applied to each segment image. Here, our method uses
brightness from the image.

In this way, we are able to obtain high resolution and accurate color images efficiently.

Figure 2.2: Equipment

2.6 Experiments and Results
In this section, we describe three experiments we have conducted, verification of
color restoration, accuracy color restoration of metamers, and application to digital
archive contents. All experiments were performed using a DSC (Nikon D1-X),
spectrometer (SpectraScan PR-650), and white reference (PhotoResearch SRS-3). Fig.
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Figure 2.3: Illumination spectra

2.2 shows the equipment of our system. In these experiments, we used lights as
follows: D55 Light (day light 5500K :SERIC XC-100) and A light (tungsten light
2848K), cool white (fluorescent lamp), horizontal (2300K), D50 in (day light 5000K:
Sakata Inx Corporation SpectraLight III), real torch light, real sunset light, and
incandescent light (5900K: PSR500WD). These illumination spectra are shown in
Fig. 2.3.

2.6.1 Verification of Color Restoration Accuracy

In this experiment, we evaluated the color restoration accuracy of our method.
We selected a target object that consists of five colors and has no specular reflection.
First, we captured a target image under the D55 light. Simultaneously, we measured
the spectral power distribution of colors of an object surface and a white reference
using a spectrometer. We changed the color of the DSC image into the color under
target illuminations by our method, where target illuminations were a light, cool
white, and horizontal, described in the previous section.

Notice that the color of the output image Figs. 2.4. c, d, and e at left is similar
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to that of ground truth Figs. 2.4. c, d, and e at right. However, our method uses
brightness from the image. Thus, the brightness of the object does not correspond.
Table 2.1 shows the color differences, ∆Ea∗b∗ , between ground truths and restoration
colors. Here, the ground truth of the target spectra is measured under several
illuminations, and restoration colors are estimated values in the CIELAB color values.
Notice that the average of the color differences, ∆Ea∗b∗ , between ground truths and
restoration colors is less than 1.08 in the target object. Generally, in human vision,
the color difference that enables us to discriminate between two colors is more than
about 3.0.

2.6.2 Color Restoration of Metamers

In this section, we describe the color restoration of metamers using our method.
If two different surfaces look the same when viewed under a particular illumina-
tion, then they are called metamers, and this phenomenon is called metamerism.
Using the RGB color model, we are not able to restore the color of metamers be-
cause the metamers have different spectral reflectances. However, if we calculate
restoration color based on spectral information, we are able to restore the color of
metamers under arbitrary illumination. In this experiment, we tried to restore the
color of metamers under several illuminations. Fig. 2.5 shows pictures of metamers
(GATF/RHEM light indicator strips) under two illuminations. Under D50 illumi-
nation in Fig.2.3, we are not able to see stripes. However, stripes are visible when
the strip is viewed under other lighting, such as incandescent 5900K. Fig. 2.6 shows
spectral reflectance of the metamers. Fig. 2.7 shows simulated color under each illu-
mination using spectral information about the metamers. Viewed under a A light,
and a torch lighting conditions, the different metamers appear to be a solid color.

Purple Green Skin W and B Average

A 0.282301 0.438471 0.968805 0.20786 0.474359

Cool White 0.788768 1.460883 1.895176 0.20272 1.086887

Horizontal 0.245402 0.284683 1.096399 0.33352 0.490001

Table 2.1: Color difference (∆Ea∗b∗) between restoration colors and ground truths
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(a)Input image (b)Segmented image

(d) Cool White(fluorescent lamp)
Output image Ground truth

(c) A Light
Output image Ground truth

(e) Horizontal
Output image Ground truth

Figure 2.4: Output image and ground truth. (a) Input image; (b) Segmentation result by
NCuts method; (c),(d), and (e) left column: simulated image under each light by our method;
(c), (d), and (e) right column: captured image under each light.
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(a) D50 illumination (b) 5900K(PSR500WD)

Figure 2.5: Light indicator strips under D50 (left) and 5900K (right). Viewed under 5000K
or D50 standardized lighting conditions, light indicator strips will appear to be a solid color.

Figure 2.6: Spectral reflectance of metamers. These spectra are obtained from light indicator
strips.

2.6.3 Application to Digital Archive Contents

We made digital archive contents to evaluate the practicality of our method.
Benkei-ga-ana tumulus is an ancient tomb in Japan, made late in the 6th century.
Several wall paintings resembling ships and horses were painted by ancient artists
in this tumulus.

Notice that part of the red pigment can be extracted, as shown in Fig. 2.8∼2.9.
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(a) D50 (b) D55

(c) Sunset (d) 5900K(PSR500WD)

(e) A light (f) Torch

Figure 2.7: Simulated colors under different illuminations using spectral reflectance of light
indicator

This object has an ambiguity of boundary caused by degradation of the wall painting.
For this reason, we configured the parameter of NCuts to decrease the contribution
of spatial distribution σX in Eq. (2.6) and increase the number of segments. The
clear boundary of each segment cannot be observed, but we can extract relatively
accurate pixels in the parts of the pigments in Fig. 2.8∼2.9.

Color transformation error could hardly be observed in Fig. 2.11. However,
we show the effect of segmentation error in Fig. 2.12. Fig.2.12. a is an example of
incorrect segmentation due to an increase of the contribution of spatial distribution
parameter σX. Fig. 2.12. c is an image simulated using Fig. 2.12. a under D65
illumination. Fig. 2.12. b is an image simulated using the correct segmentation
result under D65 illumination. In Fig. 2.12. c, notice that in a section of rock, the
incorrectly segmented pixels turn red or pink. This effect may occur frequently when
the target object contains complicated colors.

Fig. 2.10 shows the result of comparison between the k-means method and the
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(a) Input image (b) Segmented image

Figure 2.8: Image segmentation result 1 of a wall painting in Benkei-ga-ana tumulus using
the NCuts method

(a) Input image (b) Segmented image

Figure 2.9: Image segmentation result 2 of a wall painting in Benkei-ga-ana tumulus using
the NCuts method

NCuts method. The hyperplane of k-means is a straight line, while the hyperplane
of NCuts is a curved line. This result shows that NCuts can handle the mixture of
pigment and rock. Using NCuts, we can obtain a stable solution for wall painting.

Archaeologically, we have a question as to how the artists painted the wall paint-
ing. We do not know whether they painted in daylight or using torch illumination.
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a*

b*

a*

b*

(a) Input image (b) a*b* plot

(c) kMeans

(d) Proposed method

a*

b*

Figure 2.10: Comparison of k-means and NCuts: The hyperplane of the proposed method
is a curved rather than a straight line.
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In Fig. 2.11, we are able to discriminate difference of colors under D65 (CIE daylight
6500K); however, under torch illumination, it is difficult for us to discriminate the
color difference. Therefore, our assumption is that the artists made the wall paint-
ings under D65 illumination. Fig. 2.13 ∼ 2.16 shows the application of our method
to digital archive contents. We restored more than 80 texture images in a content.
Also, we found it possible to map the color restoration images onto 3D geometry by
laser range sensor. This application behaves like virtual reality: we can interactively
operate the viewpoint and change the illuminations.

(b) Torch illumination (c)  D65 illumination(a) Input image

Figure 2.11: Color restoration of an image in the Benkei-ga-ana tumulus. (a) DSC cap-
tured image; (b) Simulated image under torch illumination; (c) Simulated image under D65
illumination

(a) (b) (c) 

Figure 2.12: The effect of segmentation error. (a) Incorrect segmentation result; (b) Correct
restoration color image; (c) Incorrect restoration color image
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2.7 Summary
We proposed a practical color restoration method based on spectral information.

Using our method, we are able to obtain high resolution and accurate color images.
DSC images and spectral information can be obtained under different environments.
We do not need to obtain these data simultaneously. For example, we are able to
obtain images under arbitrary illumination. Also, we can share our database of
spectral reflectance with archaeologists.

In our experiment, color restoration accuracy was sufficient only in the case
of a diffuse object. Our method was also able to represent the phenomenon of
metamerism. For this reason, our method can synthesize sufficiently accurate texture
images. Moreover, image segmentation using the NCuts method worked well for
making digital archive contents. Thus, we further applied our method to digital
archive contents, which were showed in the Kyushu national museum, and were
able to realize textured images.
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(a)

(b)

Figure 2.13: Digital archive contents of Benkei-ga-ana tumulus 1 (a) Simulation of color
appearance under D65 light (b) Simulation of color appearance under torch light
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(a)

(b)

Figure 2.14: Digital archive contents of Benkei-ga-ana tumulus 2 (a) Simulation of color
appearance under D65 light (b) Simulation of color appearance under torch light
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(a)

(b)

Figure 2.15: Digital archive contents of Benkei-ga-ana tumulus 3 (a) Overview of Benkei-
ga-ana tumulus. (b) Entrance of Benkei-ga-ana tumulus.
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(a)

(b)

Figure 2.16: Digital archive contents of Hinooka tumulus 4 (a) Overview of Hinooka
tumulus. (b) Entrance of Hinooka tumulus.
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Chapter 3

Multispectral Imaging for Material
Analysis in an Outdoor Environment
Using Normalized Cuts

Multispectral imaging has promising and wide application areas, including medi-
cal imaging, remote sensing, and cultural asset preservation. In particular, cultural
assets are often damaged by microorganisms such as moss and mold. Thus, asset
preservation requires measuring the kinds and extent of microorganisms by obtain-
ing spectral information in wide areas. This process requires developing an efficient
spectral sensing system that can obtain data for wide areas as well as segmentation
methods to identify those locations. This chapter describes a new multispectral
imaging system applicable to wide areas. Our design allows the system to have a
wide field of view of high resolution with low noise and negligible distortion. We
can apply this system to measuring the surface spectrum on an object surface in
an outdoor environment. For determining the distribution of microorganisms, we
developed a multispectral image segmentation method using the data obtained by
our system. Finally, we applied our system and segmentation method to the data
from the bas-relief of the Bayon Temple in the Angkor ruin, and we identified the
classes and distribution areas of the microorganisms.
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3.1 Introduction
Spectral reflectance is inherent in the nature of objects. Different materials have

different spectral reflectance. Object analysis based on this fact has been conducted in
many fields, such as medical imaging, agriculture, remote sensing, and archaeology,
to name a few. For example, the Digital Bayon Project [31], which digitizes the shape
and surface reflectance of the Bayon Temple in the Angkor ruin for preservation
and deterioration prevention, needs to determine what kind of microorganisms are
present and how widely they exist over the structural surfaces. This involves the
analysis of spectral reflection distribution of microorganisms living on the bas-relief
of the Bayon Temple.

For the efficient analysis of spectral distribution over an object surface, a two-
dimensional spectral image acquisition system is desirable. Traditional spectral
cameras provide spectral data only from a limited area, often from a spot. It is diffi-
cult, if not impossible, to cover the entire surface of the bas-relief, whose size is 800m
x 4m, located in the inner corridor of the temple. This is one of the motivations for us
to develop an efficient, handy, and yet high-resolution spectral imaging system. The
requirements of the system are: 1) to cover a wide area for efficient measurement to
be able to determine distribution of microorganisms, 2) to be able to ignore varia-
tions of illumination conditions in dramatic weather changes from bright sunshine
to dark squall, and 3) to design a handy system that can be transported to a deep
jungle.

In the color reproduction field, the so-called multiband camera system has been
developed to perform cross-environment color reproduction for an object surface
[23, 112]. The reflectance spectra of an object surface are acquired in this imaging
system for calculating the trichromatic color values under arbitrary illumination of
the surface. The multiband camera usually employs five or more color filters in order
to reproduce accurate colors across various illumination environments. Typically,
the rotating filters are mounted in front of a monochromatic CCD camera [56, 112].
This type of system is easy to handle, but it cannot obtain a continuous spectrum
distribution of an object surface.

Hyperspectral sensors are used in the aerial remote sensing field [46, 54, 43].
Such systems can obtain a multispectral image by scanning the scene in one-pixel
increments along the x-axis. The multispectral image that is obtained has a high
spectral resolution and wide field of view. However, it has low image quality due
to blurring, lack of focus, and distortion caused by a moving platform.
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We developed a new multispectral imaging system using a Liquid Crystal Tun-
able Filter (LCTF) [98], mounted on an automatic pan/tilt platform. Compared to
conventional systems, our system has not only high image quality with sufficient
spectral resolution but also a wide capturing angle for efficient sampling.

Preservation of cultural assets involves challenges to spectrum measurement.
Cultural assets are often in severe outdoor environments, such as the environments
of the pyramids in Egyptian desert or the Angkor ruin in Cambodian jungle. In an
outdoor environment, wide alterations in the illumination environment often occur
quickly. Fixed exposure of a system causes saturation and underexposure. To tackle
these problems, we developed a measuring method that can estimate optimum
exposures based on noise analysis of the system.

Preservation of cultural assets also needs to determine not only the kinds of
microorganisms that exist but also how widely they are spread and how much they
mix with each other. This requires us to segment the multispectral images into
spatial segments corresponding to the distribution of these microorganisms.

Segmentation is conducted based on subspace data. Segmentation should be
done based on multispectral data in high-dimensional data space. However, pre-
vious research has demonstrated that high-dimensional spaces are mostly empty,
indicating that the meaningful data exist primarily in a subspace. It is necessary for
us to find the optimal subspace, depending on the class of spectrum given by the
microorganisms to be handled, without losing the original information that allows
for their separation. In other words, determining the distribution of microorgan-
isms requires bringing data from a high-order dimension to the optimal low-order
dimensional space by overcoming the ”curse of dimensionality [13].”

One of the most widely used dimension reduction techniques is principal com-
ponent analysis (PCA). PCA computes orthogonal projections that maximize the
amount of data variance, and yields a dataset in a new uncorrelated coordinate sys-
tem. However, most cultural assets have complicated surfaces with interreflection,
absorption, and scattering. Moreover, there is a color mixture between the top layer
of the microorganisms and the bottom layers of asset surfaces. Unfortunately, PCA,
a linear dimension reduction method, cannot handle such nonlinear effects.

We propose an effective dimension reduction method by using Normalized Cuts
(NCuts) [84], a class of nonlinear dimensional reducers. NCuts methods are widely
used as segmentation methods for RGB images in computer vision, but they are not
used for multispectral image segmentation in general. NCuts methods are conve-
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nient in reducing dimension in a nonlinear manner, and simultaneously segmenting
the data. One difficulty in applying NCuts method to our problem is the necessity
of a huge memory space (N × N) for creating an affinity matrix. We solve this is-
sue by applying a local linear approximation [3], by assuming local linearity on the
tangential space of a global manifold space in the high dimension.

The specific contributions of our work are to propose a multispectral image ac-
quisition technique for obtaining panoramic multispectral images, and to develop a
segmentation method to handle global nonlinear dimensional reduction. This chap-
ter confines our application to microorganism classification for asset preservation,
but the method itself can be used for other applications.

3.2 Overview
The structure of this chapter is as follows. Section 3.3 describes our hardware

design for panoramic multispectral imaging and capturing techniques of data ac-
quisition for cultural assets. Section 3.4 derives a nonlinear dimension reduction
method using the ”kernel trick” and NCuts method, and applies the NCuts seg-
mentation to a multispectral image. In section 3.5, we evaluate our methods and
demonstrate the application for analyzing microorganisms on the bas-reliefs of the
Bayon temple. Finally, we summarize the chapter in section 3.6.

3.3 Acquisition of a Multispectral Image
We developed a novel multispectral imaging system that has a wide view angle,

high image quality, and an accurate spectrum. The system can efficiently measure
a target object in an outdoor environment. In subsection 3.3.1, we describe the
hardware construction of our system. In subsection 3.3.2, we describe the technique
for capturing images in an outdoor environment. In subsection 3.3.3, we describe
reconstruction of each band of images having different configurations, and how to
stitch a multispectral image.

3.3.1 Panoramic Multispectral Camera

Our multispectral imaging system has been designed to be a handy system with
spectrum accuracy in each pixel with a wide view angle. The system consists of a
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small monochromatic CCD camera with a liquid crystal tunable filter (LCTF), shown
in Fig. 3.1, mounted on an automatic pan/tilt platform (CLAUS Inc. Rodeon VR
head). The LCTF (CRI Inc. Varispec) is an optical filter that allows the wavelength of
the transmitted light to be electronically adjusted. The monochromatic CCD camera
(Sony XCD-X710) with the LCTF mounted can obtain a series of two-dimensional
spectral images by repeatedly changing the LCTF’s transmittable wavelength with
image acquisitions. The captured image has high image quality without distor-
tion. The LCTF capturing system has a narrow field of view because the LCTF is
mounted in front of the lens. We compensate for this problem by using an automatic
panorama pan/tilt platform. The system captures a wide view multispectral image
by synchronizing these three devices efficiently.

3.3.2 Estimation of Adaptive Exposure in an Outdoor Environment

The optimal exposure time is necessary to be determined in each wavelength
due to the two reasons: uneven characteristics and varying illumination conditions.
A multispectral imaging system using LCTF generally needs a fixed exposure time
over the entire range of wavelengths for comparing pixel intensities over all wave-
lengths. However, the spectral sensitivity given by the combination of LCTF and
monochromatic camera is very low in short wavelengths (e.g., 400-500 nm), as shown
in Fig. 3.2.(a), and relatively high in other wavelengths. If the pixel intensity at a
certain wavelength would be smaller than the dark current noise, we would not
be able obtain a meaningful measurement at that wavelength. For instance, Fig.
3.2.(b) shows a measured spectrum under dark illumination. Longer exposure time
is necessary for spectral accuracy with wavelengths from 400 nm to 500 nm than for
other wavelengths.

Varying illumination conditions occur in an outdoor environment, in which
many cultural assets are located. Our sensor samples spectral data by changing
the LCTF’s filtering characteristics and samples a series of images along the wave-
lengths. During this sampling period, it often occurs that the illumination condition
varies due to the movement of clouds. If the intensity of illumination dramatically
varies during measurement, it would induce saturation or underexposure at cer-
tain wavelengths. The dynamic determination of optimal exposure time at each
wavelength is necessary for adjusting the effects of varying illumination conditions.
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Figure 3.1: Panoramic multispectral imaging system

We attempt to estimate an optimal exposure time for each wavelength based on
noise analysis [69]. The noise can be categorized into signal-dependent noise and
signal-independent noise (SIN). In this system, we mainly consider the effect due
to the signal-independent noise, since the signal-dependent noise is negligible com-
pared with signal-independent noise. The signal-independent noise is composed of
fixed pattern noise (FPN) and read-out noise, and photo response non-uniformity
(PRNU). FPN is a dark current noise, a dynamic component. The read-out noise is
composed of the reset noise, amplifier noise, and quantization noise. We focus on
the FPN and the read-out noise, since PRNU is a static component easily calibrated
in the initial stage.
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(a) (b)

Figure 3.2: (a) Spectral sensitivity function of monochromatic CCD camera and LCTF
transmittance function (b) Illumination spectrum when the exposure time in all bands is
fixed.

The FPN depends on the temperature and the exposure time. Here, we assume
that the sampling time is reasonably short, say 5 to 10 min, so that the temperature
can be considered as constant. The FPN has a linear relation with the exposure time
as shown in Fig. 3.3. The linear relation can be expressed as follows: εDC = at + b,
where t is an exposure time, a is the amount of the FPN increase depending on
exposure times, and b is the amount of the FPN with zero exposure time at that
particular temperature. These values are measured at the site before sampling from
a series of images with various exposure times while the lens is covered with a cup.

The read-out noise appears randomly at pixel positions at each image. We model
the read-out noise as a Gaussian distribution at each pixel. In order to evaluate the
parameters of the Gaussian distribution, we obtain a series of lens-covered images,
and we calculate mean and standard deviation values. The mean value of images
εDC are the FPN, and the standard deviation value of images εR are read-out noise.
We use the upper bound of the SIN as εDC + εR.

Based on the discussion of the noise analysis, we design the procedure to de-
termine the optimal exposure time at each wavelength. The procedure consists of
two parts. The first part finds the exposure time that gives the brightest image of
a white reference while avoiding saturation over all wavelengths. The second part
determines any wavelength that gives lower value in the white reference than the
SIN upper boundary, and, if this wavelength exists, it increases the exposure time
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Figure 3.3: The correlation between the FPN and exposure time.

Figure 3.4: GUI of panoramic multispectral imaging system.
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while avoiding saturation.
The first part consists of:

Step 1. Select the brightest area (m × n) on a white reference at each wavelength,
λ, as shown in Fig. 3.4, and obtain the average brightness within the window,
L(λ). Repeat this step over all wavelengths

Step 2. Obtain the maximum value, Lmax, among all the brightness values over all
wavelengths.

Step 3. Determine the standard exposure time ts as the longest exposure time when
all the values in the brightest area found in Step 1 are not saturated. Namely,
Lmax < 216.

The second part rescues the particular wavelength image buried under the noise
level. For this, we measure the FPN εDC and read-out noise εR by putting the cap
in front of lens. Here, the average value is the FPN, and the standard deviation is
considered as the boundary of the read-out noise.

In each wavelength, the optimal exposure time t(λ) is adaptively estimated. The
optimal exposure time t(λ) can be represented as:

t(λ) =
ts
εDC+εR+µ

L(λ)

(
i f L(λ) < εDC + εR + µ

)
ts (otherwise)

(3.1)

where µ is an off-set value to bring the adjustment to the safer side.

3.3.3 Multispectral Image Synthesis

After capturing images, we can synthesize the obtained images L(i, j, λ) to the
spectral power distribution image L′(i, j, λ):

L′(i, j, λ) = ts
(L(i, j, λ) − εDC(i, j, λ))

t(λ)
(3.2)

Here, the FPN image εDC(i, j, λ) in arbitrary exposure time can be estimated by
using following equation, according to the linear correlation between the FPN and
exposure time, as shown in Fig. 3.3:

εDC(i, j, λ) = α(λ)εs
DC(i, j, λ) (3.3)
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where εs
DC(i, j, λ) is measured as the FPN image first. This can be obtained to calculate

the mean image of captured images when light is intercepted from the camera. The
linear correlation between the FPN and exposure time is as follows:

α(λ) =
at(λ) + b
ats(λ) + b

(3.4)

where a and b are, respectively, slope and intercept.
We calculate a spectral power distribution image L(i, j, λ), which is divided into

the channel values L′(i, j, λ) in each pixel i, j by camera sensitivity function C(λ), and
LCTF transmittance function T(λ). Fig. 3.2 shows the actual sensitivity functions of
each.

L(i, j, λ) =
L′(i, j, λ)
C(λ)T(λ)

(3.5)

Next, we stitch the multispectral images of different view angles. Stitching
usually extracts image features from a pair of images, establishes correspondences
among such extracted features, and calculates the translation and rotation parame-
ters to superimpose overlapping areas for connecting these two images. Here, the
features in multispectral images are different in each band image. To overcome this
issue, we generate an intensity image using all the spectral images in each view-
ing direction. Second, we extract Scale-Invariant Feature Transform (SIFT) features
(interest points) [53] from these initensity images and establish correspondences for
obtaining the translation and rotation parameters. Finally, we stitch the spectral
image of each view angle using these parameters. Fig. 3.5 shows a synthesized
panoramic multispectral image.

3.4 Multispectral Image Segmentation
Segmentation of a multispectral image needs dimensional reduction. For dimen-

sional reduction, linear and nonlinear reduction methods exist. Our prime objects,
microorganisms on the bas-relief of the Bayon temple, have a nonlinear characteris-
tic in spectral distributions due to the combination of top and bottom layers. This
nonlinear problem can be solved either by employing the ”kernel trick” explained
below [78, 43] or extending the Ncut method.

First, we describe kernel principal component analysis (KPCA) [78] in subsection
3.4.2, which is a typical kernel method. Second, we describe the comparison between
Kernel PCA and NCuts methods, and also discusses NCuts in detail in subsection
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Figure 3.5: Panoramic image made from multispectral images: this image has 81 dimen-
sional spectrum in each pixel.

3.4.3. Finally, subsection 3.4.4 describes the extension of the NCuts method to handle
high-dimensional segmentation.

3.4.1 Nonlinear Mixing and Layered surfaces

Some of the top layer’s pixel spectra typically show mixed spectral characteristics
between the top layers and bottom layer. In a remote sensing field, these cause a so-
called spectral mixing [38]. The spectral mixing can be categorized into two models:
linear mixing and nonlinear mixing. The linear mixing occurs when one pixel
consists of sub-parts from different materials; the different materials are distributed
on the image plane. Generally, the linear mixing can be solved by reducing spectral
dimension by using PCA, and clustering reduced data.

Our application, analysis of microorganisms, falls in the category of nonlinear



50 Chapter 3 Multispectral Imaging for Material Analysis in an Outdoor Environment

mixing. This mixing occurs due to layer surfaces such as microorganisms and bottom
rock surfaces. The different half-transparent materials are distributed along the line
of sight. The PCA method cannot be applied to nonlinear mixing, but mixing can be
achieved either by employing the kernel PCA (KPCA) [78] or extending the NCuts
method.

3.4.2 Segmentation using KPCA

KPCA is an extension of principal component analysis using the kernel trick. Let
I = {I1, I2, I3, ., Ii, .., IN}, where Ii is input data such as color values or spectral values,
of m dimension, at the node i, which is a pixel or a super-pixel. Using the kernel
function Φ(I), we can map the original input data space, a nonlinear space, onto a
kernel data space, a linear space, using H = {Φ(Ii)‖Ii ∈ I} . To this kernel space, we
can apply the PCA method, and this operation is referred to as the ”Kernel trick.”

〈
Φ(Ii),Φ(Ij)

〉
H
= K(Ii, Ij) (3.6)

The Gram matrix K̃ of KPCA, similarity matrix among nodes, is given by:

K̃i j = K(Ii, Ij) − 1
N

N∑
a=1

K(Ii, Ia)

− 1
N

N∑
b=1

K(Ib, Ij) +
1

N2

N∑
a,b=1

K(Ia, Ib) (3.7)

Using the Gaussian Kernel, we can rewrite the Gram matrix in the following form:

K̃i j = exp(−‖Ii − Ij‖2
σ2 ) − 1

N

N∑
a=1

exp(−‖Ii − Ia‖2
σ2 )

− 1
N

N∑
b=1

exp(−‖Ib − Ij‖2
σ2 )

+
1

N2

N∑
a,b=1

exp(−‖Ia − Ib‖2
σ2 ) (3.8)

KPCA maximizes the variance of the kernel space as is the case in the PCA
method. The maximized variance can be represented as the eigenvector of the
maximum eigenvalue of the Gram matrix. We can find its eignvalues by solving the
following equation:

K̃i jVjk = λkVik (3.9)
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where λk represents the eigenvalues of the k in descending order, and Vjk represents
the eigenvectors, accordingly. We can map original high-dimensional data into the
lower-dimensional space, spanned by these k eigenvectors.

We use this procedure to apply KPCA to multispectral image analysis. First,
we map multispectral data into low-dimensional space by using the kernel trick,
checking the cumulative sum of the eigenvalues, about 98 % typically in the 10-
dimensional space. Then, we can make clusters in this space by using the k-means
method for the segmentation of an input multispectral image.

3.4.3 Normalized Cuts

We can employ the NCuts method to nonlinear segmentation in a manner simi-
lar to that used for the KPCA. As was described in the previous subsection, KPCA
projects high-dimensional space to lower-dimensional space, using eigenvalue de-
composition based on the Gram matrix. NCuts method employs the Laplacian
matrix, instead of the Gram matrix, for nonlinear mapping from input data and
Gaussian Kernel, and then finds the optimal lower-dimensional space using eigen-
value decomposition.

We prefer the NCuts method over the KPCA because of computational cost.
KPCA needs more dimensions for effectively representing data, because typically a
cumulative curve is rather flat in KPCA; there is not much difference in the contri-
bution between two adjacent eigenvalues. On the other hand, in the NCuts method,
once we find the partition number, indicating how many regions exist in an image,
we only need to pick up n eigenvectors in ascending order, where n is the partition
number. In our application, it is relatively easy to set the partition number as a
rough estimation of how many regions of microorganisms exist in the scene. For
this reason, we prefer the NCuts method to KPCA for our nonlinear segmentation.

The NCuts method consists of nonlinear dimension reduction and clustering.
Among various segmentation methods, the Ncut method has a unique feature of
nonlinear dimensional reduction. A detailed description of NCuts was presented in
section 2.3.1 in Chapter 2.
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3.4.4 Applying NCuts to multispectral segmentation

Dimensionality is one of the issues in applying the NCuts method to the multi-
spectral image segmentation method. The NCuts method requires making a weight
matrix of a high-resolution image, of which the dimensions are (N ×N), where N is
the number of image pixels, typically more than 250,000. The NCut method handles
this issue by effectively using the proximity threshold, ignoring remote nodes for
calculation, and ending up solving a sparse matrix of a high-dimensional image.

We employ a two-step method to overcome this high-dimensional issue. In
our microorganism analysis, we cannot apply the proximity threshold because two
remotely located regions from the same kind of microorganism should be classi-
fied into the same class. We assume that a nonlinear manifold of high dimension
has a linear sub-space in a low dimension such as local linear embedding [72], or
ISOMAP [96]. First, we over-segment the multispectral image using a standard PCA
method and k-nearest neighbor method, and form super-pixels corresponding to
each segment. Then, we apply the NCuts method to these super-pixels.

Our implementation is as follows: First, we compute M super-pixels by over-
segmentation using PCA dimension reduction and k-nearest neighbor method. Sec-
ond, we calculate M mean spectra for all M super-pixels. Let I = {I1, I2, I3, ., Ii, .., IM},
where I is spectrum data of m dimensional. Third, we compute the weight matrix
W from M (M < N) super-pixel values using the following equation:

Wij = exp
(−‖I(i) − I( j)‖2

t2

)
(3.10)

In our experiment, we set t, a normalization factor, at 70% of the maximum distance
in the weight graph. Finally, we can segment a multispectral image into material
regions by using this weight matrix and NCuts.

3.5 Experimental Results
In this section, we describe three experiments. We conducted accuracy verifica-

tion of our method compared with a conventional method, and applied our method
to the analysis of cultural assets.
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3.5.1 Accuracy Verification of Multispectral Image

In this subsection, we evaluate image noise and spectral accuracy of a multispec-
tral image given by our system.

Image Noise Fig. 3.6. (a) and (b) show, respectively, the captured image in fixed
exposure, and the captured image by the proposed dynamic exposure method. The
captured image from the fixed exposure method provides much noisier data. This
effect is more apparent in the short wavelength area. On the other hand, the captured
image given by our method is less noisy.

(a)

(b)

Figure 3.6: Image quality of synthesized image (a) Captured multispectral image in fixed
exposure time. (b) Proposed method.
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Spectral Accuracy Table.3.1 shows the spectral accuracy of our system. In this
experiment, we captured multispectral images of a color chart (X-lite Color checker),
under artificial sunlight (Seric XC-100), by using both fixed exposure and the pro-
posed dynamic exposure methods, respectively. Then, we measured the spectrum
of each patch using a spectrometer (PhotoResearch PR-655) as the ground truth. Sec-
ond, we calculated the root mean square error (RMSE) between the obtained spectral
data and the ground truth in each patch. Compared with the RMSE values by the
fixed exposure method, the RMSE values by the proposed method are much lower.
The result also showed that our system is effective for spectral analysis.

RMSE

Color Fix AE Color Fix AE

DarkSkin 4.469 1.301 YellowGreen 0.914 0.764
LightSkin 1.347 1.064 OrangeYellow 0.915 0.870
BlueSky 1.254 0.909 Blue 0.627 0.398
Foliage 3.060 0.850 Green 1.204 0.657
BluishFlower 1.196 0.885 Red 0.953 0.887
BluishGreen 0.916 0.516 Yellow 1.102 0.914
Orange 1.460 0.987 Magenta 1.002 0.885
PurplishBlue 1.420 1.074 Cyan 0.619 0.449
ModerateRed 0.937 0.892 White 1.174 0.892
Purple 1.109 1.029 Mean 1.352 0.854

Table 3.1: Spectral accuracy

3.5.2 Segmentation of a Panoramic Multispectral Image

Fig. 3.7 shows the segmentation result of panoramic multispectral image. The
image resolution is 2392 × 1024. If we calcurate the weight matrix of this image
without our local approximation method, the matrix size is 2449408× 2449408. This
size does not allow a general computer allocates memory.
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Figure 3.7: Segmentation result of panoramic multispectral image. The image has the
resolution of 2392 × 1024.

3.5.3 Comparison with Conventional Segmentation Method

In this subsection, we compared conventional segmentation methods and the
proposed method. First, we calculated reflectance spectra from the input multi-
spectral image by using our method. Second, we segmented the reflectance spectra
image into different materials using these methods:

1. Method 1: PCA and k-means clustering

2. Method 2: KPCA and k-means clustering

3. Method 3: Proposed NCuts on super-pixel method

3D object Fig. 3.8 shows the segmentation result of a 3D object. Method 1, PCA
and k-means, in Fig. 3.8. b, cannot segment the part of the chest, because this method
cannot handle nonlinearity due to noise and shading effects. Method 2, KPCA and
k-means, Figs. 3.8. c and d work relatively well in handling the nonlinear effects.
However, the result by Method 3, the proposed method, is better than one given by
Method 2 in the chest area and the background area.
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(a) RGB image (b) PCA

(c) Kernel PCA (d) Proposed method

Figure 3.8: Segmentation result of 3D object (a) Input image (b) Method 1: PCA + k-means
(c) Method 2: KPCA + k-means (d) Method 3: Proposed NCuts on super-pixel method
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(a) (b)

(c) (d)

Figure 3.9: Segmentation result of layered surfaces (a) Input image (b) Method 1: PCA
+ k-means (c) Method 2: KPCA + k-means (d) Method 3: Proposed NCuts on super-pixel
method
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Layered surfaces Fig. 3.9 shows the segmentation result of layered surfaces for
examining the effect on the nonlinear mixture. The input image is a watercolor
pigment painted on a white paper. This image has complex color between the top
layer and the bottom layer. Fig. 3.9. b, by Method 1, and c, by Method 2, include
significant segmentation error.

3.5.4 Spectral Image Analysis for Bas-relief at the Inner Gallery of

Bayon Temple

This section describes how we applied our proposed multispectral imaging sys-
tem and segmentation method to analyze a cultural asset.

At the Bayon Temple in Cambodia, microorganisms are one cause of deteriora-
tion in the inner gallery. Fig. 3.10 shows the microscope images of microorganisms
observed at each spot. Due to deterioration, the detailed bas-reliefs on the walls are
losing their shapes. We examined the kind, distribution, and reproductive cycle of
the microorganisms to find an effective method to remove them. We assumed that
some of them could be discriminated by detecting the absorbance spectra of pho-
tosynthetic pigments in them, and we found we could calculate absorbance from
reflectance.

Figure 3.10: Microbial growth on the wall surface: microscope images of microorganisms
observed at each spot

Fig. 3.12 shows the image of the scene we observed. Then, we found correspon-
dences among multispectral images in different seasons to the same area through
3D data. The results in Fig. 3.5.4 show the measured absorbance spectrum of each
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Chlorophyll a

Chlorophyll b

Carotenoids

Phycoerhthrins
Phycocyanins

Figure 3.11: Absorbance of photosynthesis pigments: green algae mainly has chlorophyll
a and b. Cyanobacteria mainly has chlorophyll a and phycocyanins.

segmented area. The three areas, depicted using blue, white, and red colors in the
figure, should be differentiated by the quantity of phycocyanin. This is because the
areas’ absorption has large differences at around 600 nm, which coincides with the
phycocyanin’s absorbance spectrum as shown in Fig. 3.11. As Fig. 3.14 shows,
white and blue areas decrease in a dry season compared to a rainy season, which
implies that the quantity of phycocyanin has decreased in the dry season. The results
indicate that the cyanobacteria, the main source of phycocyanin, increase in a rainy
season and decrease in a dry season.

Aside from microorganisms, we also show the segmentation results of wall
paintings in the Noriba tumulus in Figs. 3.15 and 3.16. These results are shown by
the degradation of pattern in a degraded wall painting.
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Figure 3.12: Observed scene image: this scene was made by mapping a multispectral image
onto 3D data.

Figure 3.13: Absorbance spectrum in each class area.
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(a)

(b)

Figure 3.14: Segmentation results of microorganisms. (a) Rainy season (b) Dry season



62 Chapter 3 Multispectral Imaging for Material Analysis in an Outdoor Environment

3.6 Summary
We proposed a novel multispectral imaging system and a segmentation method

for multispectral images. Our system can efficiently obtain a wide view angle image
in an outdoor environment, and also segment a high-dimensional spectral image ef-
fectively. In our experimentation, we found that our proposed multispectral imaging
system has sufficient accuracy for material segmentation. Furthermore, our multi-
spectral image segmentation method could effectively segment both a 3D object and
layered surfaces into different spectra. The system also analyzed microorganisms on
bas-reliefs in the Bayon Temple. Our experimental results showed the reproductive
cycle of microorganisms in rainy and dry seasons.
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(a)

(b)

Figure 3.15: Segmentation result of wall painting in decorated tumulus 1. Segmentation re-
sult represents the pattern of degraded wall painting. (a) Reference image. (b) Segmentation
result.
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(a)

(b)

Figure 3.16: Segmentation result of wall painting in decorated tumulus 2. Segmentation re-
sult represents the pattern of degraded wall painting. (a) Reference image. (b) Segmentation
result.
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Chapter 4

Decomposing Complex Reflection
Components of a Layered Surface
Using the Spider Model

Many object surfaces are composed of layers of different physical substances, and
these are known as layered surfaces. Such surfaces (e.g., patinas, water colors, and
wall paintings) have more complex optical properties than diffuse surfaces, and
generally are incapable of being segmented. This is because their colors change
according to the mixtures of the optical properties of the layers, implying the colors
change gradually instead of changing sharply. In this chapter we focus mainly on
surfaces with two layers, namely, top and bottom layers. Given a single input image,
our goal is to segment the colors of the image based on the physical model of layered
surfaces, and to extract the approximated optical properties of the two layers. To
physically model the layered surfaces, we use the Lambert-Beer based model, which
is sufficiently accurate to model surfaces with negligible scattering coefficients. The
basic ideas of our proposed method are first, to use a nonlinear correlation between
color channels, which we define as the Spider model, to estimate the label of a pixel.
Then, we use the Markov random fields to estimate the properties of the top and
bottom layers in the whole image. The end results provide us with the top layer’s
opacities, the top layer’s reflections, and the bottom layer’s reflections. The latter
two are equivalent to the top and bottom layers’ segmented colors. Furthermore,
our method can apply not only to RGB images but also to spectral data. Experiments



66 Chapter 4 Decomposing Complex Reflection Components of a Layered Surface

(a) (b) (c)
Figure 4.1: (a) Input image. (b) Segmentation result by using a graph-based segmentation
method [12]. (c) Segmentation result by using the proposed method.

with real images show the effectiveness of our method.

4.1 Introduction
The surface of most natural objects contains a number of layers with different phys-
ical substances. For instance, human skin is composed of at least two layers: epi-
dermis and dermis. Each of these layers has distinct optical properties consisting of
absorption, scattering, transmittance, reflectance, etc. This kind of surface is known
as a layered surface. The reflectance of an object, and therefore the object’s appear-
ance, is determined by the number of layers and their optical properties. Other
examples of layered surfaces in nature are leaves, patinas, biological tissues, fruits
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(grapes, strawberries, tomatoes), etc.
Optically, layered surfaces are categorized as turbid media, and the fields of

optics/color science have introduced many models of them [4, 41, 111, 34, 6, 68].
These models are principally based on radioactive transfer theory [6]. One highly
detailed representation is the many-flux scattering model presented by Mudgett
[58]. However, in practical applications a simpler two-flux approximation called the
Kubelka-Munk (KM) model [42] is preferred although this complex model has many
parameters that make it difficult to apply an image. Aside from the KM model, the
Lambert-Beer (LB) Law [2] is also commonly used to represent light transmission
through a transparent substance in optics and color science. While the LB law does
not explicitly take account of the scattering coefficient, it is mathematically much
simpler than the KM model. Moreover, the LB-based model can describe layered
surfaces appropriately [63, 62, 73, 11, 79] in most cases when the layers have a
negligibly small scattering coefficient.

Despite the number of layers, most methods assume that an object’s surfaces can
be modeled by the Lambertian model [45] in many areas of computer vision. This
assumption is not always correct, and it causes some methods to be inaccurate in
delivering their outputs for objects with layered surfaces. One of those areas is color
segmentation. Most methods in this area assume that different colors mean different
regions, and these methods tend to fail when the colors change gradually instead of
changing crisply. Fig. 4.1.a shows an input image with gradual color changes, due
to the change of the optical properties of the top layers. Fig. 4.1.b shows the result
of graph-based segmentation [12]. As one can observe, the regions are incorrectly
segmented. Another area affected by the incorrect assumption about object surfaces
is physics-based vision. Surface reflectance parameter estimation (e.g. [77, 64, 57])
and surface color analysis (e.g. [39, 40]) will fail to provide correct results if the
methods are applied straightforwardly to layered surfaces.

In the light of the problems of layered surfaces and color segmentation, our
main goal in this chapter is to provide a practical framework for layered surfaces
that can be used to solve color segmentation and to estimate the approximated
optical properties of layered surfaces, particularly when the surfaces consist of two
layers. Such optical property estimation and color segmentation should be useful for
many applications in computer vision and computer graphics. To attain our goal, we
rely for our optical framework on the LB-based model, using a nonlinear correlation
between different color channels. This nonlinear correlation represents the color’s
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gradual changes. We define this nonlinear correlation as the Spider model. Our basic
ideas are to use the Spider model to estimate the labels of pixels, and then to build a
cost function based on Markov random fields to estimate the top and bottom layer’s
properties. An example of our color segmentation is shown in Fig. 4.1.c, which is
more accurate compared with that of the graph-based segmentation method.

While there are no methods sharing our goals and techniques, to our knowl-
edge, there are a few methods that use the LB-based model to enhance visibility in
atmospheric imagery [63, 62, 73, 11] and oceanic imagery [79]. Furthermore, the LB-
based model happens to be very similar to a model used in digital matting, which is
known as the α-matting equation. The main goal of digital matting is to extract the
opacities of foreground objects, and many methods have been proposed to achieve
this goal. Poisson-based matting [87] resolves the problem by using the gradients
of the opacity and solving the partial differential equation. Robust matting [104]
proposes a robust global sampling method, assisting the local sampling procedure
to generate enough color samples. Closed-form matting [50] and spectral matting
[48] assume foreground and background colors can be fitted with a linear color line
model in local windows, which leads to a quadratic cost function in alpha that can be
minimized globally. Other methods of digital matting are [74, 8, 7, 9, 107, 108, 103, 1].

Aside from physics-based computer vision and digital matting, segmentation
methods based on user interactions, like Lazy Snapping [52] or Grab Cut [71], provide
an elegant framework to solve object segmentation. However, their data costs are
not intended to handle layered surfaces or colors with gradual changes. In the
experimental results, we will compare our results with recent digital matting [48]
and segmentation [52] techniques.

4.2 Overview
The structure of this chapter is as follows. In section 4.3, we describe a layered surface
model based on the Lambert-Beer model. Next, we describe our proposed model
Spider model, and also present a color segmentation and parameter estimation
algorithm using the Spider model in section 4.4. We demonstrate implementation of
our method in section 4.5. Results of some experiments are presented in section 4.6.
The previous sections apply to the RGB-based method, but in section 4.7, we extend
our method to spectral data. Finally, we summarize this chapter in section 4.8.
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Figure 4.2: (a).The optical model of the Lambert-beer model. (b).The optical model based
on the Lambert-Beer model of layered surface objects

4.3 Layered Surface Model
According to the Lambert-Beer Law [2], the optical transmittivity of light passing
through a transparent object can be described as the exponential function of the
attenuation factor multiplied by the distance of the light traveling through the object.
Mathematically, it is written as:

T(λ) =
Io(λ)
Ii(λ)

= e−µ(λ)d (4.1)

where T is the optical transmittivity, λ is the wavelength, Io is the intensity of the
outgoing light, Ii is the intensity of the incoming light, µ is the attenuation factor of
the object, and d is the distance of the light traveling through the object (the length
of the light path). Assuming the light travels perpendicularly to the object surface, d
can represent the optical thickness of the object. Regardless of the light direction, for
simplicity, we call d optical thickness throughout this chapter, although it should be
considered to be the length of the light path. The attenuation factor, µ, is the product
of the extinction coefficient and its concentration. Fig. 4.2. a shows the pictorial
description of the law.

The Lambert-Beer Law is the foundation for a model commonly used in oceanic
and atmospheric optics to describe the light attenuations caused by the medium’s
particles, where a cloud of the particles in the medium is treated as a transparent
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object. However, instead of assuming light coming from one direction, this model
conveys the idea of light coming from two directions simultaneously, namely from
the back of the particle cloud and from the front of the particle cloud:

I(λ) = B(λ)e−µ(λ)d + F(λ)
(
1 − e−µ(λ)d

)
(4.2)

where I is the mixture intensity of the transmitted light from B and the reflected
light from F. We also call I a mixed layer. B and F are the intensity of light coming
from the back and the front of the particle cloud, respectively. The first term at the
right side of the equation is exactly the same as the Lambert-Beer Law, while the
second term is the consequence of the first term, by assuming that the light travels
solely in forward and backward directions. This means that if the attenuation of the
object or particle cloud is e−µ(λ)d, then the remaining reflection factor is (1 − e−µ(λ)d).
Many researchers in physics-based computer vision successfully use the model (e.g.,
[63, 62, 73, 11, 79]). We call the model the Lambert-Beer based model, or LB-based
model.

Interestingly, the LB-based model happens to be very similar to the digital mat-
ting equation:

I = αF + (1 − α)B (4.3)

where α is the pixel’s opacity. If we define α = (1 − e−µd), then the last equation is
equivalent to Eq. (4.2). However, most research in digital matting assumes that α is
scalar, which is not always the case for e−µd, since µ is dependent on the wavelength.
Therefore, when α is assumed to be scalar, the digital matting is not identical to the
LB-based model.

In this chapter, we use the LB-based model and consider the layered surfaces
have no scattering coefficients or the scattering coefficients are negligibly small.
Moreover, instead of using spectral data, we first use RGB color data taken from an
ordinary digital camera for which the gamma correction is set to ”off.” (However, in
section 4.7, we will describe an extension method for spectral data.) The LB-based
model for the RGB data can be expressed as:

Ic(x) = Bc(x)e−µc(x)d(x) + Fc(x)
(
1 − e−µc(x)d(x)

)
(4.4)

where index c represents one of the three color channels {r,g,b}, and x is the spatial
image coordinate. Bc is the reflection by the bottom layer after receiving light that has
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passed through the top layer. Fc is the reflection of the top layer when the thickness
is infinitely large (or sufficiently large so that the bottom layer does not affect the
top layer’s reflection). This reflection occurs after the top layer receives light coming
directly from the light source. In the last equation, we assume that the camera’s
color sensitivities follow the Dirac delta function. For the sake of simplicity, we will
omit x throughout the chapter; however, unless it is stated otherwise, the variables
should be considered to be dependent on x. Like the KM model, we also assume that
the object surfaces are flat, and both top and bottom layers are made from diffuse
materials.

Given an image like that in Fig. 4.1. a, there are two types of bottom layers.
The first is the bottom layer that is not covered by the top layer. This bottom layer
receives light directly from the light source, which mathematically can be described
as:

B′c = Lcρc (4.5)

where B′c is the reflection of the bottom layer when it is not covered by the top layer.
Lc is the light intensity. ρc is the albedo of the bottom layer.

The second type is the bottom layer covered by the top layer, which we can
formulate as:

Bc = Lce−µdρc, (4.6)

and differs from Eq. (4.5) due to the change of the light impinging on its surface
(Lce−µd). Note that in the last equation, we ignore the cumulative reflections reflected
back and forth from the bottom layer to the top layer (the interface reflections), as
shown in Fig. 4.2. b.

4.4 Segmentation and Parameter Estimation
In this section, given a set of image intensities, Ic, containing layered surfaces, we
intend to, first, segment the top layers according to their reflections or colors, and
second, to estimate the optical properties of the top layers. To accomplish this task,
we need to derive the correlations of the image intensities in the RGB space. The
derivation will be separated into two parts: first, when the values of Fc are known,
and second, when the values of Bc are known.
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(a)

(b)

Figure 4.3: Spider model: (a) An image having layered surfaces (b) The plot of (a) in
normalized RGB space. The gray circle represents the bottom layer’s color. Black circles
represent the top layer’s colors.
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Known Top Layers Considering the intensities in the red and green color channels,
from Eq. (4.4), we can write:

Ir = Bre−µrd + Fr(1 − e−µrd) (4.7)

Ig = Bge−µgd + Fg(1 − e−µgd) (4.8)

In the last two equations, all variables are independent from the color channels
except for d. Thus, by letting εc = e−µcd:

−d =
logεc

µc
(4.9)

logεr

µr
=

logεg

µg
(4.10)

εr = ε
µr/µg
g (4.11)

From Eq. (4.8), we know that:

εg =
Ig − Fg

Bg − Fg
(4.12)

Substituting the last equation into Eq. (4.11), we can obtain:

εr =

(
Ig − Fg

Bg − Fg

)µr/µg

(4.13)

Finally, by plugging the last equation into Eq. (4.7), we can express the intensity
of the red color channel as:

Ir = Fr + ψr(Ig − Fg)γr (4.14)

where γr = µr/µg, and ψr = (Br − Fr)/(Bg − Fg)γr . Accordingly, we can apply to the
blue color channels, resulting in the following equation:

Ib = Fb + ψb(Ig − Fg)γb (4.15)

where ψb = (Bb − Fb)/(Bg − Fg)γb , and γb = µb/µg.
Eqs. (4.14) and (4.15) imply that the correlations of the intensities in different

color channels are not linear, since µr � µg � µb is not. To obtain {ψc, γc}, we assume
the values of Fc are known.

Known Bottom Layers Accordingly, we can derive from Eqs.(4.16) and (4.17) equa-
tions that are similar to Eqs. (4.14) and (4.15) when the values of Bc are known. Let
α′c = 1 − e−µcd, and then Eqs. (4.16) and (4.17) become:

Ir = Br(1 − α′r) + Frα
′
r (4.16)

Ig = Bg(1 − α′g) + Fgα
′
g, (4.17)
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which eventually produce:

Ir = Br + ψ
′
r(Ig − Bg)γ

′
r (4.18)

Ib = Bb + ψ
′
b(Ig − Bg)γ

′
b (4.19)

where ψ′r = (Fr − Br)/(Fg − Bg)γ′r , ψ′b = (Fb − Bb)/(Fg − Bg)γ
′
b , γ′r = µr/µg. and

γ′b = µb/µg. Based on these equations, we can obtain the values of {ψ′c, γ′c}.
Fig. 4.3 shows the plot of the intensities, Ic, of layered surfaces (Fig. 4.1. a) in

the RGB space, which forms a curved line as predicted by Eqs. (4.14), (4.15) or Eqs.
(4.18), (4.19). We define these correlations according to the Spider model, since the
RGB plot (Fig. 4.3) is similar to Spider. The Spider model is the core of our method,
since by obtaining these correlations. we are able to know whether a pixel belongs to
a bottom layer or a top layer, which in turn enables us to segment the colors of the top
layers. Moreover, using these equations we can estimate the approximated optical
parameters of the top layers. In the following subsections, first, we will discuss the
segmentation of layered surfaces, and then follow with parameter estimation.

4.4.1 Color Segmentation

Given an image like that in Fig. 4.1. a, and we ask users to mark the input
images based on the mixture reflection and the bottom layers like conventional
segmentation methods. Then, the problem of segmentation is identical to a labeling
problem, namely, how to know whether a pixel belongs to the bottom layer or to
the red/green/blue top layers. Solving this problem is also equivalent to estimating
the values of ψc and γc, since, by knowing the values of these parameters, we can
draw curved lines in the RGB space connecting the top layers to the bottom layer,
as shown in Fig. 4.3. These curved lines, the Spider model, definitively represent
the top layers’ gradual color changes. As a result, we can compute the probability
of the label of a pixel based on the distance between the pixel’s RGB value and the
lines. The closer the distance, the higher the probability. Besides, since the pixel
could be part of the bottom layer, we should also include the distance between the
pixel’s RGB value and the RGB value of the bottom layer.

To estimate the values of {ψc, γc}, we employ a fitting algorithm based on the
Lavenberg-Marquardt method and on Eqs. (4.14) and (4.15) or Eqs. (4.18) and (4.19).
Provided the information of regions of the mixed layers and the bottom layers by
users, we find the values of Fc by plotting a marked region (representing one of the
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mixed layers) into the RGB space. Here we assume that the value of Fc is the mixed
layer’s point of greatest distance from B′c in the RGB space. Although this point is
not always the actual Fc, since our goal is segmentation, this assumption does not
do any harm to the segmentation results.

Having estimated the values of {ψc, γc} for all mixed layers, we define a cost
function based on the RGB values of the input image, the bottom layers, and the
curved lines. Let Q = [1, . . . , i, . . . ,N], where Q is the set of labels, namely the labels
for the top layers and the bottom layers. N is the number of the top layers plus the
number of the bottom layers. Then, the cost function is described as:

D(φx = i|B′c,i, li, px) =


0 if E(px,B′c,i) < th
1 − e−E(px,li) otherwise

(4.20)

where φx is the random variable representing the label of pixel px. B′c,i is the bottom
layer’s RGB value, as in Eq. (4.5). li represents the curved line created by parameter
ψi

c and γi
c. Subscript x represents the spatial coordinate of the pixel. Function E

represent the Euclidean distance in the RGB space. Threshold th is set depending
on the noise level of the bottom layer and the camera. In our experiment we set the
value between 10 ∼ 20 (within RGB standard values from 0 to 255). As the initial
values, for all values of i and x, we set D(φx = i|B′c,i, li, px) = 1.

Like most segmentation methods, we also employ the smoothness constraint,
and model the spatial correlations based on Markov Random Fields (MRFs):

E
(
{φ}, {B′c}, {li}, {p}

)
=

∑
x

D(φx = i|B′c.i, li, px)

+
∑
x,y

S(φx, φy) (4.21)

where S(φi,x, φi,y) will be zero if φx = φy, and one otherwise. To minimize the cost
function, we use graphcuts for multiple labels [89].

4.4.2 Parameter Estimation

Our framework is not only capable of segmenting a layered surface, but also
of estimating the approximated values of the optical properties of the top layers,
namely, the values of e−µcd, Fc. The bottom layer’s reflections for the whole input
image can be obtained straighforwardly using the estimated top layer’s properties.
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As mentioned in section 4.3, while in some cases we can observe B′c directly from
the input image, the values of Bc are hidden under the top layers. Consequently,
solving three unknowns (Bc, Fc and e−µcd) from a single equation (Eq. 4.4) is totally
ill-posed. However, since obtaining the values of e−µcd (namely, the distributions
of the thickness of the top layers in the image) is considerably useful for many
applications, we intend to relax the constraint by assuming that Bc = B′c. With regard
to the assumption, we intend to estimate the top layer’s properties based on two
cases. The first case is when the input image contains the values of Fc for all different
top layers. The second case is when the input image does not contain the values of
Fc, yet it contains at least two different bottom layers.

Case One Fc is the reflection of the top layer when it is sufficiently thick so that the
reflection of the top layer is not affected by the bottom layer. We assume the values
of Fc for each mixed layer are present in the input image and included in the regions
marked by users. To illustrate, let us consider the input image in Fig. 4.5. a and the
marked regions in Fig. 4.5. b.

The first process is the same as the segmentation method discussed in section
4.4.1. However, unlike the segmentation method, the values of Fc that are the greatest
distance from B′c in the RGB space are the actual values of Fc, since the values between
Fc and B′c represent the color’s gradual changes. Having estimated the values of Fc,
we can straightforwardly compute the values of e−µcd for every pixel, since Eq. (4.4)
becomes closed form. Figs. 4.5. c, d show the result of the estimated Fc and e−µcd

for every pixel of the input image. Furthermore, Figs. 4.5. e shows estimated result
using straight color line. Notice that this result represents the importance of Spider
model, since straight color lines do not work well.

Case Two Unlike case one, this case does not assume that the input image contains
Fc. Instead, it requires the image to contain at least two bottom layers. For clarity,
we consider the input image with two bottom layers, as shown in Fig. 4.6. a. Given
the input image and its marked regions (Fig. 4.6.b), we intend to estimate the values
of Fc, Bc and e−µcd for every pixel.

The first process is to estimate the value of Fc of each top layer. However, unlike
the previous case, we can no longer use the greatest distance from B′c to find Fc, since
the input image does not contain the values of Fc. To solve this problem, in the
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(b)

(c)

(a)

(d)

Figure 4.4: Estimated nonlinear color lines of real layered surfaces. (a) Scribbled image. (b)
Estimated red color line. (c) Estimated green color line. (d) Estimated blue color line.

RGB space, we plot the intensity values (Ic) of the two mixed layers that have the
same color in the top layers yet different colors in the bottom layers (we know this
information from the users’ marked regions). We fit each of them with the curved
line in Eqs. (4.18) and (4.19) using the Lavenberg-Marquardt method. The fitting
lines from the two top layers will intersect at a point that represents the value of Fc,
as shown in Fig. 4.7. Having estimated the values of Fc, the remaining processes are
the same as those of case one. Fig. 4.6. c, d shows the estimated values of Fc, e−µcd,
respectively.

Note that, aside from using two bottom layers to estimate the top layer’s prop-
erties, we can also use the same technique to estimate an unknown bottom layer (a
totally hidden bottom layer) from two colors of mixed layers, where the intersection
will represent the color (or reflection) of the bottom layer.
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(a) (b)

(c) (d)

(e)

Figure 4.5: Decomposition result: Case one. (a) Input image. (b) Marked regions. (c) Fc.
(d) −eµcd. (e) Segmentation result using straight color line

4.5 Implementation
In this section, we further discuss the detailed implementation of our proposed
method. Again, our goal is to estimate, for each pixel p, the values of top layer’s
reflection F(p), the bottom layer’s reflection, B(p), and the values of e−µd from a single
input image, with the help of a few users’ interactions. Pseudo code 4.5.1 shows the
step-by-step processes in our algorithm. In this algorithm, we mainly focus on the
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(a) (b) 

(c) (d)
Figure 4.6: Results of Case two. (a) Input image. (b) Marked regions. (c) Decomposed top
layers. (d) Decomposed e−µcd.
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(a)

(b)

(c)

Ground truth

Ground truth

Ground truthEstimated color

Estimated color

Estimated color

Figure 4.7: Estimation using the intersection of color. (a)(b)(c) Left: Estimated color lines
and top layer’s color of each colorant in the RGB space. In plot graph, the yellow point is
the estimated top layer’s color. (a)(b)(c) Middle: Estimated top layer’s color. Right: Ground
truth
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(a)

(b)

Figure 4.8: Fitting nonlinear color line (a) Case of failure of color line fitting (b) Case of
success of color line fitting
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segmentation process. Given an input image Ic, in step 1, we ask users to mark the
input images based on the mixture reflection and the bottom layers. In step 2, we
estimate the value of each top layer Fc. If we have two top layers, then we have two
RGB values of Fc. In step 3, we estimate the nonlinear color line using the marked
pixels in each of the pixel mixture. We need to observe the following constraints.
As shown Figure 4.8. a, if the top layer colorants are red and the channel of the
right side of Eqs. (4.14) and (4.15) or Eqs. (4.18) and (4.19) are set to R-channel, the
accuracy of estimation does not work well, since the variance of mixed color samples
in R-channel is small. Figure 4.8. b shows the result. Therefore, we must select the
channel where the variance of samples is the largest.

Algorithm 4.5.1: LSD(Ic,i)

comment: Ic is the input image

(1) Scribble a few mixed pixels Ic,i and bottom pixels Bj

(2) Estimate Fcof each top layer
(3) Compute {ψc, γc} in each curved color line
(4) Compute the data term D(φ = i|B′i , li, px)
(5) Compute the smoothness term S(φx, φy)
(6) Do segmentation using MRFs

E
(
{φ}, {B′c}, {li}, {p}

)
=

∑
x D(φx = i|B′c.i, li, px)

+
∑

x,y S(φx, φy)
(7) Synthesize each layer’s image F(p),B(p), and compute α(p)in a closed-form manner.

In steps 4∼6, we segment the layered surfaces image with each colorant using
the procedure described in section 4.4.1. The pixels labeled by segmentation are each
classified as top or bottom layer. Finally, in step7, each alpha value is calculated in a
closed-form manner.

4.6 Experimental Results
Setup In our experiments, we captured images using NIKON D1X, a camera that
is radiometrically calibrated to obtain a linear correlation between the incoming
light and the image intensities by setting the gamma correction off. We arranged
the position of the light source’s distance from the objects, and we excluded the
possibilities of shadows and interreflections.
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Results Figs. 4.10. a and b show, respectively, the input image, and the regions
marked by a user. The input image is a water color painting painted by a professional
artist. The result of extracted values of Fc for every pixel, which also represent the
segmented colors, is shown in Fig. 4.10. d. For better visualization, we colored
bottom layer to gray. We compared the result with the extracted foreground of a
digital matting method [48], shown in Fig. 4.10. c. As one can observe, the top layer
extraction result outperformed the matting method. Figs. 4.10. f and 4.10. h show
the result of extracted B′c and e−µd, respectively. Fig. 4.10. f is white since it represents
the white canvas. Figs. 4.10. e and g show the result of the extracted background
layer and opacity by the matting method.

Figs. 4.11∼4.18 show the experimental results for a number of real objects.

(a) (b)

(c) (d)

Figure 4.9: Estimated color lines and top layer’s color of each colorant in the RGB space.
(a) Estimated color line of black colorant. (b) Estimated color line of magenta colorant. (c)
Estimated color line of blue colorant. (d) Estimated color line of white colorant.
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(a) (b)

(c) 

(h) 

(e) 

(g) 

(d) 

(f) 

Figure 4.10: (a) Input image: a water color painting painted by a professional artist. (b)
Input image with user-specified top and bottom strokes. (c) Extracted top layers by a digital
matting method. (d) Extracted top layers by our method. (e) Extracted bottom layer by a
digital matting method. (f) Extracted bottom layer by our approach. (g) Extracted opacity
by a digital matting method. (h) Extracted e−µd by our approach.
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(a)

(b) (c)

Figure 4.11: Estimated nonlinear color line of layered surfaces with mineral pigments. (a)
Scribbled image. (b) Estimated color line of red pigment. (c) Estimated color line of white
pigment.

Figs. 4.12 show the results of a rock painting using powdered mineral pigments.
Although the bottom layer (the rock) has many slight different colors (like salt and
pepper noise), we assume that it has only one uniform color. Consequently, in the
estimation of the background (top row, column d), the estimated background is a bit
different from the actual bottom layer. Fig. 4.13 shows CG simulation results, which
were changed the tone of estimated e−µd image.

Fig. 4.15 shows the results for a wall painting of an ancient tumulus. We
attempted to restore the wall painting, which had faded by degradation. In Figs.
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(a) (b)

(c) (d)

(e)

Figure 4.12: Experimental results for layered surfaces with mineral pigments. (a) Input
image. (b) Input image with user-specified top and bottom strokes. Black lines are bottom
layer markings; the others are mixed layers samples. (c) Estimated top layer image. (d)
Estimated bottom layer image. (e) Estimated e−µd image.
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Figure 4.13: CG simulation results of layered surfaces with powdered mineral pigments
changing thickness.

(a)

(b)

Figure 4.14: Estimated nonlinear color line of wall painting. (a) Scribbled image. (b)
Estimated color line.
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(a) (b)

(c) (d)

(e)

Figure 4.15: Decomposition results of wall painting. (a) Input image. (b) Input image with
user-specified top and bottom strokes. Black lines are bottom layer markings; the others are
mixed layers samples. (c) Estimated top layer image. (d) Estimated bottom layer image. (e)
Estimated e−µd images
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Figure 4.16: CG simulation results of wall painting changing thickness.

(a)

(b)
(c)

Figure 4.17: Estimated nonlinear color line of layered surfaces with microorganisims. (a)
Scribbled image. (b) Estimated color line of dark green. (c) Estimated color line of dark
purple.
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(e)

(a) (b)

(c) (d)

Figure 4.18: Decomposition results for real layered surfaces with microorganisims. (a)
Input image. (b) Input image with user-specified top and bottom strokes. Black lines are
bottom layer markings; the others are mixed layers samples. (c) Estimated top layer image.
(d) Estimated bottom layer image. (e) Estimated e−µd image.
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4.12, 4.12, and 4.18. c, the extracted top layers, we can observe the painting of a horse
more clearly than in the input image. Fig. 4.16 shows CG simulation results, which
were changed the tone of estimated e−µd image.

Fig. 4.18 shows the results for a relief of an ancient temple, which was degraded
by microorganisms. While the surface of the relief is not flat, we applied our method
in order to discover the distribution of these microorganisms. In Fig. 4.18. c,
the estimated top layer, we can observe how extensively the two different species
(the dark purple and the dark green) cover the relief. For better visualization, we
increased the brightness of the colors. Figs. 4.12, 4.15, and 4.18.e show the estimated
e−µd of the input images.

Fig. 4.19 shows the results of applying other methods to the images shown in
Figs. 4.12, 4.15, and 4.18. a. Fig. 4.19. a shows the results of a closed form matting
method [48]. Fig. 4.19. b shows the results of an object segmentation method [52],
and Fig. 4.19.c shows the results of the k-means method. Compared with results of
our methods, these results are considerably less accurate.

(a) (b) (c) (d)

Figure 4.19: (a) Closed-form matting [50] (b) Lazy Snapping [52] (c) k-means (d) Proposed
method
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4.7 Extended method based on Spectral Information
So far, we described a proposed method based on RGB color. However, we can

easily extend the method into a method based on spectral data.
In this section, we describe in detail how to extend our method into a spectral-

based method. Futhermore, we employ K/S values, which is the equation of the
equation of Kubelka-Munk model [42]. We can estimate some wavelengths without
scattering using the following equation:

K/S =
(F(λ) − 1)2

2F(λ)
(4.22)

where K is the absorption coefficient, and S is the scattering coefficient. When K/S
is large, the scattering effect is small. In our experiment, the value of K/S is set at
> 0.5. In this way, we can select optimal wavelengths without scattering.

Let I = I1(λ), I2(λ), . . . Ii(λ), . . . IN(λ), where Ii(λ) is an input spectrum of M dimen-
sion. Fi(λ) is the reflectance spectrum of each top layer Fi. B(λ) is the reflectance
spectrum of a bottom layer. First, we can calculate the reflectance spectrum B(λ) of
the bottom layer and reflectance spectra of all top layers Fi(λ) as well as we could
using an RGB-based method. Second, we can estimate the M′ optimal wavelengths
by using K/S values. Furthermore, we select the wavelength m having most vari-
ance in their wavelengths. Then, we can select E dimensional wavelengths, which
are consist of the m and arbitrary E − 1 wavelengths. However, we do not need to
estimate all forms of Eqs.4.26 for segmentation. We can select the number of wave-
lengths according to computational cost. Third, we estimate nonlinear lines having
E(E < M) dimension. It is necessary to use Eqs. (4.14), (4.15) or Eqs. (4.18), (4.19)
for estimating nonlinear color lines. Then, we can rewritte Eqs. (4.14) and (4.15) as
following the E − 1 equations:

I(E) = F(E) + ψ(E)(I(m) − F(m))γ(E) (4.23)

I(E − 1) = F(E − 1) + ψ(E − 1)(I(m) − F(m))γ(E−1)

I(E − 2) = F(E − 2) + ψ(E − 2)(I(m) − F(m))γ(E−2)

... (4.24)

I(1) = F(1) + ψ(1)(I(m) − F(m))γ(1) (4.25)

Eqs.(4.18) and (4.19) can also be rewritten similarly. Next, we segment spectra of
each different layer. Then, we use PCA dimension reduction to calculate the affinity
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between the pixel’s spectrum and bottom layer’s spectra. Finally, we can estimate
e−µ(λ)d in each pixel, as well as we could do using the RGB-based method.

4.7.1 Experiment and Results

Setup In our experiment, we captured the multispectral image using the LCTF
imaging system that is described in chapter3. We also used artificial sunlight((Seric
XC-100)). Sample spectra were normalized by an illumination spectrum.

Experiment using Water Color Painting Figs. 4.20∼4.22 show the RGB images of
decomposed spectra and estimated spectra of each layer. The segmentation accuracy
of these results compared favorably with the results of the RGB based-method. Fig.
4.23 shows the comparison of between estimated spectra of top layers and ground
truth, and also shows the K/S value of each pigment. Notice that blue and green
results have sufficient accuracy, but the red result is less accurate. Fig. 4.23. b shows
the K/S values of red pigment. Notice that K/S values are low in error wavelengths.
This result implies that a scattering effect is affecting the wavelengths.
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(a) (b)

(c) (d)

Figure 4.20: Decomposed multispectral images. (a) Input image. (b) Scribbled image. (c)
Labeled image. (d) Estimated e−µ(λ)d image.
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(a) (b)

(c) (d)

Figure 4.21: Estimated spectra of top layers: blue lines are scribbled sample spectra. Red
line is estimated top layer’s spectrum. Green line is estimated bottom layer’s spectrum.
(a) Estimated top layers image. For better visualization, we increased the brightness of the
color. (b) Estimated top and bottom spectrum of red pigment. (c) Estimated top and bottom
spectrum of green pigment. (d) Estimated top and bottom spectrum of blue pigment.



96 Chapter 4 Decomposing Complex Reflection Components of a Layered Surface

(a) (b)

(c) (d)

Figure 4.22: Estimated spectra of e−µ(λ)d (a) Estimated top layers image. (b) Estimated e−µ(λ)d

spectrum of red pigment. (c) Estimated e−µ(λ)d spectrum of green pigment. (d) Estimated
e−µ(λ)d spectrum of blue pigment.
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(a)

(e)

(c)

(b)

(d)

(f)

Figure 4.23: Estimated spectra of top layer and K/S values: Red lines of (a), (b), and (c)
are estimated spectra. Blue lines of (a), (b), and (c) are ground truth. (a) Red pigment. (b)
Estimated K/S values of red pigment. (c) Green pigment. (d) Estimated K/S values of green
pigment. (e) Blue pigment. (f) Estimated K/S values of blue pigment.
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Layered Surfaces Decomposition for Wall paintings in Noriba Tumulus We ap-
plied our method to wall paintings in the Noriba Tumulus in the Kyushyu area of
Japan. The Noriba tumulus is an ancient tomb, made in the 4th century. Several
wall paintings resembling triangles and circles were painted by ancient artists in this
tumulus.

Using our method, we attempted to extract reflectance spectra of pigments, and
to capture the restored shape of deteriorated wall painting. Figs. 4.24∼4.27 show
the segmented results of two wall paintings and estimated spectra. The result of Fig.
4.24. c showed a circular shape of red pigment. Notice that Fig. 4.24. d and the
waveform of Fig. 4.25. d showed a green color that is the opposite of red pigment,
showing the absorption spectrum of the pigment.

The result of Fig. 4.26. c also represented the Y shape of a bottom layer. Fig. 4.27
also represented the absorption spectrum of pigment.

However, the results are not sufficiently accurate for reproducing a wall painting.
Such surfaces are not flat, and they involve many kinds of grime.

4.8 Summary
We have proposed and demonstrated a novel segmentation method for layered
surfaces. Unlike most existing segmentation methods, our method is able to segment
the colors correctly even when they change gradually. This success is mainly a due
to the nonlinear correlation (Eq. (4.14)∼ (4.19)) between color channels in estimating
the reflectance of the top layers.

In addition to segmentation, we also proposed a technique to estimate the optical
properties of the top and bottom layers for every pixel in the input image for certain
levels of approximation. We consider these approximated estimations could benefit
many applications in computer vision and graphics. Experiments with real images
showed the effectiveness and the robustness of our proposed method.

Futhermore, we extended our study to a spectral-based method. This method
allowed decomposition of optical properties based on spectral information from
layered surfaces.
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(a) (b)

(c) (d)

Figure 4.24: Decomposed multispectral images of Noriba tumulus 1. (a) Input image. (b)
Scribbled image. (c) Estimated labeled image. (d) Estimated e−µ(λ)d image.



100 Chapter 4 Decomposing Complex Reflection Components of a Layered Surface

(a) (b)

(c) (d)

Figure 4.25: Estimated spectra of Noriba tumulus 1. (a) Estimated top layers image.
To improve visualization, we increased the brightness of the color. (b) Estimated e−µ(λ)d

spectrum of red pigment. Blue lines are scribbled sample spectra. Red line is estimated top
layer’s spectrum. Green line is estimated bottom layer’s spectrum. (c) Estimated K/S values.
(d) Estimated e−µ(λ)d spectrum of the pigment.
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(a) (b)

(c) (d)

Figure 4.26: Decomposed multispectral images of Noriba tumulus 2. (a) Input image. (b)
Scribbled image. (c) Estimated labeled image. (d) Estimated e−µ(λ)d image.
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(a) (b)

(c) (d)

Figure 4.27: Estimated spectra of Noriba tumulus 2. (a) Estimated top layers image.
To improve visualization, we increased the brightness of the color. (b) Estimated e−µ(λ)d

spectrum of red pigment. Blue lines are scribbled sample spectra. Red line is estimated top
layer’s spectrum. Green line is estimated bottom layer’s spectrum. (c) Estimated K/S values.
(d) Estimated e−µ(λ)d spectrum of the pigment.
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Chapter 5

Conclusions

5.1 Summary
The ultimate purpose of this dissertation is the development of reflectance analysis
methods using a multispectral image and yielding practical applications for mod-
eling cultural assets. Basically, our task involves the development of multispectral
imaging systems and methods that analyze reflectance spectra on an object’s surface.

First, we developed two multspectral imaging systems: one method can easily
produce multiple multispectral images for making a VR model based on sensor
fusion procedure, and another method can obtain a single multispectral image of a
wide area in an outdoor environment.

Next, because the surface structure of our target object has layered surfaces, we
faced the challenging task of analyzing spectral reflectance of layered surfaces. We
introduced a multispectral image segmentation method based on a statistical pro-
cedure for layered surfaces. Furthermore, we proposed a novel method that can
segment and estimate the optical properties each layer based on a physics proce-
dure, and we also proposed a new layered surface model. The layered surfaces
decomposition method remains to be proposed.

Finally, we applied these methods to applications for modeling cultural assets.
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5.1.1 Color Restoration Method Based on Spectral Information Us-

ing Normalized Cut

We are proposing a practical color restoration method based on spectral information.
The method can restore color of many texture images by using both high resolution
images captured by DSC and spectral information captured by a conventional spec-
trometer: we can synthesize spatially approximate multispectral images. Restored
multispectral images have high resolution and accurate color information.

Unlike conventional methods, the method can be flexible about the environment
for obtaining input data. For example, DSC images and spectral information can be
obtained under different illumination environments: we do not need to obtain these
data simultaneously. Also, we can share our database of spectral reflectance with
archaeologists.

The method works efficiently in making a VR model of digital archive contents
that satisfies requirements for automation, mobility, color accuracy, and computa-
tional cost. We further applied our method to digital archive contents and were able
to realize textured images.

5.1.2 Multispectral Imaging for Material Analysis in an Outdoor

Environment Using Normalized Cuts

We have developed a new multispectral imaging system in which obtained mul-
tispectral images have a spectrum of sufficient spectral resolution in each pixel.
Futhermore, the system can capture a multispectral image in wide area at once.

We have also proposed a multispectral image segmentation method, since the
different materials can be classified by segmenting different spectra. The proposed
method can handle object surfaces having complex reflection based on a statistical
procedure.

Our experimental results show the effectiveness for layered surfaces compared
with conventional methods. We applied the system and segmentation method to
the data from the bas-relief of the Bayon Temple in the Angkor ruin, and identified
the class and distribution area of the microorganisms. This method can work well
without the adverse effects of layered surfaces such as mixture of colors, absorption,
scattering, and shading.
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5.1.3 Decomposing Complex Reflection Components of a Layered

Surface Using the Spider Model

We have proposed a novel physical model called the ”Spider” model that can deal
with color changes of layered surfaces and also decompose optical properties of
each layers. The proposed model can represent the gradual color changes due to the
change of optical properties of layered surfaces based on the Lambert-Beer (LB) based
model. Unlike most existing segmentation methods, the proposed decomposition
method cannot only segment the colors correctly even when they change gradually,
but can also estimate the top layer’s reflectance and optical properties, and the
bottom layer’s reflectance. To be able to decompose layered surfaces is extremely
useful for object analysis. Furthermore, there are no methods sharing our goals and
techniques. We have developed methods for both an RGB image and a multispectral
image.

5.2 Contributions
In this dissertation, we have proposed a framework using a multispectral image

for reflectance analysis of layered surfaces. Our framework involves both multispec-
tral image acquisition and reflectance analysis. For multispectral imaging systems,
we have proposed two systems: a sensor fusion based system and a panoramic mul-
tispectral imaging system. For reflectance analysis, we have proposed two methods:
a statistics based method and a physics-based method. Our contribution can sum-
marize as follows:

1. Development of a practical color restoration method based on spectral in-
formation
In the color reproduction field, many multispectral imaging methods have
been proposed. However, their methods target a small object such as an oil
painting, a vase, and a human face. Our method can map many texture images
onto a large 3D object. The method can efficiently work in making a VR model
of digital archive contents that satisfies requirements of automation, mobility,
color accuracy, and computational cost.

2. Development of a multispectral imaging system that efficiently acquires
spectra in a wide area in an outdoor environment
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We have developed a multispectral imaging that can efficiently obtain a multi-
spectral image in a wide area. The developed system involves both hardware
design and a measuring method produced by software design.

Cultural assets are often located in severe outdoor environments in which
wide alterations on the illumination environment often occur quickly, causing
saturation and underexposure in obtained images. Our measuring method can
estimate optimum exposures based on noise analysis of the system.

3. Development of a method that segments a multispectral image of layered
surfaces
In computer vision, many segmentation methods have been proposed. How-
ever, there are few multispectral image segmentation methods dealing with
the characteristics of layered surfaces. We introduced the relation between
the kernel method and the characteristics of layered surfaces, and also devel-
oped a multispectral image segmentation method using NCuts based on the
kernel method for layered surfaces. We applied our method to analysis of mi-
croorganisims of bas-reliefs in the Bayon Temple, and our experimental results
showed its effectiveness compared with conventional methods.

4. Proposing a novel layered surface model
In computer vision, most methods using the LB-based model such as digital
matting, vision in bad weather, and underwater vision, do not considered
the nonlinearity between color channels changing a layer’s color: color lines
are assumed to represent straight lines because it is assumed that the pixel’s
opacity is scalar, regardless of the nonlinear absorption of color in layers. This
assumption is not accurate for colored layered surfaces, since the observed
color of layered surfaces changes depending on the thickness of the layer. We
could also extend this model to both RGB images and multispectral images.
Furthermore, we think the proposed Spider model can be applied to other
objects having negligible scattering.

5. Development of a method that decomposes each layer’s optical properties
We have developed a decomposition method that applies to complex reflection
components of layered surfaces using the Spider model. In computer vision,
most methods cannot segment color of layered surfaces, since they assume
surface color is a solid color or a Lambertian surface. However, using the
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Spider model, we can effectively segment the color of layered surfaces, and
can also estimate the properties of the top and bottom layers of the image.

We consider these estimations could benefit many applications in computer vi-
sion and graphics. Experiments with real images showed the effectiveness and
the robustness of our proposed method. This method could also be extended
to a multispectral image.

5.3 Future Directions and Discussions
In this dissertation, we have proposed some techniques for reflectance analysis

of layered surfaces using a multispectral image. In this section, we describe future
directions of our approaches, and also discuss how to improve the methods for
increasing the precision of analysis.

5.3.1 Real time rendering based on spectral information

Our proposed color restoration method succeeded in producing many multispectral
images consisting of sparse spectra. We think it is possible to render images based
on spectral information in real time. This idea can be used to simulate objects under
arbitrary illumination in digital archive contents.

5.3.2 Development of an omnidirectional multispectral imaging

system

For archive purposes, we could capture a panoramic multispectral image using an
automatic pan/tilt platform. However, to capture an omnidirectional multispectral
image, this system would take about 12 hours. We think it is possible, by improving
the optics of an LCTF imaging system, to reduce this time considerably.

5.3.3 Layered surface decomposition for 3D objects

We intend to solve our current constraints regarding flat surfaces. The Spider model
can easily extend 3D surfaces, since the brightness of each pixel in a multispectral
image depends not on waveform of the spectrum but only on geometry. Using an
inverse lighting technique, we think we can handle a 3D surface.
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5.3.4 Layered surface decomposition considering scattering

The proposed method assumes the layered surfaces have no scattering coefficients
or the scattering coefficients are negligible. We intend to increase the parameter
estimation by using a more complex model such as the KM model. However, it is
necessary for us to develop some improvements in order to apply the KM model.
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Appendix A. k-means Clustering

In this appendix, we describe k-means clustering method. We used k-means mehtod
to partition lower embeded space of NCuts.

Firstly, Consider the problem of identifying clusters of data points in a multi-
dimensional space. We have a data set (x1, . . . , xN) consisting of N observations of
randam D-dimensional Euclidian variable x. The goal of this methd is to partition
the data set into some number K of clusters. Then, we suppose for the moment that
the value of K is given. Intuitively, we think of a cluster as comparising a group of
data points outside of the cluster. We can formalize the notation by first introducing
a set of D-dimensional vectors µk, where k = 1, . . .K. The µk is a prototype asociated
with the kth cluster. As we shall see shortly, we can think of the µk as representing
the centers of the clusters. Then, the goal is to find an assignment of data points
to clusters, as well as a set of vectors

{
µk

}
, such that the sum of the squares of the

distances of each data point to its closest vector µk, is a minimum.
It is convenient at this point to define some notation to describe the assignment

of data points to clusters. For each data point xn, we introduce a crresponding set
of binary indicator variables rnk ∈ {0, 1}, where k = 1, . . .K, describing which of the K
clusters the data point xn is assigned to, so that if data point xn is assigned to cluter k
then rnk = 1, and rnj = 0 for j � k. This is known as the 1-of-K coding scheme. Then,
we can define an objective function, sometimes called a distortionmeasure, given by:

J =
N∑

n=1

K∑
k=1

rnk‖xn −mk‖2 (5.1)

which represents the sum of the squares of the distances of each data point to its
assigned vector µk. The goal is to find values for the rnk and the µk so as to minimize
J. We can do this through an itarative procedure in which each iteration involves
two successive steps corresponding to successive optimizations with respect to the
rnk and the µk. First we choose some initial values for the µk. Then in the first phase,
we minimize J with respect to the rnk, keeping the µk fixed. In the second phase, we
minimize J with respect to the µk, keeping rnk fixed. This two-stage optimization is
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then repeated until convergence.
Consider first the determination of the rnk. Because J in Eq. 5.1 is a linear function

of rnk, this optimization can be performed easily to give a closed form solution. The
terms involving different n are independent, and so, we can optimize for each n
separately by choosing rnk to be 1 for whichever value of k gives the minimum
closest cluster center. More formally, this can be expressed as

rnk =


1 i f k = argminj‖xn − µ j‖2
0 (otherwise)

(5.2)

Now consider the optimization of the µk with the rnk held fixed. The objective
function J is a quadratic function of µk, and it can be minimized by setting its
derivative with respect to µk to zero giving

2
N∑

n=1

rnk(xn − µk) = 0 (5.3)

which we can easily solve for µk to give

µk =

∑
n rnkxn∑

n rnk
(5.4)

The denominator in this expression is equal to the number of points assigned to
cluster k, and so this result has a simple interpretation, namely set µk equal to the
mean of all of the data points xn assigned to cluster k.
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Appendix B. Principal Component
Analysis

In this Appendix, we descrbe about Principal Component Analysis (PCA), which
is linear dimension reduction method. In dissertation, this method was often used
for proposed methods. For examples, in chapter 3, we used both to reduce the
dimension of spectra for local linear approximation, and to compare with nonlinear
dimension reduction.

PCA is a technique that is widely used for applications such as dimensionality
reduction, lossy data compression, feature extraction, and data visualization. It is
also known Karhunen − Loéve transform.

Consider a data set of observations {xn} where n = 1, . . . ,N, and xn is a Eulidian
variable with dimensionality D. The goal is to project the data onto a space having
dimemsionality M < D while maximaizeing the variance of th projected data. For
the moment, we shall assume that the value of M is given.

To begin with, consider the projection onto a one-dimansional vector u1, which
for convenience (and without loss generality). We choose to be a unit vector so that
uT

1 u1 = 1 (note that we are only interested in the direction defined by u1, not in the
magnitude of u1 itself). Each data point xn is then projected onto a scalar value uT

1 xn.
The mean of the projected data is uT

1 x̄, where x̄ is sample set means given by

x̄ =
1
N

N∑
a=1

xn (5.5)

and the variance of the projected data is given by

1
N

∑N

n=1
{uT

1 xn − uT
1 x̄}2 = uT

1 Su1 (5.6)

S is the data covariance matrix defined by

S =
1
N

N∑
n=1

(xn − x̄)(xn − x̄)T (5.7)
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We now maximize the projected variance uT
1 Su1 with respect to u1. Clearly, this has

to be a constrained maximization to prevent ‖u1‖ → ∞. The appropriate constraint
comes from the normalization condition uT

1 u1 = 1. To enforce this constraint, we
introduce a Lagrange multiplier that we shall denote by λ1, and then make an
unconstrained maximization of

uT
1 Su1 + λ1(1 − uT

1 u1) (5.8)

By setting the derivative with respect to u1 equal to zero, we see that this quantity
will have a stationary point when

Su1 = λ1u1 (5.9)

which says that u1 must be an eigenvector of S. If we left-multiply by uT
1 and make

use of uT
1 u1 = 1, we see that the variance is given by

uT
1 Su1 = λ1 (5.10)

and so the variance will be a maximum when we set u1 equal to the eigenvector hav-
ing the largest eigenvalue lambda1. This eigenvectors is known as the first principal
component.

We can define addtional principal components in an incremental fashion by
choosing each new direction to be that which maximize the projected variance
amongst all possible directions orthogonal to those already considered. If we con-
sider the general case of an M-dimensional projection space, the optimal linear
projection for which the variance of the projected data is maximized is now defined
by M eigenvectors u1, . . . ,uM of the data covariance matrix S corresponding to the M
largest eigenvalues λ1, . . . , λM.

In some applications of PCA, the number of data points is smaller than th di-
mensionality of the data space. For example, we might want to apply PCA to a
data set of a few hundred images, each of which corresponds to vector in a space of
potentially several million dimensions (corresponding to three color values for each
of the pixels in the image). Note that in a D-dimensional space a set of N points,
where N < D, defines a linear subspace whose dimensionality is at most N − 1, and
so there is little point in applying PCA for values of M that are greater than N − 1.
Indeed, if we perform PCA we will find that at least D − N + 1 of the eigenvalues
are zero, corresponding to eigenvectors along whose directions the data set has zero
variance. Furthermore, typical algorithms for finding the eigenvectors of a D × D
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matrix have a computational cost that scale like O(d3), and so for applications such
as the image example, a direct application of PCA will be computationlly infeasible.
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