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Abstract

Microblog, especially Twitter today has become an important tool to propagate
public information among Internet users. The content of Twitter is an
extraordinarily large number of small textual messages, posted by millions of
users, at random or in response to perceived events or situations. However,
messages of Twitter (tweets) cover so many categories including news, spam and
others that it’s difficult to provide public information directly. Since the
traditional search cannot meet demands of tweets of some category, we aim to
classify tweets automatically into defined categories to help users search. In our
paper, we focus on approaches of collecting a corpus automatically for training
classifiers. We proposed two approaches that are based on typical Twitter user
accounts and based on Twitter lists using label propagation respectively. Using
the corpora, we built classifiers, which are able to determine news, commercial
and private tweets. Experiments evaluations show our proposed techniques are
effective. In our search, we worked with Japanese, but the proposed approaches

can be used with any other language.
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1 Introduction

1.1 Background

Microblogging is a broadcast medium in the form of blogging. Twitter, A
microblog differs from a traditional blog in that its content is typically smaller in
text size, which enables its users to send and read text-based posts of up to 140
characters, known as "tweets". It was created in March 2006 by Jack Dorsey and
launched that July. The service rapidly gained worldwide popularity, with over
300 million users as of 2011, generating over 300 million tweets and handling

over 1.6 billion search queries per dayl[1].

What’s more important is that Twitter exchange and share messages (tweets)
in real time among Internet users. This makes it an ideal environment for the
dissemination of breaking-news directly from the news source and/or
geographical location of events. There is a research on distribution of tweets
published in 2009'. The research analyzed 2,000 tweets (originating from the US
and in English) over a two-week period in 2009,8 and separated them into six
categories.

e News—4%

e Spam—4%

e Self-promotion — 6%

e Pass-along value (tweets with an “RT”) — 9%
e Conversation — 38%

e Pointless babble — 40%

As we can see from this data, news and commercial tweets constitute about
15% in all the tweets while private tweets (conversation and babble) constitute

78%. Certainly news tweets contain important information that is valuable for

1 http://www.pearanalytics.com
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Figure 1. Searching “ipad” on Twitter.

public. They include disastrous events that public are concern about such as
storms, fires, traffic jams, riots, heavy rainfall, and earthquakes. Besides news
tweets, commercial tweets also include some big social events such as parties,
baseball games, and presidential campaigns. And private tweets are useful for

marketing such as collecting users’ reviews about a product.

However, tweets are very messy even on the same one subject. If we search
“earthquake”, that might be earthquake alarms, damages it caused somewhere
or people’s local reconstruction activities after earthquakes. It’s hard to find real
time earthquake information or activities performed locally and so on. If we
search “ipad”, there will be not only users’ reviews about ipad but many tweets

promoting applications for sale (Figure 1).

1.2 Task setting

Therefore, we propose a new concept in our work: Information Publicness.

Publicness means openness or exposure to the notice or knowledge of the



community or of people at large. According to the content, we can divide tweets

Into two parts: tweets with publicness and tweets without publicness. In the

research, we name tweets without publicness “Private tweets”. And we

subdivided tweets with publicness into two parts: tweets for profit and tweets for

non-profit. We call them Commercial and News tweets respectively. In order to

support user’s searching on Twitter, we set a task that is how to classify tweets

based on information publicness: news, commercial messages and private tweets.

News — news category contains news, notices, reports and information for
public.
[NE#] NEMIE, SREORZET, B LERR TTNET,
FTELTYIHSAHEIR 186 0 FHL L]  RENFHE
Commercial — commercial category contains propaganda for products,
services and others including spam messages, which only aim some
particular crowd of people.
T T —=7Faba—FAf A MNEEMZE ! | http://bit.ly/9ykD1v
=BER7 —RA=FMOT a3
Private — private category contains individual knowledge, experiences and
opinions, which are supposed to be shared with surrounding people.
SoXOMBEOHROHESE, FETIh
iPad DFRIES L ST, WOTHEZIThbarbta—4nle

Although three categories may not be able to cover all kinds of tweets, in our

research we only focus on the three ones considering the feasibility.

To this end, our work makes two main contributions:
We proposed three categories based on information publicness. We
introduced two approaches for collecting a corpus used to train a classifier.
One is based on typical Twitter user accounts, while the other is based on
Twitter lists using label propagation respectively.

By using the corpora, we extracted text features and some distinctive


http://bit.ly/9ykD1v

features of Twitter. And we succeed to build effective classifiers.

The remainder of the paper proceeds as follows. In the next section, we review
related work. In section 3 we discuss our approaches to form datasets. Our
fundamental policy is that we first collect typical users belonging to each
category and then crawl tweets from them. In section 4 we describe how to train
classifiers, including section 5 in which we show comparison results on our two

corpora. Finally, in section 6 we conclude with a brief discussion of future work.



2 Related work

Although many researchers have studied document classification, they

classified documents according to sentiment or topics.

McDonough in [2] described the topic identification (TID), an automatic
classification of speech messages into one of a known set of possible topics. The
TID task can be view as having three principal components: 1) event generation,
2) keyword event selection, and 3) topic modeling. Using data from the
Switchboard corpus, the authors present experimental results for various
approaches to the TID problem and compare the relative effectiveness of each.
And Hsueh in [3] concerned how to segment a scenario-driven multiparty
dialogue and how to label these segments automatically. They applied
approaches that have been proposed for identifying topic boundaries at a coarser
level to the problem of identifying agenda-based topic boundaries in
scenario-based meetings and developed conditional models to classify segments

into topic classes.

Recent years, tweets classification has become a popular topic due to the
popularity of Internet application such as bloging, and Twitter. Bo in [4]
considered the problem of classifying documents not by topic, but by overall
sentiment, e.g., determining whether a review is positive or negative. Using
movie reviews as data, they found that standard machine learning techniques
definitively outperform human-produced baselines. However, the three machine
learning methods they employed (Naive Bayes, maximum entropy classification,
and support vector machines) do not perform as well on sentiment classification
as on traditional topic-based categorization. Irani in [5] proposed a machine
learning method to automatically identify trend-stuffing in tweets, using texts
and links of tweets. Pak in [6] showed how to automatically collect a corpus for

sentiment analysis and opinion mining purposes, and build a sentiment classifier,



that is able to determine positive, negative and neutral sentiments for a

document.

Some existing works on classification of short text messages integrate
messages with meta-information from Wikipedia and WordNet [7][8]. Sakaki in
[9] showed how to detect real time events by machine learning methods. Here I

will focus on researches studying classifying tweets.

Sankaranarayanan [10] investigate the use of Twitter to build a news
processing system, called TwitterStand, from Twitter to capture tweets that
correspond to late breaking news. The reason why Twitter is that Twitter is a
technology that breaks down communication barriers. It is a medium of
instantaneous feedback which means that any action in the real world usually
receives a near instant reaction or feedback in terms of tweets expressing
opinions or reactions to the action. As a study on Twitter sentiment
classification, Alec in [11] introduced a novel approach for automatically
classifying the sentiment of Twitter messages. These messages are classified as
either positive or negative with respect to a query term. Their approach is to use
different machine learning classifiers and feature extractors. The machine
learning classifiers are Naive Bayes, Maximum Entropy (MaxEnt), and Support
Vector Machines (SVM). The feature extractors are unigrams, bigrams,

unigrams and bigrams, and unigrams with part of speech tags.

Yegin in [12] introduced a Wikipedia-based classification technique to
categorize messages streaming through Twitter. They develop this technique for
calculating semantic distances between messages based on the distances
between their closest Wikipedia pages. Messages are mapped onto their most
similar Wikipedia pages, and the distances between pages are used as a proxy for

the distances between messages.

Figure 2 shows how the system works. They used the distance between the two
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Figure 2. The two steps involved in calculating distances between tweets using
Wikipedia.

associated Wikipedia pages as an indicator of the distance. And the two steps

are: finding associated wikipedia pages and calculating Distances.

Sriram’s work in [13] is closed to ours. As Twitter users may become
overwhelmed by the raw data, the researchers tried to solve this problem. Their
solution is to classify these short messages which shares common concepts with
ours into some defined categories. The goal of their work is to automatically
classify incoming tweets into different categories: News, Events, Opinions, Deals,
and Private Messages. In order to train the classifier, they extracted 8 features
which consist of one nominal (author) and seven binary features (presence of
shortening of words and slangs, time-event phrases, opinioned words, emphasis
on words, currency and percentage signs, “@username” at the beginning of the
tweet, and “@username” within the tweet). However, they neglected distinctive
features of Twitter. In our research, we exploited several distinctive features that
only appear in social network sites. And the biggest difference between Sriram’s
work and ours is that we build large-scale datasets automatically while they only

crawled about 5,000 tweets and labeled them manually. In our research, we

7



proposed two approaches to form training datasets.

As far as know, classifying tweets based on information publicness is not done
by other people yet and it’s a useful work for user’s searching, so in our work we

try to propose some effective method to train such classifiers.



3 Corpus collection

3.1 Twitter API

In our research, we make use of Twitter API2 which is developed by Twitter.
The Twitter micro-blogging service includes three APIs: the Rest API, the Search
API and Streaming API.

The Twitter REST API methods allow developers to access core Twitter data.
This includes update timelines, status data, and user information. With the
REST API, you can read your timeline and direct messages, tweet and retweet
from it, follow and unfollow other users, send direct messages and so on. In the
other hand, the Search API methods give developers methods to interact with
Twitter Search and trends data. It duplicates what the Twitter search page does.
It can do everything that the Twitter advanced search can do, and nearly the
Twitter monitoring tools depend on this API. The last API, Streaming API
released into production in 2011. It allows high-throughput near-realtime access

to various subsets of public and protected Twitter data.

The API presently supports the following data formats: XML, JSON, and the
RSS and Atom syndication formats, with some methods only accepting a subset
of these formats. So through the REST API provided by Twitter, users can
programmatically perform almost any task that can be performed via Twitter’s
web interface. For non-whitelisted users, Twitter restricts a user to 150 requests
per hour. For authorized user, Twitter restricts 350 requests per hour.

Furthermore, searches are limited to returning 1500 posts for a given request.

3.2 Our datasets

2 https://dev.twitter.com/



Using Twitter API we collected two corpora of text posts in Japanese and we
form two datasets of three classes: News, Commercial, and private. To collect
these three kinds of text posts on a large scale automatically, we proposed two
approaches which are based on typical Twitter user account and based on
Twitter list using label propagation respectively. As we emphasized before, our
strategy is to collect users belonging to each categories first, and then crawl

tweets from these users to form large-scale datasets.

3.2.1 Corpus based on typical user accounts

First, we give the definition of a typical user. Typical users are defined as users
who post texts mostly belonging to the same one category. Let’s take some

examples for each category.

1. @asahi — an official account of the Asashi Shimbun, is regarded as a News
typical user for most of tweets it posts belong to the News category (in Figure

3).

2. @mixprice_com - an official account of “Mixprice.com”, is for conveying

messages to market products of the company (in Figure 4).

3. For Private category, because a user can be regarded as a typical private user
if it only posts private tweets and ordinary people usually post private tweets,
we have so many private user accounts. The method to acquire such accounts

will be introduced later.

10



asahi asah
HREE ] 7z:OhTIL HFFZa—F-FTHHEA tasahicom/a6is
1A 128

asahi azah
Bt G0 —hEin R et BT {ER T REM t asahi.com/a6t2

a
A
a
a

asahi asah
R BE D EEAETEES tasahicom/5659
1A 128

asahi azah

FA GG, CDE—F B0 TE RWE AFRTET
t.asahi.com/56s0

18128

Figure 3. Examples of tweets posted by @asahi.

mixprice_com =52 5572 com) 72— L1540

masrae o T IBE YREAO = — LTS BESTE - e 1R YRENE 2
LA FAE JE T URAT 22 L 7 B SRR T 2 RSN
SALEE % B Wofffd itz — )L 25| ... goo glifb/dx3Pz
SE4 i

mixprice_com =52 752 com) t2— )| -i%ER

memn. T HEAGHE LEDE—IL7ES: [£2E 2 ER BT
=R F )= =2 it d Al 2w — 20 R Lk
L (REETT- FBEES1F- WITFR +—18HITSA .
goo.glifb/4JJ8G
ST Rl

mixprice_com =52 F 572 com) 17— )L1EER

memreen M4 BIARESED = — 705 ) —FREEI1MED AR B
B O RO EnETE T BT 0BT s — A
SR —k et 385 H83% OFF L &5 BL 1858 goo glifb/ShNhQ
18 e #f

Figure 4. Examples of tweets posted by @mixprice_com.

In the first approach we proposed, we succeed to collect 10 typical user
accounts for News and Commercial category which are showed in Table 1. We

then crawled tweets from these typical accounts by Twitter API on a large scale.
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Table 1. News and Commercial typical user accounts.

News @mainichijpedit, @yomiuri_onlie, @YahooNewsTopics, @asahi,
@livedoornews, @nikkeitter, @newsheadline, @googlenewsjp,

@gnewsbot, @4 Tnews

Commercial | @mixprice_com, @rakuraku360, @kaimonosuki, @ranranraku,
@Chris7Brown, @yoshino1010, @yellclick, @panda_kakasi,
@kadenbest, @ichichoou

But for private category, considering diversity of private tweets, an abundance
of accounts belonging to private category will be preferable and hence we tried a
different method. Here we focus on users’ profile information. The criterion for
determining a user account of the private category is whether or not user name of
the account is a person’s name. According to the Twitter document, a user has
two names: the screen name and the user name. Let’s take @ Yomiuri_Online for
example.

e @ Yomiuri_Online

Screen name: Yomiuri_Online

User name: #eic 8 YOL

Considering that people using person’s name in their profile information would
hardly post News and Commercial tweets, if the user name of a user is
constituted by person’s name, we regard the user as a Private typical user. To
acquire large number of such accounts quickly, we rely on Mecab?3, a
morphological analyzer to judge whether a user name is a person’s name or not.
Morphological analysis is the process of breaking down morphologically complex
words into their constituent morphemes (word meaning parts). For instance, the

WS

words “PEFEERSE” 1s composed of two meaning units, the base “&E&fE”, and the

modifier “HE#;”, which conveys the meaning of an agent (person or thing) that

3 http://mecab.sourceforge.net/
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-

Table 2. morphological analysis results of “f&Mf& —".
i Al [ G 4 R, N4 R R, T O~
it AL [E A A F, N A R Y

Table 3. morphological analysis results of “Jt X A”.
ot ZEREEEE AL NE A R o < I < )
S A S Z R N S o

does whatever is implied in the base. Therefore the words “f#7¥EZ5” mean a

mobile phone. With Mecab, we can obtain parts of speech of the words. For

example:
o BHE
ot A e e R A A A2 A
s T, A 2 e < R T D T D

Following our criterion, if among the parts of speech “A4” appears and the
user name are only constituted by such words, we say that the user is a typical
Private user. Some examples of analysis results are listed in Table 2 and

Table 3.

We randomly collected 12,533 private user accounts and crawled 5 tweets from

each account through Twitter API. Table 4 Shows details of our first dataset.

13



Table 4. Details of the first dataset

News Commercial Private
#Tweets 38,441 50,580 62,667
#accounts 10 10 12,533

3.2.2 Corpus based on Twitter lists

In the first approach to form corpus, we only used 10 typical user accounts for
news and commercial categories which may result in biased training because of
insufficiency of typical user accounts. Aiming to achieve a sufficient number of
typical users, in the second approach we attempted a simple iterative algorithm,
label propagation on Twitter graph of users and lists to increase the number of

typical users of News and Commercial category.

A Twitter list 1s Twitter’s way of allowing any users to organize users they
follow into groups. When click to view a list, we can see a stream of tweets from
all the users included in that group, or “list”. Lists help you organize people in
ways that make sense to you, and help improve the signal to noise ratio of
Twitter. You can call them whatever you like by naming the lists, and can add or
remove people at any point. Examples of lists include: News, Earthquake
Experts, Celebrity and so on. From homepages of Twitter users, we can figure out
details of lists the users are gathered in. Let’s take @asahi for an example

(Figure 5):

14
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Figure 5. A list which @asahi is gathered in.

The List named “= =— 2" in Figure 5 is created by a user “ % %”, When we
pay attention to other users in the list, we found that they are all related to news.
Besides this list, we can see this characteristic from other lists. This
characteristic supports our approach. The ground for us to use Twitter list is that
Twitter user are used to organize users holding some characteristic in common
into one list. Therefore we suppose the lists into which typical users are gathered
may contain other typical users belonging to the same category.

For the second dataset, we aim to collect 100 typical users from 10 seeds we

had by the label propagation algorithm for news and commercial categories.

3.2.2.1 Snowball sample of Twitter lists

First, we employed snowball sampling (introduced in [14]) to collect a bunch of

users that may share the same characteristics with the 20 typical users (News
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Table 5. Seeds of News and Commercial categories.

News @mainichijpedit, @yomiuri_onlie, @YahooNewsTopics, @asahi,
@livedoornews, @nikkeitter, @newsheadline, @googlenewsjp,

@gnewsbot, @4 Tnews

Commercial | @kaimonosuki, @Chris7Brown, @kadenbest, @ichichoou

and Commercial categories) in common.

For News and Commercial categories, we picked up a number u, of seed users
from typical users we have (Table 1). Because some users are not gathered in any

list, we abandoned such users. The users used as seeds are as follow in Table 5 .

Next, we selected some keywords based on their representativeness of the
news and commercial categories by hand as following:
e News: news, —=—2A
e Commercial: sale, commercial, shop, goods, spam, t—/\, ~ 3 v/ 7 v X,

AN A, PEdn, WO, @ik, "

As we mentioned before, we can obtain information of lists in which a
particular user is gathered in, and lists which a particular user created. With
seeds and keywords, we performed a snowball sample of the graph of users and

lists (Figure 6) to get a bunch users related to the seeds.

First, we crawled all the lists in which seeds contained. Next, we chose lists 1,
whose name matches at least one of the keywords for News (if News seed) or
Commercial if Commercial seed) category. For instance, @asahi is on lists called
“web service” and “news”, but only the “news” list will be kept for next process.
We then crawled all users contained in the lists l,. As soon as we got the users

u,, we repeated the first step to complete the snowball sampling.
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Figure 6. Snowball sampling on users and lists.

In total, we crawled:
e News: 1228 users, 5267lists

e Commercial: 1688 users, 3042 lists

3.2.2.2 Label propagation on graph of users and lists

Although the snowball sampling is convenient for crawling users, it also has

some disadvantages.

When users create a list, they may sometimes choose a user account without
taking its representativeness of the list into account so that such. And we are not
interested in such user accounts. For instance, @asahi is gathered in a list named
“@hrk107/= =.—A” and there are other 6 users in the list. However, some users
don’t share the same characteristic with @asahi as a news account, such as the
user “@atcosmenet” is gathered in the list which posts commercial tweets on
cosmetic. Moreover, we are not interested in user accounts that post irrelevant
tweets to the category frequently. For instance, @RakutendP, the official Twitter

account of a business to customer electronic commerce site, posts commercial
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tweets, but many of them are noise tweets such as chats with customers, greets
and so on. Here we show some examples of them.

o TUFru—ZHTWEETELL, SFELIALIBBMNWZLET

o RUIRHWHOENHITRS BR<EY £ Lha " 7

o OEREHYMNELEITEIVET T TRLIATTEEM LR UL - -

At last, snowball sampling is also potentially biased by our particular choice of

seeds and keywords.

In order to solve these problems and obtain typical user accounts, we exploited
a simple iterative algorithm, label propagation on graph of users and lists. The
goal of process is to obtain users highly related to seeds by calculating correlation
weight between seeds and the other users we crawled after snowball sampling.
Label propagation, introduced in [15], is a semi-supervised learning method
which uses a few seeds and relations between all the examples to label a large

number of unlabeled examples.

Here we have users linked by lists and each user is influenced by the lists in
which they are appeared. Therefore we can user label propagation algorithm to
spread label distribution from a small set of seeds with the initial label
information (news or commercial) through the graph. Label distributions are
spread across a graph G =1{V, E, W} where V is the set of n users, E is a set of link
between users and lists and W is an n X n matrix of weights which we define as

times every 2 users appearing in the same list simultaneously.

The algorithm proceeds as follow:

1. For news and commercial categories, separately assign a n X n matrix T with
times every 2 users appearing in the same list simultaneously, where n is the
number of users. And then we assign another n X ¢ matrix Y with the initial
assignment labels, where ¢ is 2 (for News category, there are two kinds of

labels: News or not News / for Commercial category, there are two kinds of
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labels: Commercial or not Commercial). For seeds, initial labels will be (1, 0)
while other will be (0.5, 0.5).

Propagate labels for all users by computing Y = TY

Row-normalize Y such that each row adds up to 1

Reset labels of seeds to be original values (1, 0).

ook W

Repeat 2-5 until Y converges.

Through label propagation proceeds, we got the converged Y matrix with
values of correlation between seeds and other users. The bigger such values are,
the higher the possibility to be a typical user will be. So at last, we select typical
users up from the users in the matrix. We check tweets such users post and pick
up them only most of their tweets belong to the supposed category. We stopped
selection until we obtained 100 typical users separately belonging to news and
commercial categories. In Figure 7, cumulative distribution of typical users
among all the users for the two categories, shows the effectiveness of label

propagation.

We succeed to acquire 100 news user accounts and 98 commercial user
accounts. For private category, we selected 196 users from the first corpus. At
last we crawled up to approximately 200 tweets from each typical user account to

form our second corpus. Table 6 shows the details.
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Figure 7. Cumulative distribution of typical users among all the users.

Table 6. Details of our second dataset.

News Commercial Private
#Tweets 23,683 20,068 23,263
#accounts 100 98 196
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4 Training the classifiers

Classification is the task to choose a correct label for a given input. A classifier

is called supervised if it is built based on training corpora containing the correct

label for each input. The framework used by supervised classification is shown in

Figure 8 [16].

(a) Training
label > Machine
learning
> Feature _)I | > alforithm
[ extractor I I I I I
features
mput
(b) Prediction
— Feature 9' | > Classifier
[ extractor I I I I I model

features

input

label

Figure 8. The framework of supervised classification.

Supervised classification has two parts:

e During training, a feature extractor is used to convert each input value to a

feature set. This process, which captures the basic information about each

input that should be used to classify it, is call feature extraction. Pairs of

feature sets and labels are fed into the machine learning algorithm to

generate a model. Therefore during this process, whether we are able to

extract appropriate features or not will be the key.

e During prediction, the same feature extractor is used to convert unlabeled

inputs to feature sets. These feature sets are then fed into the model, which

generates predicted labels according to the training sets.
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4.1 Features extraction

Since we had formed corpora, we extracted features from them to train 3-class

classifier. Following work on document classification, we extracted ordinary text

features as well. Besides them, we tailored some are that are specific to the task.

At first, we performed some preprocess before extracting features in order to

clean the data.

Filter — we removed cited text from a retweet. A retweet is supposed to help
user quickly share other users’ tweet with their followers, adding comments
or not. In our work, this process helps us prevent from repetition of
retweeted tweets.

Removing stopwords — by using Mecab, we removed words including

particle, aux, symbol, noun-pronoun, noun-affix , exclamation.

And then, we extracted features following document classification:

Constructing bag of words (BOW) model — BOW model is a simplifying
assumption user in natural language processing in which a text 1is
represented as an unordered collection of words, disregarding grammar. We
first performed morphological analysis on each word by Mecab, and then
represented tweets by words analyzed.

Parts of speech - In grammar, a part of speech is a linguistic category of
words (or more precisely lexical items), which is generally defined by the
syntactic or morphological behavior of the lexical item. Common linguistic
categories include noun and verb, among others. Using Mecab, we can

acquire information on parts of speech of each word, split into several
layers. For instance, parts of speech of “811” will be “44 i, [E 4 44 7, Hiulgk, —

LY

$”. And we use the former two parts of speech as features such as “%Fl”
and” [EA 4G

Polarity items — polarity items are defined as negative polarity items or
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positive polarity items. Here we used a Japanese polarity dictionary

exploited by researchers in Nara Institute of Science and Technology*.

Since our work 1s performed on Twitter, a social Microblog, we extracted some

specific features for our work.

User property information — since Twitter is a social microblog, it has a
feature allowing users to subscribe to other users’ tweets as a follower.
According to rules of Twitter, if you follow someone, he(she) will be regarded
as your friend while if you are followed by someone, he(she) will be
regarded as a follower. We extracted information on friends and followers of
each user and logarithm value of number of friends and followers are used
as features.

Url domain — Twitter allows users to share url links in tweets, which are
converted into shortened ones. We managed to reverse them back to
original ones and extracted domain of them as a feature. For instance: now
we have a shorten url “t.asahi.com/5foy”, and then we succeed to reverse it
into “http://www.asahi.com/science/update/0201/SEB201202010014.htm]”.

At last we extracted domain from it “www.asahi.com”.

4.2 Classifiers

We trained two kinds of classifiers: support vector machine(SVM) and label

propagation.

4.2.1 Support vector machine

SVM is a concept in statistics for a set of related supervised learning methods

that recognize patterns. The standard SVM takes a set of input data (training

data and test data) and predicts, for each given input (test data) , which of two or

more possible classes forms the input, making the SVM a non-probabilistic

4 http://cl.naist.jp/index.php
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classifier. Given a set of training examples with features, each marked as
belonging to one of the categories, an SVM training algorithm builds a model
that assigns new examples (test examples) into one category or others. An SVM
model is a representation of the examples as points in space, mapped so that the
examples of the separate categories are divided by a clear gap that is as wide as
possible. New examples are then mapped into that same space and predicted to

belong to a category based on which side of the gap they fall on.

Support vector machine is a popular classification technique [17]. We use
liblinear®, a library for large linear classification. Our input data are sets of
vectors and each element in the vectors represents a feature.

e BOW, parts of speech, polarity item and url domain — if the feature presents,

the value is 1, otherwise it is 0.
e User property information — the value of friend and follower features are

logarithm value of number of friends and followers.

4.2.2 Label propagation

As we introduced, label propagation is a semi-supervised learning method that
can be trained to classify tweets. The proceeds of classifying tweets are almost
consistent with classifying users but three differences exist as following:

e Inthe graph G =1V, E, W} where V is the set of m tweets, W here represents
an m X m matrix of weights which we define as number of words every two
tweets share in common.

e We assign m X ¢ matrix Y with the initial assignment labels, where ¢ is 3
(News, Commercial and Private). For News, commercial and Private seeds
respectively, initial labels will be (1, 0, 0), (0, 1, 0) or (0, 0, 1) while initial
labels of other test tweets will be (0.33, 0.33, 0.33).

e In converged matrix Y, for each tweet the biggest one among the three label

values determines which category the tweets should belong to.

5 http//www.csie.ntu.edu.tw/~cjlin/liblinear/

24



4.3 Evaluation measure

We use four indicators to evaluate the performance of the model.

Accuracy: It represents how many the label of test tweets are assigned by the
model correctly.

N(correct classified tweets)
N(all tweets)

Accuracy =

Precision: In the field of information retrieval, it is the fraction of retrieved
documents that are relevant to the search.

|{relevant tweets} N {retrieved tweets}|

Precision = -
|{retrieved tweets}|

Recall: In the field of information retrieval, it is the fraction of the documents
that are relevant to the query that are successfully retrieved.

|{relevant tweets} N {retrieved tweets}|

Recall =
relevant tweets

F-measure: A measure that combines precision and recall is the harmonic

mean of precision and recall.

F = 2 X precision X recall/(precision + recall)
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5 Experiment and evaluation

Our experiments consist of next variants.

e Performance comparison between SVM and label propagation
e 5-fold cross validation of the two corpora
e C(lassification experiments on test tweets

Performance comparison among features

Experiments exploiting over sampling method

5.1 Comparison on SVM and label propagation

At first, we simply compared the performance between SVM and label
propagation. We performed it on corpus2, using the BOW feature. The results are
presented in Table 7. As we see from the table, SVM performs much better than
label propagation method almost by 7%. Therefore, we determined to trai SVM

classifier for our following experiments other than label propagation.

5.2 5-fold cross validation on corpora

Next, we examined the performance of our two corpora by 5-fold cross
validation which is a technique for assessing how the results of a statistical
analysis will generalize to an independent dataset. We set two restrictions on
5-fold cross validation:

1. Users of training and test tweets are not reduplicate. For instance, if in some
fold cross validation @asahi appears in users of training tweets, there won’t
be any tweet posted by @asahi in test tweets.

2. Time period of test tweets comes after training tweets. The reason for this

restriction is that we try to train classifiers to predict labels of later tweets.
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Table 7. Performance comparison between SVM and label propagation.

Accuracy Precision Recall F1
SVM 0.828 0.817 0.817 0.817
LP 0.758 0.745 0.718 0.731

Table 8. Results of 5-fold cross validation on corpusl.

Accuracy Precision Recall F1
I 0.859 0.784 0.841 0.812
IT 0.901 0.893 0.891 0.892
111 0.895 0.907 0.884 0.895

5.2.1 5-fold cross validation on corpusl

The results of experiments on corpusl are showed in Table 8. In the table,
e [-BOW
e II - BOW + In(friends) + In(followers)
e III - BOW + In(friends) + In(followers) + domain.

Values showed in the table are mean value of the 5-fold cross validation.

As we see from the table, we acquire high accuracy that is more than 0.85 and
the F-measure value are over 0.80 as well. And we figured out that classifier
using features of BOW and user information performs best among the three
classifiers. When we did deeper analysis on each fold cross validation, we found
recall value of Commercial category is not stable and low compared with other

two categories in Figure 10.
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Figure 9. Precision in each fold cross validation on corpusl.
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Figure 10. Recall in each fold cross validation on corpusl.

For instance, recall values of fold-4 and fold-5 in Commercial category are only
about 0.50. Meanwhile we figured out that many Commercial tweets are easily
incorrectly assigned to Private and News category respectively which results in

low precision value of fold-4 in Private and fold-5 in News category.



5.2.2 5-fold cross validation on corpus2

Table 9. Results of 5-fold cross validation on corpus2.

Accuracy Precision Recall F1
I 0.828 0.817 0.817 0.817
II 0.875 0.873 0.873 0.873
III 0.827 0.831 0.842 0.836

We did the same experiment as we did on corpusl (Table 9).
e [-BOW

e II- BOW + In(friends) + In(followers)

e III - BOW + In(friends) + In(followers) + domain.

As we see from the table, we acquire high accuracy and F-measure value as
well like experiment on corpusl. And we also figured out that classifier using
features of BOW and user information performs best among the three classifiers.
When we focused on precision and recall value of each fold cross validation, we
can see that recall value of Commercial category is stable (Figure 11 and Figure

12).
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5.3 Classification experiments on test tweets
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m fold-5

m fold-1
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= fold-3
m fold-4
m fold-5

In the following experiments, we will show results of classification on test

tweets that are labeled manually.

5.3.1 Test tweets



We crawled test tweets from Twitter with 10 hot keywords in 2011,which are
released by NEC Biglobe$: AKB, %3 (lecture), CM (commercial message), i
(earthquake), #& /=& (fukushima), NHK, U . t°— Z (onepiece), 7 — *
(noodle), ¥ v #1— (soccer), #HL (train). These keywords belong to different
genres and we chose them randomly. Then we crawled about 150 tweets

randomly by each keyword.

Since we have collected the test tweets, labeled them will be our next work.
The test tweets are all labeled by 3 Japanese master students.
But before the labeling work, we had to confirm whether they have good

agreement on the criterion of deciding the category of a tweet or not.

At first, we prepared a small dataset D, of tweets which contained about 250
tweets collected by the 10 hot keywords. We set several demands for them to
label:

e Follow definition of each category.

e Assign only one label (News, Commercial or Private) for one tweet.

e When labeling, first judge whether the tweets are Commercial or not, and
then News, and at last Private. We made such order because of the difficulty
of judging each category.

e Refer to the profile of users and pages of url link written in the tweets.

After they labeled the small set of tweets, here we calculated the Kappa value
to evaluate their rate of concordance. Kappa value is a statistical measure of
Iinter-rater agreement for categorical items. It is generally thought to be a more
robust measure than simple percent agreement calculation since k value takes

Into account the agreement occurring by chance.

Suppose two raters (A and B) are asked to classify objects into categories 1 and 2.

The table below contains the number of objects p;; labeled i by rater B while

6 http://tr.twipple.jp/2011_top.html
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Table 10. An example to explain Kappa coefficient.

1 2 Total
1 P11 P12 P1«
2 P21 P22 P2«
Total Ps1 P2 P

labeled j by rater A (Table 10).

To compute Kappa, you first need to calculate the observed level of

agreement.
Po = P11 T P22

This value needs to be compared to the value that you would expect if the two

raters were totally independent,
Pe = Ps+1 X P1x + Psz X P2«
The value of Kappa is defined as:
Po — Pe

" 1-p.
And there is a acknowledged interpretation of Kappa value: Poor agreement =
less than 0.20; Fair agreement = 0.20 to 0.40; Moderate agreement = 0.40 to 0.60;
Good agreement = 0.60 to 0.80; Excellent agreement = 0.80 to 1.00.

In our work, there are 3 people to label the tweets, so we calculated Kappa

values of each two people and calculated mean value of them (Table 11). The

mean value is 0.67 which means there is a good agreement among the raters.
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Table 11. Kappa value of the 3 raters.

A B C
A 1 0.77 0.55
0.77 1 0.68

C 0.55 0.68 1

Table 12. Number of tweets in test tweets dataset.

Tweets News Commercial Private

1605 248 39 1318

Since the three raters have good agreement, it’s acceptable for them to label

our test tweets which contains about 1605 tweets showed in Table 12.

5.3.2 Performance comparison between corpusl and corpus2

In the following experiments, we exploited many kinds of combinations of the
features and we did comparison experiments on corpusl and corpus2. The
features we exploited are following:

e [-BOW

e II - BOW + parts of speech

e III - BOW + parts of speech + polarity

o IV —BOW + parts of speech + polarity + In(friends) + In(followers) + domain

Our experiment results are showed in the Table 13 and Figure 13.
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Table 13. Results of performance comparison con corpusl and corpus2.

Accuracy I II I11 1AY Mean
Corpusl 0.814 0.814 0.816 0.828 0.822
Corpus2 0.803 0.813 0.813 0.841 0.817

0.850

0.840

0.830

0.820

0.810 -

0.800 ~

0.790 -~

0.780 -
corpusl corpus2

®E BOW m BOW+POS m BOW+POS+poalrity ® BOW+domain+user+POS+polarity

Figure 13. Results of performance comparison on corpusl and corpus2.

Here we use accuracy to evaluate our experiments. In Table 13 and Figure 13,

we list each value of accuracy under each combination on corpusl and corpus2.

As we can see from the results:

1

2.

3.

. Our two classifiers trained by corpusl and corpus2 both acquired high
performance of an average accuracy value more than 0.80.

As we exploited more and more complicated features, the value of accuracy
did go up which means that not only the linguistic features, but the
distinctive features of Twitter are effective as well.

Although classifiers trained by corpusl and corpus2 both performed well,

classifierl seems to perform better than classifier2 by 0.05 at average value of

35



accuracy. When we look at the case of best performance for corpusl and
corpus2, there is no any difference between them. Therefore we conclude that

classifiers trained by corpusl and corpus2 have nearly equal performance.

5.3.3 Experiments exploiting over sampling method

The performance of SVM drops significantly while facing imbalanced datasets.
Some studies have pointed out that it is difficult to avoid such decrease when
trying to improve the efficient of SVM on imbalanced datasets by modifying the
algorithm itself only. Therefore, as the pretreatment of data, sampling is a
popular strategy to handle imbalance dataset problem since it re-balances the
dataset directly. In our work, we tried to perform the over-sampling method to
improve the efficient of SVM. The method proceeds as follow:

I. Set the small dataset D, containing 250 tweets as a development dataset to
tune the parameter of penalty ¢ in SVM.

II. Perform 5-fold cross validation on our dataset of test tweets adding corpusl
and corpus2. In each classifier training process, we use the penalty ¢ which is
tuned on the small dataset D,.

II.1 Perform 5-fold cross validation on test tweets only.

II.2 Perform 5-fold cross validation on test tweets adding corpusl and
corpus2 respectively. In this process, we adjust the size of corpusl and
corpus2 in order to keep the proportion of the three categories in test
tweets.

I1.3 Increase the size of test tweets to 5 times size by the oversampling
method (copy the original tweets). Then perform 5-fold cross validation
on test tweets adding corpusl and corpus2 respectively.

II.4 Increase the size of test tweets to 10, 15, 20 and 25 times size by the
oversampling method. Then perform 5-fold cross validation on test

tweets adding corpusl and corpus2 respectively.

We will show the results as follow:
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Figure 14. Results of oversampling method exploiting BOW.
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Figure 15. Results of oversampling method exploiting BOW + POS +polarity.
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Figure 16. Results of oversampling method exploiting BOW + POS +polarity

In(friends) + In(followers) + domain.

As we can see from the three figure (from Figure 14 to Figure 16) that, as we
amplify the size of the test tweets, the value of accuracy in each figure has gone
up which means over sampling the original test tweets can help improve efficient
of the SVM classifiers. The objective to dissolve the gap of quality between
manual corpus and automatic corpora by over sampling is carried out. In the
next Table, I will show the confusion matrix of the best case (in Figure 16, train X

25+corpusl) to show the details of the classified tweets.

Table 14. The confusion matrix of the best case.

M News  Commercial  Private

News 35 1 5

Commerecial 0 3 0
Private 15 4 259
Amount 50 8 264

We can see from the table, about 70%of the News and 37.5% of the Commercial
tweets are correctly classified which shows our methods have good performance.

But the Commercial tweets are still hard to classify correctly.
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Discussion

In our experiments, we found that many Commercial tweets are classified into
other two categories, especially the News category, which results in low recall
value of Commercial category and low precision value of News and Private

categories. We have two interpretations to explain this problem:

e Although we restricted that one tweet only can be assigned one label, some tweets
simultaneously have characteristics of news and commercial tweets. For instance: « [T
FIBAME] Vo B —A DPCF VU —X§E6H | h=—Fh=— F3 v/— U=
A A \er. http://t.co/rAO57pr” is a Commercial tweet in our dataset, meanwhile it can
be regarded as a news of a product release. Actually, it’s more suitable to actual
circumstances if we can assign a tweet by two labels.

° Tweets are so small in text size that it’s hard to classify them by contents of the tweets.
In our work, we exploited features of number of user’s friends and followers, but in the
datasets number of accounts in each category is imbalanced. Accounts of Private
category are more than that in News and Commercial categories, which may cause a
bias in the classification.

What’s more, some News and Private tweets are misclassified to each other for
some of them share overlapping characteristics. For instance, experiences of
people sometimes can regarded as news like “BE K | 77 U AN #ELZES
DN S REEE PR O SMANZ I LU MBI 5 D . S BT 7 AL R OBEEEAS VB & i
& L7z !”. In some cases, it’s hard to make a distinction between News tweets

and Private tweets.

At last, we build a tool to show the result of labels which each tweet is assigned
by, From , I show classified tweets collected by keywords “H#1Z”, ’AKB” and "CM”.
From classified tweets showed in the News and Commercial categories, we

succeed to classify some public information into the two categories.
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Figure 17. Classified tweets collected by “HizE".
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Figure 18. Classified tweets collected by “AKB”.
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Figure 19. Classified tweets collected by “CM”.
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6 Conclusion and future work

Twitter is an ideal environment for the dissemination of public information
directly from the news source to the geographical location of events. Some of
them contain important and valuable information for public. They include
disastrous events that public are concern about such as storms, fires, traffic jams,
riots, heavy rainfall, and earthquakes. They also include some big social events
such as parties, baseball games, and presidential campaigns. However, tweets
are so messy even on the same one subject that public information is hard to
provide directly for people. Therefore, in the research, we propose a new concept:
Information Publicness. According to the content, we can divide tweets into two
parts: tweets with publicness and tweets without publicness. We name tweets
without publicness “Private tweets”. And we subdivided tweets with publicness
into two parts: tweets for profit and tweets for non-profit, which we call
Commercial and News tweets respectively. In order to support user’s searching
on Twitter, we set a task that is how to classify tweets based on information

publicness: news, commercial messages and private tweets.

In our research, we focus on approaches of collecting automatic corpora for
training classifiers. We proposed two approaches: one is based on a small number
of typical Twitter user accounts, and the other one is an expansion of the first one
that is based on Twitter lists using label propagation respectively. Using the
corpora, we built classifiers, which are able to determine news, commercial and

private tweets.

Experiments evaluations show our proposed techniques are effective. As we
exploited more and more complicated features, the value of accuracy did go up
which means that besides the linguistic features, especially the distinctive
features of Twitter are effective for achieving the best accuracy in the
experiments. And in the experiments exploiting over sampling, over sampling the

original test tweets can help improve efficient of the SVM classifiers. The objective to
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dissolve the gap of quality between manual corpus and automatic corpora by over

sampling is carried out.

For the future work, we can develop our study to classify tweets into more
specific categories. For instance, the Private category can be subdivided into two
categories: experience of people and thoughts (opinions) of people. As we all know,
detecting what the people are thinking and their will is useful for marketing,

social investigation and so on.

Also, we can consider methods to improve efficiency of classification on

imbalanced data.
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