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ABSTRACT

Precise and accurate 3D model of a road structure is the basic infor-
mation which can be utilized for various purposes, such as safety
measures, 3D navigation, driving simulation, and reference data for
autonomous driving. Generally, the 3D model of a tunnel where GPS
signal is not available has been constructed based on positioning us-
ing gyro sensor, however, error accumulation becomes a considerable
problem in the case of long tunnels. We propose a method to obtain
geometrically optimal whole structure of a tunnel:(1) Acquire a set of
partial structures by static scanning using a laser range sensor, which is
mounted on the roof of a survey vehicle, and align them by 3D match-
ing using edge feature.(2) Fix the absolute position of the data for both
ends of the tunnel by GPS and align the rest data again. By applying
this method, we succeeded to create the 3D digital model of Kanaya
Tunnel in New Tomei Expressway, whose length is 4.6 km.

For the comparison and evaluation of modeled tunnel, we present a
system to evaluate the quality of the modeled tunnel comparing with
the 2D CAD blueprint. This system can be described as following
steps:(1)Extract the boundaries both from CAD blueprint and mod-
eled tunnel to a 2D plane.(2)Transform the coordinate of modeled tun-
nel to the same coordinate as CAD blueprint.(3)Calculate the closest
distance between the modeled tunnel boundaries and CAD bound-
aries.(4)Calculate the middle line of two data boundaries, and calculate
the curvatures of both middle line, finally compare the curvature graph
with the closest distance graph.

We succeed creating a dense model of actual tunnel with a length of
4.6 km by geometric process. For the error evaluation, we did the cur-
vature calculation and closest distance calculation. The closest distance
of our modeled tunnel with 2D CAD data is about 50 centimeters on
the west side, about 20 centimeters on the east side and about 4 meters
around the big curve in the middle of tunnel. From this result ,we have
three assumptions about the error factors, which can be described as
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follows, the uncertainty in central part, the rotation error around the
big curve during the local alignment process, and the GPS positioning
errors accumulated in the simultaneous alignment. From curvature
analysis, we can see that the largest error is at the central part, and the
error rate is about 0.1 percent, also the GPS points should not be fully
fixed in global alignment. About our future work, we plan to increase
our modeling accuracy and reduce errors at three parts. For data ac-
quisition, we want to increase more density of our raw data, for local
alignment, we want to use more other features besides edges for local
alignment to reduces accumulated errors, lastly, for global alignment,
we want to allow some freedom for GPS points to move slightly.
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Chapter 1

Introduction

1.1 Background
Precise and accurate 3D model of a road structure is a basic informa-

tion which can be utilized for various purposes, such as safety measure
and its verification, 3D navigation, driving and noise simulation, and
reference data for autonomous driving in the future, etc. Especially a
tunnel zone is dark and narrow, and gives psychological suppression
to drivers. Once an accident occurs in a tunnel, it tends to take long
time for rescue and traffic control, therefore sufficient safety measure is
required.

Nowadays, 3D modeling of urban structure is actively done gen-
erally based on aerial survey and vehicle survey by self position, and
in some cases by matching sensing data with prior information such
as maps and landmark databases. However, things drastically change
in the case of tunnels, where GPS and aerial survey is completely un-
available.

The most popular solution for this is to obtain the self position by
filtering measurement values of on-vehicle gyro sensor and speedome-
ter [1], and quite a few cases is in practical use [2]. However, since this
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kind of method is essentially based on an integral of local measurement,
accumulation of error becomes a considerable problem in a tunnel of
kilometer-order length.

Although other kind method to use on-vehicle camera and apply
image processing such as factorization is known [5], it is not easy to sta-
bly and precisely extract and track feature points in a dark environment,
and the error accumulation is inevitable.

Another problem is, while using laser range sensor mounted on
the survey car as a data surveying and modeling device, the most
tradition method is surveying and modeling while driving such as
what Mitsubishi MMS do, in this situation, they can only obtain a
sparse source model, with less detail information.

Also, using prior information as [7] [8] is not reasonable, since it is
essentially difficult to construct prior map and landmark database, and
to uniquely match a series of quite similar scenes inside a tunnel.

In the case of this paper, we give priority to density and accuracy
of the model rather than efficiency, with reasonable quantity of human
work. We assume that a set of dense and accurate scans in a tunnel are
obtained by static surveys and they are aligned by geometric processing
without using external devices as a gyro sensor and a speedometer, and
finally they are corrected and geometrically optimized using global
information, where the accumulated errors are dispersed. The global
corrective information can be given by GPS at both end of the tunnel.

Also, a CAD drawing for the tunnel construction can be considered
to give global accuracy to some extent, however, it should be noticed
that the actual structure of the tunnel is not assured to be same as the
CAD drawing. One reason is that it only shows the most outer part in
a cross section of the tunnel and does not show the inner wall area with
some thickness, and will differ from the scanned data. Moreover, even
at the stage of construction, a tunnel shield machine can not strictly
follow the drawing, since the position of the machine digging forward
in a tunnel is surveyed by using a total station behind the machine, and
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the machine can not suddenly change the heading. It can be naturally
said that no one knows the true drawing or the 3D model of the tunnel
inside.

1.2 Related Works and Problems
Aerial survey is always being used for topography surveying or

historical remains. It is always used along with prior information to
survey and model the historical remains. Especially for ruined city or
building, a prior information is necessary. Sabry F and others from
National Research Council of Canada have ever created hundreds of
models from sites all over the world by using the prior information
and aerial scanning method[4]. They firstly construct the basics shape
such as columns and blocks from high-resolution digital images as
prior information, then they used laser scanner to obtain the geometric
detail from an aircraft and used the on-board GPS to record the aircraft
trajectory, finally they integrated the prior information with the scanned
geometric detail model. But for our object tunnel, neither the prior
information nor the aircraft with GPS can be used. So we need to find
out another way to do the modeling.

Mitsubishi Electric MMS system is a survey car system using laser
range sensor for modeling city and road, it is using GPS as their po-
sitioning device in the usual modeling situation, they also choose to
use a gyroscope sensor as the positioning device when they want to
build the model inside a tunnel, the MMS has been used for evaluate
the robustness of tunnel by the Transport and Tourism Kinki Regional
Development Bureau [2], the gyroscope sensor can not supply a very
precise position for the survey, so they can only evaluate the robust-
ness of the tunnel, not including very accurate position information.
Another example of MMS application is, the survey car mounted with
MMS is driving while the survey and modeling is proceeding, it has
been used for update the 2D road maps to 3D road maps by the Toyon-
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aka city of Oosaka[3], because the scan speed limitation of laser scanner,
they can only get a sparse model with less detail.

Our system overcame and avoided the problems existing in the
above examples, we will discuss our system in next section.

1.3 System Overview
In this paper, we present an actual case to construct a 3D model of

large-scale tunnel, where the structure can be considered as geometri-
cally ”optimal” and the error is dispersed, with reasonable quantity of
human work.

The structure of our paper is described as follows: Chapter 2 aims
to build a locally accurate raw model. We firstly extracted tunnel edges
as alignment features, aligned each pieces of the acquired structure
into a integrated tunnel by pair-wise alignment algorithm. Chapter 3
targets to reduce the accumulated errors that generated in the previous
step and globally revise the tunnel structure by using simultaneous
alignment algorithm with GPS constraint. Chapter 4 firstly introduces
the object tunnel and data acquisition equipments, then describes the
survey method we proposed, also, an algorithm to fill the holes on the
tunnel ground where the survey car originally stopped is presented.
The former three Chapters are the modeling part of our paper, modeling
procedure is subdivided into three main parts as shown in Figure 1.1.

After tunnel modeling, we evaluate our modeling result comparing
with the tunnel CAD blueprint. To do this work, in Chapter 5, fist we
give the detail introduction of 2D CAD data received from Central-
Nexco Expressway of Japan. Then we describe the detail procedure for
boundary extraction both from 2D CAD data and our Modeled tunnel.
Next we introduce how to do the coordinate transformation in order to
put the two boundary data into a same coordinate. Lastly we use the
k-d tree algorithm to do the closest distance search and calculate the
curvatures of extracted boundaries for accuracy evaluation. Readers
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Figure 1.1: Modeling Procedure

can see the final comparison result in the last section of Chapter 5.
Figure 1.2 is the process flow of the comparison and evaluation chapter.

In the conclusions chapter, firstly we discuss the possible reasons
of why the difference occurs between our modeled tunnel and CAD
blueprint. then for our future work, we plan to use three methods to
increase the accuracy of of work in data acquisition, local alignment
and global alignment respectively.
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Figure 1.2: Process Flow of Comparison and Evaluation
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Chapter 2

Local Alignment

Since we scanned the tunnel by using Stop and Go method, the
scanned tunnel data consisting of many segments along with their own
coordinate origin, we must align these segments into an integrated
one. However, most parts of the tunnel are similar in geometry as a
cylinder, especially in the axis direction, which will possibly lead to
mismatching. Besides, the point cloud data of a long tunnel tends to be
quite huge, which will obviously affect the processing speed to align
them. So we extracted geometric features from each data, and used it
for the pair-wise alignment.

In this chapter, the first section introduces some existing method for
pair-wise alignment, section two describes the edge based extraction
we proposed, the final section introduces the pair-wise alignment by
using the extracted edges in previous section.

2.1 Sequential Alignment
The sequential alignment aims to build the homology between two

or more polymer structures based on the three dimensional conforma-
tion and their shape [41]. This method is widely used in two areas. First
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is bioinformatics, for DNA,RNA or protein identification. The other is
for 3D range image alignment.

For range image alignment, sequential method focus on two range
images one time, and align one range image to another. After finish
aligning one pair, a new pair including one of former range images
becomes the next alignment object pair. By using this method, each
new pair coordinate is based on the former aligned image coordinate.
This alignment work proceeding repetitively until all range images are
aligned.

To align two similar range images, many methods have been pro-
posed. We can use two range images one time and estimate the relative
position for the two images by calculating. The most famous two
method is the ICP(Iterative Closest Point) method proposed by Besl
[15] and the method proposed by Chen [16]. It is often used to recon-
struct 2D or 3D surfaces from different scans. The ICP algorithm aims
to find the closest corresponding points in two range images, in order to
minimize the nearest distance between the two closest points, calculate
the transformation matrix of the range images, by looping calculating
the transformation matrix, the position relationship can be calculated.
In the other side, Chen calculates the normal line of mesh, to mini-
mize the distance between point and the mesh, Chen try to find the
transformation relationship. Besides, there are other methods which
also using ”projecting along view line direction” method to find the
corresponding point in other range image such as G.Blais proposed in
[17]. We must notice that ICP sometimes have mismatching problem,
and it is easily influenced by noises in range images, to solve these two
shortages, random sampling and LMEDS(Least Median Squares Esti-
mation) methods were proposed [24], this two methods has a higher
robustness than ICP.

Because the sequential alignment tends to align two images one
time, it has a low computational complexity and need less memory,
so this method is widely implemented by range image alignment, we
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also used the sequential alignment method for our raw data alignment
work this time.

2.2 Edge Extraction
Actually without extracting the features of tunnel, we can also align

each segment into an integrated tunnel by using pair-wise alignment,
but there are two problems if we align the tunnel directly. (1)The similar
features between two nearby segments are not easy to distinguish, so
the mismatching problems may occur sometimes. Before we exact the
edges as alignment features, we actually align the tunnel for attempting,
but the result was not good, shifting and distortion happened after
mismatching. Figure 2.1 shows an example of mismatching. (2)The
second problem is, the original data size is too huge after we scanned,
the total size of the 142 scanned tunnel is about 100GB, so one scan data
is about 800MB, it requires a considerable system memory and CPU to
implement the alignment process smoothly.

To reduce mismatching and redundant data for the alignment, we
extracted edges as features. In fact, edges on the tunnel wall are not
the only feature for alignment, other objects can also act as features
such as scavenging ports, emergency lamp, traffic lane, etc. In this
paper, for convenience, we extracted edges as our alignment features.
In this case, only the surrounding area of 3D edges will be used for the
alignment. After this step, the matching point pair for alignment will
be reduced obviously, so the alignment can also become more efficient.
The extraction procedure is shown below:

• Extract 3D edges from the scanned data (Figure 2.2(a)).

• Map the 3D edges onto a virtual sphere whose center is at the
sensor position (Figure 2.2(b)).

• Re-map the expanded edge back to the original place and extract
the surrounding area of edges (Figure 2.2(c)).
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Figure 2.1: An Example of Misalignment. (a)Inside View (b)Side View
(c)Bottom View

The output data of range sensor are the collection of 3D points of
the object surface, and these continuous points can be considered as
many small meshes. We firstly find the normal line of each mesh and
then calculate the difference between each two nearby meshes. If the
result is larger than a threshold, the two meshes can be considered as
3D edges: the highlighted line in Figure 2.2(a).

However, some places on the ground were also mis-extracted as
edges, and because some edges on the wall were too thin or too sparse
to discriminate, they can not be recognized easily. In order to correctly
extract edges and to ensure the corresponding pair, we need to do the
edge expansion process as Figure 2.2(b).

We do not expand the edges on the surface of meshes directly. In
the first step, we mapped the edges onto a sphere surface. Then we split
the surface of sphere into regular icosahedron, and subdivided them
into 5,242,880 triangle patches Figure 2.3, find the nearby pair patches
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Figure 2.2: (a)Edge Detection (b)Edge Mapping (c)Remap Edges
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mapped with edges.

Figure 2.3: Virtual Sphere

Lastly, the expanded surrounding patches of edge should be re-
mapped back to the original data. This process is done by the rendering
function of OpenGL, which can be finished in a high speed. Note
that the data directly under the sensor has high density, even if small
difference occurs when surveying, the direction of normal line will
also be changed, then the detection of edge will also become error. In
order to avoid this error, we calculated the distance between road and
eliminated the road if it is under a certain threshold. After these steps
only edges were extracted and the data size also has been reduced
to around 10 percent of original data. Figure 2.2(c) shows the result
feature after edge extraction.

After edge extraction, the most obvious thing is, the source data
size was reduce to 10 percent of the original data from 100GB to about
10GB as shown in Figure 2.4. This time we can align the pair tunnel in
the next section easily and speedy.

2.3 Edge Based Alignment
The range image taken by range sensor contains the distance infor-

mation between object and laser sensor, so the origin of coordinate is at
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Figure 2.4: Data Size Reduced Obviously

the sensor position. In order to express the aligned multiple data, the
coordinate relationship must be calculated and all the data coordinate
should be transformed into a same coordinate system. To express all
of the data into a same coordinate system, it is necessary to know the
position of range sensor.

We used the fast simultaneous 3D-3D matching algorithm for the
alignment that we have ever proposed in [9] [10]. Certainly we can
find same features and corresponding points in the adjacent data for
alignment feature. By doing this alignment work repetitively, we can
get a whole tunnel in the same coordinate system. The procedure of
the matching method is listed below.

• Set the nearby two range images as a pair.

– Search the corresponding point of all peak point.

– Calculate the difference between the corresponding point.
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• In order to minimize the difference, calculate the rotation and
translation between the range images.

• Apply the rotation and translation to each range image.

Below function means to minimize the Euclidean distance between
the corresponding points. R means rotation matrix,

−→
T means transla-

tion vector, −→xi and −→yi means points on each range image. The appro-
priate R and

−→
T value can be solved by iterative numeric computation.

min
R,T

∑
i

|R−→xi +
−→
T − −→yi | (2.1)

Figure 2.5 shows the schema of edge based alignment, we can see
the pair tunnel were aligned well without apparent dislocation. By
using this kind of method repetitively, we aligned all of the 140 scans
into an integrated tunnel with a local alignment coordinate system.

Figure 2.5: Edge Based Alignment
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Chapter 3

Global Alignment

After the edge based alignment, we obtained a locally accurate raw
tunnel model including the accumulated errors. We can see the aligned
tunnel shape is slightly different with 2D CAD blueprint as shown in
Figure 3.1. So we simultaneously aligned the tunnel with fused GPS
data.

3.1 Simultaneous Alignment

3.1.1 Traditional Method

The traditional pair-wish alignment such as ICP [15] can align two
range images at the same time, when there are more than two range
images need to align, by using ICP, it can align each pair of pictures, do
this pair by pair until all the range images have been aligned. But there
is a problem, by using this kind of method, errors occur in pair-wise
alignment and will be accumulated along with the increasing of image
numbers. To avoid this problem, the most traditional method is, try
to estimate the relative position relationship of all of the range images,
and then align all of the range images simultaneously. Neugebauer try
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to search the corresponding points along view line direction, and find
the distance of sum of squares between point to mesh from all of the
range images, then regard this result as error, linearize this least squares
method problem and get the final result [18]. Benjamaa proposed a
method based on what Bergevin proposed [19], he separate the vertex
along the normal line direction, and use multi-buffer for high speed
pair-wise alignment [20]. Nishino used the M estimation and proposed
a robust simultaneous alignment [21].

Though there are already many kinds of methods for simultaneous
alignment, all of them have a common problem, the computational
complexity is too huge. The ICP algorithm tends to search the closest
point from all vertexes, suppose there are totally N vertexes in both
range images, the computational complexity of corresponding point
searching is O(N2). To speed up the searching, kd-tree method also has
been proposed [37], in addition, to reduce the searching range, make
nearby points as pre-cache based on kd-tree method also being pro-
posed by D.Simon [23]. However, all the kd-tree based method has
a computational complexity of O(NlogN), it is still too huge for com-
puting. A method has been proposed using multiple resolution and
closest points searching, this method has a O(N) level computational
complexity [24], it is better than all the methods we mentioned previ-
ously, but it has a low speed of convergence, and it is difficult to use
multi-resolution for huge amount of range images, which hold different
resolutions. Another alignment method which has a O(N) computa-
tional complexity is proposed by Blais as we mentioned above [17], the
feature is to project points along view line direction, but it also has an
obvious problem, that the parameters for projection must be calculated
for each sensor or for each scan, it will take such long time and will also
generate additional complexity for computing.
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3.1.2 Adopted Simultaneous Alignment Method

After the edge-based alignment the ”locally accurate” raw tunnel
model can be obtained, including the accumulated errors in global.
Although [10] [11] can originally provide solution for the global opti-
mization, the simultaneous alignment, it requires so-called loop-closure
constraint to work properly, i.e. the model data at one side and the other
side should have overlap and can be aligned as a pair, which is not the
case of a tunnel. One idea for this problem is to give absolute position
and posture to the data at both ends, and then apply the simultane-
ous alignment method. By using this idea, we aligned all of the range
images of tunnel to one same coordinate system.

Figure 3.1(a) shows the top view of modeled tunnel after global
alignment by using pair-wise method in last chapter, Figure 3.1(b)
shows the top view of 2D CAD tunnel blueprint data which received
from Central-NEXCO. Apparently, the modeled tunnel after local align-
ment is quite different with the CAD blueprint, the most possible reason
is the accumulated errors. To correct the accumulated errors, we used
simultaneous method to align the tunnel.

Figure 3.1: (a)Tunnel after Local Alignment (b)2D CAD Tunnel
Blueprint

Fist we fix the two ends of tunnel, make it immovable, then we use
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our method to find the corresponding points on each pair of tunnel
segment, different with traditional pair-wish such as ICP, we do not
change the corresponding points to minimize the distance, we regard
the corresponding points as the right points, then search the nearest
distance between corresponding pair, and the most proper position of
the tunnel, this method can not accumulate errors because we distribute
errors in all tunnel segments when doing alignment. The schema for
our method is shown in Figure 3.2, A to R represent each segment of
the tunnel, exit and entrance are fixed.

Figure 3.2: Simultaneous Alignment Schema

The basic idea of our alignment method is similar with ICP, which
defines an error function, and estimate all of the range image positions,
the main procedure is described as below.

• Implement the below calculation to all of the range images.

– Search all of the corresponding points in B for all vertexes in
A as Figure 3.3.

– Calculate the errors between all corresponding points.

• To minimize the errors after calculation, calculate the transforma-
tion matrix.

• Loop first and second step until we get an acceptable result.

The corresponding points in the pair segments were searched before
alignment in Figure 3.3, we did not used the closest point searching for
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its huge computational complexity, we adopted the mesh projection
along view line direction method. We selected A,B as the pair segments,
make vertexes a,b,c,d,e, f ,g in A as original points, when we want to find
the corresponding points in B, we make a virtual line of laser range
sensor view and the vertex, extend the virtual line to the mesh in B, the
intersection points a,b,c,d,e, f ,g are the corresponding points we want.

Figure 3.3: Corresponding Points in Pair Segment

To evaluate the errors during alignment, we assume vertex x in
image A, y in image B, nx is the normal line of x, ny is the normal line
of y, the error evaluation equation can be defined as follows

RMn · {(Rsy + ts) − (RMx + tM)
}

(3.1)

n =
nx + ny∥∥∥nx + ny

∥∥∥ (3.2)

Here, Rm, tm is the rotation matrix and translation matrix of image A,
Rs,ts is the rotation matrix and translation matrix of image B. Extended
to all the vertexes in image A and the corresponding points in image B,
we can get the equation of square error ε2.

ε2 = min
R,t

∑
i, j,k

{
RMn · (Rsy + ts) − (RMx + tM)

}2 (3.3)

The rotation matrix R and translation matrix t is defined as follows.
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R =


1 −c3 c2

c3 1 −c1

−c2 c1 1

 (3.4)

t =
(
tx ty tz

)
(3.5)

Because Equation (3.3) is not linear, it is difficult to calculate, we
linearize (3) to the equation as below.

ε2 = min
δ

∑
i, j,k

∥∥∥Ai jkδ − si jk

∥∥∥2
(3.6)

For the calculation of transformation matrix, we can calculate d
based on method of least square in Equation (3.6). We can get the result
of d by calculating the linear functions.

(
∑
i, j,k

AT
ijkAi jk)δ =

∑
i, j,k

AT
ijksi jk (3.7)

If we aligned the tunnel without fixing the ends, the final aligned
result will become distort in all possible directions, for example, if we
aligned the tunnel from west to east, the errors will be accumulated
and the final result will also distort as Figure 3.4.

Figure 3.4: Wrong Alignment Result Due to Accumulated Errors

The alignment works took us 51 times, since we fitted the two ends
and do the alignment in the middle part of tunnel, we can assume that
the alignment scene is like a snake wringing its body but keep head
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and tail stable, its purpose is to find a most acceptable posture. So to
our tunnel object, we can see the alignment procedure in Figure 3.5.
Which is from a tunnel exit view line direction, if we can link all of the
51 pictures into one movie and speed up the view speed, we can see
the tunnel end keep stable, and the body part keep wringing to find a
most proper posture.

Figure 3.5: Simultaneous Alignment Process

Figure 3.6(a) is the initial posture of tunnel, and Figure 3.6(b) is the
final posture of tunnel, it can be seen that the tunnel shape was changed
obviously after simultaneous alignment.

3.2 Fusing GPS Data
For the absolute localization, we use high-accuracy GPS in this

case. We put the GPS antenna at multiple places in both ends of the
tunnel by turns, and record the positional information. At this point,
the both ends of the model are fixed in absolute positions. Keeping
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Figure 3.6: (a)Simultaneous Alignment Initial Posture (b)Simultaneous
Alignment Final Posture

this constraint, we applied the simultaneous alignment and can get the
model that can be considered as geometrically optimal in global. By
stablizing the two ends, we minimized the errors through the alignment
from all range images of the tunnel. The schema of setting GPS antenna
is shown in Figure 3.7.

Figure 3.7: Set GPS Antennas in both Ends of Tunnel

For fusing GPS data with locally aligned data, we used Nikon
Trimble GPS5700 [33]. We put the disc-shaped antenna at 14 places
around both ends of the tunnel. In parallel with this, we scanned the
scene geometry including the antenna by the Z+F Imager, and align the
existing local-aligned data to the scanned data. Here, in order to find
the position of GPS antenna in the range image which can not be clearly
extracted because of the scanning resolution, we matched a simple 3D
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model of the antenna created by scanning the antenna with another
precise sensor, VIVID 9i [34], in advance.

We adopted the pre-mentioned method to simultaneously align the
raw tunnel model and reduce the error. Key point of this idea can be
described as below.

• Set GPS antenna and get position information of both ends of
tunnel.

• Use GPS information to correct tunnel coordinate and align the
tunnel ends separately.

• Do simultaneous alignment under the condition that both ends
are fixed After these three steps, we obtained the tunnel model
with globally optimal geometry.

Figure 3.8 is the final result after simultaneous alignment from a
top view, we can compare this graph with the CAD blueprint in Figure
3.1(b), we can see the aligned tunnel shape became similar with the CAD
blueprint, which means we got a good result and the errors through
alignment was distributed into every section of tunnel
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Figure 3.8: Global Alignment Final Result
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Chapter 4

Modeling Experiment

For the target of 3D modeling, we selected Kanaya tunnel in Shin-
Tomei Expressway, whose length is 4.6 km. Under the permission of
the road administrator (Central Nippon Expressway Co. Ltd.) [39],
we could make the experiment without other vehicles although the
Shin-Tomei Expressway is not opened to public at the present moment.

For on-vehicle laser range scanner, we used an omni-directional
laser sensor named Z+F Imager 5003. This sensor can make a scan for
all directions, using phase difference detection method to get the data.

We proposed a ”Stop and Go” method to take the range images
by the laser sensor . Then we got a huge amount of source data over
100GB. In the edge extraction step, we used 20 degree for the angle
threshold value for edge extraction. After noise elimination and edge
extraction, the data size reduced to about 10 GB. For fusing GPS data
with locally aligned data, we scanned the scene geometry of two ends of
the tunnel, where the GPS antenna is scanned together with the scene.
The scanning at the ends of the tunnel is made for more than 10 times,
changing the position of the GPS antenna. Lastly, we filled the hole on
the ground where the survey car existing.
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4.1 Survey Car System
We scanned the tunnel by a laser range sensor mounted on the top

of a survey car as Figure 4.1, which we designed and assembled for
scanning the urban scenery. Generally, the survey car can not only take
range image by laser sensor, we also mounted a GPS and a Gyroscope
for positioning, an omni direction camera for 360 degree image taking,
these devices can be used in different situations when survey.

Figure 4.1: Survey Car We Used

The Z+F Imager 5003 [12] is the laser sensor we used this time
for our experiment, it is a product of Swiss company named Zoller +
Frohlich2, an image of this laser sensor is shown in Figure 4.2.

The sensor can scan 360 degree scenery by rotating both on verti-
cal direction and horizontal direction. The specification detail of this
scanner is shown in Table 4.1.
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Figure 4.2: Z+F Imager 5003

Table 4.1: Specification of Laser Range Sensor Z+F Imager 5003
Ambiguity interval 53.5 m

Min. range 1.9 m
Resolution Range 16 Bit 1.0 mm/ lsb

Typical data acquisition rate 125000 pixel / sec
Linearity error 5 mm

Field of View (vertical, horizontal) 310◦, 360◦

Resolution(vertical, horizontal) 0.018 ◦, 0.01◦

Accuracy(vertical, horizontal) 0.02 ◦rms, 0.02◦rms
Typ.scanning speed vertical 1500 rpm

Scanning time(middle mode) 100sec
Dimension 30 ×18 × 50cm

Weight 16 kg
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4.2 Overview of Target Tunnel
The target tunnel for our research this time named Shin − Tomei

KanayaTunnel, which is a part of Shin-Tomei Expressway [39], the ex-
pressway is located between the Shimata City and Kawagawa City of
Shizuoka Ken. The Tomei Expressway is the provincial level express-
way between Tokyo and Nagoya, it contains two traffic lanes, including
the up-bound lane from Nagoya to Tokyo, and the down-bound lane
from Tokyo to Nagoya. Generally, people called the down-bound ex-
pressway as Tomei Expressway, the up-bound expressway is called the
Shin-Tomei Expressway. As you can see in Figure 4.3 the red line and
black line stands for the Shin-Tomei Expressway and Tomei Express-
way respectively. This time the object tunnel we experimented and
modeled was a part of the Shin-Tomei Expressway. It has a length of
4.6km.

Figure 4.3: Shintomei Expressway Overview

The Kanaya Tunnel is located in the middle part of the Shin-Tomei
Expressway [40]. It is a two-way tunnel the same as Shin-Tomei Ex-
pressway as you can see in Figure 4.4. In this paper we used the below
one of Kanaya Tunnel for our modeling object. This tunnel has an inner
diameter of 16.89m, the thickness of tunnel wall of each boundary is
0.5m.

The actual tunnel view can been seen below, Figure 4.5(a) is the
entrance part of Kanaya Tunnel, Figure 4.5(b) is the exit part of Kanaya
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Figure 4.4: Kanaya Tunnel in Shintomei Expressway

Tunnel, Figure 4.5(c) is the scenery inside the tunnel.

4.3 Acquisition of Tunnel Data
The surveying activity took 6 hours/km. It took us 4 days to scan

the tunnel. Finally, we obtained 240 range images with the total size in
about 100 GB in the Standard PLY format [32].

In this paper, we proposed a method to survey the tunnel which we
called ”Stop and Go” method. GPS Antenna based positioning can not
be used inside the tunnel because of the thickness of the tunnel wall,
the most general fungible device for GPS positioning is gyroscope, it
can also positioning along with car driving. So why don’t we use the
gyroscope as positioning device along with car driving? After taken
the data we can use the position information to build the tunnel model
directly, that is simply. There are two reasons why we didn’t use
gyroscope as positioning device.

The first reason is the positioning precision problem, as we can
see in Figure 4.6, outside the tunnel we can use a GPS Antenna as the
positioning device, it has a good position precision since the GPS can
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Figure 4.5: (a)Outside View near Entrance (b)Outside View near Exit
(c)Inside View

correct it is position by using the satellites, but inside the tunnel things
changed when we are using the gyroscope as the positioning device,
because there is a angle difference d between the two moving directions
after some distances, a slight position difference occurs, the gyroscope
can not correct this position difference as GPS, so the position difference
will become bigger and bigger [1].

The second reason is, generally it takes several minutes for making
areal scan with enough resolution by current technology, when we
take the range images along with car driving, though we can get a
continuous modeled tunnel after not very long time, but when we
check the range images contained in the model of tunnel, we can find
the resolution of image is too low, in some places the points can even
not express the details of the tunnel wall correctly.

As the two reasons we explained above, we proposed the ”Stop
and Go” method to survey the tunnel. This method can be described
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Figure 4.6: Positioning Comparison of GPS and Gryoscope

as follows: The scan is done with the vehicle stationary. In order to
survey the whole tunnel, we need to move and survey multiple times.
Keeping enough overlap to the next scan, the vehicle moves and stops
repeatedly (approximately every 20 meters in the case of the experiment
this time). The schema of our method is shown in Figure 4.7.

Figure 4.7: Positioning Comparison of GPS and Gryoscope

An example of the tunnel image taken by the laser sensor is shown
in Figure 4.8. Here the survey car is also considered as noise, which
can be simply eliminated by thresholding the distance from the laser
sensor. The blue rectangle is the origin point of tunnel coordinate, it is
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also the position where the range sensor was placed.

Figure 4.8: An Example of Scanned Kanaya Tunnel

4.4 Processing of GPS Antenna Data
For simultaneous alignment in Chapter 3 and coordinate transfor-

mation work in Chapter 5, we used the GPS antenna information as the
basic reference.

To the simultaneous alignment, as we explained in Chapter 3, we
set GPS antenna in both edges of the tunnel, recorded the latitude and
longitude value, and did the simultaneous alignment by fitting two
edges using GPS information.

To the coordinate transformation, we proposed a method to align
the GPS antenna model with the antennas in tunnel edges. So the first
step is to build an acceptable GPS antenna model.

Fist we scanned the GPS Antenna we used in tunnel model for
14 times from different point of view as Figure 4.9 shown. The laser
scanner we used this time is VIVID9i, a non-contact 3D Digitizer made
by KONICA MINOLTA
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Figure 4.9: Scanned GPS Antennas from Different Point of View

Next we aligned these scanned GPS Antenna fragments into an
integrated Antenna model with full details from different angles as
Figure 4.10.

After alignment, the GPS antenna model can be utilized for the
coordinate transformation in Chapter 5.

4.5 Filling the Deficient Regions
After we got the scanned tunnel, we found the survey car is also

appeared in each segment, as we noticed before the laser sensor is
mounted above the survey car, the scanning principle is laser pulse
reflectance, so of course the survey scanned along with the tunnel scan-
ning. When we do the local alignment in the chapter2, we considered
the survey car as noise, thus before the alignment we must eliminate
the car, so a deficient region appeared in each segment of tunnel after
final global alignment. Figure 4.11(a) shows the deficient region after
car eliminated.
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Figure 4.10: Align GPS Antenna Fragments

The final step of our work after global alignment is to build the per-
fect model of Kanaya Tunnel, so we must fill the deficient region after
car elimination, besides, some other reasons described below caused
the existence of deficiency when scanning, we proposed a method to
solve these problem.

• Road directly under the vehicle can not scanned by laser sensor.

• Some parts of the road surface do not reflect laser enough. The de-
ficiency regions mostly correspond to road, not just regular plane.
So the regions around the deficiency parts region also need to be
considered, gradient and curvature should also be interpolated
smoothly. For filling the region, we re-sampled the scanned data
so that we can assume a top-view depth image Ω(u, v) above the
deficient area, here each pixel contains the distance to the surface
z(u, v). This depth image can be speedily generated by rendering
function of OpenGL. In order to fill the deficiency in the whole
image, we calculated z that minimize the cost function
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∫
Ω

[
α(z −D)2 + (1 − α)

[
∂2z
∂u2 +

∂2z
∂v2

]]
dΩ (4.1)

D(u, v) is the actual depth value by the scanning, and is a binary
parameter representing that the scanned data exist (1) or not (0). The
first term in the integral let z be near to the scanned data when it exists,
and the second term of the integral let z be connected with surrounding
data smoothly. The cost function is calculated repeatedly to minimize
the value. Figure 4.11(b) shows the result of the filling.

Figure 4.11: (a)Before Filling Deficient Region. (b)After Filling Deficient
Region
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4.6 Modeling Result
We plotted our modeling result into the Google Maps along with

the actual Kanaya Tunnel, we can see our modeled tunnel fitted the
actual tunnel well in an overall standpoint as shown in Figure 4.12.

Figure 4.12: Modeled Tunnel in Google Maps

The final modeling result after hole filling is shown in Figure 4.13.
The quality of the modeled tunnel is good enough for car navigation
system, autonomous driving and so on. From this point of view, we
did a good job. In next chapter we roughly compared the modeled
tunnel and 2D CAD designing data, we checked the comparison result
both from simple shape comparison and quantitative calculation level.
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Figure 4.13: (a)Modeling Result Outside View. (b)Modeling Result
Inside view
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Chapter 5

Comparison and Evaluation

5.1 2D CAD Data
The 2D CAD data was originally received from Nexco(Nippon Ex-

pressway Limited), which is an privatization expressway management
company. Nexco has three branches: East-Nexco, West-Nexco and
Central-Nexco, whom are in charging for the expressway fairs in East-
ern Japan, Western Japan and Central Japan respectively. The Central-
Nexco designed and managing the Shin Toumei Kanaya Tunnel in
Shizuoka of Japan.

The Shin Toumei Kanaya Tunnel CAD data was made up from two
paralleled tunnels that we can see in Figure 5.1. As this time we just
surveyed and modeled the second tunnel located on the bottom, from
now on, the ”Kanaya Tunnel CAD Data” represents the bottom tunnel.

The Kanaya Tunnel CAD data has a WGS(World Geodetic System)
coordinate system [35] corresponding to the latitude and longitude
information of real world. So theoretically we can find every part of
the tunnel structure in the real world corresponding to the Kanaya
Tunnel CAD data.

There are several layers in the 2D Kanaya Tunnel CAD blueprint,
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Figure 5.1: Original Kanaya Tunnel CAD Blueprint

including the entrance and exit bridge layer, the center line of tunnel
layer , emergency devices layer, marking data layer, etc. Because we
just want to compare and evaluate the shape between CAD data and
Modeled data, we are only interested in the tunnel boundary, so this
time we are concentrating the D-TUN layer of CAD date which stands
for the boundary of Kanaya Tunnel CAD data Figure 5.2.

Figure 5.2: Overall View of Kanaya Tunnel CAD Data

Figure 5.3(a)(b) is the enlarged view of Entrance and Exit of Kanaya
Tunnel CAD data, it is on the east side and west side geographically in
the real world. The tunnel actually if from east to west, but this time
we scanned tunnel from exit(west) to entrance(east), which is reverse
with the tunnel forwarding direction.

The original Kanaya Tunnel CAD data format is .dwg, it is a stan-
dard AutoCAD format. This format includes various kinds of infor-
mation such as block record, dim style, layer, font style, view method,
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Figure 5.3: (a)Entrance of Kanaya Tunnel CAD Data(east)
(b)Exit of Kanaya Tunnel CAD Data(west)

section, latitude and longitude, etc. As we want to confirm the details
of the CAD blueprint to decide which part of information should be
exacted, we convert the .dwg format to .dx f format, which the encode
type is ASCII. After we browsed the contents of .dx f of CAD data, we
made an extraction program and extracted the D-TUN layer.

Theoretically, the CAD data is correct, however, due to some ex-
ternal reasons such as topography errors when building the tunnel, or
tunnel designing specification has been changed. Nobody can guar-
antee that the CAD data is 100 percent correct corresponding with the
real tunnel, after all the CAD data is just a designing chart. On the
other hand, we can also not say that our modeling result is 100 percent
accurate, there may be some accumulated errors during our process
when modeling. As this reason, we need to figure out a kind of method
to compare the CAD data and our modeled tunnel, and evaluate our
modeling result with the CAD blueprint.

5.2 Making Comparison Data
The Comparison and Evaluation work needs two kinds of source

data, one is Kanaya Tunnel CAD blueprint received from Central-
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Nexco, the other is modeled data after global alignment step, but the
two source data can not be compared directly, before that we must do
some data handling works.

In Section 5.1 we will introduce that we exacted the boundaries
of both Kanaya Tunnel CAD blueprint and Modeled data as the data
source of comparison. So in the first part of Section 5.2 we will introduce
how to extract the boundaries of Kanaya Tunnel CAD blueprint and
Modeled data, in the second part of Second 5.2 we will introduce the
coordinate transformation in order to put the two extracted boundaries
into a same coordinate system, finally in the last part of Second 5.2 we
would like to give a brief introduction about evaluating the errors by
using k − d tree closest point searching algorithm.

5.2.1 Boundary Extraction

The modeled tunnel after global alignment in Chapter 3 is actually
3D data with the coordinate (x, y, z). Because the Kanaya Tunnel CAD
blueprint is 2D data with coordinate (x, y), we must convert the 3D
modeled tunnel into 2D data to do the comparison and evaluation.
Meanwhile, the 2D CAD blueprint contains several layers including
the tunnel we are interested, we also extract the tunnel boundary layer
in this section. The boundary extraction schema can be seen as Figure
5.4.

Because the Kanaya Tunnel CAD blueprint has a WGS(World Geode-
tic System) coordinate system as we mentioned previous, for boundary
extraction, we just need to exact the coordinate of boundaries in .dx f file,
the D-TUN layer is the boundaries layer of tunnel, we programmed to
extract the AcDbLine section from the .dx f file representing the D-TUN
layer. Here the AcDbLine section contents the 2D x and y coordinate
of Boundaries. By using the Gnuplot tools, we plotted the extracted
boundaries in a 2D plane with the same coordinate system as original
CAD blueprint Figure 5.5.
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Figure 5.4: Boundary Extraction Procedure

Figure 5.5: Kanaya Tunnel Extracted Boundary from CAD Data
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To do the 3D-2D conversion, firstly we made a coordinate definition
for our 3D extracted tunnel. The forwarding direction of tunnel is x
coordinate, the diameter direction of the tunnel is y coordinate, from
ground to the roof of the tunnel is z coordinate as shown in Figure 5.6.

Figure 5.6: Coordinate System of Kanaya Tunnel(side view)

The blue rectangle zones in Figure 5.7 represents the range sensor
mounted above the survey car, and the center of the sensor can be
considered as the origin of coordinate as we can see in Figure 5.7, the
sensor was about 1.86 meters high from ground. We can see that the
diameter line of the tunnel is under the origin line of coordinate.

For extraction of boundaries, the most general thinking is to exact
the continuous two boundaries directly from our modeled tunnel after
global alignment, however, this method only works when the modeled
tunnel is on a flat horizontal ground, the actual topography where
tunnel was built on is not a standard flat horizontal ground, we can
see the ground is up and down in the modeled tunnel from a overall
stand point, if we still use threshold based method to extract boundaries
directly from the model tunnel, because not all of the tunnel sections are
on the same horizontal level, we will get two wrong tunnel boundaries
as shown in Figure 5.8. We can see when we want to extract boundaries
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Figure 5.7: Coordinate System of Kanaya Tunnel(cross-section view)

based on the first section of tunnel from west to east, since the tunnel
is forwarding to the east, the same level of threshold range will extract
different height of tunnel wall, some sections even not being extracted.

Figure 5.8: Boundaries Extracted Directly from Modeled Tunnel

We also had tried to cut the tunnel into several slices in horizontal
direction, and tried to use each slices edges as boundaries for compar-
ison. But after made these slices as raw data of boundary, we realized
that the vertical transect of tunnel is more like a regular ellipse, not a
rectangle, the two endpoints of the diameter are where the boundaries
located in (yellow points in Figure 5.7, so we proposed a method to
find the two endpoints of diameter from tunnel walls, and extracted
the continuous endpoints as the boundaries of Kanaya Tunnel. We
marked the boundaries by blue line under the top-view mode in Figure
5.9.
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Figure 5.9: Top View of Boundary Extraction Schema

The method we used for boundary exaction from modeled tunnel
is threshold based method. First we remove the rest part of the tunnel
between boundaries manually (zones between the two blue lines in
Figure 5.9. Because we define the forwarding direction of tunnel as x
coordinate, and direction of diameter as y direction, so next step, we
would find the tunnel wall between a bigger value and smaller value of
y coordinate as boundary, and tried to find the two exact y ranges which
representing the two boundaries of tunnel. We found that when we
selected different z ranges as threshold, we can get different thickness
of boundary. We tried many times to find out a proper threshold for
boundaries. Finally, by using this method, we found that when z has
a range of (−1.65,−1.60), we can get the most proper points stands for
the boundaries.

Figure 5.10 is the extracted boundaries from Kanaya Tunnel Mod-
eled data.
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Figure 5.10: Extracted Boundaries of Modeled Data Plotted on 2D Plane

5.2.2 Coordinate Transformation

Actually we have four kinds of coordinate as we explained in the
Appendix chapter:

• Original Coordinate(O Coordinate)

• Coordinate after Local Alignment(L Coordinate)

• Coordinate after Global Alignment(G Coordinate)

• WGS(World Geodetic System) Coordinate (W Coordinate)

Every piece of the tunnel taken by range sensor was in the O
coordinate, every of them have their independent origin in the center of
where the range sensor was placed.

After pair-wise alignment, all of the tunnel slices were linked to-
gether into a whole tunnel, and this time the tunnel itself has a separate
coordinate, L Coordinate.



48 Chapter 5 Comparison and Evaluation

As we mentioned in Chapter 3, when we were doing the simulta-
neous alignment, because the data type of our tunnel points are float.
The precision of float is 7 digitals, but as to the WGS, the coordinate
points are too long to be represented by float type, the points must be
represented by double type or else the result will become incorrect. If
we use float to represent the coordinate in WGS, we will lose several
digitals after decimal point, also the precision will decrease. But in
the other hand, if we try to modify the simultaneous alignment algo-
rithm to use double type, the long digitals of double need huge system
memories to do the processing of data. To solve this contradiction, we
defined another coordinate related with W coordinate but different with
L coordinate. The first step is to apply an offset value to every point in
our tunnel in L coordinate, then we do the simultaneous alignment by
fitting the exit and entrance stable using GPS data, after that we got a
new coordinate, we call this system as G Coordinate

The Kanaya Tunnel CAD data also has a coordinate corresponding
to the real world latitude and longitude, we call this coordinate as
WCoordinate. The formal name of this coordinate being used widely is
World Geodetic System(WGS) as we mentioned before, which is also
recognized as a standard used in geodesy, navigation and cartography,
the WGS comprises standard coordinate frame for the earth, a reference
surface for raw altitude data and a gravitational equipotential surface
that defines the nominal sea level.

Since our method is to extract boundaries with an exact height range
in each tunnel section’s own coordinate, we proposed this method to
extract boundaries from each tunnel section separately. After extracted
the boundaries of each section of tunnel, we got the O coordinate based
boundaries Figure 5.11. Next we need to do the coordinate transforma-
tion work to fit these extracted boundaries of tunnel into an integrated
tunnel as the tunnel already aligned.

Next we plan to put our extracted boundaries into the tunnel coor-
dinate the same as the coordinate after Global Alignment. Which we
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Figure 5.11: Boundary Extraction Schema in O Coordinate

can also considered as O coordinate to G coordinate. For the coordinate
transformation this time, the head matrix information of both aligned
tunnel and the extracted boundary data would be used for calculation.
The standard data we used representing the tunnel is .ply format, this
kind of data has a head matrix in the very first four lines of each file
which indicating the relationship of position transformation. The prin-
ciple for transformation can be simply described as follows. First, we
read header matrix A, B in the aligned tunnel and not aligned tunnel,
and write calculation result of B−1 ·A to standard output, then we apply
this calculation result matrix to each coordinate point in not aligned
tunnel data, by applying this method, we can move every point in tun-
nel data from O coordinate to G coordinate. Because we stored extracted
coordinate points in .txt format data, this format data does not have a
head matrix, here we define unit matrix as A. The aligned tunnel data
is .ply format, so we use the head matrix B of the aligned tunnel directly
for the calculating formulation. Figure 5.12 is the processing flow chart
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from original O coordinate to G coordinate as aligned tunnel.

Figure 5.12: Transformation Process Flow from O Coordinate to L Co-
ordinate

As we introduced once before, the reason why we defined G coor-
dinate is, the x and y coordinate points in W coordinate are too long to
be represented by float. In order to do the simultaneous alignment, we
did a simple transformation work to shift W coordinate to new defined
G coordinate by applying an offset value to all points of the tunnel. As
a result, we also need to do some works to transform our extracted
boundaries from G coordinate to W coordinate. We separated the proce-
dure of preparation and transformation into several main steps:

• GPS Antenna model building.

• Scan tunnel entrance and exit with GPS Antenna placed.

• Align GPS Antenna model with scanned GPS Antenna in tunnel
model.
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• Calculate the average value of all the points consisting of each
aligned GPS Antenna, then calculate the average value of all GPS
Antennas.

• By calculating the d-value of result in step four and the coordinate
value converted directly from GPS measured data, we can get the
offset value for coordinate transformation.

The basic idea for coordinate transformation is to find the GPS
Antenna average coordinate value in G coordinate, and calculate the
difference between this average value and real coordinate value in W
coordinate. Because it is nearly impossible to find out the coordinate
points stand for a GPS Antenna from the scanned tunnel directly, we
proposed a method to solve this problem.

We scanned the GPS antenna by VIVID9i laser scanner as explained
in Chapter 4, and built the antenna model by using the several scanned
segment data of GPS antenna. We will use the GPS antenna model later
for coordinate transformation.

Actually we have been to Kanaya Tunnel to scan the entrance and
exit model of tunnel with GPS Antenna included, we set GPS Antenna
to 8 different places in tunnel entrance(west), and 6 different places in
tunnel exit(east). Recorded the latitude and longitude value of GPS,
and scanned the tunnel with GPS Antenna. Figure 5.13 is the scanned
entrance and exit model with GPS Antenna placed. The red circle
marked places are where GPS Antennas were placed.

This time we are using a 2-dimensional coordinate system for our
experiment and evaluation work, so for the coordinate transformation,
we just need a translation operation, other than a rotation operation.
Therefore, we only need an offset value for calculation from one direc-
tion to the other direction. Because the antennas near the entrance(east)
are not easy to distinguish, we selected the antennas near exit(west) as
the base for calculating offset value. Fist we found 6 places where the
antennas were placed and eliminated the other tunnel points as noises
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Figure 5.13: (a)GPS Antenna Placed in Tunnel Entrance(west)
(b)GPS Antenna Placed in Tunnel Exit(east)

as shown in Figure 5.14, then we aligned the modeled GPS Antennas
with these extracted GPS antenna points, finally we read the coordi-
nate point values of each antenna, calculated the average value of these
points, then calculate the difference value between this average value
with the coordinate values from recorded GPS latitude and longitude.
We repeated this work for 6 times for 6 antennas and then we calculated
the average value of the 6 difference values, the final result is the offset
value we wanted.

Figure 5.14: Extract the Six Antennas near Exit(west)
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Since we should put the extracted boundaries and CAD data into
the same coordinate system, the next step is to transform the G coordinate
of boundaries to W coordinate by applying the calculated offset value.
If we define (X,Y,Z) as the point in W coordinate, and (a,b,c) is the point
in G coordinate, we can just plus the offset value to (a,b,c), then we got
the (X,Y,Z) coordinate in W coordinate, this time we are using the 2-D
plane, so we just need (X,Y) and (a,b), Equation 5.0 is the translation
equation we used this time, the coordinate (-13900,-128200) is the offset
value calculated from the previous steps.XY

 = ab
 +  −13900
−128200

 (5.1)

5.2.3 Closest Point Search

As we have already done the boundary extraction and coordinate
transformation works in 5.2.1 and 5.2.2, next work is to find a proper
method to calculate the difference between 2D CAD blueprint and our
extracted boundaries of modeled tunnel. In this paper we used the k−d
tree algorithm as the evaluation method.

K − d tree [36] has the advantage that it is easy to build, and the
algorithm is simple for nearest neighbor searching. Also k − d tree
is quite suitable for small dimensions. As this time we just has a 2-
Dimension coordinate set (x,y), So this time we selected k − d tree as
our kernel algorithm for searching.

The K−d in K−d tree denotes the k dimensional, it is a derivative tree
from binary-search tree especially used in high dimension searching.
It can be created by splitting the data set iteratively. Splitting will stop
when the leaf nodes has an small acceptable number of points [38].

OpenCV supplys some functions for k−d tree algorithm, for our cal-
culation program, we used these functions. The first step was building
a matrix by using the cvMat() function, then defined the k − d tree by
cvFeatureTree(), final step was the closest distance searching by using
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the OpenCV function cvFindFeatures(). We plotted the searching result
by defining the coordinate set as (x coordinate of tunnel data, calculated
closest distance). The calculation results of modeled tunnel and CAD
blueprint is shown later in next Section.

5.3 Comparison and Evaluation

5.3.1 General Comparison

For the comparison between extracted CAD blueprint boundaries
and extracted model boundaries, we used two kinds of comparison
methods, one is direct boundary shape compare, the other is to cal-
culate the closest distance between the corresponding points between
modeled tunnel and CAD blueprint tunnel boundaries, and plotted the
distances into a 2D plane for the quantitative evaluation.

Figure 5.15 is the direct tunnel boundary shape comparison result.
The red line is the boundaries from CAD blueprint, the blue line is the
boundaries from modeled tunnel. It can be seen that the difference
between the modeled tunnel with CAD blueprint is quite small from
an overall standpoint. But from a local view point, things become
different.

Because we translated the G coordinate from W coordinate from
Exit(West) to Entrance(East), we can see the west part of boundaries
were fitted well Figure 5.16(a). But when we turned to east part of tun-
nel, we found the two tunnel boundaries were not fitted well as Figure
5.16(b), modeled boundaries shifted from the CAD boundaries about
one tunnel wide distance. The shifting started from the curvature of
tunnel around coordinate x = −38000 as we can see in Figure 5.16(c).
This is not what we expected , we will discuss the reasons and our
evaluation methods in next section.

For the quantitative evaluation, because our interesting is to find
why there is a big difference on the east side, so we are concerning the
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Figure 5.15: Plotted Comparison Result of CAD Data Boundaries and
Modeled Data Boundaries

curvature of the whole tunnel and the derivation of closest distance to
find out whether if the error increasing rate is the same as curvature.
If it is, we can reach the conclusion that the big difference was initially
started from the apparent big curve around x = −38000. To identify
our assumption, first we calculated the curvature near every point of
the boundary and plotted it out. Then we calculated the derivation
of closest distance between the modeled tunnel and CAD blueprint
boundaries and plotted it out, finally we compared the curvature graph
with the derivation of closest distance and reach a conclusion.

5.3.2 First Time Evaluation for Modeled Tunnel

At very first we used the original exacted boundaries and CAD
boundaries as input data, after we did the closest distance searching,
we got a result as Figure 5.17.

We realized that this result has some problems,

• Actually the extracted CAD boundaries were longer than ex-
tracted modeled boundaries as you can see in Figure 5.15, so
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Figure 5.16: (a)View from Exit(west) (b)View from Entrance(east)
(c)view near Big Curve

Figure 5.17: Closest Distance Search Result (first time)
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the two biases in the closest distance searching chart stands for
the redundant points distance, this two biases were actually not
need to be calculated.

• We can see around coordinate x = −37000, there are two distance
result, actually this two distance lines were the wrong results
between wrong pair of boundaries.

In Figure 5.18, (1) and (2) pointing to the north and south two
boundaries of CAD designing data, (3) and (4) pointing to the north
and south two boundaries of modeled tunnel, originally, we should cal-
culate the closest distance between (1) and (3), (2) and (4) respectively.
But because we input the two tunnel boundaries directly as the source
data of k − d tree program, the calculated became wrong between (1)
and (3), (2) and (3).

Figure 5.18: Closest Distance Search Corresponding Relationship

Due to these problems, we separated the north and south tunnel
boundaries both from modeled tunnel and CAD blueprint, and calcu-
lated the closest distance respectively.

We separated the north boundary and south boundary by making
a small Matlab program. The rough idea for the separation is by using
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the middle line of the north and south boundaries. Figure 5.19(a) is the
separation schema from the boundaries of modeled tunnel and CAD
data.

We numbered the separated boundaries of Modeled tunnel and
CAD blueprint as boundary1 boundary2 boundary3 boundary4 from north
to south. The next step is to compare boundary1 and boundary3, boundary2
and boundary4, we marked boundary1 as green, boundary2 as black,
boundary3 as blue, boundary4 as red, the comparison schema are shown
in Figure 5.20(a)(b). We can see the two north boundaries are over-
lapped in the west part near the exit, distance appears first time when
there is a big curvature, then the difference become bigger, near the
entrance on the east, the difference become slightly smaller again. The
comparison graph between south boundaries is the same as the result
of north boundaries.

By using the k− d tree algorithm, we calculated the nearest distance
between nearby points from north boundaries of CAD data and Mod-
eled data. As you can see in below, x stands for the x coordinate of CAD
data, y stands for the distance of nearby points from CAD blueprint
boundary and Modeled data boundary. It can be seen that the trend
of difference is the same as the shape comparison result. Near the
west part about x = −41000, the difference is nearly 0, difference be-
comes bigger when the tunnel is forwarding to east, difference becomes
smaller after the first small curvature, then it becomes bigger and big-
ger from the big curvature, and becomes slightly smaller near the east
part of tunnel. The closest distance of south boundaries between CAD
data and Modeled data is the same situation as the north boundaries
as we can see in Figure 5.19(b).

From the closest distance chart, we found the result was not very
good. We surmised two reasons for the big errors. The first reason is,
our local alignment result may not accurate enough. The second reason
is, there maybe some relationship with the rotation error near the big
curvature when we did the global alignment.
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Figure 5.19: Boundary Separation Schema.(a)Modeled Data. (b)CAD
Data
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Figure 5.20: (a)North Boundary Comparison. (b)South Boundary Com-
parison

Figure 5.21: (a)Closest Distance of North Boundaries. (b)Closest Dis-
tance of South Boundaries
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To figure out whether if the bad result was derived from the rotation
error, we plan to calculate the curvatures of each point on the bound-
aries, because the CAD boundaries was not extracted exactly from the
inner wall meanwhile the boundaries extracted from our modeled data
was inner wall, so we want to use the middle of both CAD data and
modeled data to reduce the second time error.

Middle line can be easily calculated by below steps by using north
and south boundaries.

• Order the tunnel data from both north and south boundary.

• Select one point (Xn,Yn) from ordered north boundary.

• By using closest distance searching method we used, search the
nearest point (Xs,Ys) in south boundary.

• Calculate Xmiddle =
Xn+Xs

2 , Ymiddle =
Yn+Ys

2 .

• Loop step two to step three.

After calculating the middle, we can use it for curvature calculation.
The curvature calculation equation can be described as follows.

k =
dα
dx
=

y′′[
1 + (y′)2

] 3
2

(5.2)

In order to calculate the curvature k, we need to find a proper
function f (x) which can approximately represents the tunnel center
line. We used the cftool(Curvature Fitting Tool) in Matlab [45] to do
this work, by selecting the fitting function, we tried many times using
some traditional functions such as polynomial function, but the results
were not good, finally we found the Fourier Expansion function was
the most proper function for fitting our example data. We have also
used different frequencies for fitting, from: 1 − to − 2 frequency, to:
1 − to − 10 frequency. We found that when we do the fitting for up to
1 − to − 8 frequency, we can get a most robustness result comparing
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with the others. The Fourier expansion function we used is shown as
follows

f (x) = a0 + a1 · cos(x · w) + b1 · sin(x · w) + a2 · cos(2 · x · w) + b2 · sin(2 · x · w)(5.3)

+a3 · cos(3 · x · w) + b3 · sin(3 · x · w) + a4 · cos(4 · x · w) + b4 · sin(4 · x · w)

+a5 · cos(5 · x · w) + b5 · sin(5 · x · w) + a6 · cos(6 · x · w) + b6 · sin(6 · x · w)

+a7 · cos(7 · x · w) + b7 · sin(7 · x · w) + a8 · cos(8 · x · w) + b8 · sin(8 · x · w)

Here, a0, a1, a2, a3, a4, a5, a6, a7, a8, b1 ,b2, b3, b4, b5, b6, b7, b8, and
w are all constants which can be calculated directly when fitting.

For fitting accuracy evaluation, we also calculated all the R-Square(the
coefficients of multiple determination) and RMSE(root mean squared
errors) for each fitting frequency. For R-Square, a value closer to 1 indi-
cates a better fit. Opposite with R-Square, for RMSE, a value closer to
0 indicates a better fit. We can see the fitting result of modeled tunnel
and CAD blueprint in Figure 5.22(a)(b), the red parts are the final fitting
result, blue parts are the original data

Figure 5.22: Fitting Result. (a)Modeled Data (b)CAD Data

Next we substituted Equation 5.3 to Equation 5.2, we got the final
expression of K. By substitute constant w and all the (x,y) points from
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tunnel middle line to Equation 5.2, we can calculate the curvature k of
every point. The curvature results are shown below in Figure 5.23.

Figure 5.23: Fitting Results from upto1−2Frequency to upto1−8Frequency

The up to 1-2 frequency result is totally different with others because
the frequency is too low for a correct fitting. Besides, all of the fitting
results over 1-8 frequency are over-fitting which have already been
filtered from the results. From the curvature calculation result chart,
we can see there are two obvious peaks in all of the curvature results,
which is corresponding to the obvious curve in extracted boundary
chart as Figure 5.24. Since is better to select the result with R-Square
close to 1, RMSE close to 0, it can be seen that the 1-8 frequency result
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is the best one among all the fitting results.

Figure 5.24: Curvatures in Extracted Boundaries

From the fitting result char, we surmise that the errors may increase
around the curves, so next we would like to calculate the derivation
of closest distance to compare with the curvature result, Figure 5.25
shows the derivation calculation from a closest distance result.

The process for derivation of closest distance is similar with cur-
vature calculation, first we also need to find a proper fitting function,
then we derivate the fitting function, and substituted all the closest dis-
tance values, we can get the derivation result. Figure 5.26(a)(b) shows
the comparison between (a) Upto1 − 3Frequency Fitting Curvature and
(b)Derivation of Closest Distance.

Figure 5.27 shows the comparison between (a) Upto1 − 8Frequency
Fitting Curvature and (b)Derivation of Closest Distance.

It can be seen that the upto1 − f requency curvature is more simi-
lar with the derivation result, they both has a biggest curvature, and
a smaller curvature region. From the comparison result, our below
surmises can be verified more or less.

• Local alignment result is not such accurate.
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Figure 5.25: Derivation from Closest Distance

Figure 5.26: Comparison between (a)Upto1− 3Frequency Fitting Curva-
ture (b)Derivation of Closest Distance
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Figure 5.27: Comparison between (a)Upto1− 8Frequency Fitting Curva-
ture (b)Derivation of Closest Distance

• Rotation errors existing.

• Errors increasing obviously around the biggest curve.

5.3.3 Evaluation for Modeled Tunnel after Error Correc-

tion

After the general comparison and evaluation, we aimed to find out
the error reasons, so we checked every parts of our work but did not
find any mistakes. However, when we converted the 2D CAD data into
the WGS(World Geodetic System) just as a try, we found the converted
result fitted our modeled tunnel and GPS data well. As a confirmation,
we contacted the Central-Nexco and asked the Coordinate System they
used, surprisingly, they told us it is true that they used the Japan Co-
ordinate System which is well known as Tokyo Datum. This result is
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so unexpected and confused because the Japan Government has an-
nounced that all the constructors should use the WGS(World Geodetic
System) instead of the Tokyo Datum since 2001. Actually we did not
know the standard of the company at all, we just thought they must be
used the WGS along with what government announced as law.

As we already found out where the mistake is, next step we con-
verted the 2D CAD blueprint from the Tokyo Datum coordinate system
to WGS, then we separated the the north and south boundary layer as
what we did in the general comparison part. After calculating the mid-
dle line from the north and south boundary, we fitted the middle line
curve and calculated the curvature again using the same principle by
filtering the high frequency parts of curve using Fourier function, the
fitting process is shown in Figure 5.28. Because the R-Square is better
when it is close to 1, and the RMSE is better when it is close to 0, we
selected the 1-8 frequency fitting result as our final curvature graph.

Next step, we calculated the closest distance between the our mod-
eled tunnel and CAD data after coordinate system converting again by
using k-d tree algorithm. We can see the distance result in Figure 5.29.
It shows the largest distance is around the big curve which is about
4.5 meters, the distance on both sides of tunnel has reduced to 50 cen-
timeters and 20 centimeters which are acceptable. Also we have done
the derivation for closest distance result to observe the error increasing
rate. Here, the derivation was also done based on 1-8 frequency Fourier
function after fitting. We can see the closest distance and derivation
result as Figure 5.30.

We compared the curvature graph and closest distance of the mid-
dle line between modeled tunnel and 2D CAD Data, the result is shown
in Figure 5.31, we can see around the big curvature on x coordinate -
38000, the error in closest distance is so big about 3.5 meters, we found
the largest error in closest distance graph is 4.5 meters around x coor-
dinate -37500 , we think this is because the rotation error around the
big curve. We can see the comparison result of curvature and closest
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Figure 5.28: Fitting curvature result from:Upto1−2Frequency to Upto1−
8Frequency



5.3. Comparison and Evaluation 69

Figure 5.29: The Closest Distance between the middle Line of CAD
Data and Our Modeled Tunnel

Figure 5.30: Closest Distance Graph and Its Derivation
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distance in Figure 5.30.

Figure 5.31: Comparison between Curvature Result and Derivation
Result

5.4 Comparison Result
The biggest distance between CAD data boundary and Modeled

data boundary is about 4.5 meters, it happens around x coordinate -
38000, a little shifted from the big curve curve of x=-37500, we predict
this is because the rotation error around the big curve when we are
doing the simultaneous alignment. For the closest distance on the
other parts, on the west side is around 50 centimeters, on the east side
is around 20 centimeters. The errors of this two sides are acceptable
we think. For the errors around the big curve, we surmise there are
three possibilities, the uncertainty in central part, the rotation error may
occurs during the local alignment around the big curve, and the GPS
antenna itself has errors.
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Chapter 6

Conclusions

6.1 Summary
In this paper, we proposed a method for 3D modeling of large-

scale tunnel by using laser range sensor. As a result of our work, we
succeed creating a dense model of actual tunnel with 4.6 km length
by geometric process. For avoiding error accumulation and obtain
geometrically optimal model, we made local and global alignment,
i.e. (1) Acquire a set of partial structures by static scanning and align
them by 3D matching using edge feature, and (2) Fix the absolute
position of the data for both ends of the tunnel by GPS and align the
rest data again. Applying this to the Kanaya Tunnel in the New Tomei
Expressway, we could succeed to create its 3D model and confirm the
effect of the global alignment process. Although this method is not
efficient enough for modeling every road in Japan and in the world, it
may be reasonable enough for modeling especially long and complex
tunnels, or the tunnels with quite a few traffic accidents.

For preliminary evaluation, we compared the 3D modeled tun-
nel with the 2D CAD blueprint as a kind of reference data although
it essentially do not correspond each other. To analyze and evaluate
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the difference, we presented a system which can be described as fol-
lows:(1)Extract the boundaries both from CAD blueprint and modeled
tunnel to a 2D plane.(2)Transform the coordinate of extracted modeled
tunnel boundaries to the same coordinate as CAD blueprint.(3)Calculate
the closest distance between the modeled tunnel boundaries and CAD
boundaries and do the derivation of the result curve.(4)Calculate the
middle line of two data boundaries, and calculate the curvatures of
both middle line, then compare the curvature graph with the closest
distance graph. By doing the comparison, we analyzed the difference
quantitatively and made two surmises about the most probable reasons
for the errors:

• Rotation errors existing during local alignment process.

• GPS antenna itself has errors, and the errors accumulated in each
step.

Though the comparison result shows our modeled tunnel has some
difference around the big curve of tunnel comparing with CAD blueprint.
From an overall standpoint, it was acceptable. Our tunnel model can
still be used for many purposes such as driving simulation, 3D city for
virtual reality and history heritage.

6.2 Future Work
Our future work can be divided into three sub-works. First, for

data acquisition, we want to increase more density of the raw data
taken by laser range sensor. Second, for local alignment, we plan
to use more features besides edges for the local alignment to reduce
error accumulation. Last, for global alignment, we want to allow some
freedom for GPS points to move slightly, by doing this, even if the GPS
antenna shift slightly, the position error will not be accumulated in the
after steps.
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