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1. Introduction 

1.1 Current status of launch vehicles 

A great number of attracting space-exploration plans such as the space factory [1], 

Solar Power Satellite (SPS) [2], and homeostasis lunar base [3], have been proposed 

until today. However, most of these plans were abandoned mainly due to the high 

launch cost. Expendable Launch Vehicles (ELV) requires many heavy systems to 

launch a payload whose weight launched to Low Earth Orbit (LEO) is less than 4 % of 

the initial weight of the vehicle.[4] As a result, the current launch cost is as high as 

5,000 $/kg.[5] 

Reusable Launch Vehicle (RLV) is a solution for cost reduction. However, as it has 

been clarified by Space Shuttle, RLV is a more complex system than ELV, and the cost 

reduction of RLV requires drastic technical breakthroughs: thermal protection systems 

for reentry and landing gears. At the same time, its structural weight must be as light as 

ELV. 

The mass driver, in which a projectile is accelerated by a ground facility, is another 

solution for launch cost reduction. The projectile is a simple cargo to be launched, and 

even though a large investing is necessary for the infrastructures, the cost per launch can 

be reduced drastically. Ram accelerators [6][7]  and Rail guns[8][9] are mass drivers 

candidates to launch an unmanned cargo at a high acceleration rate in the order of 10
4
 

m/s
2
. A Ram accelerator is driven by chemical reactions of fuels filled in a long tube. In 

a Rail gun, a projectile is accelerated by the Lorentz force. These mass drivers are on 

the developing status, and achievable performance is uncertain at the present time. 

However in practical use, it may not be reasonable to accelerate a projectile to a hyper-

sonic velocity on the ground because the projectile will suffer extremely severe 
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aerodynamic heating and loading. Thus these mass drivers will make the most sense in 

the space use. 

Beamed energy propulsion (BEP) is a candidate for a low-cost launching, and can 

be considered as a mass driver. BEP is the system which gains propulsive energy by a 

high-power beamed electromagnetic wave transmitted from the ground or a space-based 

facility. Since BEP vehicles do not need to load an energy source such as a fuel tank, 

pumping system, electric source, or atomic reactors, the structure of a BEP propulsion 

thruster is very simple. Additionally, since the surrounding air can be used as a propel-

lant during the flight in the atmosphere, the amount of propellant can be reduced and 

thus can achieve a high payload ratio. 

In BEP, once the energy beam stations are built, it can be used for many launch 

counts. The constructing cost for such facilities will be predominant for few launch 

counts. Since the launch of a BEP vehicle itself costs lower than conventional rockets, 

the cost per launch can be reduced with the number of launch counts.  The development 

cost for microwave oscillators is expected two orders of magnitude lower than that of 

laser, because a GW-class oscillator would be achievable by clustering existing high-

power oscillators using the phased array technology. Then, microwave beaming propul-

sion is expected to achieve lower launch cost with fewer launch counts than laser 

beaming propulsion. 

In open technical literatures, Kantrowitz first proposed a concept of a launching ob-

ject using laser power supplied from a ground-based device in 1972.[10] Since then, 

beamed energy propulsion has intensively been nominated as a promising method of 

transporting vehicles with extreme low cost. 
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1.2 Laser Propulsion 

From 70‟s through 80‟s, many studies were performed for „flat-plate‟ 

type.[11][12][13][14] Intense laser beam was irradiated on a metallic plate surface in 

the atmospheric air to produce a high-pressure region on the surface as illustrated in 

Figure 1-1.[15] 

Pirri et al. first studied laser pulsejet with a bell nozzle illustrated in Figure 1-2. The 

laser beam was focused by a parabola mirror to produce plasma. Expansion of the 

plasma drives a spherical blast wave in the surrounding air, and impulsive thrust is 

generated on the nozzle wall while a blast wave expands in the nozzle. Ageev et al. also 

studied the laser pulsejet experimentally using a parabola and a conical nozzle with a 5-

J-pulse CO2 laser.[16] In DLR (German Aerospace Center), a 53-g-Bell nozzle was 

launched to 60 cm high using a repetitive pulse laser whose average power was 7.9 kW 

(laser pulse energy was 175 J/pulse and repetition frequency was 45 Hz).[17] 

In 1998, Myrabo et al. published the results of their flight demonstrations using a 

10-kW-class repetitive pulse CO2 laser.[18] Their demonstrations were world first, and 

recent researches on laser propulsion were activated by their report. A „Lightcraft‟ used 

in the demonstrations is illustrated in Figure 1-1. An impulsive thrust is imparted on a 

spike nozzle, which focuses laser beam onto a cowl to produce plasma. Its mechanisms 

of impulse generation are same with those in the laser pulsejet though the geometry of 

focusing optics is different from the Bell type nozzle. One remarkable feature of the 

Lightcraft design is a front intake from which the air is taken and compressed. 

A Laser In-Tube Accelerator (LITA)[19] is another variety of laser propulsion. 

LITA is a laser-driven ram accelerator where a projectile is accelerated by successive 

laser-induced explosions in a tube filled with a rare gas. Its thrust generation mechan-

isms are also quite similar to those of the laser pulsejet. 
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Figure 1-1 Flat plate type laser propulsion 

 

 

Figure 1-2 Laser pulsejet with a Bell nozzle 

 

Figure 1-3 Lightcraft designed by Myrabo 
18)
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1.3 Laser Thermal Exchange Thruster 

The concept of the thermal exchange rocket was proposed and studied by Kare. Instead 

of using plasma for the conversion of laser energy to thrust force, propellant is heated 

up to about 2700K and is exhausted using an aerodynamic nozzle. The design concept 

has similarity to the thermal atomic rocket and high specific impulse (ISP=500-700s) 

was expected when hydrogen is applied for propellant.[20] 

1.4 Microwave Propulsion 

1.4.1 Researches of Microwave Propulsion 

In the 1980s, Knecht conducted an analysis on microwave rocket system. In the 

thruster, propellant is heated by microwave in a dielectric chamber and is exhausted by 

a nozzle similar to a chemical rocket. Its specific impulse was estimated 2000s using 

hydrogen propellant.[21][22] Batanov also conducted analysis on a microwave rocket 

using  = 10mm microwave. The rocket nozzle was made from dielectric material to 

provide microwave power into the rocket. Thrust performance was estimated 50 

W/kg.[23] Parkin et al. proposed a microwave thermal rocket. In their concept, a high 

power microwave heats a propellant in the dielectric heat exchanger tube and the heated 

propellant is exhausted using a nozzle similar to conventional rockets. Similar to laser 

thermal exchange rockets, propellant is heated up to about 2800K and exhausted from a 

nozzle.[24][25] They measured temperature of helium in a mullite tube using 2.45GHz 

microwave.[26] 

1.4.2 Beam Transmission of Microwave Beam 

In order to apply for the BEP launch system, microwave has to propagate long dis-

tance to provide energy to the vehicle. As an electromagnetic beam propagates long 

distances, the beam spot diverges. The radius of the diverged spot, due to the long 
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propagating distance of the electromagnetic beam, is obtained from a simple equation 

for a 0
th

 Gaussian mode. Application of microwave to beamed energy propulsion is 

limited in frequencies in which the atmosphere is transparent. The advent of submilli-

meter astronomy has highlighted the existence of locations with particularly low 

atmospheric water content, opening up new microwave transmission windows between 

35-300GHz and sometimes beyond. Since the atmospheric height of water vapor is only 

in the scale of 1-2km, sites such as the Caltech Submillimeter Observatory (CSO) on 

Mauna Kea are at high altitude, where atmospheric water vapor levels permit transmis-

sion above 250GHz, shown in Figure 1-4. 

 

Figure 1-4 Beam transparancy at millimeter wave band[27] 

1.5 Launch Cost Estimation of BEP 

Katsurayama et al. analytically examined feasibility of SSTO system powered by 

Repetitive Pulse laser and microwave. They proposed a vertical launch to minimize the 

development cost of the laser base. The vehicle is boosted by beamed energy propulsion 

to reach the orbit beyond the GEO. At the apogee point, the vehicle is kicked to GTO by 

an on-board motor, and decelerates at the perigee point in the similar way. This research 
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was focused on the construction of a 100-ton space solar power satellite in GEO. If a 

1GW- output microwave facility becomes available, a vehicle could launch payload of 

100kg. Along to their consideration, 1,000 launches are necessary, and cost becomes 

almost one-tenth of a chemical rockets‟ cost.[27][28][29] From these previous studies 

on the concepts and feasibilities, the application of the millimeter wave beam to BEP is 

expected as a promising technology. 

1.6 Detonation 

In the field of combustion dynamics, a flame propagating at a subsonic velocity is a 

phenomenon observed in usual life. This subsonic propagation of a flame is called a 

deflagration. On the other hand, a flame propagating supersonically is observed in 

extreme conditions; some applied in rocket engines, and some observed in explosion 

accidents. This phenomenon is called a detonation, which accompanies a shock wave. 

The difference between a deflagration and a detonation is listed in Table 1-1. 

Table 1-1 Comparison between detonation and deflagration [30] 

 Detonation Deflagration 

Mc 

u2/u1 

p2/p1 

T2/T1 

2/1 

5~10 

0.4~0.7 (deceleration) 

13~55 (compression) 

8~21 (heating) 

1.7~2.6 

0.0001~0.03 

4~6 (acceleration) 

0.98 (slight expansion) 

4~16 (heating) 

0.06~0.25 

 

Experimental observations of detonation began about 130 years ago. At that time, 

explosion accidents, especially in mines, were major problems. In 1883, Mallard and Le 

Chatelier[31] published an article about experiments and theory of combustion and 

explosion, and pointed out that detonation was observed by Berthelot and Vieille. 



 

     10 

Berthelot and Vieille[32] experimentally suggested that detonation is a combustion 

wave propagating at a specific velocity. At that time, research on shock waves has been 

highlighted and theoretical analysis on detonations was performed. This is when Hugo-

niot[33] and Chapman[34] made a theoretical discussion on detonation using the shock 

wave theory. 

The theory of a steady one-dimensional detonation was made by Crussard[35] in 

1907 and Jouget[36] in 1917. This is the widely known Chapman-Jouget (CJ) theory. 

By using hydrodynamic conservation equations, they pointed out that the detonation 

wave propagates at the minimum possible velocity. They concluded a simple theory 

saying that the propagating velocity could be determined only by the gas mixture, and 

not influenced by the chemical reaction rate.  

In 1940, the structure of a detonation wave started to be discussed. A model ex-

plaining the structure using hydrodynamics, called the “ZND theory,” was proposed 

independently by three researchers: Zel‟dovich in USSR[37], von Neumann in USA[38], 

Doering&Burkhardt in Germany[46].  

The structure of a detonation wave explained in the ZND theory consists of a shock 

wave and a combustion region as shown in Figure 1-5. Here, a detonation wave propa-

gating one-dimensionally in a quiescent premixed gas is schematically shown. The state 

in front the detonation wave, or the premixed gas, is shown by subscript 1 and state 

behind the detonation wave, or the burned gas, is shown by subscript 2. A shock wave 

propagating at a constant velocity u1 compresses the premixed gas and increases the 

pressure and temperature to a state called the von Neumann spike. When the com-

pressed gas reaches the explosion limit, ignition and chemical reaction occurs at a 

distance behind the shock wave. This distance between the shock wave and the reaction 

zone exists because of the time lag from the gas compression and ignition. By the 
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reaction taking place by the shock wave compression, detonation is observed as a 

supersonic combustion wave. 

 

Figure 1-5 Structure of a detonation 

 

 

Figure 1-6 Propagating detonation in an observer fixed system of coordinates 

In order to theoretically analyze we will consider a detonation propagating at a ve-

locity of Us, as in Figure 1-6. Then, a control volume around the detonation wave as 

shown in Figure 1-7. In order to set a control volume, a detonation fixed coordinate 

system is used here. Since the detonation wave is propagating at a constant velocity, the 
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state inside the control volume is steady. Here, the incoming flow is the premixed gas, 

and the outgoing flow is the burned gas. 

 

 

Figure 1-7 Propagating detonation in a detonation fixed system of coordinates 

 

For simplicity, the inflow velocity Us is changed to u1, and the outflow velocity Us-

u2 is changed to u2. The governing equations for the flow field inside the control volume 

is the steady inviscid equations consisting of the conservation equations for mass, 

momentum and energy. 

 
1122 uu    (1-1) 

 
1

2

112

2

22 pupu    (1-2) 

 
qhuhu  1

2

12

2

2
2

1

2

1
 (1-3) 

Here, , u, p are density, velocity and pressure, respectively. In Eq. (1-3), h is the 

enthalpy. For a calorically perfect gas, the enthalpy is defined as h= CpT= RT/(-1), 

and q is the heat production by the chemical reaction dependent only on the composition 

of the premixed gas. For simplicity, let us assume the entire gas as a calorically perfect 

gas, thus =const. and R=const. 

From Eqs. (1-1) and (1-2), the following relation is obtained: 

  
i

ii

i v

v
MM

p

p 221    (1-4) 
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The above relation is called the Rayleigh line and the physical properties in a flow 

without friction changes along the Rayleigh line. 

By substituting Eq. (1-3) into Eq. (1-4), the following relation is obtained: 
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


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v
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p
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






 (1-5) 

The above relation is called the Hugoniot curve. Additionally, when the heat emission is 

q=0, the relation indicates the change at the shock wave, which is called the Shock 

adiabatic curve. The Rayleigh line, Hugoniot curve and the Shock adiabatic curve is 

shown in the p-v diagram in Figure 1-8. In a detonation described in the ZND model, a 

shock wave leads the reacting zone, thus the state discontinuously change along the 

Shock adiabatic curve from the state 1, in front of the shock wave, to state “vN.” vN 

stands for von Neumann, indicating the von Neumann spike. The pressure at state 2 

corresponds to the von Neumann Spike. The state behind the shock wave changes 

continuously along the Rayleigh line. The contact point between the Rayleigh line and 

the Hugoniot curve is the Chapman-Jouget (C-J) point. For a Rayleigh line with a 

steeper slope, there exists two intersecting points with the Hugoniot curve. The upper 

intersecting point 2, indicates a strong detonation, in which the upstream is supersonic 

and the downstream is subsonic. This is called an Overdriven detonation, which propa-

gates faster than the C-J velocity. Since the downstream is subsonic in an Overdriven 

detonation, the propagation is usually unstable. On the other hand, the lower intersect-

ing point 2‟, indicates a weak detonation, in which the upstream and downstream is 

supersonic. Since the flow could only be accelerated to sonic speed in an exothermal 

reaction, a weak detonation is physically impossible. Thus state 2 is the only possible 

state behind the detonation wave. Especially, when the Rayleigh line is tangent to the 



 

     14 

Hugoniot curve, the final state becomes the tangent point called the Chapman-Jouget 

(CJ) point. At this condition, the flow behind the detonation is at sonic speed. 

 

Figure 1-8 Hugoniot curve and Rayleigh line in a p-v diagram 
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2. Numerical Analysis of the Microwave Rocket 

2.1 Numerical model 

The plasma column formed in atmospheric air by a millimeter wave beam is shown 

in Figure 2-1. Figure 2-2 shows side-view photographs of the discharge development. 

As these figure shows, the ionization front propagates towards the upstream of the 

millimeter-wave beam at a constant velocity. Additionally, a heating region with a 

certain length is observed to propagate. 

 

 

Figure 2-1 Photograph of Microwave Plasma, 700kW, =0.4msec 
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Figure 2-2 Photographic images of plasma propagation. P=730kW, 170GHz, =0.4ms, 18,000FPS 

 

As shown in Figure 2-3, measured propagation velocity of the ionization front, Uioniz, 

increases with the peak power density S0. By linearly fitting the plotted results, we use 

the relations between Uioniz [m/s] and S0 [MW/cm
2
] as follows: 

 9.144190 0  SU ioniz  (2-1) 
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Figure 2-3 Dependence of Uioniz and Ushock on S0 

 

  A schematic figure of the Microwave Rocket is shown in Figure 2-4. 

 

Figure 2-4 Calculation domain 

The governing equations for the flow field are one-dimensional Euler equations, 

consisting of the conservation equations for mass, momentum and energy. 
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Here  is the density (mass per unit volume), u is the momentum per unit volume and 

E is the energy per unit volume. p is the pressure which is given as a function of the 

internal energy e and the density. For a perfect gas, the pressure has the form 

   eRTp    (2-5) 

 2

2

1
u

E
e 


 (2-6)

 

where =cp/cv is the ratio of specific heats, T is the temperature and R is the gas constant. 

For a calorically perfect gas e=cvT. Then 

 22

2

1

2

1
uTcueE v    (2-7) 

2.2 Microwave heating 

In the governing equations, the microwave energy should be added as a source term 

in order to simulate the microwave heating. In the atmospheric breakdown, ionized 

plasma absorbs the power of the microwave beam and air is heated. Since the ionization 

front propagates towards the beam source, the heating region also moves as the ioniza-

tion front propagates. 

On the millimeter wave beam, the electric field and the magnetic field are oscillat-

ing at the frequency of the millimeter wave. When the beam reaches the plasma, 

electrons in the plasma are accelerated by the oscillating electric field, thus obtaining 

kinetic energy from electromagnetic wave. The accelerated electrons collide with heavy 

particles and transfer the absorbed energy to other particles in the plasma. Therefore in 

the plasma heating region, air is heated by the radiation of the millimeter wave.  

Various radiation models for air plasma are proposed, though we assume only ideal 

air which is heated by the microwave. Therefore, absorbed power density of the micro-
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wave is given by Saverage[MW/cm
2
], and air is assumed to obtain energy. Here, Saverage 

is the average microwave power density defined as follows: 

 
02

2

0

average

2
S

dA

P
S


  (2-8) 

Here, P and A are the total output of the microwave and the cross section of the thruster, 

respectively. S0, 0, d are the peak power density, beam waist, diameter of the plasma, 

respectively. The last relation is obtained from the relations of a Gaussian beam. 

Since only part of the microwave energy is absorbed by the plasma, the energy ab-

sorption efficiency , which is the ratio of the absorbed energy to the total beam energy, 

is defined.  is described as product of two parameters as follows: 

 
absorptioncoupling    (2-9) 

Here, the beam coupling efficiency coupling is defined as the ratio of the amount of 

power irradiated on the plasma to the total beam power. By observing the ionization 

front with a high-speed camera, luminescence of the plasma was observed in a radius 

shorter than the thruster, as illustrated in Figure 2-5. Since the microwave power is 

absorbed only by the plasma, the ratio of the absorbed component to the total output of 

microwave is necessary to take into consideration. This ratio could be calculated 

assuming axisymmetric plasma formed at the center of a Gaussian beam shown in 

Figure 2-5. Thus, coupling could be calculated as follows: 
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Figure 2-5 Schematic of the microwave beam profile and plasma 

Here, rplasma and  are the radius of the plasma and the radius of the beam, respectively. 

The absorption efficiency absorption is defined as the ratio of the net microwave 

power absorbed by the plasma to the microwave power irradiated on the plasma. In the 

thermally equilibrium microwave plasma discussed in reference [7], some of microwave 

beam power is reflected from its surface due to the high electron density in the plasma. 

On the other hand, plasma supported by a CW laser cannot exceed the high electron 

number density which achieves the cut-off frequency for laser's wave length. Therefore 

some of laser beam power passes through the plasma. However, in the atmospheric 

millimeter wave plasma, both reflected and transparent power were not detected during 

the experiment. Therefore, absorption = 1 is assumed in this study. 

Heating by the microwave is assumed to be uniform in a region with a length of :  

wavelength of the microwave. Therefore, the source term w in the energy equation of 

governing equations is as follows. 

 



 averageS
w   (in a heating region) (2-11) 
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 0w   (not in a heating region)
 

(2-12) 

2.3 Governing equations 
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2.4 Numerical method 

The approximated Riemann problem is a typical initial-value problem which could 

be applied to any non-linear, parabolic system equations. By using the result obtained 

from the approximated Riemann problem, we could define the Godunov‟s method, 

which is a generalized upwind method for Euler equations. Defining the numerical flux 

at the cell interface as Ej+1/2, the Godunov‟s method for Eq. (2-13) is written as follows: 

 
S

x

E

t

QQ nn

j

n

j









1

 (2-15) 

   StEE
x

t
QQ n

j

n

j

n

j

n

j 



 



2121

1 ~~
 (2-16) 

Since the Godunov‟s scheme itself only considers an approximated data, in which the 

physical values inside the cell is assumed constant, there is no need to obtain an exact 

solution for the Riemann problem. Thus, we only need to evaluate an approximated 

value for the numerical flux at the cell interface: Ej+1/2. There are mainly two methods to 

evaluate Ej+1/2; the Flux Difference Splitting (FDS) first proposed by Roe, and the Flux 

Vector Splitting (FVS) first proposed by Steger and Warming. 
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Figure 2-6 Computational cell in the Finite Volume Method 

 

2.4.1 Flux Difference Splitting [40] 

  The numerical flux using FDS is defined as follows: 
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Here, A, R and  are the flux Jacobian matrix, the characteristic matrix, and the diagon-

al matrix, respectively. For the Euler equations, the flux Jacobian matrix and the 

characteristic matrixes are written as follows: 
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where, 
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2.4.2 Flux Vector Splitting [40] 

The idea of FVS is to split the numerical flux, Ej+1/2, into two components: E
+
(Q) 

and E
-
(Q). Here, E

+
 is the flux corresponding to the positive eigenvalues, and E

-
 corres-

ponding to the negative eigenvalues. Since the information comes from the negative 

direction for the elements corresponding to the positive eigenvalues, a backward diffe-

rential is applied. In the same way, a forward differential is applied for the elements 

corresponding to the negative eigenvalues. In order to split the flux, the diagonal matrix 

given from A∓ is split as follows: 

 

2


  (2-23) 

Here, 
+
 consists only from the positive eigenvalues, and 

-
 consists only from the 

negative eigenvalues. Then, the following matrixes are defined: 

 QAERRA   ,1  

 

(2-24) 

By applying the split matrixes described above, the numerical flux using FVS is defined 

as follows: 
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2.4.3 SHUS (Simple High-resolution Upwind Scheme) [41] 

As described above, FDS is a method directly applied from a scalar equation to a 

system equation. There are problems reported in simulating an impulsive start or 

inviscid expansion wave. A phenomenon called the carbuncle phenomenon also occurs 

easily in FDS. On the other hand, FVS is a method based on the idea of an advective 

flow. Some problems caused by FVS are the generation of a non-physical wiggle at the 

shock wave. 

In order to solve these problems, Liou & Steffen proposed a method called AUSM, 

which splitted the advective term and pressure term similar to the FVS. Shima & 

Jounouchi further modified the method called a Uni-Particle Upwind Scheme, which 

handles the advective term as a single fluid particle. SHUS is one of the Uni-Particle 

Upwind Schemes which holds the following characteristics: 

1.  Enable to handle a boundary layer, or a steady/ unsteady contact surface 

2.  Not generating a severe carbuncle phenomena 

3.  Strong to shock waves or symmetric expansions 

In order to describe the method, first the integrated form of the governing equations 

is written as follows: 

 0ˆˆ   dsFQdv   
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Here,   peH   is the total enthalpy. The flux is determined to choose the upwind 

side whether the mass flux m is positive or negative. 
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Subscript + indicates the left side of the cell, and – indicated the right side of the sell. 

By choosing how to evaluate the mass flux m, several schemes could be constructed. 

SHUS applies Roe‟s FDS method, except uses primitive values instead of conservative 

values. 
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Here, c is the average of the sound velocity. The split pressure is given as follows: 
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2.5 Grid resolution 

Grid convergence was evaluated by measuring plateau: the time of pressure main-

tained for thrust. Here, plateau is given by integrating the time of shock wave and 

expansion wave inside the thruster, thus it is important to understand the grid conver-

gence. Calculated plateau for each grid points is shown in Figure 2-7. The horizontal axis 

shows the grid number in the heating region, /dx. The evaluation was conducted under 

the condition of microwave power density at S0=0.120，0.320 MW/cm
2
. In both cases, 

the calculated result show that plateau converged at a region of /dx>10. At the present 

calculation, we set the cell length at dx=5.0×10
-5 

m, where the grid number at heating 

region is, /dx≒35. 
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Figure 2-7 Grid convergence 

2.6 Validation 

Numerical results of Ushock and p3 were compared with experimental results. Here, 

Ushock and p3 are propagation velocity of shockwave and thrust pressure, respectively. 

Results for each microwave power are shown in Figure 2-8 for p3, and in Figure 2-9 for 

Ushock. 

Both results showed good agreement with experimental results. Therefore, we ob-

tained the detailed structure of internal flow field, and the structure of a microwave 

supported detonation will be discussed. 
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Figure 2-8 Comparison of thrust wall pressure 

 

Figure 2-9 Comparison of propagating velocity of shock wave 
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2.7 Results 

As shown in Figure 2-10, the flow field is categorized into three regimes and one 

point, namely the MSC regime, the C-J MSC regime, the Overdriven MSD regime and 

the C-J MSD point. The Microwave Supported Combustion (MSC) regime is when the 

microwave power density is lower than 0.121 MW/cm
2
. The Chapman-Jouget (C-J) 

MSC regime is in the range of power density of 0.121<S0<0.196 MW/cm
2
. At the power 

density of S0>0.196 MW/cm
2
, the propagating velocity of the shock wave and the 

ionization front becomes the same. Since a detonation is defined as a phenomenon 

where a reacting zone and a shock wave propagate together at a same velocity, here we 

define this region as the Microwave Supported Detonation (MSD) regime. Especially 

when S0=0.196 MW/cm
2
, the propagating velocity is defined as the minimum possible 

velocity for the detonation, or the C-J velocity, here we call this point as the C-J MSD 

regime. 
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Figure 2-10 Definition of regimes in flow field 

2.7.1 Microwave Supported Combustion (MSC) regime 

An x-t diagram is shown in Figure 2-11, whose horizontal axis is the position and 

the vertical axis is time. Here, two discontinuities propagating at a constant, but in a 

different, velocity could be seen. The discontinuity propagating in the lower velocity 

corresponds to the heating region, which was originally set to propagate at a constant 

velocity. The other discontinuity, propagating faster, corresponds to the shock wave. 

Thus in the MSC regime, it could be said that by setting the heating region to propagate 

at a constant velocity, the shock wave would be simulated to propagate at a constant 

velocity. 

In order to further discuss into the flow field, temperature and pressure distributions 

are shown in Figure 2-12. The horizontal axis shows the position in the long direction 

where x=0 is the thrust wall and x=0.3 the exit. As seen in Figure 2-12, two disconti-
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nuous steps propagate toward the exit. The left discontinuity is the heating region given 

by Eq. (2-1), and the right discontinuity is the shock wave propagating in front the 

heating region. Both discontinuities propagate at a constant velocity, thus the distance 

between increases with time. In order to analyze the flow field, we set three states: 1 as 

the state in front of the shock wave, 2 as the state between the shock wave and heating 

region, 3 as the state behind the heating region. Theoretical discussions are made later. 

 

 

Figure 2-11 x-t diagram in the MSC regime 
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Figure 2-12 Longitudinal distribution of pressure and temperature in the MSC regime 

2.7.2 C-J (Chapman-Jouget) MSC regime 

By increasing the microwave power, the flow field changes to Chapman-Jouget(C-

J) MSC regime. An x-t diagram is shown in Figure 2-13. Although the two discontinui-

ties are observed to propagate at a close velocity, there are still two discontinuities 

observed which is similar to the MSC regime. 

Temperature and pressure distribution are shown in Figure 2-14. As it is shown in 

Figure 2-12, the horizontal axis shows the position in the long direction where x=0 is 

the thrust wall and x=0.3 the exit. In Figure 2-14, the left discontinuity is the heating 

region, and the right discontinuity is the shock wave. Although two discontinuities 

propagate toward the exit which is similar to the MSC regime, the difference is that a 

gradient is generated behind the heating region. In order to analyze the flow field, we 

set four states: 1 as the state in front of the shock wave, 2 as the state between the shock 

wave, 2.5 as the state between the heating region and the gradient, and 3 as the state 

behind the gradient. 
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The expansion wave behind the heating region shows different tendencies to MSC 

regime. Local Mach number at the head of the expansion wave were M3=1 throughout 

this regime. Thus, the expansion wave was generated because the flow was thermally 

chocked. This expansion wave was identified when the microwave power density was 

over S0=0.121 MW/cm
2
. 

C-J MSC regime is obtained when the microwave power density is at 

0.121≤S0≤0.196 MW/cm
2
. In this region, thermal choke occur. Since the velocity of 

each discontinuity is different, it still could not be called as a detonation. Additionally, 

since the local Mach number behind the heating region was M=1 throughout this regime, 

it could be said that the flow is in C-J state. Therefore, here we define this region as C-J 

MSC regime. 

 

Figure 2-13 x-t diagram in the C-J MSC regime 
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Figure 2-14 Longitudinal distribution of pressure and temperature in the C-J MSC regime 

2.7.3 Overdriven MSD (Microwave Supported Detonation) regime 

The regime with the highest microwave power densities are the Overdriven MSD 

regime. Temperature and pressure distributions are shown in Figure 2-16. 

Here in the Overdriven MSD regime, both temperature and pressure has only one 

discontinuity. After a flat region, an expansion wave propagates. In order to analyze the 

flow field, we set three states: 1 as the state in front of the discontinuity, 2 as the state 

where the distribution is flat, and 3 as the state behind the gradient. 
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Figure 2-15 x-t diagram in the Overdriven MSD regime 

 

Figure 2-16 Longitudinal distribution of pressure and temperature in the Overdriven MSD regime 
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2.7.4 Chapman-Jougen (CJ) MSD point 

When the microwave power is at S0=0.196 MW/cm
2
, the velocity of heating region 

and shockwave become equal. Thus at this point, the propagating wave could be called 

a detonation. Additionally, since the flow is thermally chocked, it is in C-J state. This 

specific point at S0=0.196 MW/cm
2
 is called the C-J MSD point. This point says that 

when the velocity of the heating region and shock wave becomes equal, the two discon-

tinuities attach and becomes a single discontinuity, as shown in Figure 2-17. 

In the present phenomena and numerical model, heating region does not propagate 

by shockwave compression. Therefore, the structure differs from the ZND detonation 

model. Theoretical analysis on the wave structure will be discussed in the next chapter. 

 

Figure 2-17 Longitudinal distribution of pressure and temperature in the C-J MSD point 
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2.8 Flight performance 

2.8.1 Momentum coupling coefficient 

In beamed energy propulsion, it is important to estimate the ratio of the input laser 

energy and thrust produced. Momentum coupling coefficient is commonly used to 

evaluate the performance for a beamed energy rocket. In the present research, momen-

tum produced during a single cycle, and momentum coupling coefficient is estimated as 

follows: 

   plateauppAI 13   (2-26) 

 

pulse

m
P

I
C


  (2-27) 

Here, p1 and p3 are thrust pressure and atmospheric pressure, respectively. Addi-

tionally, plateau，and pulse are the time of thrust pressure kept, and pulse duration, 

respectively. Calculated and experimentally measured momentum coupling coefficient 

for each microwave power density is shown in Figure 2-18. 

Calculated results show that the distribution of Cm gradually decreases after a max-

imum value. This trend is similar to experimental results. The maximum value appears 

at the C-J MSC regime. This indicates that the maximum heat transfer to the flow field 

contributed to the increase in thrust performance. 
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Figure 2-18 Calculated and measured Cm for each power densities 

2.8.2 Thermal conversion efficiency 

  Thermal conversion efficiency was calculated based on the Pulse Detonation En-

gine (PDE) model [42][43]. Calculated results are shown in Figure 2-19. As it was with 

the distribution of Cm, distribution of thermal conversion efficiency shows a maximum 

value at C-J MSC regime. Here also indicates that the maximum heating in the C-J 

MSC regime produced maximum flow work. 
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Figure 2-19 Calculated thermal efficiency for each power densities 

Above all, we predict that the performance for a microwave  rocket will be opti-

mized at the C-J MSC regime, where the microwave power is 0.121≦S0≦0.196 

MW/cm
2
. 

2.9 Theoretical discussion 

If we set a control volume around a flow field, we can apply the hydrodynamic eq-

uations as follows: 
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Here, , u, e,’, q are the density, velocity, energy per unit volume, viscous stress tensor 

and energy flux, respectively. Additionally, V0 and S0 are the volume and the surface 

area of the control volume. 

 

Figure 2-20 Control volume for the Rayleigh flow 

If we assume a steady state in the control volume, the time derivative, or the left hand 

side, in Eqs. (2-28)-(2-30)will vanish. Furthermore, the equations could be simplified by 

assuming a one-dimensional flow as shown in Figure 2-20. Thus, the governing equa-

tions to be considered are written as follows: 

 uuii    (2-31) 

 22 upup iii    (2-32) 

 22

2

1

2

1
uTCquTC piip   (2-33) 

Here, subscription i indicates the incoming flow, and the outgoing flow is shown with 

no subscription.  For chemical detonations, q is the heat produced by combustion, or 

also defined as the change in formation enthalpy between the premixed gas and the 

burnt gas. In case of a beamed energy used, the heating ratio is given as q=S0/iui. In 

the present model, an idealistic gas is assumed. Therefore the amount of heating is given 

only from the microwave. From Eqs. (2-31) and (2-32), the following relation is given. 
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Here, Mi is the inflow Mach number, and v is the specific volume defined as v=1/. The 

above relation is represented as a line on a pressure-specific volume diagram, or the p-v 

diagram, as shown in 

Figure 2-21

 

This line is determined by the physical state and the velocity of the inflow, and is called 

the Rayleigh line. 

 

 

Figure 2-21 Rayleigh line in a p-v diagram
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The above relation is represented as a curve on the p-v diagram, as shown in Figure 

2-22. This curve is called the Hugoniot curve, and it shifts to the upper right as q 

increases. Especially when q=0, the relation represents a flow with no external heating, 

which becomes the shock wave relations. Thus, the curve in the p-v diagram when q=0 

is called the Shock adiabatic curve, and represents the relations between the upstream 

and downstream of a shock wave. 

 

 

Figure 2-22 Hugoniot curve in a p-v diagram 

2.9.1 MSC regime 

In Figure 2-12, three states were determined in the flow field: 1 as the state in front 

of the shock wave, 2 as the state between the shock wave and heating region, 3 as the 

state behind the heating region. The p-v diagram for MSC regime is shown in Figure 

2-24. Downstream of the heating region satisfies Eqs. (2-34) and (2-35), thus the change 

at the heating region is given by the intersection point of a Rayleigh ling and Hugoniot 
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curve in the p-v diagram. Additionally, when there is no heating, q=0, Eqs. (2-31)-

(2-33) indicate a conservation law for a shock wave. Therefore, a curve given by Eq. 

(2-35) with q=0 is called the shock adiabatic curve. Furthermore, the downstream of a 

shock wave is given by an intersection point of a Rayleigh line and shock adiabatic 

curve. 

In Figure 2-24, state 2 is given by an intersection point of the shock adiabatic curve 

and Rayleigh line 1 starting with state 1. Additionally, state 3 is given by an intersection 

point of the Rayleigh line 2 starting with state 2, and Hugoniot curve. Therefore, we 

understand that MSC regime consists of a shock wave and Rayleigh flow. 

 

 

Figure 2-23 Control volumes for the MSC and C-J MSC regime 
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Figure 2-24 p-v diagram for the MSC regime 

2.9.2 C-J MSC regime 

In Figure 2-14, four states were determined: 1 as the state in front of the shock 

wave, 2 as the state between the shock wave, 2.5 as the state between the heating region 

and the gradient, and 3 as the state behind the gradient. The p-v diagram for C-J MSC 

regime is shown in Figure 2-25. State 2 is given by the intersecting point of Rayleigh 

line 1 starting with state 1, and shock adiabatic curve. Similarly, state 2.5 is given by the 

intersecting point of Rayleigh line 2 starting with state 2 and Hugoniot curve. Here, 

Hugoniot curve shifts to the upper right in the p-v diagram as the heating q increases. 

On the other hand, the gradient of the Rayleigh ling is determined by the inflow Mach 

number. Thus, the Rayleigh line tangent to the Hugoniot curve indicates that the heating 

to the flow field is at maximum amount. Therefore, thermal choke occur to the flow 

field in this condition at C-J MSD regime. 
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Figure 2-25 p-v diagram for the C-J MSC regime 

2.9.3 Overdriven MSD regime 

Temperature rise in Overdriven MSD regime occurs at the heating region, which 

indicates the use of the Rayleigh flow relations. A p-v diagram for Overdriven MSD 

regime is shown in Figure 2-27. State 2 is a intersecting point of the Rayleigh ling and 

Hugoniot curve. This indicates that the change from state 1 to 2 is done by a heating 

process without a shockwave compression. Therefore, Overdriven MSD regime consists 

of a Rayleigh flow and an expansion wave. 
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Figure 2-26 Control volume for the C-J MSD and Overdriven MSD regime 
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Figure 2-27 p-v diagram for the Overdriven MSD regime 

2.9.4 C-J MSD point 

The p-v diagram is shown in Figure 2-28. Since there is only one discontinuity, on-

ly one Rayleigh line appears. At other microwave power densities, the velocity of 
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heating region and shockwave are different, thus making two different Rayleigh lines. 

This is because the control volume for each discontinuity is different caused by the 

different velocities of the discontinuities. 

 

Figure 2-28 p-v diagram for the C-J MSD point 
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2.10 Boundary between the MSC and MSD regime 

Computational results showed that the ionization front and shock wave propagate at 

the same velocity where the microwave power density is S0 ≥ 0.196 MW/cm
2
, or Saverage 

≥ 0.022 MW/cm
2
. This value could be obtained by comparing the propagating velocity 

of the ionization front and the C-J velocity. For simplicity, a steadily propagating 

detonation in a quiescent gas is considered, and a control volume around the detonation 

wave is set. The governing equations will be as follows: 

 
2211 uu    (2-31) 
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In the Chapman-Jouget condition, the state 2 in the downstream is thermally chocked, 

or the local propagating velocity is same as the speed of sound. 

 
222 RTau   (2-36) 

Here a is the speed of sound. By considering that Cp could be written as Cp=R/(-1), 

the propagating Mach number of the detonation could be written as follows: 
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Therefore, the propagating velocity of the detonation in C-J condition could be written 

as follows: 
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In the detonation supported by an electromagnetic beam, the heat emission is 

q=S0/1u1=S0/1DCJ therefore: 
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It is difficult to analytically solve Eq. (2-39), thus the Newton-Rapson method is applied 

to numerically solve the equation. The result is shown in Figure 2-29, along with the 

velocity of the microwave discharged ionization front given by Eq. (2-1). 

 

Figure 2-29 Theoretical C-J velocity and measured propagating velocity of ionization front 

Figure 2-29 shows that the propagating velocity, increasing with the power density, 

exceeds the C-J velocity at some point. Since the C-J velocity is the minimum possible 

velocity of a detonation, the region where Uioniz ≥ DCJ could be defined as the region of 

a detonation, in which the power region is Saverage ≥ 0.022 MW/cm
2
. This result corres-

ponds to the boundary of the C-J MSC regime and the C-J MSD point, which is the 

boundary of the MSC and the MSD regime. 
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2.11 A new theory for the Microwave Supported Detonation 

As discussed above, a single control volume around the entire flow field could be 

set in order to analyze the wave structure. Here again, the governing equations are: 

 uuii    (2-40) 

 22 upup iii    (2-41) 

 22

2

1

2

1
uTCquTC piip   (2-42) 

For a chemically driven detonation, the structure is known to have a ZND structure, 

as illustrated in Figure 2-30. 

 

 

Figure 2-30 Control volume for the ZND detonation model 

In Figure 2-30, the shock wave and the heating region, or the combustion zone, are 

propagating at the same velocity, and we could apply Eqs. (2-31)-(2-33) for the control 

volume. It is known that there is a delay between the shock wave compression and 

ignition of the gas, thus there is a distance between the shock wave and the heating 

region, shown as state 2 in Figure 2-30. The ZND structure could be explained in a p-v 

diagram using the Rayleigh line, Hugoniot curve and the Shock adiabatic curve. 
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For a chemical detonation, q is given as a physical property of the premixed gas. If 

we assume that the propagating velocity is known, we could determine every curve and 

line in the p-v diagram, as illustrated in Figure 2-31. 

 

 

Figure 2-31 p-v diagram for the ZND detonation model 

The change at the shock wave, from state 1 to 2, is given along the Shock adiabatic 

curve, where state 2 is determined by the intersecting point of the Shock adiabatic curve 

and the Rayleigh line. Then the change at the reaction zone, from state 2 to 3, is given 

along the Rayleigh line, where state 3 is determined by the intersecting point of the 

Rayleigh line and the Hugoniot curve. Although there are two intersecting points 

between the Rayleigh line and the Hugoniot curve, state 3‟ is a physically impossible 

state. This is because the change from state 2 to 3‟ is a change from a subsonic flow to a 
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supersonic flow, which is a physically impossible change in the theory of compressible 

hydrodynamics. 

For a detonation supported by an electromagnetic beam, the propagating mechan-

ism is more complex than a chemical detonation. Therefore, if we set a control volume 

around the detonation wave, the detailed structure is not known, as shown in Figure 

2-32. In order to analyze the structure, a p-v diagram written by determining the Ray-

leigh line, Hugoniot curve and the Shock adiabatic curve is shown in Figure 2-33. 

 

 

Figure 2-32 Control volume for the microwave supported detonation 
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Figure 2-33 p-v diagram for the microwave supported detonation 

The state behind the detonation wave should satisfy the governing equations, i.e. the 

final state should pass through the Rayleigh line and the Hugoniot curve. As mentioned 

above, there are two possibilities for the final state, and it could not yet be determined. 

For a chemical detonation, the final state was determined using the p-v diagram based 

on the knowledge of a ZND structure. 

Here, going back to the governing equations, the heat emission could be written as 

q=S0/iui, and the energy equation will be written as follows: 
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 (2-43) 

The above relation requires the velocity, u, in order to determine, thus the Hugoniot 

curve also requires the velocity to be determined. Raizer derived a relation which only 

requires the power density of the beam, assuming a high compression. [44] 

 

   

32

12

21

10

2
111

12






















 vvS
p  (2-44) 



 

     53 

Although from the simulated results, the pressure behind the MSD wave is not high 

enough so that the initial state could be ignored. Thus a similar relation without any 

further assumptions is derived. 

Eliminating variable u from Eqs. (2-31), (2-32) and (2-43), the following equation 

is obtained. 
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In order to analytically solve further, a variable substitution is done for the pressure. 

 xpp  12  (2-46) 

Then, Eq. (2-45) is written as follows: 
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  For a monic polynomial, x
3
+ax

2
+bx+c=0, the general formula for all three roots are 

written as follows. [45] 
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where 

 cabam 2792 3   (2-51) 
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The discriminant for the cubic equation is defined as follows: 

 23223 274418 dbbacaabc   (2-56) 

The discriminant for Eq. (2-47) is <0 for the region considered in this work, in which 

the equation has one real root and two non-real complex conjugate roots. 

Above all, by considering only the real roots for Eq. (2-47), the pressure behind the 

MSD wave could be written as follows: 
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The relation described in Eq. (2-44) and Eq. (2-57) for S0=0.240 MW/cm
2
, in the 

Overdriven MSD regime, is shown in Figure 2-24 along with the curves in Figure 2-33. 

Here, the curve given by Eq. (2-44) is called the Raizer curve, and the curve by Eq. 

(2-57) the Proposed MSD curve. In Figure 2-33, there were two possible solutions for 

the pressure behind the MSD wave, but since the solution have to satisfy Eq. (2-57) also, 

the desired solution should pass the Proposed MSD curve. Thus, as shown in Figure 

2-34, the solution behind the MSD wave is with the lower pressure. It is interesting that 

this point could not be achieved in a chemical detonation, as explained in Chap. 1.6. 

Additionally, since the Raizer curve does not pass the intersecting point between the 

Rayleigh line and Hugoniot curve, it would not be appropriate to assume a high com-

pression as done in Eq. (2-44). 
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Figure 2-34 p-v diagram for the microwave supported detonation with the proposed MSD curve 

By using the results in Figure 2-34, we could determine the structure of the Over-

driven MSD wave. If we assume a ZND structure for the Overdriven MSD wave, the 

change at the shock wave has to change along the Shock adiabatic curve to state 2‟, 

which is the von Neumann spike. Since the analysis using the control volume concluded 

that the final state has to be state2, the change behind the shock wave has to pass along 

the Rayleigh line from state 2‟ to state2. As explained in Chap. 1.6, this change violates 

the physics of compressible hydrodynamics, because the flow could only be accelerated 

to sonic speed. Thus, it could be said that the state at the MSD wave changes from state 

1 to 2 along the Rayleigh line, and not passing the Shock adiabatic curve. This result 
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indicates that the shock wave does not propagate independently, but only within the 

heating region. 

 

Figure 2-35 Structure of a microwave supported detonation 



 

     57 

3. Chemical equilibrium calculation 

From the simulated results on the efficiency for the Microwave Rocket, both Cm 

and heat conversion efficiency was maximum at the C-J MSC regime. By increasing the 

microwave power, the propagating wave would become a detonation and the efficien-

cies saturated after some decrease. On the other hand, the energy efficiency for a Laser 

Supported Detonation (LSD) has been investigated. [39] In order to look further into the 

energy conversion, in terms of gas dynamics, a chemical equilibrium calculation is 

conducted. 

3.1 Governing equations 

  The simulated model is shown in Figure 3-1. 

 

Figure 3-1 Calculation domain for the LSD wave 

Here, the LSD wave is assumed planar propagating the pathway of the laser. The 

physical properties of the upstream and downstream of the LSD wave is assumed 
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unformed. The physical values are calculated by a chemical equilibrium computation 

and by solving the LSD relations.[47][48] The governing equations are as follows: 
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Eq. (3-1) is the energy equation, where subscript 1 indicates the surrounding atmosphere 

and subscript 2 the properties behind the LSD wave. The velocity is based on a LSD 

fixed coordinates, and the inflow is given from experimental results. Here, the LSD 

wave is assumed to satisfy the Chapman-Jouget condition, thus the velocity behind the 

LSD wave could be described as follows: 

 
2222 TRv   (3-6) 

PL and AL indicate the laser power and the cross-section of the LSD wave. Eqs. (3-2) 

and (3-3) indicate the Hugoniot relation assuming the C-J condition. 

Eq. (3-4) is the equation for the detailed chemical equilibrium, where nsp, nr,s and K
 

r
eq are the number of species, the stoichiometric coefficient and the chemical equili-

brium constant, respectively. X
~

s is defined as X
~

s =lnXs, where Xs is the number of moles 

per unit volume. Eq. (3-5) is the mass conservation law for the basic element c. For air, 

c=N, O, e
-
. Furthermore,  c

s is the number of basic elements in chemical specie s, and Y
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c
0 is the number of moles per unit volume of the basic element, which is given as a 

constant. 

For a line focused system, AL is given from the F number as follows: 
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Here, zd is the position of the LSD front, and l is the distance between the two plates. 

The position of the LSD wave is calculated as follows: 

 
1v

dt
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By calculating the propagation of the LSD wave, the blast wave conversion effi-

ciency EB is calculated using the following equation. 

 
LAvm 11  (3-10) 

  
  dthhmE krtkrt

B 12
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Here, h
t+r+k

 is the sum of translational, rotational and kinetic energy. 

In order to calculate the physical properties, Eqs. (3-1)-(3-5) are solved with lnT2, 

2 and X
~

s as an unknown variable. The modified Newton-Rapson method by Botton et 

al. is used.[49] 

3.2 Thermodynamic properties 

The internal energy of a gas consists of the formation energy e
f
 and four energy 

modes: the translational energy etrans due to thermo motion, rotational energy erot for 

molecules, vibrational energy evib of molecules and electron excitation energy eex. 

 f

exvibrottransmolecule eeeeee   (3-12) 

 f

extransatom eeee   (3-13) 



 

     60 

 
transelectron ee   (3-14) 

For each of the four energy modes, there exists a specific temperature, namely the 

translational temperature, rotational temperature, vibrational temperature and the 

electron excitation temperature. When all of these temperatures are different, the gas is 

in thermodynamic non-equilibrium.[50] 

In the LSD wave, electrons absorb energy of the laser beam through inverse 

bremsstrahlung and distribute the energy to the heavy particles by collisions.[49] Thus 

in the LSD wave, there is a possibility that the electron translational temperature is in 

non-equilibrium with other temperatures. Although, it could be considered that the 

collision frequency is high because a high-density and high-temperature plasma gener-

ated by the strong shock wave. Thus a fast relaxation between different temperature 

modes could be assumed, and a one-temperature model is applied in this study. 

In the one-temperature model, the internal energy and enthalpy of chemical specie s 

could be defined as follows: 
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Here, Cp,s=Cv,s+Rs, and when Tref=0, h
 f

s=e
 f

s. Further in this study, the reference 

temperature Tref=0. 

The specific heat at constant pressure, Cp, could be written as a sum for each energy 

mode. 
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Generally, the vibrational and electron excitation mode of a gas are not excited at 

standard temperature. 

 0,,,,  sexpsvibp CC  (3-18) 
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On the other hand, the translational and rotational energy modes are excited, which 

could be described as follows: 
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Therefore, h
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 in Eq. (3-11) could be written as follows: 
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When the temperature increases, the vibrational and electron excitation energy 

mode will excite, and the temperature dependence of Cp,s should be considered. In this 

research, the temperature polynomial by Gupta is applied for T<30,000K.[51] 
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For temperature higher than 30,000K, the temperature polynomial by Balakrishnan is 

applied.[52] 
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3.3 Chemical equilibrium calculation 

Chemical equilibrium state is achieved when the characteristic time of the chemical 

reaction is fast enough than the characteristic time of the flow field.[50] As described 

above, it could be said that the collision frequency is high in the LSD wave, thus the 

reacting speed is very fast. Therefore, here a chemical equilibrium is assumed. 

The number of detailed equilibrium equations described in Eq. (3-4) should be nsp-

nc, in order to calculate. Here, a molecular ion will not be important for the equilibrium 

calculation. Therefore, the species considered for air are N2, O2, NO, N
+
, O

+
, N, O and 

e
-
. cs, the number of basic element c in specie s, required in Eq. (3-5) is given in Table 

3-2. Y
 c

0 is defined as follows: 
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Here, Xs1 is the number of moles per unit volume before the laser heating, which is 

XN21:XO21=4:1 for air. 

For the chemical equilibrium constant, K
r
eq, the temperature polynomial by Gupta is 

applied.
5)
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Table 3-1 Chemical reactions for eight species used for equilibrium calculation 

Elements: N2, O2, NO, N
+
, O

+
, N, O, e

-
 

Basic Elements: N, O, e
-
 

No. Reaction 

1 N2 ↔ 2N 

2 O2 ↔ 2O 

3 NO ↔ N+O 

4 N ↔ N
+
+e

-
 

5 O ↔ O
+
+e

-
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Table 3-2 Number of basic elements for the eight species for air 

Species N O e-
 

N2 2 0 0 

O2 0 2 0 

NO 1 1 0 

N
+
 1 0 -1 

O
+
 0 1 -1 

N 1 0 0 

O 0 1 0 

e
-
 0 0 1 

 

3.4 Verification 

The code was verified by calculating the mole fraction of chemical species of air at 

various temperatures. Results are shown in Figure 3-2 along with the results by Vincenti. 

Calculated result show good agreement with literature-based results, and the chemical 

equilibrium calculation is verified. 



 

     64 

 

 

3.5 Calculation of the LSD wave 

In order to simulate the three-dimensional LSD wave, the propagating history and 

laser power are given from measured results.  The propagating history of the ionization 

front and shock wave are shown in Figure 3-3. 

Figure 3-2 Comparison of mole fraction at each temperature 
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Figure 3-3 Measured propagating history of ionization front and shock front 

In Figure 3-3, the ionization front and shock wave separate at around t=2.5s, thus the 

calculation will be considering from ignition until t=2.5s. 

The measured laser power history and the propagating velocity are shown in Figure 

3-4. The propagating velocity is given by differentiating the curve fitted function in 

Figure 3-3. By assuming a complete absorption in the plasma, the physical state behind 

the LSD is simulated. 
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Figure 3-4 Measured laser power history and propagating velocity of ionization front 

3.6 Results and discussions 

The calculated temperature behind the LSD wave, along with the laser power histo-

ry, is shown in Figure 3-5. At t=0, when ignition happens by the sharp increase of laser 

power, the temperature of the plasma is about 90,000K. When the laser power suddenly 

decreases at t=0.2s, the plasma temperature suddenly decreases at the same time. Since 

a thermodynamic equilibrium is assumed in this calculation, the laser power supplied to 

the electrons is exchanged with heavy particles, and thus the plasma temperature shows 

similar tendencies with the laser power. 
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Figure 3-5 Calculated temperature behind the LSD front 

The history of mole fraction for each chemical species are shown in Figure 3-6. 

From ignition to t=0.4s, the plasma is completely ionized. At t=0.4s, neutral particles 

are discontinuously increasing. On the other hand, the discontinuous change in tempera-

ture happens at around t=0.2s. Therefore, the discontinuous change in mole fraction of 

species is not due to the change in temperature. From Figure 3-5, the temperature range 

the current chemical model is considering is much less than the simulated temperature 

soon after ignition. Thus, this result implies that there should be a multiple charged ion 

considered in the current phenomena. 
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Figure 3-6 Calculated mole fraction behind the LSD front 

The condition of the LSD termination has been investigated experimentally in 

terms of electron density and laser power density. The electron density and temperature 

are shown in Figure 3-7, and the irradiated laser power density on the LSD wave is 

shown in Figure 3-8. Note that since a one-temperature model is applied here, the 

electron temperature is equal to other temperatures. Table 3-2 shows the experimental 

conditions for the LSD termination, which is also illustrated in Figure 3-7. At t=2.5s, 

which is when the LSD terminates, both the electron density and temperature are 

underestimated compared with experimental results. From experiments done by Fukui, 

the electron temperature is kept over 10,000K during the LSD process.[54] Additionally, 

the electron density required to keep the LSD propagation should be kept at around 

4.95×10
24

.[53] These underestimations are a result of assuming thermal and chemically 

equilibrium, thus for further comparison with experimental results, a numerical analysis 

based on thermal and chemical non-equilibrium is required. 
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Figure 3-7 Calculated electron density and temperature behind the LSD front 

 

Figure 3-8 Irradiated laser power density on LSD front 

 

 

1

10

100

0 0.5 1 1.5 2 2.5

L
as

er
 I
nt

en
s
it
y 

o
n 

L
S

D
 F

ro
nt

 [
M

W
/c

m
2
]

Time [s]



 

     70 

 LSD Post LSD 

Electron density 2×10
24

 1~1.5×10
24

 

Heating rate [MW/m
3
] 10~15×10

7
 5~6×10

7
 

Absorption layer [mm] 0.3 0.5 
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4. Conclusions 

1. The microwave driven shock waves in the Microwave Rocket was numerically 

investigated. By changing the microwave power density, the flow field was catego-

rized into three regimes and one point, namely the MSC regime, C-J MSC regime, 

Overdriven MSD regime and the C-J MSD point. 

2. Theoretical analysis for the Overdriven MSD regime showed that the propagating 

shock wave could only exists in a heating region, and does not propagate indepen-

dently. This structure is different from the ZND structure, which is a theoretical 

structure for a chemical detonation. Furthermore, a new formula to calculate the 

pressure behind the microwave detonation was deduced. 

3. By the assuming thermo-chemical equilibrium for the LSD, a discontinuous change 

in the chemical species was observed, which implied the existence of multi-ionized 

species. Furthermore, calculated density and temperature for electrons were unde-

restimated compared with experimental results. This implied that a strong non-

equilibrium exists during the generation and propagation of the LSD wave in atmos-

pheric air. 
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