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Abstract

Web spamming has emerged to deceive search engines and obtain a higher

ranking in search result lists which brings more traffic and profits to web

sites. Link spamming is the major spamming technique that manipulates

the link structure of the Web to deceive link-based ranking algorithms that

regard incoming links to a page as endorsements to it. Spam pages using

link spamming techniques are need to be eliminated since they damage the

quality of search results and contaminate web mining and analysis results

with useless pages. They are, however, also interesting social activities in

cyberspace.

In this thesis, I study the evolution and emergence of web spam in three-

yearly large-scale of Japanese Web archives containing million hosts and 83

million links. As far as I know, the overall characteristics of web spam in a

time-series of web snapshots of this scale have never been explored.

Understanding the evolution of web spam pages, such as their growth in the

number and change in topics over time, is helpful in developing new spam

detection techniques and tracking spam sites for topic shift observation. Un-

derstanding the emergence of web spam pages, such as continuously created

links to spam pages, is helpful in collecting new spam samples for spam

classifier update.

To understand the evolution of web spam, I analyze temporal changes in

the size and topics of web spam pages. To clarify global characteristics of

web spam pages such as distribution and topics in the single snapshot, I

first propose a method for extracting spam link structures, link farms, from



iii

large-scale of web graphs. I then investigate the evolution of size and topic

distributions in link farms. It is found that link farms were isolated from

each other and most of them did not grow; the overall topic distribution in

link farms was not significantly changed, although new link farms appeared

and hosts in them dynamically changed.

To understand the emergence of web spam, I focus on pages that contain

links to spam pages. I propose a method for detecting hijacked sites, which

are legitimate sites containing links to spam sites, and evaluate its detection

precision. It is confirmed that monitoring hijacked sites is helpful in dis-

covering emerging spam sites. On the other hand, I propose a method for

identifying spam link generators, which are hosts that will generate links to

spam hosts, and evaluate its identification accuracy. It is found that many

links to spam hosts were created by spam link generators and some of spam

link generator detected in 2004 and 2005 are still generating links to spam

hosts in 2010.

Main Contribution of this thesis are as following:

• I clarify overall distribution and evolution of link farms in large-scale

Japanese Web graph for three years containing four million hosts and

83 million links. As far as I know, the overall characteristics of link

farms in a time-series of web snapshots of this scale have never been

explored. I propose a method for efficiently extracting many link farms

and investigate the distribution of extracted link farms. It is found

that link farms in the core recursively showed similar distribution. I

categorize spam hosts in link farms into seven topics and build topic

classifiers. It is found that two dominant topics accounted for over 60%

of all spam hosts in link farms.

• I analyze the evolution of link farms in the aspect of their size and

topics. It is found that link farms were isolated from each other; many

link farms maintained for years, but most of them did not grow; the

distribution of topics in link farms was not significantly changed while

new link farms appeared and hosts and keywords related to each topic
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dynamically changed.

• I study link hijacking techniques and propose a method for detecting

hijacked sites. I investigate characteristics of hijacked sites and catego-

rize them into several types. I detect hijacked sites with high precision

and show that emerging spam sites can be discovered by monitoring

hijacked sites.

• I study spam link generators that generate and propose several features

for identifying spam link generators. It is found that almost new links

pointing to spam hosts are created by spam link generators. I identify

spam link generators with high accuracy and show that some spam link

generators detected in 2004 and 2005 still generate links to spam pages

in 2010.
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Chapter 1

Introduction

1.1 Motivation

The Web has become a major source of information and an important place

for commercial activities for the last two decades. Many people now access

the Web via search engines such as Google, Yahoo! and MSN to get knowl-

edge, reserve hotels, buy daily product, and so on. Considering that there

are over one trillion URLs on the Web [goob] but half of users look at no

more than the top five results in a search result list [NKJ+07], it is clear that

a higher ranking in the result list brings more traffic and profit to web sites.

As a result, some people started manipulating pages’ contents and link struc-

tures to mislead search engines and boost the rankings of their pages. This

behavior is called web spamming, and manipulated pages are called spam

pages.

Figure 1.1 shows a web spam page containing many keywords and links.

The keyword cheepcar, a deliberately misspelled keyword from cheapcar,

is inserted many times in this page. Many hyperlinks to similar spam pages

are also shown on the right-hand side of page. If this page succeeds to deceive

search engines, this page will appear at the top of the result lists when a user

accidentally submit a misspell query cheepcar.
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Addressing web spam is critical for both search engines and web analysis

applications based on Web archives [HMS03, Sin04]. Web spamming has ad-

verse effects on search engines by preventing sites using fair ways to obtain

higher rankings in the result list, wasting the time and resource of search en-

gines, and damaging the reputation of search engines as a trusted information

resource. Web spamming confuses various web analyses. For example, when

we use link-based community extraction methods such as HITS [Kle99] and

trawling [KRRT99], results would include many link structures consisting of

only spam pages. Artificially stuffed popular keywords can contaminate the

result of time-frequency analysis of terms in the Web.

Addressing web spam has two major challenges: global characteristics of web

spam and emerging web spam. Spam pages on various topics distribute over

the large web graph, but their global characteristics and evolutions are not

yet comprehensively explored. On the other hands, new spam pages are con-

tinuously emerging to avoid new anti-spamming techniques and to advertise

new products. For example, spammers started inserting short text segments

copied from various sites to avoid document copy detection techniques. They

also continue to create massive pages advertising new drugs and products that

have not yet known to spam filters. Although existing spam filters based on

machine learning techniques perform very well on benchmarks [spa], they

need to new spam samples to adapt to emerging spamming techniques.

In this thesis, we study the evolution and emergence of web spam in three-

yearly large-scale of Japanese Web archives containing million hosts and 83

million links. As far as we know, the overall characteristics of web spam in a

time-series of web snapshots of this scale have never been explored. Under-

standing the evolution of web spam pages, such as their growth in the number

and change in topics over time, is helpful in developing new spam detection

techniques and tracking spam sites for topic shift observation. Understand-

ing the emergence of web spam pages, such as continuously created links

to spam pages, is helpful in collecting new spam samples for spam classifier

update.

We focus on spam pages that are based on the link structure of the Web.
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Spammers use various techniques for manipulating the link structure. They

create a link farm, a densely connected structure which consists of many inter-

linked spam pages, to increase the number of incoming links and deceive link-

based ranking algorithms such as PageRank [BP98] which regard incoming

links as endorsements to that page. It is necessary for spammers to create

links from reputable sites to their link farms, since isolated link farms hardly

attract the attention of search engines and bring ranking scores to themselves.

A link that is created from normal sites to spam sites without any agreement

of the author of the normal site is called a hijacked link and the normal

site that contains hijacked links is called a hijacked site. Spammers can

create hijack links in various ways such as posting comments with links to

their spam sites on public bulletin boards, buying expired domains, and

sponsoring web sites. Figure 1.2 shows a Japanese blog posting which has 212

comments. All comments are written in English and contain links to drug-

selling sites and online gambling sites. These hijacked links significantly affect

link-based ranking algorithms when they are pointing to large link farms. In

addition to hijacked links, there are spam links which are hyperlinks pointing

to spam hosts. Spam link generators are hosts that will generate spam links.

For example, bulletin board system (BBS) and blog hosts will continuously

generate spam links since they prone to be attacked by comments containing

links to spam hosts. Abandoned hosts also generate spam links when their

or their out-neighbor’ domain names expired and are bought by spammers.

Growing link farms generate spam links. Figure 1.3 shows a German spam

page in 2004 and 2010. This page contains much more links in 2010, which

implies this page has not been penalized for at least six years and are still

generating links to spam pages.

To observe the evolution of web spam, we focus on link farms and study

dynamics of link farms, such as, how much they are growing or shrinking, and

how their topics change over time. Such information is helpful in developing

new spam detection techniques and tracking spam sites for observing their

topics. We also verify whether we can find emerging spam sites that are

useful for updating spam classifiers by monitoring link farms.
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To detect the emerging web spam, we focus on hijacked sites and spam link

generators. We study link hijacking techniques and categorize them into

various types. We propose a method for detecting hijacked sites. We verify

whether we can find emerging spam sites by monitoring hijacked sites. On the

other hand, we study the proportion of spam link generators and the number

of spam links that are generated by spam link generators; we propose various

features for identifying spam link generators and verify whether we can find

emerging spam pages by monitoring spam link generators.

1.2 Main Contribution

Main contribution of this thesis can be summarized as follows:

• We clarify overall distribution and evolution of link farms in large-scale

Japanese Web graph for three years containing four million hosts and 83

million links. As far as we know, the overall characteristics of link farms

in a time-series of web snapshots of this scale have never been explored.

We propose a method for efficiently extracting many link farms and

investigate the distribution of extracted link farms. It is found that link

farms in the core recursively showed similar distribution. We categorize

spam hosts in link farms into seven topics and build topic classifiers that

show high accuracy. It is found that two dominant topics accounted

for over 60% of all spam hosts in link farms.

• We analyze the evolution of link farms in the aspect of their size and

topics. It is found that link farms were isolated from each other; many

link farms maintained for years, but most of them did not grow; the

distribution of topics in link farms was not significantly changed while

new link farms appeared and hosts and keywords related to each topic

dynamically changed.

• We study link hijacking techniques and propose a method for detect-

ing hijacked sites. We investigate characteristics of hijacked sites and

categorize them into several types. We detect hijacked sites with high
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precision and show that emerging spam sites can be discovered by mon-

itoring hijacked sites.

• We study spam link generators that generate and propose several fea-

tures for identifying spam link generators. It is found that almost new

links pointing to spam hosts are created by spam link generators. We

identify spam link generators with high accuracy and show that some

spam link generators detected in 2004 and 2005 still generate links to

spam pages in 2010.

1.3 Overview of Thesis

The rest of this thesis is organized as follows.

Chapter 2 introduces two major web spamming categories. We introduce

spammer-targeted ranking algorithms and various techniques of web spam-

ming. Chapter 3 introduces previous researches on characteristics and detec-

tion methods of web spamming.

In Chapter 4 and 5, we study the evolution of link farms in Japanese web

archives. Chapter 4 introduces the analysis on link farm distribution. We

propose a method for efficiently extracting link farms from the web graph and

analyzed their characteristics such as distribution, sizes, and connectivity.

We investigate spammer-targeted topics in link farms and classify topics of

hosts in them using a new approach to sample labeling. In Chapter 5, we

observe the changes in size, topic, and hostnames of link farms for three

years.

In Chapter 6 and 7, we study the emergence of web spam. Chapter 6 in-

troduces a method for detecting hijacked sites. We evaluate its detection

precision and verify whether we can discover emerging web spam by moni-

toring hijacked sites. Chapter 7 studies spam link generator identification.

We introduce features for identifying hosts that will generate links to spam

hosts. We evaluate the effectiveness of features and analyze the character-
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istics of spam link generates. We verify whether we can discover emerging

web spam by monitoring spam link generators.

In Chapter 8, we summarize and conclude our study on web spam. It also

discuses future work and open problems in spam detection.
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Figure 1.1: Web spam page containing repeated keywords and links to similar
spam pages.
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Figure 1.2: Hijacked blog site with many spam comments pointing to spam
sites.
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Figure 1.3: Spam link generator: the page in 2004 (top) has been generating
more links to spam pages in 2010 (bottom).



Chapter 2

Spamming Techniques

The goal of web spamming is to obtain higher rankings in the search result

lists. They try to deceive search engines’ ranking algorithms which eval-

uate ranks of pages to show relevant and important pages at the top of

result list of a given query. Such ranking algorithms can be divided into two

main categories: term-based ranking algorithms and link-based ranking algo-

rithms. This leads to divide spamming techniques into two categories: term

spamming and link spamming. In this chapter, we review major ranking

algorithms and introduce spamming techniques against them.

2.1 Term Spamming

The goal of search engines is to provide pages that are relevant to a given

query. To evaluate relevance, search engines measure the textual similarity

between pages and the query. For example, if a page contains more number of

a specific keyword than others, that page is more relevant to the keywords. In

this section, we review TF-IDF which is the fundamental term-based ranking

algorithm and introduce several term-spamming techniques.



2.1 Term Spamming 11

TF-IDF

TF-IDF computes textual relevance between pages and a given query [Jon72,

BYRN99]. Search engines can count the number of occurrence of the query

term t in a document d to evaluate relevance. Term frequency TFt,d, there-

fore, can be obtained with:

tft,d =
nt,d∑
s ns,d

,

where nt,d is the number of the occurrence of the term t in the document d

and s is a term in the document d.

Since TF assumes that all terms are equally important, common words in

documents would get high TF score. For example, almost all documents in a

portal sites introducing local information of Tokyo are likely to contain the

term ”Tokyo”. To solve this problem, inverse document frequency IDFt is

introduced.

idft = log
|D|
dft

where |D| is the total number of documents and dft is the number of docu-

ments containing a term t. A rare term would obtain high IDF score while a

common term would obtain low IDF scores. Then, TF-IDF is given by:

TF− IDFt,d = tft,d × idft.

Term Spamming Techniques

Spammers try to increase TF score of spam pages on frequently searched

keywords to attract visitors. They increase term occurrence of such keywords

by stuffing keywords in several ways [GGM05b, Res].
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Figure 2.1: Spam page using term spamming techniques. The keyword ”re-
sume” repeatedly appears on this page.

For example, spammers repeatedly insert frequently searched keywords in

web pages’ text fields such as documents, anchor texts, and titles. Figure 2.1

shows the spam page with term spamming techniques. Although the keyword

”resume” appears many times in one page, this page does not contain useful

information but contains links to other spam pages. In addition, spammers

create pages containing random sentences which are full of popular keywords

from different sources. Recently spammers dynamically generate spam pages

containing popular keywords from hot topics in Google Trends [gooa].

On the other hand, spammers increase IDF scores as well. For example,

spammers dump a large number of unrelated terms from news articles, text-

books, entire dictionaries, and so on. Spam pages created by this technique

usually contain many rare terms with high IDF scores, and if you use rare

terms as a query, these pages would appear the top of the search result

list.
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2.2 Link Spamming

Search engines use the global link structures of web pages to evaluate pages’

importance independent with a query. Search engines regard the Web as a

directed graph which consists of nodes and edges. Pages, hosts, and sites

can be nodes and hyperlinks between them are edges. Each node has some

incoming links (inlinks) and outgoing links (outlinks). In(p) represents the

set of nodes pointing to p(the in-neighbors of p) and Out(p) represents the

set of nodes pointed to by p (the out-neighbors of p). Search engines using

link-based ranking algorithms give higher rankings to pages with more in-

neighbors based the assumption that incoming links of a page can be regarded

as an endorsement to it. In this section, we review two major link-based

ranking algorithms: HIT and PageRank. We then introduce link spamming

techniques targeting these algorithms.

HITS

Kleinberg proposed hyperlink-induced topic search (HITS) to evaluate im-

portance of pages [Kle99]. HITS defines two metrics to evaluate importance

of pages: hub score and authority score. Authority pages of a specific query

contains authoritative and useful information of the query. On the other

hand, hub pages are not in themselves authoritative sources of a certain

query, but it contains links to many authority pages. Thus, a good hub page

links to many good authorities and a good authority page are linked by many

good hub pages. For a web page v, hub score h(v) and authority score a(v)

then obtained with following equations:

h(v)←
∑

u∈Out(v)

a(u)

a(v)←
∑

u∈In(v)
h(u)
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The hub score of page v is the sum of the authority scores of its out-neighbors

and the authority score of page u is the sum of the hub scores of its in-

neighbors.

PageRank

PageRank [BP98] computes importance of pages based on the link structure.

The basic idea of PageRank is that a page is important if it is linked by

many other important pages. PageRank models a random surfer who follows

outgoing links or jumps to reach different pages during surfing. PageRank

score of a page means probability that a surfer stay on the page with.

PageRank can be defined with the following matrix equation:

p = α ·T× p+ (1− α) · d

where p is PageRank score vector, and T is a transition matrix. T (p, q) is

1/∥Out(q)∥ if there is a link from page q to page p, and 0 otherwise. The

decay factor 0 < α < 1 (usually 0.85) is necessary to guarantee convergence

and to limit the effect of rank sink. The vector d is introduced for a random

jump. Instead of following links to the next pages, the surfer can jump from

a page to a random one chosen according to distribution d.

Link Spamming Techniques

Spammers can increase the number of incoming links in various ways. For

example, spammers create a honey pot, a page that contains some useful

information (e.g. excerpt from Wikipedia [wik]) but hides spam contents and

many links to spam pages. Some users believe that such honey pot pages are

helpful and link them, which increases the number incoming links to spam

pages. Spammers build and participate into the link exchange system. They

gather cooperative spammers through link exchange service sites and create
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links pointing to each other’s spam pages. Web directory service can be

also abused by spammers. As well as the famous directories such as DMOZ

open directory [dmo] and Yahoo! Directory [yah], numerous web directories

exist on the Web and some of them are not strictly controlled by editors.

Spammers register their spam pages on such directory pages, which leads to

increasing incoming links and visitors via directory home pages.

In addition to increasing the number of incoming links, spammers started

constructing a link structure to boost PageRank score after the success of

Google that adopted PageRank as the main ranking algorithm. Gyöngyi et

al. studied about link spam and introduced the optimal link structure to

maximize PageRank score, a link farm [GGM05a]. Link farms consist of a

target page and boosting pages. Spammers want to expose target page to

users and search engines, so they focus on boosting its PageRank score. Fig-

ure 2.2 shows the link structure of a link farm with one target page. Each

node represents spam pages in the link farm; the grey node is the target page

where spammers want to bring users and white nodes are boosting pages di-

rectly link to the target page. Solid edges represent links between spam pages

and dashed edges are hijacked links between normal and spam pages. The

target page obtains PageRank score through hijacked links and distributes

its PageRank score to boosting pages. Boosting pages turn back their in-

creased PageRank scores to the target page and boost its PageRank score.

Due to the low costs of domain registration and web hosting, spammers can

create link farms easily, and actually there exist link farms with thousands

of different domain names [GBGMP06].

Spammers need to create external links from outside of link farms to attract

search engines’ crawlers and provide PageRank score to the target page. To

make links from non-spam sites to their own spam sites, spammers hijack

links by various methods. For example, spammers hijack blogs and BBSs by

sending trackbacks and posting comments which contain links to spam sites.

Spammers create honeypots that contain links to both useful resource and

target spam pages to make users believe that such pages are good and link to

them. Spammers buy expired domains for spam pages to exploit reputable
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incoming links to previous pages using the same domains [CTK09, GGM05a].

Hijacked pages are hard to detect because their contents and domains are

irregular [DSZ07].

In this thesis, we focus on spam pages using link spamming techniques and

study their various characteristics and detection methods.
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Figure 2.2: Link structure for boosting PageRank score with one target page
studied by Gyöngyi et al.. Nodes represent spam pages and solid edges
represent links between them; dashed edges represent hijacked links between
normal and spam pages.

Figure 2.3: Spam pages using link spamming techniques. All pages have
different URLs but similar contents. All pages contain links to other pages
and construct a link farm.



Chapter 3

Related Work

Several researches have been done on the web spamming. In this section, we

review studies on the characteristics of spam pages and various approaches

to detecting spam pages.

3.1 Analysis of Web Spamming

Web spamming has been studied intensively from various points of

views [GGM05b, GGM05a, DSZ07, FMN04, WD05a, APSM04, WMNC07].

Gyöngy et al. introduced and categorized various spamming tech-

niques [GGM05b]. In addition to categorizing spamming techniques into

term and link spamming, they grouped spamming techniques into boosting

techniques and hiding techniques. Boosting techniques try to increase rel-

evance and importance of spam page by keyword stuffing and creating link

farms. Hiding techniques try to hide spam keywords or links from experts

of search engine companies who investigate and penalize spam pages. Spam-

mers make links to spam pages invisible by using the same color in fonts

and backgrounds, and using very small fonts. Cloaking is one of hiding tech-

niques. Identifying crawlers by IP address and HTTP request messages,

spammers show normal pages to crawlers, and clawers index their URLs.
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When users access such pages, spammers show spam pages. Spam pages can

be also reached by redirection techniques. When web browsers load pages

that are normally indexed by search engines, they are redirected to spam

pages. Gyöngy et al. showed various types of link farms [GGM05a] and Du

et al. introduce additional optimal structures of link farms by introducing

hijacked links [DSZ07]. Wu et al. focused on cloaking and redirection spam-

ming [WD05a]. They investigated spam pages using cloaking and redirection

in two different datasets.

Fetterly et al. studies difference between statistical characteristics of spam

pages and non-spam pages [FMN04]. Broder et al. investigated the link

structure of overall pages on the Web and found that in- and out- degree

distributions of a page obey Zipf’s law [BKM+00]. Moreover, Bharat et al.

showed those distribution of site and top-level domains also followed Zipf’s

law [BCHR01]. Based on these studies, Fetterly et al. assumed if there was

a page that did not follow Zipf’s law, that page would be a spam page. They

studies spam pages in two different data sets. The first set contained 150

million pages crawled for 11 weeks and the second set contained 429 million

pages crawled for two month. They investigated many characteristics includ-

ing URL length, distribution of in- and out-degree, word counts, change in

page contents, clusters of near-duplicate documents. They found that out-

liers are highly likely to be spam pages. For example, most URLs consisting

over 45 characters or many digits/dashes/dosts were spam.

On the other hand, there are some topical analyses of spam. Hulten et al.

categorized spam e-mail messages by the type of a product that spammers

try to advertise [APSM04]. They manually examined 1,200 spam messages

from 2003 and 2004 and divided them into 10 categories: ”Porn and sex (non-

graphic)”, ”Insurance”, ”RX and herbal”, ”Financial”, ”Travel and casino”,

”Scams”, ”News letters”, ”Porn and sex (graphic)”, and others. They found

that ”Porn and sex” (including both non-graphic and graphic) is the most

dominant topic. Wang et al. categorized the keywords which are heavily

targeted by redirection spammers to understand characteristics of redirec-

tion spamming [WMNC07]. They collected different keywords from anchor
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texts of spam links at public forums and manually selected 10 spam topics

based on those keywords. Ten topics include ”Drugs”, ”Adult”, ”Gambling”,

”Ringtone”, ”Money”, ”Accessories”, ”Travel”, ”Cars”, ”Music”, and ”Fur-

niture”.

3.2 Spam Detection based on Link-based

Ranking Algorithms

3.2.1 TrustRank and Anti-TrustRank

To demote spam pages and make PageRank resilient to link spamming,

Gyöngyi et al. proposed TrustRank [GGMP04].

The basic intuition of TrustRank is that legitimate pages seldom link to

spam pages. People trust legitimate pages, and can trust pages pointed to

by legitimate pages. Trust can be propagated through the link structure

of the Web. Therefore, in TrustRank, a list of highly trustworthy pages is

created as a seed set, and each of these pages is assigned a non-zero initial

TrustRank score, while all the other pages on the Web have initial values of

0. After computation, legitimate pages will get a decent TrustRank score,

and spam pages get a lower TrustRank scores.

The matrix notation of TrustRank is as follow:

t = α ·T× t+ (1− α) · dτ

where t is the TrustRank score vector, α is decay factor (0.85), and dτ is a

random jump distribution vector, which is given by:

dp
τ =

 1/∥S∥, if p is in trust seed set S

0, otherwise
.



3.3 Other Approaches 21

Anti-TrustRank is the inverse version of TrustRank [KK06]. Instead of se-

lecting good pages as a seed set, Anti TrustRank starts from spam pages.

Each spam page is assigned Anti-trust score and this score is propagated in

the reverse direction along incoming links.

3.2.2 Core-based PageRank

Gyöngyi et al. proposed spam mass which measured how many PageRank

scores a page gets through links from spam pages [GBGMP06].

Spam mass was obtained with two variations of PageRank scores: an original

PageRank score and a core-based PageRank score that obtained with a known

good seed set. A core-based PageRank score vector p′ is given by:

p′ = α ·T× p′ + (1− α) · dν

where a random jump distribution dν is :

dp
ν =

 1/∥N∥, if p is in seed set S

0, otherwise
.

Note that core-based PageRank uses a different random jump vector from

TrustRank. It adopts the random jump distribution 1/∥N∥, which is nor-

malized by the number of all nodes in graph, instead of the number of nodes

in seed set.

3.3 Other Approaches

In addition to enhanced PageRank algorithms, several approaches have been

suggested for detecting and demoting link spamming [Hav02, WGD06b,

ZJZZ09, MD05, WD05b, WC07].
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Haveliwala introduced topical information into PageRank [Hav02]. He calcu-

lated biased PageRank scores of pages on various topics from DMOZ open di-

rectory project. He then calculated similarity between a given query and each

topic, and combined biased PageRank and similarity score. He showed that

topic-sensitive PageRank improved the quality of result lists to a given query.

Wu et al. proposed topical TrustRank to enhance TrustRank [WGD06b].

They indicated that TrustRank could suffer from the limited coverage of

normal seed sets. While there are pages on various topics on the Web, but

the quantity of those pages are different and TrustRank might not cover

those topics. They showed the TrustRank had a bias toward topics that

were dominant in the seed set. They constructed seed sets that cover vari-

ous topics using DMOZ Open directory projects and computed TrustRank

scores using seeds from each topic and merged those score to get final Topical

TrustRank score. Zhang et al. proposed AVRank (authority value rank) and

HVRank (hub value rank) that use bidirectional link information [ZJZZ09].

Using bidirectional links, they demoted spam pages better than TrustRank

and expanded the propagation coverage of seed sets. Metaxas and Destefano

regarded link spamming as propaganda broadcasting [MD05]. The examined

normal sites that could be reached from spam sites through incoming links

within a few hops. Among those sites, they chose spam sites by identifying a

biconnected component where is at least two independent paths between all

pairs of sites in it. Wu et al. detected link farms by adding pages that have

reciprocal links between each other to an initial seed set [WD05b].

Optimizing the link structure is another approach to demote link spam. Car-

valho et al. proposed the idea of noisy links, a link structure that has a neg-

ative impact on link-based ranking algorithms [dCCCdM+06]. They defined

three types of site level relationships. Two sites are in mutual reinforcement

relationship if they exchange many links; two sites are in abnormal support

relationship if most of one site’ links are pointing to the other site; several

sites are in link alliances relationship if they construct a link farm. They call

suspicious links in these types noisy links and penalized them to improve the

performance of link-based ranking algorithms.
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Benczúr et al. introduced SpamRank [BCSU05]. They focus on in-neighbors,

i.e. supporters, of spam pages. They assumed that spam pages would be

linked by many spam pages with low or similar PageRank scores. As a result,

PageRank score distribution of spam pages’ in-neighbors would be different

from that of normal pages. Based on this assumption, SpamRank penalize

pages if its in-neighbors shows abnormal PageRank score distribution. Saito

et al. used graph algorithms to detect link spamming [STKA07]. They

decomposed a Web graph into strongly connected components and discovered

that large components are spam with high probability. Link farms in the core

were extracted using maximal clique enumeration.

There are some researches on trust and distrust propagation [GKRT04,

WGD06a]. Guha at al. studied the transitivity of distrust in the weighted

graph [GKRT04]. In a weighted graph, each node has two labels: ”trust”

and ”distrust”. They proposed various strategies for trust/distrust combi-

nation and evaluated them using the real world dataset Epinion. Wu et al.

demoted spam pages by propagating PageRank scores from both white and

spam seed sets [WGD06a]. They combined TrustRank and reversed version

of TrustRank to demote spam pages. Note that this work is different from

our trustworthiness evaluation (See Chapter 6.) in several points. We eval-

uate trustworthiness of hosts and sites to detect a boundary of spam and

non-spam; we introduce a parameter δ to reduce the influence of the differ-

ent size of seed set; we compare two pairs of trust and distrust scores based

on different propagation strategies.

On the other hand, the effect of seed set on biased PageRank also have

recently started to be studied. Jiang et al. studied the result bias caused by

the seed size and showed a automatically selected large seed set could work

better than a manually selected small one [JZZZ08]. Zhang et al. studied

a method for expanding seed sets of TrustRank [ZHL09]. If the number of

good seeds in incoming neighbors of a host exceeded a threshold, they added

that host to seed sets and repeated this process.

Spam detection can be regarded as a classification problem with a machine

learning algorithm. Many researches proposed various features to classify
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spam pages from non-spam pages [Dav, DS, QND07, NNMF06, CDG+07,

ABC+08, SWBR07, LCZ+08]. Qi et al. estimated the quality of links by

analyzing the similarity of two pages [QND07]. They evaluated similarity

between source and target pages using six features: host similarity based

on hostnames, URL similarity based on substring of URLs, topic similarity

based on term vectors, content similarity, anchor text similarity, and non-

anchor text similarity based on TF-IDF. They showed that their features

could remove spam pages from the result of HITS. Ntoulas at al. proposed

several content-based features for spam detection [NNMF06]. These features

included the number of terms in the page, in the title, in the anchor text,

fraction of visible content, and the compressibility. Fraction of visible con-

tent feature was proposed to detect spam pages using hiding techniques, and

compressibility of a page was proposed to detect spam pages with keyword

stuffing (See Section 2.). Castillo et al. used content- and link-based fea-

tures to classify web spam [CDG+07]. For content-based features, they used

the entropy which captures compressibility as well as content-based features

proposed by Ntoulas et al. [NNMF06]. For link-based features, they used

degree-based features such as out-degrees and reciprocal links, PageRank-

and TrustRank-based features. In addition to these, they used Truncated

PageRank [BCD+06b] that ignores PageRank contribution of in-neighbors

(i.e. supporters) in short distance. They also estimated the number of sup-

porters of pages based on the idea that spam pages exchanges links to boost

their PageRank scores, so neighbor of spam pages are also spam and cluster

of spam page are isolated from the rest of web graph. Andersen et al. used

in-neighbors’ contribution of PageRank scores on a target pages as a feature

to detect link spamming [ABC+08].

There are some researches on classifying spam pages based on URL features.

Ma et al. identified URLs of spam sites by lexical and host-based features

with a high accuracy [MSSV09b, MSSV09a]. This work is different from ours

in that they used spam URLs in e-mail spams that were labeled by users and

automatically provided by feed.

Some researches use temporal changes in web pages as features to improve the
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performance of existing spam detection [SGL+06, LSC+07, DDQ09]. Shen

et al. proposed a spam classification using changes in link structure over

time [SGL+06]. Based on the assumption that spam pages would show dif-

ferent evolution patterns from legitimate pages, they used changes in growth

and death rate of links; growth rate is the ratio of the number of new links

to the number of original links and death rate is the ratio of the number of

disappeared links to the number of original links. They also used changes in

neighboring sites such as the mean and variance of growth and death rates of

neighbors. Lin et al. used temporal dynamics to detect spam blogs [LSC+07].

They used similarity of time, contents, link characteristics of postings to

classify spam blogs from normal blogs. Dai et al. used historical content

features to improve the performance of spam classification [DDQ09]. They

used changes in mainly pages’ contents such as changes in contents, title,

meta-text, organization and so on. They computed term weight vectors of

documents at different time point using BM25 score [RW94] and compared

them to observe the contents of pages changes over time.



Chapter 4

Analysis of Link Farm

Distribution

We reviewed web spamming techniques and related works on them in previ-

ous chapters. Although there have been many researches on link spamming,

as far as we know, characteristics of link farms in large-scale time-series Web

snapshots are never been explored. From this chapter, we analyze distribu-

tions of link farms in both single and multiple web snapshots.

4.1 Introduction

In this chapter, we study overall characteristics of link farms in two dif-

ferent dataset. We study link farms’ distribution in three-yearly Japanese

hostgraphs, and distribution in two-yearly UK host graphs.

To extract link farms in the large-scale web graph, we propose recursive

strongly connected component (SCC) decomposition with node filtering. A

SCC of a graph is a subgraph where all node pairs have a directed path

between them. Since link farms are densely connected link structures and

links from spam to normal pages seldom exists, link farms are expected to

be included in SCCs.
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Broder et al. decomposed the Web into SCCs to study global properties of

the web graph [BKM+00]. It is found that the Web has a bow-tie structure

consisting of three parts: IN, OUT, and the core. The core is the largest

SCC which contains 30% of all nodes. Pages in IN can reach to the core but

cannot be reached from the core; pages in OUT can be reached from the core

but cannot reach to the core. In the previous work [STKA07], Saito et al.

showed that large SCCs around the core were link farms. SCCs in the core,

however, were not comprehensively studied.

In this thesis, we improve the SCC decomposition algorithm to extract more

densely-connected link farms in the core. That is, we prune nodes with

small degrees from the core and recursively decompose the pruned core with

increasing the degree threshold for node removal. We extracted large SCCs

for at least 10 iterations and showed that these SCCs in the core are also likely

to be link farms. Link farms that are obtained after recursive decomposition

showed the similar distribution to link farms around the core and most link

farms were isolated from each other. It is also found that from 4% to 7%

of all hosts were members of link farms, which implies that we can remove

quite a number of spam hosts from web archives only based on the link

structure.

After extracting link farms from the web graph, we study their topics. We

classify topics of spam hosts in extracted link farms based on universal re-

source locators (URLs). Spammers create spam pages to advertise various

goods (e.g. illegal software, flight tickets) and services (e.g. pornographies,

online casino) [APSM04]. Topics of spam pages are relevant to such prod-

ucts. For example, if a spam page contains a number of hyperlinks to hotel

sites, its topic would be ”Travel”. On the other hand, if keywords such as

credit, loan, and insurance frequently appear on a spam page, the page’s

topic would be ”Finance”.

It is necessary to collect a sufficient number of training samples to train

classifiers. Labeling URLs of spam hosts is difficult because URLs of web

spams usually contain words from various languages, a name of a product

or a person known only to limited areas and people, and misspelled words



4.1 Introduction 28

for avoiding existing spam filters. Although there are several researches on

topic classification of web pages using URLs [KT05, BHMW09, MSSV09b,

MSSV09a], these researches used URLs that were labeled by many people

such as from DMOZ open directory project [BHMW09] and spam e-mail

feed [MSSV09b, MSSV09a]. Such labeling is impossible for researchers who

work on with their own dataset.

We observed that spammers construct a link farm using spam hosts

of which URLs and contents are relevant to the same topic. For ex-

ample, Figure 4.1 shows two spam pages in one link farm. URLs

of these hosts are "free-debt-consolidating-loans.063.us" and

"bad-credit-car-loans.063.us". Both hosts contain many similar key-

words such as loan, credit and debt, which implies their topic is ”Finance”.

Based on this observation, we assume that a relatively small link farm would

consist of pages on the same topic.

We select seven spam topics which are heavily targeted by spammers based

on a manual investigation of small link farms and categorize spam hosts in

link farms into these seven topics. We show that adding URLs from link

farms can improve the classification result. We found that two dominant

topics, ”Adult” and ”Travel”, account for over 60% of all spam hosts in link

farms.

The rest of this chapter is organized as follows. In Section 4.2, we describe

two datasets for experiments. In Section 4.3, we analyze size characteristics in

link farms. We extract link farms from the Japanese and UK web graph and

show their various characteristics such as size distribution and hostnames in

them. In Section 4.4, we classify topics of hosts in link farms. We investigate

spammer-targeted topics in link farms from Japanese web graph and propose

a method for obtaining sufficient training samples. We build the classifiers

using different labeling strategies and compare their accuracy. Finally, we

summarize analysis of link farm distribution in Section 4.5.
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Figure 4.1: Two spam hosts relevant to the same topic from the same link
farm
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4.2 Datasets

We use two different datasets for link farm analysis.

The first set is Japanese host graph. We have been crawling the Web from

1999 and our archive contains over 10 billion pages. Our crawler is based on

the breadth first crawling strategy and focuses on pages written in Japanese.

Pages outside the .jp domain were collected if they were written in Japanese.

The crawler stops collecting pages from a site if it cannot find any Japanese

pages on the site within the first few pages. Hence, our snapshot contains

pages written in various languages such as English, French, Chinese, and so

on. The percentage of Japanese pages is estimated to be 60%. Our crawler

does not have an explicit spam filter, while it detects mirror servers and

crawl only representative ones. As a result, our archive includes spam hosts

without mirroring.

We used host graphs where each node represents a host and each edge be-

tween nodes represents a hyperlink between pages in different hosts. We

used host graphs from May 2004, July 2005, March 2006, and June 2006.

In 2004 and 2005 graphs, we included only hosts that existed in the March

2006 archive and excluded hosts that disappeared from 2004 to 2005, since it

is difficult to know whether these hosts really disappeared or they were just

not reached by our crawler.

The properties of our host graphs are listed in Table 4.1.

Table 4.1: Properties of the host graph in 2004, 2005, March 2006, June
2006.

Year 2004 2005 Mar 2006 Jun 2006
Number of nodes(hosts) 2.98M 3.70M 4.02M 5.7M
Number of edges 67.96M 83.07M 82.08M 116.56M

The second set is WEBSPAM-UK dataset. This is a public dataset achieved

by crawling .uk in May 2006 and May 2007 [CDB+06a, CDB+06b]. These

graphs include both labeled and unlabeled hosts. Labels are determined

by at least two judgments. These judgments include judge by human, by
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DMOZ open directory projects, and by domains names1. The properties of

WEBSPAM-UK graphs are listed in Table 4.2. Due to the several differences

between 2006 and 2007 graphs, we did not examine the evolution of link farms

in WEBSPAM-UK graph.

Table 4.2: Properties of the WEBSPAM-UK host graph

Year 2006 2007
Number of nodes (hosts) 11,402 114,529

Number of edges 730,774 1,836,441
Number of labeled hosts 10,662 6,479

4.3 Distribution of Link Farms

4.3.1 Recursive SCC Decomposition with

Node Filtering

To extract link farms, we decompose the host graph into SCCs. Although

Saito et al. confirmed that 95% of SCCs around the core which contained over

100 hosts were link farms [STKA07], they neither efficiently found denser link

farms in the core nor studied characteristics of link farms in the core.

We expand the previous work by introducing a recursive SCC decomposi-

tion algorithm with node filtering. We prune nodes with small degrees from

the core and recursively decompose he pruned core with increasing a degree

threshold. That is, after we decompose the host graph into SCCs, we re-

move hosts in the core whose in- and out-degree are smaller than two, and

decompose the remaining hosts in the core again. As a result, we can ex-

tract denser SCCs in the core. Next, we investigate the largest SCC among

newly obtained SCCs, remove hosts whose in- and out-degrees are smaller

than three, and apply the decomposition algorithm to the remaining hosts.

1UK hosts ending in .ac.uk, .sch.uk, .gov.uk, .mod.uk, .nhs.uk or .police.uk are
labeled as normal.
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This process is recursively performed with increasing a degree threshold and

continued while we obtain large SCCs in the results.

In this chapter, we use terminology listed below.

• Level 1 graph Level 1 graph is the host graph that contains all hosts.

• Level n graph Level n graph contains hosts that exist in level n − 1

core and have in- and out-degrees of more than n.

• Level n SCC Level n SCC is the SCCs obtained by decomposing level

n graph.

• Level n core Level n core is the largest level n SCCs. Level 1 core is

the core of Web.

• Size of a SCC Size of a SCC is the number of hosts in a SCC.

4.3.2 Link Farms in Japanese Dataset

In this section, we describe the details of SCCs in Japanese graphs. We then

evaluate their spamicity to verify that they are link farms.

Size Distribution of Strongly Connected Components

The decomposition results of level 1, 2, 5, and 10 graphs in 2004, 2005,

March 2006, and June 2006 are listed in Table 4.3, Table 4.4, Table 4.5, and

Table 4.6. The size ratio of the core increases drastically between level 1 and

level 2 and remains stable after level 2 in all host graphs. This means that

hosts in the core of the Web are densely connected.

Figure 4.2, 4.3, 4.4, and 4.5 show the size distributions of SCCs of different

levels in each graph. The x axis shows the size of SCCs and the y axis shows

the number of SCCs. As the Figures indicate, the size distribution of SCCs

follow the power law, which agrees with Broder et al. [BKM+00]. Moreover,
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Table 4.3: Number of hosts and SCCs of different levels in 2004
Level 1 2 5 10
# of hosts 2,978,223 556,190 302,613 196,218
# of SCCs 1,888,550 9,055 612 127
Size of the core 749,166 520,554 301,120 195,926
(%) 25.15 93.6 99.51 99.85

Table 4.4: Number of hosts and SCCs of different levels in 2005
level 1 2 5 10
# of hosts 3,702,029 949,742 517,057 329,990
# of SCCs 2,188,035 12,633 830 135
Size of the core 1,271,253 890,703 512,370 329,290
(%) 34.34 93.78 99.1 99.79

Table 4.5: Number of hosts and SCCs of different levels in March 2006
level 1 2 5 10
# of hosts 4,017,250 918,826 499,031 315,644
# of SCCs 2,483,446 12,182 899 215
Size of the core 1,245,152 872,269 495,451 314,950
(%) 31.00 95.00 99.28 99.78

Table 4.6: Number of hosts and SCCs of different levels in June 2006
level 1 2 5 10
# of hosts 5,743,549 1,419,879 774,339 469,830
# of SCCs 3,274,046 24,214 2,560 295
Size of the core 1,938,086 1,373,199 766,098 468,415
(%) 33.74 96.71 98.94 99.70
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Figure 4.2: SCC size distribution of level 1, 2, and 5 SCCs in 2004
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Figure 4.3: SCC size distribution of level 1, 2, and 5 SCCs in 2005
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Figure 4.4: SCC size distribution of level 1, 2, and 5 SCCs in March 2006
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Figure 4.5: SCC size distribution of level 1, 2, and 5 SCCs in June 2006
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we found that the size distributions of SCCs of different levels show the

similar power-law exponents as listed in Table 4.7.

Table 4.7: Exponent of SCC size distributions

Year/Level 1 2 5
2004 -2.50 -2.50 -2.67
2005 -2.44 -2.60 -2.52

Mar 2006 -2.45 -2.54 -2.29
Jun 2006 -2.41 -2.70 -2.26

Note that abnormal distribution appears at the tail of each distribution in

Figure 4.2, 4.3, 4.4, and 4.5. This phenomenon is particularly clear in SCCs

whose size over 100. We measured spamicity of such SCCs and discovered

that large SCCs containing over 100 hosts are highly likely to consist of spam

hosts. Details of measurement are explained in next.

It is remarkable that the size distributions of SCCs in March 2006 and in

June 2006 are similar. This implies that the distribution of link farms hardly

changes for three months as well as one year.

Spamicity of Strongly Connected Components

After extracting SCCs, we evaluated their spamicity to verify whether

they are link farms. We used hostname properties for spamicity mea-

surement based on the study of Fetterly et al. [FMN04] and Becchetti et

al. [BCD+06a]. We used two metrics: hostname length and spam key-

words in a hostname. Spammers tend to generate long URLs such as

"sample-job-reference-letters.974.us" and stuff terms such as porn,

casino,cheap,download in URLs. Since these metrics do not guarantee

perfect spam judgment like manual classification, we performed the manual

classification on large SCCs when they showed low spamicity.

We calculated average hostname length of hosts in SCCs and the ratio of hosts

with hostnames containing spam keywords. We obtained spam keywords as

follows. First, we extracted SCCs that contained over 1,000 hosts from the
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2004 archive. We split hostnames of hosts in these SCCs into tokens by non-

alphabetic characters, such as periods, dashes, and digits. Then, we made

a frequency list of those tokens and manually chose 114 tokens from the

1,000 tokens with the highest frequency. We used these 114 tokens as spam

keywords. Our spam keywords contain words from various languages such

as English, Spanish, Italian, French, and Japanese, and it can detect spam

hostnames in various languages. We regard a hostname as spam if it contains

more than one spam keyword or if its first field contains only non-alphabetic

characters such as dashes and digits (e.g. "123-vakantiehuis.nl"). The

ratio of spam hosts in a SCC was obtained by dividing the number of spam

hostnames with the number of all hosts in the SCC. For all hosts in the

dataset, the average hostname length was 26.63 characters, and the ratio of

hostnames that contained spam keywords were 10.90%.

We examined spamicity of SCCs of different levels except the core. Fig-

ure 4.9, 4.10, and 4.11 show the results of spamicity measurement. In all

Figures, log-scale is used for the x axis that represents the size of a SCC. We

can see that as the size of a SCC increases, the average hostname length and

the ratio of hostnames with spam keyword also increase. This indicates that

large SCCs (especially, whose size over 100) have very high spamicity, which

agrees with the result of [STKA07].

Note that hosts in the largest level 1 SCC (except the core) in June 2006

have short hostnames in Figure 4.9. We investigated those hosts and found

that all of them were also spam. They had various domains and lengths and

some of them were very short (e.g. "www.x-black.com"). In contrast with

this, the largest level 1 SCC (except the core) consisted of hosts with similar

hostnames "*.all-porn.info" in 2004, 2005, and March 2006. On the other

hand, the second largest level 1 SCC (except the core) showed low ratio of

spam hostnames in June 2006. We found that they were spam hosts as well.

Their hostnames consisted of the product names such as gift-certificate,

christmas-stockings, and file-storage-cabinets which did not contain

spam keywords. Large link farms in 2004, 2005, and March 2006 could be

detected only using the ratio of spam hostnames, but that in June 2006 could
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not be detected unless we use both the hostname length and the ratio of spam

hostnames.

In deeper level graphs, large SCCs with low spamicity are also detected as

described in Figure 4.10 and 4.11. Hostnames in level 2 SCCs June 2006

consisted of meaningless alphabets such as by.wx.m-rank.net. Hostnames

in level 4 SCCs in 2004 were short and consisted of a series of spam keywords

without any non-alphabetic characters (e.g. "www.dvdporno.net"), or con-

sisted of only digits and characters (e.g. "www.ib5.x1024.com").

Thus, we confirmed that large SCCs whose size over 100 have high spamicity,

which means that large SCCs are likely to be link farms.

Link farms on the Web

After confirming that large SCCs are link farms, we investigate their charac-

teristics in the overall web graph.

Figure 4.6, 4.7, and 4.8 illustrate the structure of link farms in 2004, 2005, and

March 2006. The left-hand side represents the structure of level 1 SCCs and

the right-hand one shows that of level 2 SCCs. A big gray node represents the

core, black nodes represent SCCs with over 100 nodes (i.e. link farms), and

white nodes represent smaller SCCs that connect large SCCs. The size of a

node represents the number of hosts in the SCC. Two SCCs are connected by

a directed edge when hyperlinks exist between hosts in SCCs at both ends.

Each edge starts from the thick end and goes to the thin end.

Comparing left and right sides of the Figures, we can see both level 1 and

level 2 SCCs show similar structures. In addition, most link farms are directly

connected to the core. We also checked how level 1 SCCs are connected to

level 2 SCCs. Surprisingly, we found that most level 1 SCCs were directly

connected to the level 2 core. This means that most link farms are created

independently and isolated from each other.

Table 4.8 lists the number of SCCs with size over 100 and the number of

hosts in such SCCs. Considering that large SCCs are likely to be link farms,
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we found about from 4.3% to 7.2% of all hosts were members of link farms

during only five iterations.

To confirm whether the tendency that large SCC are likely to be link farms

continues in the depth of the core, we manually investigated hostnames in

large SCCs in from level 5 to level 10 graphs. As described in Table 4.9, this

tendency continued in deeper level graphs.

Table 4.8: Number of SCCs (size over 100) and hosts in them

Year/Level 1 2 3 4 5 Total
2004 # SCCs 228 24 7 9 2 270

# hosts 182,285 18,650 9,306 5,032 242 215,515 (7.2%)
2005 # SCCs 167 32 18 13 7 237

# hosts 95,347 38,111 8,236 15,566 2,789 160,049 (4.3%)
Mar. # SCCs 180 26 21 6 8 241
2006 # hosts 146,015 26,127 11,092 9,084 1,499 193,817 (4.8%)
Jun. # SCCs 270 27 16 20 7 340
2006 # hosts 373,106 12,555 12,232 13,790 1,291 412,974 (7.2%)

Table 4.9: Number of link farms among SCCs (size over 100), in deep level
graphs.

Year/Level 5 6 7 8 9 10
2004 2/2 1/2 1/2 1/1 2/2 0/0
2005 6/7 3/3 3/3 1/1 1/1 1/1
Mar 2006 8/8 2/2 3/3 1/1 1/1 0/0
Jun 2006 7/7 6/6 5/5 3/3 3/3 0/0
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Figure 4.6: Structure of level 1 and level 2 SCCs in 2004

Figure 4.7: Structure of level 1 and level 2 SCCs in 2005

Figure 4.8: Structure of level 1 and level 2 SCCs in 2006
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Figure 4.9: Spamicity of SCCs of level 1: Average hostname length (top)
and ratio of spam hostnames (bottom).
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Figure 4.10: Spamicity of SCCs of level 2: Average hostname length (top)
and ratio of spam hostnames (bottom).
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Figure 4.11: Spamicity of SCCs of level 4: Average hostname length (top)
and ratio of spam hostnames (bottom).



4.3 Distribution of Link Farms 44

4.3.3 Link Farms in WEBSPAM-UK Dataset

We applied recursive SCC decomposition algorithm on WEBSPAM-UK

dataset shown in Table 4.2. The overall characteristics of SCCs were very

different from those of Japanese dataset as shown in Figure 4.12. Moreover,

we found that the size ratio of the core was larger than that of Japanese

datasets and the size of other SCCs were far smaller than 100. The details

are listed in.Table 4.10.

Table 4.10: SCC decomposition result of WEBSPAM-UK

Year 2006 2007
Level 1 2 1 2
# of nodes 11,402 7,266 114,529 45,565
# SCCs 2,935 574 54,822 969
Size of the core 7,945 6,683 59,160 44,564
(%) 69.68 91.98 51.66 97.80
Size of 2nd largest SCC 73 6 8 3

From WEBSPAM-UK2006 graph, we found that SCCs whose size was 10 or

more were suspicious. We investigated whether hosts in those SCCs were

spam or not based on existing labels. If a host was labeled as ”undecided”

or was not labeled, we manually checked them using Internet Wayback ma-

chine [way] of a correspondent period. As a result, we found that 230 spam

hosts among 293 hosts in level 1 SCCs of size 10 or more.

Figure 4.13 shows the percentage of hosts labeled as spam in each SCC

of different sizes. Since we found that two large SCCs of size over 10

had low spamicity, we manually investigated hosts in them. One of them

contained 14 hosts of an online shopping mall using different domains for

each category. Among those hosts, one was labeled as spam and some had

mixed labeled which means one judge considered a host as spam and the

other thought it was normal. The other SCC contains 38 hosts and all

of them were used-car shopping sites and had similar hostnames such as

"www.used-fordcars.co.uk", "www.used-suzukicars.co.uk", and "www.

used-daewoo-cars.co.uk". Thus, these two SCC consisted of spam hosts
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Figure 4.12: SCC decomposition result of WEBSPAM-UK 2006 (top) and
WEBSPAM-UK 2007 (bottom).
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and were link farms. Including hosts in these two SCCs, we found that 282

hosts were spam among 293 hosts in large SCCs. We investigated the level 2

SCCs as well and found the largest level 2 SCC (except the core) consisted

of eight hosts and all of them were spam.

WEBSPAM-UK2007 graph is very different from 2006 graph in the size and

the connectivity. Although the size of 2007 graph is about ten times larger

than that of 2006, we found that 2007 graph consisted of many smaller SCCs.

The size of the largest SCC (except the core) was eight and all hosts in it

were also spam.

4.4 Topics of Link Farms

In this section, we study topics of spam hosts in large SCCs obtained in the

previous chapter. We classify hosts in SCCs of from level 1 to level 5 based

on their hostnames. Details of these SCCs are listed in Table 4.11. From

569,318 hosts, we removed duplicate hostnames and finally obtained 245,822

hosts.

Table 4.11: Number of SCCs of size over 100 and hosts in them. SCCs of
from level 1 to level 5 in 2004, 2005 and March 2006 hostgraphs are used.

# of SCCs # of Hosts in SCCs
2004 270 215,515
2005 237 160,049
2006 241 193,817
Total 748 569,381

4.4.1 Topics in Link Farms

To select topics of spam hosts, we refer to the topic categorization of e-mail

spam [APSM04] and redirection spam [WMNC07] described in Chapter 3.

Since characteristics of link spam are different from those of e-mail and redi-

rection spam, we modified categories from previous works after manual in-
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vestigation into spam hosts in our dataset. We selected seven topics that are

the most heavily targeted by spammer. They are:

• Adult Hosts of this category contain porno-related contents.

• Dubious product Hosts of this category contain advertisements for

illegal products such as a crack, a key generator, and pirate DVDs. A

crack is a tool for removing software protection such as copy protection

and serial key. A key generator generates illegal serial keys for software.

• Finance Hosts of this category advertise financial services such as

banking, credit card, loan, mortgage and real estate.

• Gamble Hosts of this category include contents about gamble, casino,

and various poker games.

• Mobile phone Hosts of this category provide mobile phone contents

such as wall-paper, ringtone, text-message formats, and mobile games.

• Job Hosts of this category include contents about employment, job,

and affiliation.

• Travel Hosts of this category advertise hotels, accommodations, flight

tickets, and car rental.

4.4.2 Topic Classification

In this section, we classify topics of spam hosts based on their hostnames

and an machine learning approach. We obtain a sufficient number of labeled

samples for classification using link farms. We build a binary classifier for

each topic using two different training sets and compare their performance

using precision, recall, and an F-measure.
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Experimental Setup

Training and test set

To obtain a sufficient number of labeled samples for training, we used char-

acteristics of hosts in link farms. Based on the observation that a small link

farm consists of hosts of which contents and hostnames are relevant to the

same topic, we manually identify a topic of a small number of hostnames

in a small link farm and assume the rest of hostnames in the link farm are

relevant to the same topic.

We investigated topics of SCCs of which size between 100 and 180. Some

SCCs contained hostnames on different topics. For example, we found SCCs

that were shopping mall sites which consisted of hosts advertising products

related to various categories. Some SCCs were domain name selling sites

which consisted of hosts advertising domain names on different topics. Some

SCCs consisted of hosts which provided regional information such as weather

and news. In addition to these multi-topical SCCs, some SCCs contained

hosts with meaningless hostnames which consisted of only digits and short

alphabets. We discarded these SCCs and categorized the rest 165 SCCs into

seven topics described in Section 4.4.1. Table 4.12 lists the number of SCCs

related to each topic and the number of hosts in them. We obtained 11,948

training samples by investigating only 165 SCCs.

Table 4.12: Number of SCCs (size of between 101 and 180) and hosts about
each topic.

Category # of SCCs # of hosts
Adult 78 6,082
Dubious 3 330
Finance 10 658
Gamble 14 938
Job 18 1,048
Mobile 11 642
Travel 31 2,250
Total 165 11,948

We built seven binary classifiers. Each classifier checks whether a given
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hostname is relevant to a specific topic, e.g.,”Adult” or ”Non-adult”.

We created seven different training and test sets by changing posi-

tive and negative labels of fixed hostnames. For example, a hostname

"sample-job-reference-letters.974.us" is a positive sample for ”Job”

classifier, while it is a negative sample for the other classifiers. As a result,

the ratio of the positive and negative samples becomes 1-to-6 in all training

and test sets.

To verify whether hostnames labeled by link farms can improve the classi-

fication performance, we trained classifiers using two training sets: the set

consisting of only hand-labeled hostnames and the set consisting of both

hand- and SCC-labeled hostnames.

For training sets, we prepared hand-labeled 150 hostnames for each topic.

In total, we had 1,050 hostnames (150 hostnames × seven topics) and these

hostnames were divided into 150 positive and 900 negative samples for each

classifier. We also prepared hand- and SCC-labeled 500 hostnames. In total,

we had 3,500 hostnames (500 hostnames × seven topics) and these hostnames

were divided into 500 positive and 3,000 negative samples. Note that we did

not check contents of hostnames from SCCs during labeling.

For test sets, we selected 700 hostnames (100 hostnames × seven topics) of

which contents were manually checked. We changed positive and negative

labels of these hostnames to create seven different test sets.

We divided all training sets into two subsets and trained two classifiers with

them. We evaluated the performances of two classifiers with the same test

set and calculated the average of two performances to obtain the final re-

sult.

Features

We use two types of lexical features of URLs: bag-of-words and n-grams.

Both of them are used broadly for web page classification and spam detection

based on texts [NNMF06, KT05, BHMW09, MSSV09b, MSSV09a, SW07,

KFJ06, Dam95, KJF+06, SN06].
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Bag-of-words We obtained bag-of-words features by tokenizing URLs as

follows. Each URL was lower-cased and split into tokens by using punc-

tuation marks, numbers or other non-alphabetic characters as delimiters.

Among obtained tokens, we removed tokens of which the length was less

than 2, and tokens that started with two same characters. We also dis-

carded frequent tokens such as www, com. With this method, a URL "www.

free-download-ringtones.com" will produce tokens free, download, and

ringtones. In total, 61,221 tokens were used as features.

N-gram From tokens created by the above method, we extracted n-grams.

N-gram is the sequences of n-characters. If a token contains characters fewer

than n, that token did not change. For example, if we use 5-gram, we can

divide cheaphotel into six 5-grams including cheap, heaph, eapho, aphot,

phote and hotel. We use 3, 4, 5, 6, 7 and 8 grams. The total number of

grams was 530,224.

Learning algorithm

We used both batch learning and online learning algorithms for training to

verify if we can classify topics regardless of learning algorithms. For the batch

learning algorithm, we used the support vector machine (SVM) with a linear

kernel implemented by SVMLight [Joa99]. For online learning, we used the

confidence-weighted (CW) [DCP08] [CFP08] learning algorithm implemented

by the online learning library, oll [OO].

Evaluation metric

To evaluate the classification performance, we use precision, recall and an

F-measure which are often used in information retrieval [RBJ89, DG06].

In a binary classifier, each sample is labeled as either positive or negative,

which leads to four different classification results listed in the following ma-

trix:

Answer \ Prediction Positive Negative
Positive true positive (tp) true negative (tn)
Negative false positive (fp) false negative (fn)

In our topic classifier, if a hostname on ”Adult” topic is classified as ”Adult”,



4.4 Topics of Link Farms 51

that is a true positive; if it is classified as ”Travel” then it is a true-

negative.

Precision, recall and F-measure are defined as follows.

Precision =
tp

tp + fp
,

Recall =
tp

tp + tn
,

F-measure =
2× Precision× Recall

Precision + Recall
.

Classification Results

We built classifiers using different labeling strategies and learning algorithms.

The classification results are listed in Table 4.13, 4.14, 4.15, and 4.16.

All results show that classifiers trained with hostnames labeled by both hand

and SCCs performed better than those with only hand-labeled hostnames.

The bag-of-words and SVM-based classifier for ”Travel” topic outperformed

by an F-measure about 0.25 if hostnames from SCCs were added to the

training set. The n-grams and CW-based classifier for ”Adult” topic im-

proved F-measure by 0.11 if hostnames from SCCs were added. When the

CW algorithm is used, the average of the improvement in F-measure is 0.13

by bag-of-words features, and 0.06 by n-gram features. This improvement

means that small link farms consist of hosts on the same topic and we can

use them to efficiently label training samples.

N-gram features performed better than bag-of-words features. We perfectly

classified samples on ”Dubious product” topic using n-gram features and

achieved an average F-measure of 0.991 as shown in Table 4.16. This might

be because spammers deliberately insert misspelled, broken, and connected

spam keywords such as cheaaphotels, m0rtgage, and reduceyourtaxes into

spam hosts’ URLs to avoid spam filters using specific keyword lists. Such

URLs are difficult to be classified by bag-of-words features.
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Table 4.13: Topic classification result using a different training sets and SVM.
Bag-of-words is used as features.

Hand Only Hand + SCC
P R F P R F

Adult 1.000 0.585 0.738 0.989 0.875 0.928
Dubious 1.000 0.990 0.995 1.000 0.990 0.995
Finance 1.000 0.685 0.813 1.000 0.990 0.995
Gamble 1.000 0.940 0.969 1.000 0.960 0.980
Jobs 1.000 0.685 0.813 1.000 0.960 0.980
Mobile 1.000 0.670 0.802 1.000 0.950 0.974
Travel 1.000 0.560 0.718 1.000 0.940 0.969
Average 1.000 0.731 0.835 0.998 0.952 0.974

P: Precision, R: Recall, F: F-measure

Table 4.14: Topic classification result using a different training sets and SVM.
3-8 grams are used as features.

Hand Only Hand + SCC
P R F P R F

Adult 1.000 0.635 0.776 0.989 0.895 0.940
Dubious 0.995 1.000 0.998 0.995 1.000 0.998
Finance 1.000 0.705 0.827 1.000 0.995 0.997
Gamble 0.989 0.940 0.964 0.990 0.975 0.982
Jobs 1.000 0.720 0.837 1.000 0.985 0.992
Mobile 1.000 0.675 0.804 1.000 0.970 0.985
Travel 0.978 0.885 0.929 0.985 0.965 0.975
Average 0.995 0.794 0.876 0.994 0.969 0.981

P: Precision, R: Recall, F: F-measure
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Table 4.15: Topic classification result using a different training sets and CW.
Bag-of-words is used as features.

Hand Only Hand + SCC
P R F P R F

Adult 0.799 0.725 0.760 0.948 0.995 0.971
Dubious 0.816 0.995 0.896 0.966 0.995 0.980
Finance 0.770 0.780 0.775 0.976 0.990 0.983
Gamble 0.835 0.955 0.891 0.970 0.980 0.975
Jobs 0.824 0.910 0.865 0.952 0.980 0.966
Mobile 0.870 0.920 0.894 0.976 0.980 0.978
Travel 0.828 0.840 0.834 0.975 0.980 0.977
Average 0.820 0.875 0.845 0.966 0.986 0.976

P: Precision, R: Recall, F: F-measure

Table 4.16: Topic classification result using a different training sets and CW.
3-8 grams are used as features.

Hand Only Hand + SCC
P R F P R F

Adult 0.947 0.800 0.867 0.976 0.985 0.980
Dubious 1.000 0.995 0.997 1.000 1.000 1.000
Finance 0.978 0.815 0.889 1.000 0.995 0.997
Gamble 0.990 0.995 0.992 0.995 0.985 0.990
Jobs 0.988 0.835 0.905 1.000 0.985 0.992
Mobile 0.941 0.880 0.909 1.000 0.995 0.997
Travel 0.978 0.895 0.935 0.995 0.970 0.982
Average 0.975 0.888 0.928 0.995 0.988 0.991

P: Precision, R: Recall, F: F-measure
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On the other hand, we can see that both the CW and the SVM algorithms

achieved high F-measures. This implies that using SCCs for labeling can im-

prove the classification performance regardless of learning algorithms.

4.4.3 Topic Distribution in Link Farms

We confirmed that we could classify topics of spam hosts with very high

accuracy. In this section, we observe overall topic distributions of spam

hosts in link farms. We classified topics of all spam hosts in large SCCs

of level 1 to level 5 (See Table 4.8.). The result is listed in Table 4.17.

Note that our classifier does not classify hostnames that are not relevant

to seven topics described in Section 4.4.1. Such hostnames were classified

into ”Others”. In addition, about 1.7% hostnames were classified into more

than one topic. We included these hostnames into ”Others” as well. We can

see that most dominant topic is ”Adult” which accounts for over 50% of all

hosts. The second dominant topic is ”Travel” which accounts for 12% of all

hosts. It is interesting that ”Travel” is more dominant than spam-relevant

topics such as ”Gamble” or ”Dubious product”. Spammers seem to easily

construct link farms on the ”Travel” topic using hostnames with similar

domains but with different area names. For example, we found hostnames

such as paddington-au.hotels-x.net, melbourn-au.hotels-x.net, and

australia.hotels-x.net of which the first field of hostname is the name

of area.

Table 4.17: Topic distribution in spam hosts from link farms

A T M J D F G O
54.14% 12.10% 5.02% 1.95% 1.48% 1.28% 0.98% 23.05%

A: Adult, T: Travel, M: Mobile, D: Dubious product, J:
Job, F: Finance, G: Gamble, O: Others.
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4.5 Summary

In this chapter, we investigated the overall characteristics of link farms in

large-scale Japanese Web graphs and WEBSPAM-UK graphs.

We proposed the recursive SCC decomposition algorithm with node filtering

for extracting denser link farms in the core. We showed that almost all large

SCCs were link farms and we could extract link farms even after removing

many hosts with small degrees. Recursively obtained link farms showed sim-

ilar distribution and most link farms are isolated from each other. Using the

proposed method, we found that from 4.3% to 7.2% of all hosts in Japanese

host graphs were in link farms. This means our method could extract a quite

number of spam hosts from web archives without contents analysis. We also

successfully extracted link farms in WEBSPAM-UK dataset although it had

different size and connectivity from Japanese host graphs.

We investigated overall topic distribution in link farms from Japanese graphs.

We found seven spammer-targeted topics in link farms: ”Adult”, ”Dubious

product”, ”Finance”, ”Gamble”, ”Job”, ”Mobile phone”, and ”Travel”. We

trained a binary classifier for each topic using two different training sets and

compared their classification performance. The results showed that adding

URL samples labeled by SCCs to training samples could improve F-measures

by average about 0.10. We also showed n-gram was the better feature than

bag-of-words for classifying spam hosts’ topics. The most dominant topic in

spam hosts in link farms was ”Adult” which was followed by ”Travel”. Hosts

relevant to these topics accounted for over 60% of all spam hosts.



Chapter 5

Analysis of Link Farm

Evolution

5.1 Introduction

We confirmed that large SCCs of size over 100 are likely to be a link farm and

classified topics of hosts in link farms with high accuracy. In this chapter,

we investigate the size growth and the change in topic distributions of link

farms for three years. We found that almost all large link farms were did

not grow; overall topic distribution in link farms hardly change although new

link farm appeared and spam hosts and keywords in link farms dynamically

changed.

This chapter is organized as follows. In Section 5.2, we show the size evolution

of link farms from May 2004 to June 2006. In Section 5.3, we describe

the topical evolution of link farm in three years. In Section 5.4, we study

dynamics of hostnames in link farms. In Section 5.5, we summarize the study

on link farms.
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5.2 Size Evolution of Link Farms

To understand changes in link farms’ size from May 2004 to June 2006, we

focus on the growth and shrinkage of SCCs using the evolution metrics pro-

posed by Toyoda et al. [TK03]. Notations for this section are as follows.

• t1, t2, ..., tn : Time when each archive crawled. Time unit of our archives

is a year.

• C(tk) : SCC at time tk.

• N(C(tk)) : Size of a SCC at time tk.

To understand how a single SCC C(tk) has evolved, we find out a SCC

corresponding to C(tk) at time tk−1. This corresponding SCC C(tk−1) is a

SCC that shares the most hosts with C(tk). When multiple SCCs exist at tk−1

which share the same number of hosts with C(tk), we select the largest SCC

as the corresponding SCC. The pair of (C(tk), C(tk−1)) is called a mainline.

We observed the size change and the growth rate of mainlines from 2004 to

2005, from 2005 to March 2006, and from March 2006 to June 2006. The

growth rate of C(tk) is defined as N(C(tk))/N(C(tk−1)).

The size change and the growth rate of SCCs from 2004 to 2005, from 2005 to

March 2006, and from March 2006 to June 2006 is shown in from Figure 5.1

to 5.6. We can notice that the size of most SCCs is stable in all Figures. Size

stability becomes stronger as the size of a SCC increases. Considering that

most large SCCs are link farms, we can say that the size of link farms does

not change.

A few large SCCs significantly shrink in 2004/2005 and March 2006/June

2006, which can be observed at the right-bottom side of Fig-

ure 5.1, 5.2, 5.5, 5.6. Such decrease in the size would occur when spammers

abandon their link farms and consequently link farms split into small ones.

More link farms would shrink in practice, since we ignored hosts that disap-

peared from our host graphs. If we consider disappeared hosts, the shrinkage

trend would become clearer. After creating link farms, spammers seem to
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either leave or abandon them but do not grow them

Note that more large SCCs of size over 100 showed higher growth rate in 5.6

which did not appear in 2004 and 2005. We investigated hosts in those SCCs

by Internet Wayback machine [way] and found that such hosts had existed

on the Web before 2004 but were not reached by our crawler. Considering

the growth is caused by crawling, we can say that link farms do not grow in

three months as well as in a year.

Interestingly, we confirmed that the growth rate of relatively small SCCs

(with size of from 10 to 100) follows Gibrat’s law. That is, the growth rate

of a SCC is independent of its previous size1.

5.3 Topic Evolution in Link Farms

In this section, we observe temporal changes in topic distributions of spam

hosts using our classifiers that showed high accuracy in Section 4.4. We clas-

sified topics of all spam hosts in large SCCs of level 1 to level 5 (See Table 4.8.)

from our three-yearly web archive. The result is listed in Table 5.1. Note that

our classifier does not classify hostnames that are not related to seven topics

described in Section 4.4.1. These hostnames were classified into ”Others”.

In addition, about 1% hostnames were classified into more than one topic in

every year. We included these hostnames into ”Others” as well.

As Table 5.1 shows, the topic distribution in link farms hardly changed for

three years. In all years, the most dominant topic is ”Adult”, which agrees

to the observation in e-mail spam [APSM04]. It forms over 60% of all spam

hosts in every year. ”Travel” is the second most popular topic. The number

of spam hosts relevant to ”Travel” is about ten times that of spam hosts

related to ”Finance”. The percentage of hosts classified as ”Others” also

hardly changed.

1Gibrat’s law has been observed in firm-size growth in economics and recently some re-
lationships between the power-law distribution of firm size and Gibrat’s law are confirmed
in [FDA+04].
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Figure 5.1: Size change of SCCs from 2004 to 2005
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Figure 5.2: Growth rate of SCCs from 2004 to 2005
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Figure 5.3: Size change of SCCs from 2005 to 2006
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Figure 5.4: Growth rate of SCCs from 2005 to 2006
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Figure 5.5: Size change of SCCs from March 2006 to June 2006
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Figure 5.6: Growth rate of SCCs from March 2006 to June 2006
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Table 5.1: Topic distribution of spam hosts in each year

A T M J D F G O
2004 57.3% 12.6% 5.4% 1.9% 1.1% 1.0% 0.6% 20.0%
2005 56.2% 16.7% 4.8% 0.6% 1.8% 1.0% 0.7% 18.0%
2006 59.3% 13.7% 4.0% 1.9% 1.0% 1.1% 0.8% 18.0%

All year 54.1% 12.1% 5.0% 2.0% 1.5% 1.3% 1.0% 23.0%

A: Adult, T: Travel, M: Mobile, D: Dubious product, J: Job, F:
Finance, G: Gamble, O: Others.

5.4 Hostname Dynamics in Link Farms

Since overall size and topic distribution of link farms did not change, we

verify whether hosts in link farms changed. We investigated the lifetime of

terms in hostnames. That is, we investigated how long each term appeared

in link farms. As shown in Table 5.2, half of term did not remain for three

years, which implies that although overall distribution of link farms did not

change, hosts in them dynamically changed and new link farms with new

terms appeared.

We found that about 14% of all terms in 2005 and 2006 were newly ap-

peared terms. Hostnames containing new terms appeared as new prod-

ucts were released. For example, a hostname containing the product name

”Toshiba 23inch HD LCD with DVD” (released in 2005) newly appeared in

2005 archive and a hostname containing the product name ”Samsung DVD

HD850” (released in late 2005) newly appeared in 2006.

Table 5.2: Lifetime of terms in hostnames
Lifetime Number of terms % of terms
One year 13,087 20.76%
Two years 17,659 28.01%
Three years 32,299 51.23%

Considering that the lifetime of spam URLs is generally short [GDS08] and

spam pages and keywords appear and disappear frequently, it is interesting

that the overall topics distribution in spam hosts hardly changes.
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5.5 Summary

We investigated the size growth and the change in topic distributions of link

farms for three years. We found that almost all large link farms do not grow;

overall topic distribution in link farms do not change although new link farm

appear and spam hosts and keywords in link farm dynamically changed. In

addition to this, we found that link farms are isolated from each other in

previous section. These results suggest that monitoring existing link farms

is not sufficient for detecting emerging spam pages.

Detecting pages that generate links to spam pages can be a better approach

to finding emerging spam pages. From the next chapter, we study methods

for discovering emerging spam pages through pages that contains links to

spam pages.



Chapter 6

Link Hijacking Detection

In Chapter 5, we found that most link farms do not grow over time and newly

created link farms will not be connected to existing link farms, which implies

that monitoring link farms is not sufficient for finding emerging spam pages.

In Chapter 6 and 7, we take a different approach; instead of spam page, we

focus on pages that link to spam pages.

6.1 Introduction

In this chapter, we detect normal sites that link to spam sites. It is neces-

sary for spammers to create links from reputable sites to their link farms,

since isolated link farms hardly attract the attention of search engines and

bring ranking scores to themselves. A link from a normal site to spam that

is created without any agreement of the author of the normal site is called

a hijacked link. Spammers can create hijack links by posting comments with

links to their spam sites on public bulletin boards, by buying expired do-

mains, or by sponsoring web sites. Hijacked links can damage link-based

ranking algorithms when they point to large link farms1.

1Note that major search engines and blog services employ counter-measures for link
hijacking such as rel="nofollow" tag which is attached to hyperlinks that should be
ignored [nof]. However, there still exist a number of web services that do not support
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We propose a new method for detecting hijacked web sites. Most of previous

research has focused on demoting or detecting spam, and as far as we know,

there has been no study on detecting link hijacking that is important in the

following situations:

• Hijacked sites tend to be continuously attacked by various spammers

(e.g. by repetitive spam comments on blogs). Observing such sites will

be helpful in detecting newly appeared spam sites that might not be

filtered by existing anti-spam techniques. Since spam detection is an

arms race, it is important for spam filters to find sites attacked by new

spamming methods.

• Once we detect hijacked sites, we can modify link-based ranking al-

gorithms to reduce the importance of newly created links on hijacked

pages in those sites and make the algorithms robust to new spam. This

might temporally penalize links to normal sites, but we can correct their

importance after inventing spam detection methods for new spamming

techniques.

• Crawling spam sites is a sheer waste of time and resources. Although

most crawlers have spam filters, such filters cannot quickly adapt them-

selves to new spamming methods. By reducing the crawling priority of

new links from hijacked pages in detected sites, we can avoid collecting

and storing new spam sites until spam filters are updated.

To identify hijacked sites, we evaluate trustworthiness of a hijacked site and

its out-neighboring sites. The trustworthiness of the site is the likelihood of

that site being normal. Suppose that there is a path between normal and

spam sites. As we walk through that path, the trustworthiness of the site

on each step is expected to decrease, and at a certain site, it would become

lower than some threshold. This occurs when a normal site points to spam

sites, i.e. when a normal site is possibly hijacked by spam sites.

We evaluate the trustworthiness of a site using two modified versions of

such measures and hijacking techniques like buying expired domains cannot be penalized
by "nofollow" tag.
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PageRank that calculate white and spam scores of the site. The white score

is propagated from normal seed sites and the spam score is propagated from

spam seed sites. Consequently, if a site is near normal seed sites, it would

have a high white core; if a site is near spam seed sites, it would have a high

spam score.

We regard a site as trustworthy when it has the high white score and the low

spam score. In other words, the trustworthiness is the difference between the

white and spam scores of a site. We design two hijacked scores that measure

how likely a trustworthy site is to be hijacked based on the trustworthiness

distribution in its normal-like and spam-like out-neighbors.

We evaluated our hijacking detection methods using the large-scale Japanese

Web graph. Proposed methods detected hijacked sites with high precision

and showed better performance when both normal and spam out-neighbors

were investigated. We studied the types of hijacked sites and their character-

istics. We checked if we could discover new spam sites by monitoring hijacked

sites and confirmed that some hijacked sites were continuously attacked by

spammers and generated link to emerging spam sites.

The rest of this chapter is organized as follows. In Section 6.2, we explain a

method for detecting hijacked sites. We introduce the definition of trustwor-

thiness of sites and hijacked scores. In Section 6.3, we report the experimental

results. We introduce the eight types of hijacked sites and evaluate the pre-

cision of hijacked site detection. In Section 6.4, we discover new spam sites

via hijacked sites. Finally, we summarize this chapter in Section 6.5.

6.2 Link Hijacking Detection Method

In this section, we propose method for detecting hijacked sites. Based on

the assumption that hijacked sites would exist on the boundary between

normal and spam sites, we first evaluate the trustworthiness of each site. We

then propose a method for selecting hijacked candidates and calculating their

hijacked score that shows the likelihood of being hijacked.
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6.2.1 Hijacked Candidate Selection

We evaluate the trustworthiness of each site using its white and spam scores

to observe the change in the trustworthiness of a site. White scores can be

obtained by TrustRank or core-based PageRank with a white seed set (core-

based PR+) which compute scores from white seeds, and spam scores can be

obtained by Anti-TrustRank or core-based PageRank with a spam seed set

(core-based PR-) which compute scores from spam seeds (See Section 3.2 for

the definition of these scores.).

Based on the white and spam scores, we define the trustworthiness of a site

p, relative trust RT of a site p as follows:

RT(p) = log(White(p))− log(Spam(p))− δ ,

where RT(p), White(p), and Spam(p) represent a relative trust, a white

score, and a spam score of p, respectively.

If RT(p) is higher than zero, the site p is more likely to be normal. In

contrast, ifRT(p) is lower than zero, the site p is more likely to be spam.

Log values of white and spam scores are used because PageRank scores obey

the power-law distribution. A threshold δ is introduced to reduce the effect

caused by the different sizes of white and spam seed sets. Modified PageRank

algorithms assign the initial score only to seed sites so that the total amount

of scores for propagation differs by the number of seed sites. That is, a

normal site n could have a lowerWhite(n) than Spam(n), when the number

of white seed sites is much smaller than that of spam seed sites; a spam site

s could have a higher White(n) than Spam(n), when the number of white

seed sites is much bigger than that of spam seed sites. To solve this problem,

we adjust the δ value. If we use a positive δ value, we assume that the white

seed set is larger andWhite(n) of a normal site n is higher than its Spam(n).

On the other hand, when we use a negative δ value, we assume that the spam

seed set is larger and a normal site n could have a lower White(n) than its

Spam(n). In practice, the δ value is adjusted around zero to obtain the best
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detection precision.

Using RT, the out-neighbors of a hijacked site p can be divided into a set

of normal-like out-neighbors wOut(p) and a set of spam-like out-neighbors

sOut(p).

wOut(p) = {w | w ∈ Out(p) ∧RT(w) ≥ 0} ,
sOut(p) = {s | s ∈ Out(p) ∧RT(s) < 0} .

We call wOut normal out-neighbors and sOut spam out-neighbors of host h.

Note that a host with a negative RT value is not always the spam host. A

negative RT value implies the high likelihood of being spam.

If a site h is hijacked, there is at least one site in sOut(h). In addition to

this, we investigate only sites with the lower white and the higher spam score

than those of h to choose sites that are more likely to be spam than h is. We

define a set of such sites R(h) as follows:

R(h) =

{
r

∣∣∣∣∣
r ∈ sOut(h) ∧
White(r) < White(h)∧
Spam(r) > Spam(h)

}
.

Based on R(h) and RT(h), we can create a set H of hijacked candidates.

A hijacked site h would be a trustworthy site that has at least one site in

R(h).

H = {h | RT(h) ≥ 0 ∧ R(h) ̸= ϕ} ,

6.2.2 Definition of Hijacked Score

For each hijacked candidate h, we calculate the hijacked score. We designed

two different hijacked scores.
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First, we focus on only spam out-neighbors of a hijacked site based on the

assumption that a hijacked site would have many spam out-neighbors by the

attack of many different spammers. Therefore, we make the hijacked score

grow as the average of |RT| of sites in sOut(h) grows. Hijacked score Hs can

be described as following:

Hs(h) =

∑
s∈sOut(h) |RT(s)|
∥sOut(h)∥+ λ

,

where λ is a penalty parameter that penalizes the effect of the small number

of out-neighbors. Without λ, a site that has one spam out-neighbors with

high |RT| will obtain a higher hijacked score. This is not desirable because

we try to find a site that is hijacked by many spam sites.

Second, we focus on both normal and spam out-neighbors of a hijacked site.

It is observed that a hijacked site points to normal sites as well as spam

sites, since it is normal in itself. Based on this, we use the average |RT| of
both normal and spam out-neighbors for the hijacked score calculation. A

weight parameter γ is introduced to adjust the influence of normal and spam

out-neighbors. Hns(h) is given by:

Hns(h) =

(∑
n∈wOut(h) |RT(n)|
∥wOut(h)∥+ λ

)γ

·
(∑

s∈sOut(h) |RT(s)|
∥sOut(h)∥+ λ

)1−γ

.

Hns(h) increases as the average of the |RT| values of both normal and spam

out-neighbors grow. When the average of the |RT| values of either normal

out-neighbors or spam out-neighbors becomes lower, a site h would be a spam

or normal site and Hns(h) decreases. If we use a bigger weight parameter γ

value, we strengthen |RT| of normal out-neighbors than that of spam ones.

If we use 0 for γ, Hns(h) will be Hs(h).
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6.3 Experiments

To evaluate the detection precision of hijacked scores, we performed experi-

ments using our Japanese Web archive crawled in 2004. White and spam seed

sites for white and spam score calculation were selected and parameters are

decided by test experiments using sample sites. After obtaining white/spam

scores and parameters, we computed two versions of hijacked scores and com-

pared their detection precision. We also compared the score distribution of

TrustRank/Anti-TrustRank score pair and core-based PR+/core-based PR-

score pair to understand which pair is more suitable for describing trustwor-

thiness. We studied characteristics of hijacked sites around spam seeds and

categorized them into eight types.

6.3.1 Data Set and Seed Set

To detect hijacked sites, we used a site graph where nodes are web sites and

edges are links between pages in different sites. We created the site graph

from the snapshot built in May 2004. To build a site graph, we chose the

representative page of each site that had 3 or more incoming links from other

sites, and whose URL was within 3 tiers (e.g. http://A/B/C/). Pages below

each representative page were contracted to one site. Edges between two

sites were created when there existed links between pages in these sites. The

detailed property of our site graph is listed in Table 6.1.

Table 6.1: Properties of the site graph of 2004

Year 2004
Number of nodes(sites) 5.8 M
Number of edges 283 M

To compute the white and spam scores, we constructed white and spam seed

set. Seed sites were selected by manual and automated methods.

For the white seed set, we referred the method in [GBGMP06]

and [GGMP04]. We computed PageRank scores of all sites and performed
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manual selection on the top 1,000 sites with the highest PageRank scores.

Well-known sites (e.g. Google, Yahoo!, and MSN), authoritative university

sites, and well-supervised company sites2 were selected as white seed sites.

After manual check, 389 sites were labeled as trustworthy sites. In addition

to this, sites with specific URL including .gov (US governmental sites) and

.go.jp (Japanese governmental sites) were added to the white seed set. In

the end, we had 40,396 trustworthy sites.

For the spam seed set, we manually checked sites with the highest PageR-

ank scores and judged a site spam if it included many irrelevant keywords

and links, redirected to spam sites, contained invisible terms, used different

domains for each menu. We had 1,182 sites after manual check. In ad-

dition, we used spam sites obtained by SCC decomposition and minimum

cut [STKA07]. Saito et al. decomposed the web graph into SCC and found

that large SCCs of size over 100 around the core were link farms. To detect

spam sites in the core, they investigated maximal cliques. Cliques whose sizes

were less than 40 were extracted and about 8,000 spam sites were obtained

from them. Regarding these spam sites as a reliable spam seed set, Saito et

al. expanded them by a minimum cut technique to separate links between

spam and non-spam sites. Since this method showed a high precision for

spam detection, we used detected spam sites as seed sites. In total, 580,325

sites were used as a spam seed set.

6.3.2 Types of Hijacking

We collected in-neighbors of spam seeds within three hops to understand

a layout of sites at the boundary of normal and spam sites. From those

sites, we randomly selected 1,392 samples and manually classified them into

four categories: hijacked, normal, spam, and unknown. Unknown sites were

written in unrecognizable languages (e.g. Chinese, Dutch, German, and Rus-

2Sites of reputable companies such as adobe.com,microsoft.com were included in the
white seed set. For other sites, we manually checked them with web snapshots from 2004
to the present. If a site remains without spam contents and is supervised by the same
authority, we selected it as a white seed.
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sian). Table 6.2 shows the result of the classification. 33% of total sites are

hijacked sites and these 465 sites were divided into 8 types as follows.

• Blog sites with spam comments or spam trackbacks and public bulletin

boards with spam comments. Spam comments/trackbacks contain links

to spam sites.

• Expired sites bought by spammers. Spammers buy expired domains

and use them for spam sites. Since web sites tend not to frequently

update their outgoing links, links pointing to expired domains remain

for a while and are exploited by spammers to increase a rank score and

visitors.

• Hosting sites that include spam sites of some customers.

• Normal sites that point to hijacked expired sites. Since hijacked expired

sites have turned into spam sites, links from normal to these expired

sites become hijacked links.

• Free link registration sites that allow users to register links to their

pages on them. Since some of those sites are not controlled well, spam-

mers can register their spam sites on such sites and obtain incoming

links and visitors.

• Normal sites that create links to spam sites by mistakes. Authors of

some sites voluntarily make links pointing to spam sites, because they

believe those spam sites are normal and useful.

• Normal sites that contain advertising links to spam sites. Spammers

can insert links to normal sites by sponsoring.

• Normal sites that have public access statistics which show links to

referrers. Spammers frequently access such sites to show links to spam

sites in the referrer list.

Table 6.3 shows the number of sites in each type. The most frequently used

technique is blog and BBS hijacking. Expired hijacking is also a popular

technique among spammers. Particularly, domains for official sites of movies
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and singers are prone to be hijacked because they are used temporally and

abandoned.

Table 6.2: Four categories of sample sites and number of sites in them

Site type Number of sites
Hijacked 465
Normal 345
Spam 576
Unknown 6
Total 1392

Table 6.3: Type of hijacked sites and number of sites in each type.

Hijacked site type Number of sites
Blog and BBS 117
Expired sites 78
Hosting sites 64
Link to expired site 60
Link register sites 55
Link to spam by mistake 51
Advertisement to spam 30
Server statistics 10
Total 465

6.3.3 Parameter Selection

To select the penalty parameter λ and the weight parameter γ (See Sec-

tion 6.2.1), hijacked scores of 1,392 samples described in Table 6.2 were ob-

tained. We evaluated the top 300 precision to select parameter values for

hijacked score calculation of all sites; we counted the number of hijacked

sites in the top 300 sites with the highest hijacked scores and selected the

parameters that detected the most hijacked sites in 300 sites.

In both Hs and Hns, the best top 300 precision was achieved when λ is 60.

We found that after λ exceeded 60, the number of spam sites in the 300 sites
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Table 6.4: Number of hijacked sites in the top 300 sample sites with the
highest Hns score obtained by different δ and γ. λ is fixed to 60.

γ / δ -5 -4 -3 -2 -1 0 1 2 3 4
0.0( Hs ) 100 99 100 109 121 144 166 171 161 144
0.3 110 114 129 144 167 179 170 159 141 138
0.4 112 120 140 165 177 189 163 151 139 133
0.5 114 125 159 177 189 187 159 146 140 133
0.6 139 161 181 196 189 183 151 144 136 133
0.7 168 188 205 200 182 171 152 148 136 132
0.8 185 198 193 179 169 165 150 146 135 130
0.9 189 187 177 159 154 150 142 143 135 134

with the highest hijacked scores hardly changed. The proportion of normal

sites with the highest hijacked score remained stable regardless of λ.

To select weight parameter γ of Hns, we examined the number of hijacked

sites in the top 300 sites with the highest Hns scores using different γ and

δ values. As listed in Table 6.4, the precision increased as the value of δ

decreased and the value of γ increased. However, this tendency did not

continue if δ was smaller than −3. The best detection precision was achieved

when δ is −3 and γ is 0.7. We used these values to calculate hijacked scores

for all sites in the graph.

6.3.4 Evaluation

Using core-based PR+/core-based PR- and parameters determined in Sec-

tion 6.3.3, we calculated Hs and Hns of all sites.

The result of Hs

With different δ values from +1 to +4, we calculated Hs scores and eval-

uated the top 200 precision. The top 200 sites with the highest scores are

categorized them into hijacked, normal, spam, and unknown3. The detail is

3To determine whether a site s is a hijacked or not, first we check s is normal or spam.
If it is normal, then we check whether there are spam sites in out-neighbors of s. If we find
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Table 6.5: Top 200 precision of Hs

δ 1 2 3 4
Hijacked 55 75 89 65
Normal 3 4 25 78
Spam 132 109 79 50
Unknown 10 15 7 7
Total 200 200 200 200
Precision 22.5% 37.5% 44.5% 32.5%

Table 6.6: Top 200 precision of Hns

δ -4 -3 -2 -1 0
Hijacked 138 140 139 128 110
Normal 25 25 36 47 72
Spam 37 33 23 22 16
Unknown 0 2 2 3 2
Total 200 200 200 200 200
Precision 69% 70% 69.5% 64% 55%

Table 6.7: Breakdown of detected hijacked sites by Hns when δ = −3, λ = 60
and γ = 0.7.

Hijacked site type Number of sites
Blog and BBS 48
Expired sites 19
Hosting sites 30
Link-to-the-expired 13
Link register sites 8
Link-to-spam-by-mistake 18
Ad-to-spam 0
Server statistics 3
Total 140
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listed in Table 6.5. The best top 200 precision 44.5% was obtained when δ

was +3. The penalty parameter λ was fixed to 60.

The result of Hns

With different δ values from −4 to 0, we calculated Hns scores and evaluated

the top 200 precision. As listed in Table 6.6, we detected hijacked sites with

the best precision of 70% when δ was −3. This result is better than that of

Hs by 25.5%. The penalty parameter λ was 60 and the weight parameter γ

was 0.7.

We can notice that as δ increases, the number of normal sites increases in

both Table 6.5 and 6.6. This is because with a higher δ, a site should

have a higher white score to be a hijacked candidate. On the other hand,

as δ decreases, the proportion of spam sites increases. This suggests that δ

showed an expected effect which is described in 6.2.1.

In addition to the top 200 precision, we examined normalized discounted

cumulative gain (nDCG) [JK00] of hijacked sites obtained using Hns with δ

is −3. Discounted cumulative gain (DCG) measures the usefulness, or gain,

of the result list by the ranking and relevance of sites in it. DCG is based on

the idea that highly relevant sites are more important than less relevant sites

and the higher ranking in the result list is more important to users. Unlike

the precision, DCG evaluates the ranking as well as the relevance of sites.

Our hijacked detection algorithm would be useful if it gives higher hijacked

scores to hijacked sites and lower scores to non-hijacked ones.

DCG is defined as:

DCG[i] =
{ G[1], if i = 1,

DCG[i− 1] + G[i]/log2i, otherwise.

a spam out-neighbor, we examine if a link to that out-neighbor is created by a spammer
or by a site author. To judge a site to be an expired site, we check past snapshots. Only
when the site was normal in the past, and is spam in the present and linked by normal
sites, we determine a site as an expired site.
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where G[i] is the graded relevance of the result at the ranking i. We use a

binary relevance value G[i] ∈ {0, 1}. If a site is hijacked, its G is 1; otherwise,

its G is 0.

nDCG is obtained by dividing DCG with ideal DCG (IDCG). IDCG is the

DCG value of the result list where all sites are correctly ranked. In our

experiment, if all hijacked sites obtain higher scores than non-hijacked sites,

the DCG of result list would be the same as IDCG and nDCG would be 1.

Thus, nDCG is then given by:

nDCGp =
DCGp

IDCGp

.

We evaluated nDGC of the top 10, 50, 100, and 200 sites with the highest

Hns when δ = −3 . The result is listed in Table 6.8. We can see that

high nDGC values are obtained in all cases. This implies that our hijacking

detection algorithm can correctly give high scores to hijacked sites in at least

top 200 sites with the highest scores.

Table 6.8: nDCG of Hns when δ = −3
nDCG@10 nDCG@50 nDCG@100 nDCG@200

1 0.997 0.986 0.971

We categorized 140 hijacked sites obtained by Hns with δ was −3 into dif-

ferent hijacked types. Table 6.7 lists the detail. Our method successfully

detected hijacked sites of various types. Note that we successfully detected

expired sites which was most useful for discovering emerging spam sites (See

Section 6.4).

6.3.5 Comparison of Different Score Pairs

We computed the hijacked scores using a TrustRank/Anti-TrustRank pair

and a core-based PR+/core-based PR- pair and investigated the detection
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Figure 6.2: Core-based PR+/core-based PR- pair of seed sites
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Figure 6.4: Core-based PR+/core-based PR- pair of hijacked sites
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precision. The precision was far worse when we used TrustRank/Anti-

TrustRank pair. To clarify the reason, we examined characteristics of each

score pair of white/spam seed sites and hijacked sites listed in Table 6.2. Fig-

ure 6.1, 6.2, 6.3 and 6.4 show the result. In all the Figures, Log scale is used

for x and y axis. The x axis represents white scores, which is TrustRank score

in Figure 6.1 and 6.3, and core-based PR+ score in Figure 6.2 and 6.4; the

y axis represents spam scores, which is Anti-TrustRank score in Figure 6.1

and 6.3 and core-based PR- score in Figure 6.2 and 6.4.

We calculated TrustRank/Anti-TrustRank scores and core-based PR+/core-

based PR- scores using 90% of white and spam seed sets and investigated

those scores of the rest sites. Figure 6.1 and 6.2 show the result. When

we use the TrustRank/Anti-TrustRank pair, white and spam scores of many

spam seed sites overlap those of white seed sites as shown in Figure 6.1. In

contrast, when we use core-based PR+/core-based PR- pair, white and spam

scores of seed sites are clearly separated as shown in Figure 6.2.

Figure 6.3 and 6.4 demonstrate the white and spam scores of hijacked

sites.The core-based PR+/core-based PR- scores of hijacked sites show lin-

ear relationship in Figure 6.4 compared to TrustRank and Anti-TrustRank

pair in Figure 6.3. Note that hijacked sites with a high core-based PR-

score appear in Figure 6.4. We manually checked them and found that all

of such sites were expired sites that had turned into spam. Pearson cor-

relation coefficient of core-based PR+/core-based PR- pair was 0.73 if we

excluded scores of expired sites. On the other hand, correlation coefficient of

the TrustRank/Anti-TrustRank pair was 0.1, which was low.

These results suggest that core-based PR+/core-based PR- pair is more suit-

able to describe trustworthiness of sites.

Note that the best detection precision was obtained by a negative δ value

(See Table 6.6) does not imply hijacked sites should have a higher spam score

than its white score. Table 6.4 and 6.6 show that most hijacked sites have

been already detected when δ = 0, which suggests hijacked sites is likely to

have a higher or same white score as its spam score.
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6.4 Discovering Emerging Spam Pages via

Hijacked Sites

To verify that monitoring hijacked sites can help to detect emerging spam

pages, we randomly selected six hijacked sites: two blogs, two BBS, and two

expired sites. These three hijacked types were chosen because they seemed

to be easily and continuously hijacked by spammers.

We selected a page p in each hijacked sample site s if p pointed to more than

one site that had a negative RT value and a lower white/a higher spam score

than the site s. We then manually investigated pages that was not linked by

p in 2004 and was linked by p 2005 or 2006 whether they were spam or not.

If a page was spam, a site containing that page was judged spam4.

As listed in Table 6.9, five of six hijacked sites generated links to spam sites

in one or two years and over 90% of their new outgoing links pointed to

spam sites. This implies that we can expect to detect emerging spam pages

by monitoring hijacked sites. Note that there was no newly created links to

spam pages on Blog2. Its author failed to delete hijacked links in old postings

of 2004 but well maintained new postings of 2005.

Table 6.9: Number of spam sites in 2005 and 2006 discovered by observing
outgoing links of hijacked pages.

Year 2005 2006 Total
spam / total spam / total spam / total (%)

Sample1 (BBS) 64/68 23/25 87/93(93.5%)
Sample2 (BBS) 12/13 0/0 12/13(92.3%)
Sample3 (Blog) 0/4 0/13 0/17(0% )
Sample4 (Blog) 73/73 0/0 73/73(100%)
Sample5 (Expired) 1964/1981 4/8 1968/1989(98.8%)
Sample6 (Expired) 1/1 21/21 22/22(100%)

spam / total: the number of new links pointing to spam sites and
the number of new outgoing links.

4Pages that cannot be opened and pages written in unrecognizable languages are dis-
carded.
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6.5 Summary

In this chapter, we proposed a new method for detecting hijacked sites. Since

link hijacking is one of the essential methods for link spamming which af-

fect link-based ranking algorithms, detecting hijacked sites and penalizing

hijacked links is an important problem to be solved. On the other hand,

detecting hijacked sites and monitoring them can be helpful in discovering

emerging spam pages.

To find hijacked sites, we focused on the boundary of normal and spam sites;

we observed the changes in the trustworthiness of a hijacked site and its out-

neighboring sites based on that a hijacked site is the trustworthy site pointing

to untrustworthy sites. We designed two different types of a hijacked score to

evaluate how likely a site is hijacked. Experimental results showed that we

could detect hijacked sites with the top 200 precision of 70%. We showed that

by monitoring hijacked pages, emerging spam sites could be discovered.



Chapter 7

Spam Link Generator

Identification

7.1 Introduction

In Chapter 6, we detected hijacked sites which were normal sites containing

hyperlinks to spam sites and confirmed that emerging spam pages can be

detected by monitoring hijacked sites.

In this chapter, we focus on both normal and spam hosts that will gener-

ate link to spam hosts in the future to detect emerging spam pages. We

locate hosts that will generate spam links, links pointing to spam hosts. For

example, bulletin board system (BBS) and blog hosts generate spam links

when they are attacked by repetitive comments containing links to spam

hosts. Other hosts also generate spam link when their out-neighbors’ domain

names expired and were bought by spammers. We call hosts that generate

spam links spam link generators. By observing a time-series of Japanese

Web snapshots, we found that spam link generators produced almost all new

spam links, although the number of generators is relatively small. This means

that identifying and monitoring spam link generators could be one possible

solution for efficient extraction of new spam samples.
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Identifying spam link generators can contribute in the following situa-

tions:

• By observing spam link generators, we can promptly collect samples of

emerging spam hosts. If these hosts use new spamming techniques, we

can use them as training samples for updating existing spam classifiers.

• When normal hosts are detected as spam link generators, we can notify

their web masters that those hosts are vulnerable to spammers and help

them keep their pages resilient against spammers.

• Search engines can penalize and reduce crawling priority of spam links

from spam link generators to improve their link-based ranking and to

save crawling cost until spam filters are updated. Note that detailed

analysis is necessary to determine which pages or document object

model (DOM) nodes should be penalized.

Spam link generators differ from spam hosts because the spam link generator

itself could be a normal host. To identify whether a given host is a spam

link generator, we need to investigate additional features of the host and

its neighboring hosts that are not used in usual spam host detection. In

our research, we propose link-related features, URL-related features, and

temporal changes in link-related features.

For link-related features, we propose two sets of features: a set of features

for spam detection and a set of features for hijacked sites detection. We

use features for spam detection based on the assumption that spam pages

are more likely to generate spam links than normal pages. We referred to

features proposed by Becchetti et al. [BCD+06a]. These features showed high

accuracy in link spam detection, but their effectiveness in spam link generator

detection has not been evaluated in literature. We use features for hijacked

sites detection based on the trustworthiness. The trustworthiness of a host

which shows how likely it is for it to be normal or spam. As we studied in

Chapter 6, hijacked hosts tend to generate spam links by continuous attacks

of spammers and their neighboring hosts show different trustworthiness from

normal or spam hosts. For example, blogs attacked by spammers have many
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links to both normal and spam hosts, while normal/spam hosts tend to link

only normal/spam hosts.

Since spam link generators often exist in the border of normal and spam hosts,

we investigate link-related features in both out- and in-neighbors.

URL-related features of neighboring hosts would be helpful in identifying

spam link generators. Since spammers continuously posts their URLs (i.e..

hostnames) to a number of blogs and BBSs at once, hostnames of out-

neighbors could be shared by spam link generators. On the other hand,

since spammers increase incoming links to spam pages by machine-generated

pages with similar hostnames, spam link generators would share hostnames

of in-neighbors. Therefore, URLs of neighbors could be useful features for

spam link generator identification.

Temporal changes in link-related features between two serial snapshots are

also used as features. Since spam link generators will create new spam links,

its link structure would change more dynamically than that of non-spam link

generators and the changes in such as the number of neighbors and degrees

would help identify spam link generators.

The rest of the paper is organized as follows. Section 7.2 describes our

method for identifying spam link generators. We introduce the definition

of spam link generators and features to identify them. In Section 7.3, we

present the characteristics of the spam link generator and the performance

of our identifier. In Section 7.4, we verify whether we can find emerging spam

pages using spam link generators. In Section 7.5, we summarize our study

on spam link generators.

7.2 Spam Link Generator Identification

In this section, we present the definition of spam link generators and describe

features for identifying spam link generators. We also briefly introduce the

online learning algorithm for our experiments. The notations listed in Ta-
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ble 7.1 are used in this chapter.

7.2.1 Definition of Spam Link Generator

We regard the host g as a spam link generator if the number of spam hosts

in out-neighbors of a given host g increases between time t − 1 and time t.

When we describe spam out-neighbors of host g in time t as sOut(g)t, spam

link generators are defined as:

G = {g | ∥sOut(g)t∥ − ∥sOut(g)t−1∥ ≥ ϵ},

where ϵ is a growth threshold to determine the degree of spam link growth

that should be satisfied by spam link generators.

Since we cannot identify all the spam hosts in the Web, we use an approx-

imation to calculate the number of spam out-neighbors |sOut(g)t|. Given

seed sets of normal and spam hosts, we calculate white and spam scores for

each host based on modified PageRank algorithms, which propagate a white

or spam score from the seeds (e.g. TrustRank or Anti-TrustRank). Then, we

assume that a host is likely to be spam when its spam score is relatively higher

than its white score, and vice versa. Details of trustworthiness evaluation are

shown in Section 7.2.2.

Table 7.1: Notations for feature definitions
Notation Meaning

N Number of nodes in Web graph.
Node can be page, host or site.

In(p) Set of nodes pointing to p
Out(p) Set of nodes pointed to by p
wOut(p) Set of normal nodes pointed to by p
sOut(p) Set of spam nodes pointed to by p

S+ Set of normal seed node
S− Set of spam seed node
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7.2.2 Features

We propose various features to capture the characteristics of spam link gen-

erators. The first group of features consists of link-related features of a

host and its neighboring hosts. We use features based on degree, ranking

algorithms, trustworthiness, supporter, and supportee. The second group

includes URL-related features. We extract lexical features from URLs of a

host and its neighboring hosts. The third group includes temporal changes

in link-related features. We use the growth of the link-related features in one

year.

Link-related features

Degree-based features

For each host, we extract degree-based features proposed in the previous

work based on the link spam detection. Becchetti et al. showed that normal

and spam hosts show different degree-based characteristics [BCD+06a]. We

consider the out and in-degree of the host, the sum and average of out-degrees

of in-neighbors, and the sum and average of in-degrees of out-neighbors.

Edge-reciprocity is included as a feature that presents how many links of

hosts are reciprocal. The ratio between the degree of a host and average

degree of its neighboring hosts are also included.

PageRank-based features

PageRank [BP98] computes the importance of each host based on the link

structure. The basic idea of PageRank is that a page is important if it is

linked by many other important pages. The detailed explanation of PageR-

ank is shown in Section 2.2.

In addition to the PageRank score of a host, we investigate the PageRank

score distribution in in- and out-neighbors. Benczúr et al. investigated the

PageRank score distribution of in-neighbors of pages and found that the

standard deviation of PageRank scores of in-neighbors is generally low when

a given page is spam [BCSU05]. In our work, we also use the PageRank score
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distribution of out-neighbors. If a given host is a spam link generator, both

normal and spam hosts can exist in out-neighboring hosts and PageRank

score distribution of out-neighbors would be different from that of normal or

spam hosts.

TrustRank-based features

To improve the PageRank algorithm, Gyöngyi et al. proposed the TrustRank

algorithm [GGMP04]. The basic intuition of TrustRank is that normal pages

seldom link to spam pages. People trust normal pages, and can trust pages

pointed to by normal pages. Trust can be propagated through the link struc-

ture of the Web. Therefore, in TrustRank, a list of highly trustworthy pages

is created as a seed set and each of these pages is assigned a non-zero initial

TrustRank score while all the other pages on the Web have initial values of

zero. After computation, normal pages would get a high TrustRank score,

and spam pages would get a lower TrustRank scores. The detailed explana-

tion of TrustRank is shown in Section 3.2.

We also use the ratio between TrustRank and PageRank scores as a feature

for separating spam hosts from normal hosts [BCD+06a].

Supporter- and supportee- based features

A host p is called a supporter of a host h at distance d, if there is a shortest

path of length d from p to h. Since it is assumed, with the link-based ranking

algorithm, that an incoming link to a page is an endorsement, spammers try

to boost the number of incoming links and the supporters [BCSU05].

In addition, we introduce a supportee at distance d. If there is a shortest

path of length d from host h to host q, q will be the supportee at distance d.

When a spam link generator point to a link farm, the number of supportees

increases drastically.

We use the number of supporters and supportees at distance 1, 2, 3 and 4. To

count the supporters and supportees, we repeated a breath-first search.

Trustworthiness-based features

White and spam scores. We use the modified versions of the PageR-



7.2 Spam Link Generator Identification 89

ank algorithm with white and spam seed sets to calculate the white and

spam scores of each host. Initial scores are assigned on seed pages selected

by human experts and propagated from such pages through outgoing links

during computation. Thus, if we select reputable pages as a seed, normal

pages would have a high score after computation. On the other hand, if

we use spam seed sets for score calculation, spam pages would have a high

score.

To calculate the approximate number of spam out-neighbors which is used

for spam link generator selection (See Section 7.2.1), we need to choose the

pair of modified PageRank algorithms for white and spam scores that can

correctly separate normal and spam hosts. TrustRank and Anti-TrustRank

are well-known modified versions of the PageRank algorithm with seed sets.

We can calculate white scores using TrustRank, and spam scores using Anti-

TrustRank. In our experiments, however, we found that TrustRank and

Anti-TrustRank scores could not separate normal and spam hosts well. In-

stead of TrustRank/Anti-TrustRank pair, we used core-based PR+/core-

based PR- pair that showed better performance in link hijacking detection

(See Chapter 6). We confirmed that core-based PR+/core-based PR- pair

could separate normal and spam hosts better in Section 7.3.1.

Relative Trust. We define the Relative Trust (RT) of each host to measure

the trustworthiness of a host. A host will be trustworthy only when it has

a high white score and a low spam score, and vice versa. Therefore, RT is

the difference between the white and spam scores of a host. RT is given

by:

RT(p) = log(White(p))− log(Spam(p))− δ .

where White(p) is a white score of a host p, and Spam(p) is a spam score of

a host p. We use the log value since the distribution of core-based PageRank

scores obeys the power law. If RT(p) is higher than zero, p is more likely to

be a normal host. In contrast, if RT(p) is lower than zero, p is more likely

to be spam.

A threshold δ is introduced to reduce the effect caused by the different sizes



7.2 Spam Link Generator Identification 90

of seed sets for white and spam scores. Since the core-based PageRank algo-

rithm assigns the initial score only to seed hosts, the total amount of scores

for propagation depends on the number of seed hosts. As a result, the aver-

age of white scores and spam scores will be different if the size of white and

spam seed sets are significantly different.

We estimate the δ value using the difference between the average of the initial

white scores and that of the spam scores to compensate for the size difference

of the two seed sets.

δ = log
(∥S+∥

N

)
− log

(∥S−∥
N

)
,

where the first term represents the logarithm of the average of the initial

scores of core-based PR+, and the second term represents that of core-based

PR-. By δ value, we can remove the difference caused by different averages

of the initial white and spam scores from RT. and obtain correct RT.

Neighboring trustworthiness. We also investigate features related to

neighboring hosts. We count the number of spam-like hosts and normal-like

hosts. We use RT to determine whether an out-neighboring host is likely to

be normal or spam. wOut is the set of out-neighboring hosts of p that are

likely to be normal, and sOut is the set of out-neighbors that seem to be

spam.

wOut(p) = {w | w ∈ Out(p) ∧RT(w) ≥ 0} ,
sOut(p) = {s | s ∈ Out(p) ∧RT(s) < 0} .

We call wOut normal out-neighbors and sOut spam out-neighbors of host h.

Note that a host with a negative RT value is not always the spam host. A

negative RT value implies the high likelihood of being spam.

The number of normal out-neighbors of a host p is ∥wOut(p)∥ and that of

spam out-neighbors is ∥sOut(p)∥. In addition, the sum and the average of

RT of normal and spam neighbors are used as features. The sum and the

average of RT of normal and spam out-neighbors of a host p are defined as



7.2 Spam Link Generator Identification 91

follows:

RTSUMwOut(p) =
∑

w∈wOut(p)

|RT(w)|,

RTAVGwOut(p) =
RTSUMwOut(p)

∥wOut(p)∥
,

RTSUMsOut(p) =
∑

s∈sOut(p)

|RT(s)|,

RTAVGsOut(p) =
RTSUMsOut(p)

∥sOut(p)∥
.

In total, six out-neighboring trustworthiness-base features are obtained. Six

features for in-neighbors are obtained in the same manner.

Hijacked score. The information of how likely a normal host has links to

spam hosts can be helpful in identifying spam link generators. If a normal

host has a high probability to be hijacked by spammers, that host would

generate spam links, since hijacked hosts tend to be attacked continuously.

Based on our previous work [CTK09], we compute a hijacked score that

implies how likely a host is hijacked.

First, we create a set H of hijacked candidates. A hijacked host h would

be a normal host and have at least one spam out-neighboring host with a

negative RT, a lower white score, and a higher spam score than h.

H = {h | RT(h) ≥ 0 ∧ R(h) ̸= ϕ} ,

where R(h) is:

R(h) =

{
r

∣∣∣∣∣
r ∈ sOut(h) ∧
White(r) < White(h)∧
Spam(r) > Spam(h)

}
.

Next, we calculate the hijacked score of each hijacked candidate h. The
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hijacked score of h is obtained by:

H(h) =

∑
w∈wOut(h) |RT(w)|
∥wOut(h)∥+ λ

·
∑

s∈sOut(h) |RT(s)|
∥sOut(h)∥+ λ

.

We introduce λ as a smoothing factor to reduce the effect caused by the

small number of out-neighbors. Without λ, a host that has the small

number of out-neighbors with hight |RT| would obtain a higher hijacked

score. This is not desirable because we try to find a host that is hijacked by

many spam hosts. To determine λ, we calculated the hijacked scores of 695

labeled sample hosts using different λ values. We changed λ from 1 to 101

by adding 10. After hijacked scores were obtained, we manually checked top

200 hosts with the high hijacked score whether they were hijacked or not.

The λ value that showed the best precision was used to obtain the hijacked

scores of all hosts.

In total, 69 link-related features are available for training.

URL-related features

We use n-grams as lexical features of URLs. An n-gram is the sequences of n

characters. To extract n-grams, each URL is lower-cased and split into tokens

by using punctuation marks, numbers, or other non-alphabetic characters as

delimiters. Among the obtained tokens, we remove those with a length of less

than two, and those that start with the same two characters. We also discard

tokens, such as www and com, because they appear frequently in URL. With

this method, a URL like www.free-download-ringtones.com produces the

tokens free, download, and ringtones.

We extracted n-grams from tokens created with the above method. If a token

contains fewer characters than n, the token does not change. For example,

if we use 5-gram, we can divide cheaphotel into six 5-grams, cheap, heaph,

eapho, aphot, phote, and hotel. We extracted 3, 4, 5, 6, 7 and 8 grams
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for this research. We removed the grams that appeared too frequently or

infrequently; we removed grams of which frequency was greater than 10,000

and less than 100. A total of 115,791 grams were used as features. The

occurrences of n-grams in the URLs of out- and in-neighbors was used as

URL-related features.

Temporal changes in link-related features

We used changes in the link-related features from the previous snapshot. We

assume that the changes in link-related features from the previous snapshot

affect the changes in the next snapshot. For example, once a blog has been

attacked by spammers, it tends to be continuously attacked and generate

spam links.

We investigated changes in features between two serial snapshots. If we have

a feature f , the difference Dt(f) and growth ratio GRt(f) between time t

and time t− 1 are obtained as follows:

Dt(f) = ft − ft−1

GRt(f) =
ft
ft−1

where ft represent a feature value at time t. We investigated the number

of normal and spam neighbors, degree-based features, and supporter- and

supportee-based features. Thus, we used 20 features in total.

Feature List: Full list of features

The following is a full list of link-related features. In total, 69 link-related

features, 231,582 URL-related features, and 20 temporal features are used to

build the identifier.
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Degree-based (8 features)

- Out-degree, in-degree , fraction of reciprocal edges

- Degree divided by degree of direct neighbors

- Sum and average of in-degree of out-neighbors

- Sum and average of out-degree of in-neighbors

Ranking Algorithm (11 features)

- PageRank, TrustRank, TrustRank/PageRank

- Out-degree/PageRank , in-degree/PageRank

- TrustRank/Out-degree, TrustRank/In-degree

- Standard deviation of PageRank of in-neighbors = σ2
i

- σ2
i /PageRank

- Standard deviation of PageRank of out-neighbors =σ2
o

- σ2
o/PageRank

Trustworthiness-based (16 features)

- White score , Spam score

- Relative Trust(RT), Hijacked score

- Number of normal out-neighbors, number of spam out-neighbors

- Sum and average |RT| of normal out-neighbors

- Sum and average |RT| spam out-neighbors

- Number of normal in-neighbors, number of spam in-neighbors

- Sum and average |RT| of normal in-neighbors

- Sum and average |RT| of spam in-neighbors

Supporter- and supportee-based (34 features)

- Supporters at 2. . . 4,Supporters at 2. . . 4 / PageRank

- Supporters at i / Supporters at i− 1 (for i = 1. . . 4)
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- Min., Max. and Avg. of (Supporters at i / Supporters at i − 1) (for i =

1. . . 4)

- (Supporters at i - Supporters at i − 1) / PageRank (for i = 1. . . 4) The

quantity (Supporters at i - Supporters at i− 1) is the number of supporters

at distance of exactly i.

- Supportees at 2 . . . 4, Supportees at 2 . . . 4 / PageRank

- Supportees at i / Supportees at i - 1 (for i = 1. . . 4)

- Min., Max. and Avg. of (Supportees at i /Supportees at i − 1) (for i =

1. . . 4)

- (Supportees at i . . . Supportees at i − 1) / PageRank (for i = 1. . . 4) The

quantity (Supportees at i - Supportees at i . . . 1) is the number of Supportees

at distance i

URL-related (231,582 features)

- 3 . . . 8 grams from URLs of out-neighboring hosts

- 3 . . . 8 grams from URLs of in-neighboring hosts

Temporal changes in link-related features (20 features)

- Difference and growth ratio of number of normal out-neighbors / number

of spam out-neighbors

- Difference and growth ratio of number of normal in-neighbors / number of

spam in-neighbors

- Difference and growth ratio of hijacked score

- Difference and growth ratio of out-degree, in-degree

- Difference and growth ratio of degree divided by degree of direct neighbors

- Difference and growth ratio of sum and average of in-degree of out-neighbors

- Difference and growth ratio of sum and average of out-degree of in-neighbors

- Difference and growth ratio of supporters at 2. . . 4

- Difference and growth ratio of supportees at 2. . . 4
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7.2.3 Learning Algorithm

We compared the identification performance of a batch learning algorithm (a

support vector machine (SVM)) and an online-learning algorithm (Passive-

aggressive I) in our experiments. Some studies showed that the online learn-

ing algorithm is suitable for large-scale data such as Web, because it guaran-

tees a fast convergence while achieving similar or even better accuracy than

offline learning algorithms like an SVM [MSSV09b, OO]. In this section, we

briefly introduce the online learning and the averaged PA-I algorithm.

In online learning, a classifier tries to predict a correct label of each sample

that comes into the classifier sequentially. We can denote a pair of samples

and its label in round t by (xt, yt) where xt is a feature vector of a sam-

ple and yt ∈ {+1,−1} is its label. At each round, the algorithm predicts

a label of a sample based on its weight vector wt and produces yt(wt · xt)

as a margin, which implies the distance between the sample and the hy-

perplane that divides classes. If the margin is positive, the prediction was

correct. Otherwise, the algorithm modifies a weigh vector w to produce a

more accurate prediction on the next sample xt+1.

We use the Passive-Aggressive (PA) algorithm [CDK+06] that updates up-

dates the weight vector by solving the following optimization problem:

wt+1 = argmin
w

1

2
∥w −wt∥2 s.t. ℓ(w; (xt, yt)) = 0.

ℓ(w; (x, y)) is a hinge-loss function given by:

ℓ(w; (xt, yt)) =

 0, if yt(w · xt) ≥ 1

1− yt(w · xt), otherwise

This loss is zero when the distance between the predicted target and the

true target exceeds 1. Otherwise it equals the difference between the margin

value and 1. Note that the margin threshold 1 can be substituted with a

user-defined value [CDK+06].
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In the PA algorithm, with the predicted label ŷt, wt+1 is updated as fol-

lows:

wt+1 = wt + sign(yt − ŷt)τtxt, where τt =
ℓt
∥xt∥2

Since PA algorithm can be easily affected by noisy samples, the PA-I algo-

rithm, which allows a gentler update strategy, is proposed. In the PA-I, τt is

given by:

min
{
C,

ℓt
∥xt∥2

}
,

where C is aggressiveness parameter. Using small C, we can weaken the

effect of noisy samples.

In addition to noisy samples, the parameter values of the PA algorithm are

affected by the order in which new samples come. This can be solved by

shuffling the order and by averaging weight vectors [Dau06]. For weight av-

eraging, we make the final weight vector the average of all weight vectors

encountered during learning. Averaged PA-I algorithm is described in Fig-

ure 7.1.

Input: Training set T , Number of iterations N and
Aggressiveness parameters C.
w← 0,wa ← 0, c← 1
1: for i← 0 to N do
2: for t← 0 to T do
3: lt ← max{0, 1− yt(wt · xt)}
4: τt ← min

{
C, lt

∥xt∥2

}
5: w = w + τtytxt.
6: wa = wa + cτtytxt

7: c← c+ 1
8: end for
9: end for
10: return w −wa/c

Figure 7.1: Averaged PA-I algorithm
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7.3 Experiments

In this section, we show the identification performance of proposed features.

We introduce experimental setup and measure the identification performance

and the effectiveness of different feature combinations. We also show the

various features of spam link generators.

7.3.1 Experimental Setup

Data sets

Three yearly snapshots of Japanese Web archive were used for the experi-

ments. We used host graphs from 2004, 2005, March 2006, and June 2006.

The properties of our host graphs are listed in Table 4.1.

Seed sets

To calculate white and spam scores, we constructed trust and spam seed

sets.

For the white seed set, we computed PageRank score of all hosts and manu-

ally selected hosts from those with the highest 1,000 PageRank scores. Well-

known hosts like Google, Yahoo!, and MSN, authoritative universities and

well-supervised company hosts were selected as white seeds. We also added

hosts with specific URL including .gov (US governmental host) and .go.jp

(Japanese governmental host) to the trust seed set.

For the spam seed set, we used spam hosts obtained using the strongly

connected component decomposition (SCC) algorithm in Chapter 4. We

used hosts in large SCCs (size over 100) obtained during nine iterations.

We also chose hosts with URLs containing spam keywords such as porn,

casino,cheap and download, since spammers tend to stuff such keywords

in URLs [FMN04, CDG+07]. Spam keywords were obtained as follows. First,

we extracted hostnames from SCCs in the 2004 archive, of which size is over
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1,000. These hostnames are split into words by non-alphabetic characters,

such as periods, dashes, and digits. Then, we made a frequency list of ex-

tracted tokens and manually chose 114 words from 1,000 words with high

frequency. Our spam keyword list contained words in various languages in-

cluding English, Spanish, Italian, French, Japanese so that it can detect many

spam hostnames in different language. We selected hosts as spam seeds if

their URLs contained more than one spam keyword. We also selected hosts as

spam seeds with URLs of which the first field contained only non-alphabetic

words such as dashes and digits. Table 7.2 lists the size of the white and

spam seed sets for each year.

Table 7.2: Size of seed sets in each year

Year 2004 2005 March 2006 June 2006
∥S+∥ 4,563 5,171 5,183 5,142
∥S−∥ 306,026 303,851 315,472 576,947

Relative trust calculation

To choose the best score pair for white and spam scores, we compared the

TrustRank/Anti-TrustRank pair, and core-based PR+/core-based PR- pair.

We computed these scores of hosts in 2004 using 90% of white and spam

seed sets. Then, we observe the score distribution of the rest of the seed

hosts. Figures 7.2 and 7.3 show the results. We can see that the Core-

based PageRank scores can separate normal and spam hosts better than the

TrustRank/Anti-TrustRank scores. This is the reason we use the core-based

PageRank scores to calculate relative trust (See Section 7.2.2).

We used an estimated δ value around −3.8 in 2004, 2005, and March 2006

to calculate relative trust. This δ value is close to the value that separates

normal and spam hosts in Figure 7.3. We used an estimated δ value around

−4.8 in June 2006. This change is due to the larger spam seed set in June

2006.
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Figure 7.2: Seed hosts’ white and spam scores using TrustRank/Anti-
TrustRank pair in 2004
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Figure 7.3: Seed hosts’ white and spam scores using core-based PR+/core-
based PR- pair in 2004
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7.3.2 Characteristics of Spam Link Generators

To understand the characteristics of spam link generators, we extracted hosts

that generated links to hosts with negative RT between two serial snapshots.

The number of generated spam links was obtained by the increase in the

number of each host’ out-neighbors with negative RT.

We changed the growth threshold ϵ from 4 to 10 and investigated the num-

ber of hosts categorized as spam link generators. The details are listed in

Table 7.3. The percentage is obtained by dividing the number of spam link

generator with the number of hosts that have at least one neighboring host.

The proportion of spam link generators was very small in all years. In 2004,

about 9% of hosts generated more than four spam links between 2004 and

2005, and about 3% of hosts generated spam links more than four between

2005 and 2006. From March 2006 to June 2006, about 2% of hosts generated

spam links more than four.

However, as shown in Table 7.4, the percentage of spam links created by the

spam link generator was very high. About 90% of spam links were created by

spam link generators from 2004 to 2005 and from 2005 to March 2006, and

about 80% of spam links were created by spam link generators from March

2006 to June 2006. This implies that we can expect to detect the majority

of emerging spam by monitoring spam link generators.

We manually investigated 60 hosts and their out-neighbors that generated

the most spam links in 2004, 2005, and 2006. The type and the number

of hosts that generated the most links are listed in Table 7.5. In addition

to spam hosts, hijacked hosts such as blogs, hosting and link registers, and

portal hosts that contained links to a number of different hosts generated

spam links.

We observed that a considerable number of spam link generators were active

for two years. There were about 120,000 hosts that generated spam links

between 2004 and 2005. Among such hosts, about 85,000 (71%) kept the

number of spam links (links might be replaced), and 20,000 (16%) generated
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additional spam links between 2005 and 2006.

Table 7.3: Number and percentage of hosts categorized as spam link gener-
ator using different growth thresholds ϵ

Year
ϵ 2004-2005 2005-2006 200603-200606
4 66,637 (8.8%) 28,739 (2.6%) 33,985(1.6%)
6 46,389 (6.2%) 20,809 (1.9%) 23,898 (1.1%)
8 30,992 (4.1%) 17,812 (1.6%) 18,459 (1.0%)
10 21,023 (2.8%) 15,663 (1.4%) 15,149 (0.8%)

Table 7.4: Changes in the number of spam links of all hosts when ϵ is 4.

2004-2005 2005-2006 200603-200606
Total spam links 1,418,667 745,131 1,027,555

Spam links from generators 1,302,210 670,258 808,745
(%) (91.79%) (89.95%) (78.71%)

Table 7.5: Types of top 20 hosts that generated the most spam links

2004 2005 2006
Blog 2 1 4

Link register 2 0 0
Hosting 0 1 2
Portal 2 1 6
Spam 14 16 7

7.3.3 Identification Result

We trained the identifier using proposed features and evaluated identification

performance. A host was selected as a positive sample if it generated spam

links over the growth threshold ϵ between two serial snapshots. For negative

samples, hosts that did not generate spam links were selected. Since the ratio

of spam link generators was small, we increased the size of negative samples

ten times that of positive samples. We compared the results obtained with

different leaning algorithms and growth thresholds ϵ. We also investigated the

effectiveness of the different feature groups described in Section 7.2.2.
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Evaluation metrics

In addition to precision, recall, and f-measure described in Section 4.4.2,

we use the area under the relative operating characteristic curve (AUC) to

evaluate our identifier. Since the growth threshold ϵ determines the number

of positive and negative samples, a change in ϵ might affect precision, recall

and F-measure [ACC08]. To solve this problem, we used the AUC, which

measures the accuracy of a predicted score itself.

ROC curve shows the relation between the fraction of true positives out of

positives (true positive rate) and the fraction of false positives out of the

negatives (false positive rate) as the discrimination threshold of a binary

classifier changes [Ega75, Spa89]. True positive rate can be regarded as the

usefulness of classifiers and false positive rate can be regarded as the cost of

classifiers.

The Area under the ROC curve (AUC) implies the probability that a classifier

gives a randomly chosen positive sample a higher score than a randomly

chosen negative one.

Impact of different learning algorithms and growth thresholds

With all the features described in Section 7.2.2, we used an SVM algorithm

and the averaged PA-I algorithm to build the identifier. For the SVM, we

used the LIBLINEAR implementation provided by Fan et al [FCH+08]. The

implementation of the PA-I algorithm is based on the online learning li-

brary [OO]. Four-fold cross validation was used for all classifiers.

During training our identifier using the averaged PA-I algorithm, we ad-

justed the iteration times and parameter to achieve the best performance.

The identifier of 2004 was trained using 10 iterations and the aggressiveness

parameter 0.01. The identifier of 2005 was trained using 30 iterations and

the aggressiveness parameter 0.01. The identifier of 2006 was trained using

25 iterations and the aggressiveness parameter 0.01.



7.3 Experiments 104

The results of identification using different settings are shown in Table 7.8.

The SVM and averaged PA-I showed similar performance for spam link gen-

erator identification in all years. An F-measure over 0.8 and the AUC over

96% were achieved. We can also observe that changes in the growth thresh-

old ϵ seldom affect the performance of identifiers. The difference between

the highest and lowest F-measures is around 0.06, and the difference be-

tween the highest and lowest AUCs was around 2%. Since the PA-I algo-

rithm generally showed higher AUC regardless of different growth thresholds

ϵ, we used the PA-I algorithm to observe effectiveness of different feature

combinations.

Figure 7.4, 7.5, and 7.6 show ROC curves of identification results of 2004,

2005, and 2006 when the growth threshold ϵ is four. The x axis shows the

false positive rate and the y axis shows the true positive rate. In all years,

we achieved high true positive rate with low false positive rate.

Effectiveness of features

To compare the impact of different combinations of features, we trained our

identifier using different feature groups. We selected hosts that generated

more than four spam links as positive samples. Table 7.11 shows effectiveness

of link-related features, their temporal changes, and URL-related features.

In 2005 and 2006, we used temporal changes in link-related features from

2004 and from 2005. In 2004, we could not use temporal features because

the previous snapshot was not available.

All features contribute to the performance; only when we use all three groups

of features, we can achieve the best performance.

Temporal changes in link-related features improved both F-measure and AUC

values. This feature is more effective to identify hosts that generated spam

links from March 2006 to June 2006. As for AUC, link-related features and

temporal changes in link-related features showed the best result. It is also

remarkable that link-related features and temporal changes in link-related
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features show the similar performance to URL-related features in spite of

much smaller number of features.

We also examined which feature groups are most helpful in identifying

spam link generators. We divided link-related features into three groups.

The first group consisted of PageRank, TrustRank, and degree-based fea-

tures. The second group consisted of supporter- and supportee-based features

that are strongly related to neighboring hosts. The third group contained

trustworthiness-based features for evaluating the approximate trustworthi-

ness of a host and its neighboring hosts. All features contributed to perfor-

mance in all years while the most effective feature varied. In 2004, supporter-

and supportee-based features were most helpful, while trustworthiness-based

features were most helpful in 2005. In 2006, the PageRank, TrustRank, and

degree-based features were the most helpful features.

URL-related features were divided into URL features of in-neighboring hosts

and out-neighboring hosts. We can see that URL-related features of out-

neighbors contributed to performance more than those of in-neighbors.
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Table 7.6: Spam link generator identification result obtained using different
algorithms and ϵ in 2004

PA-I SVM
ϵ F-measure AUC F-measure AUC
4 0.853 97.19% 0.823 95.52%
6 0.879 97.61% 0.886 97.64%
8 0.885 97.78% 0.889 97.63%
10 0.877 97.62% 0.883 97.43%

Table 7.7: Spam link generator identification result obtained using different
algorithms and ϵ in 2005

PA-I SVM
ϵ F-measure AUC F-measure AUC
4 0.852 97.22% 0.851 96.74%
6 0.869 98.19% 0.872 97.30%
8 0.889 98.02% 0.891 97.50%
10 0.903 98.32% 0.904 97.75%

Table 7.8: Spam link generator identification result obtained using different
algorithms and ϵ in 2006

PA-I SVM
ϵ F-measure AUC F-measure AUC
4 0.817 96.48% 0.786 93.55%
6 0.855 97.25% 0.830 94.89%
8 0.871 97.56% 0.847 95.33%
10 0.878 97.84% 0.855 95.73%



7.3 Experiments 107

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

False positive rate

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

T
r
u
e
 
p
o
s
i
t
i
v
e
 
r
a
t
e

Figure 7.4: ROC curve of the identifier in 2004 when growth threshold ϵ is 4
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Figure 7.5: ROC curve of the identifier in 2005 when growth threshold ϵ is 4
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Figure 7.6: ROC curve of the identifier in 2006 when growth threshold ϵ is 4



7.3 Experiments 108

Table 7.9: Spam link generator identification result for 2004. Growth thresh-
old ϵ is 4.

2004
Combination Precision Recall F-measure AUC

ALL 0.911 0.801 0.853 97.19%

D + PR + TR 0.829 0.613 0.705 86.65%
S 0.810 0.644 0.718 87.80%
TW 0.659 0.660 0.659 85.31%
D + PR + TR + S + TW 0.864 0.642 0.736 89.01%

In-URL 0.804 0.534 0.641 85.52%
Out-URL 0.907 0.698 0.789 88.57%
In-URL + Out-URL 0.948 0.699 0.805 90.04%

Table 7.10: Spam link generator identification result for 2005. Growth
threshold ϵ is 4.

2005
Combination Precision Recall F-measure AUC

ALL 0.857 0.848 0.852 97.22%

D + PR + TR 0.324 0.616 0.425 83.28%
S 0.275 0.510 0.357 81.59%
TW 0.368 0.672 0.475 89.16%
D + PR + TR + S + TW 0.442 0.704 0.543 88.89%

D + PR + TR + S + TW + T 0.653 0.573 0.611 92.67%

In-URL 0.751 0.423 0.541 74.90%
Out-URL 0.843 0.702 0.766 88.61%
In-URL + Out-URL 0.890 0.698 0.783 88.12%

Table 7.11: Spam link generator identification result for 2006. Growth
threshold ϵ is 4.

2006
Combination Precision Recall F-measure AUC

ALL 0.863 0.777 0.817 96.48%

D + PR + TR 0.665 0.609 0.636 89.25%
S 0.461 0.406 0.432 76.97%
TW 0.629 0.549 0.587 84.91%
D + PR + TR + S + TW 0.746 0.591 0.659 90.41%

D + PR + TR + S + TW + T 0.845 0.789 0.816 96.42%

In-URL 0.789 0.472 0.59 80.56%
Out-URL 0.867 0.640 0.736 86.00%
In-URL + Out-URL 0.703 0.716 0.710 87.93%

D Degree-based features. PR PageRank-based features. TR TrustRank-based features.
S Supporter- and supportee-based features. TW Trustworthiness-based features.
T Temporal changes in link-related features.
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7.4 Discovering Emerging Spam Pages via

Spam Link Generators

To verify whether we can detect emerging spam pages, we examined the

current activities of spam links generators detected in 2004 or 2005. We ran-

domly selected 100 spam link generators in 2004/2005 and checked whether

they are generating spam links in 2010. Surprisingly, about 20% of spam

link generators are still generating links to spam pages. Hijacked BBSs/blogs

and frequently updated spam hosts still generate spam links. Following such

links, we discovered many spam pages which were not penalized by search

engines or hosting services in 2010. Some of those pages included names of

new products released in 2009 and 2010. For example, we found a spam

page which was full of the keyword ”latisse”, the name of popular cosmetic

released in 2009; we also found a spam page contained the keyword ”FF XIV

GIL”, the game money of a famous online game released in 2010. Many spam

pages appeared at the top of result list when we searched these keywords as

a query, which implies that spammers succeeded in deceiving search engines

by new spammer-targeted keywords and could attract users from search re-

sults.

These results suggest that we can find emerging spam pages over a long

period by monitoring spam link generators.

7.5 Summary

In this chapter, we focused on spam link generators which generate links

to spam hosts during a certain time period. By monitoring them, we can

promptly detect emerging spam pages and make spam filters resilient to new

spamming techniques. Based on the assumption that spam link generators

would show different link structures and trustworthiness in both the host

and its neighboring hosts, we proposed link-related, URL-related features,

and temporal changes in link-related features to identify the characteris-
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tics of spam link generators. We trained the identifier using machine learn-

ing algorithms and evaluated the identification performance using large-scale

Japanese Web archives. The results showed that we can identify spam link

generators with AUCs about 96% and F-scores around 0.80. During the ex-

periments, we found that almost all new spam links were created by spam

link generators. We verified whether we can detect emerging spam pages by

spam link generators. We found that 20% of spam link generators detected

in 2004 and 2005 still generate new spam links in 2010 and some of those

links point to spam pages including new spam keywords appeared in 2009

and 2010.



Chapter 8

Conclusion and Future Work

In this thesis, we studied the evolution and emergence of web spam using

large-scale Japanese Web archives for three years containing four million

hosts and 83 million links. We studied the evolution of web spam from the

aspect of sizes, topics and hostnames of link farms. We studied the emer-

gence of web spam pages by focusing on hijacked sites which are continuously

attacked by spammers and spam link generators which will generate link to

spam pages in the future. In this chapter, we summarize and conclude our

thesis and provide some potential research directions.

8.1 Conclusion

Addressing web spam is challenging because new spam pages are being con-

tinuously created to avoid new anti-spamming techniques and to advertise

new products. Although existing spam filters based on machine learning

techniques perform very well on benchmarks [spa], they need to be updated

to adapt to emerging spamming techniques. In this thesis, we studied dy-

namics of web spams and proposed methods for detecting emerging web spam

pages.

• In Chapter 4, we clarified overall distribution of link farms in large-
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scale Japanese Web graph. We proposed a method that recursively

decomposes host graphs into link farms to efficiently extract link farms

from the core of the Web. It is found that link farms in the core

recursively showed similar distribution and they were isolated from

each other. At least from 4% to 7% of all hosts were members of link

farms and they were found during only five iterations, which implies

we can remove quite a number of spam hosts without contents analy-

sis. We investigated topics of spam hosts in link farms and categorized

them into seven topics: ”Adult”, ”Travel”, ”Mobile”, ”Job”, ”Dubi-

ous”, ”Finance”, and ”Gamble”. We built topic classifiers based on

universal resource locations (URLs) which showed high accuracy with

an F-measure 0.99. It is found that the two dominant topics, ”Adult”

and ”Travel”, accounted for over 60% of spam hosts in link farms.

• In Chapter 5, we studied the evolution of link farms in the aspect of

their sizes, topics, and hostnames. We showed that that most link

farms did not grow and distribution of topics in link farms did not sig-

nificantly changed, although new link farms appeared and hostnames in

link farms dynamically changed. These results suggest that monitoring

link farms is not sufficient to detect emerging spam pages.

• In Chapter 6, we studied link hijacking and proposed its detection

method. We investigated characteristics of hijacked sites and catego-

rized them into eight types: ”BBS/Blog”, ”Expired sites”, ”Hosting

sites”, ”Link-to-the-expired”, ”Link register sites”, ”Link-to-spam-by-

mistake”, ”Ad-to-spam”, and ”Server statistics”. We detected hijacked

sites with high top 200 precision of 70% and nDCG@100 of 0.99. We

confirmed that we could discover emerging spam sites by monitoring

hijacked sites.

• In Chapter 7, we studied spam link generators that generate links to

spam hosts in the future. We proposed several features for identifying

spam link generators and evaluated their effectiveness. We used link-

related, URL-related features, and temporal changes in link-related

features. We identified spam link generators with an AUC of 96% and
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an F-measure of over 0.80. We found that almost new links pointing to

spam hosts were created by spam link generators; we found that some

spam link generators detected in 2004 and 2005 still generate links to

spam pages in 2010.

8.2 Future Work

As new anti-spamming techniques and various services appear on the Web,

spamming techniques evolve. This leads to several open problems on web

spamming research.

We are planning to collecting and analyzing recent spam pages using spam

link generators. We can build spam classifiers using those new spam pages

and evaluate its performance. We are going to analyze changes in spamming

techniques in the recent web. Developing systems for detecting vulnerable

sites to spammers (e.g. sites with high likelihood of being hijacked) is also a

possible solution for web spamming.

We are interested in the evolution of web spam in various domains including

social network services. We can easily adjust our methods to such services.

Recent studies have shown that there are various spamming techniques in

social network services such as YouTube, Twitter, and Myspace [LCW10,

BRA+09, IWP10]. Studying the evolution of social spamming will contribute

to improve the quality of social networks.
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