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Beyond symbolic machines towards field oriented programmable matters

Yoichi Ochiai

Abstract

School of Interdisciplinary Information Studies, The University of Tokyo

We propose a method for realizing a new expression of Computer Graphics that expands 
their malleability towards physical materials in the real world. Our method utilizes an acoustic 
field that is calculated, generated, and controlled by computers. By applying such computa-
tional acoustic fields and physical phenomena around the field, we can transform the charac-
teristics of real-world objects. These altered materials have a malleability that is similar to the 
Computer Graphics model. This concept is also applicable to other methods (e.g., self-actu-
ation, hybrid methods) that consider programmable matters.

The resulting system can be applied to display technologies such as Computer Graph-
ics, Entertainment Computing, and Human Interfaces. We develop an optical programmable 
screen whose view angle can be set between 2 and 175°. Various expressions can be ob-
tained by controlling the view angle dynamically. We then derive a haptic transformation that 
can modify uneven surfaces by up to 50 μm by controlling the thickness of the squeeze film 
effect. Finally, we present an acoustic levitation method that can levitate objects of up to 1 g 
(7.8 g/cm3) and move particles at up to 72 cm/s using ultrasonic phased arrays.   

This thesis introduces the theory and design of general Computational Fields, with a spe-
cific emphasis on Computational Acoustic Fields. We implement and evaluate three types 
of systems based on acoustic fields. The first changes the optical state of a colloidal screen 
by 3D acoustic fields, the second applies a haptic transformation to physical material under 
time-divided 2D acoustic fields, and the third uses acoustic manipulation in a 3D acoustic 
potential field. Like materials in Computer Graphics, the characteristics of real-world materials 
can be altered by Computational Fields. Finally, we discuss the advantages and limitations of 
our method. 
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環境型プログラマブルマターの実現に向けて

落合陽一

要旨

東京大学大学院学際情報学府総合分析情報学コース

コンピュータグラフィクス表現における可塑性を現実の物体にも与えるような新たな表現手
法を本論文で提案する．提案手法を実現するため，計算機によって計算され，生成され，制御さ
れた音響場である計算機音響場を用いて，音響場と音響場に付随する物理現象を応用すること
で実世界の事物の物理的性質を変化させる．提案手法によって駆動された実世界の事物はコン
ピュータグラフィクス表現のような可塑性を持ち，音響場の制御によって見た目や手触り，三次
元位置などを動的に変更することができる．このような音響場を制御することによる環境型のプ
ログラマブルマターというコンセプトは近年増えつつある他のプログラマブルマターに関する手
法を整理する上でも有用である．

本論文で得られた成果はディスプレイ技術や，コンピュータグラフィクス表現，エンターテ
イメントコンピューティングやヒューマンインターフェースの発展に寄与すると考えられる．本
論文の２章で紹介する２度から１７５度までプログラム可能な視野角を持つ光学的スクリーンは
複数光源を用いた３D 表現や時分割重畳による質感表現 (1 次元 BRDF 表現＋２次元画像の重畳 )
に応用可能である。また３章で紹介するアナログな物体の手触りをスクイーズ膜効果によって
変える研究では，50um 分の凹凸の触覚を消したり書き換えたりできることを示し，共振周波数
制御によって人間が触れても安定的に触覚提示が行えるようなディスプレイを開発した．それに
加え４章ではフェーズドアレイ技術を用いて音響浮揚技術を３次元的に拡大し，既存のワークス

ペースを拡張したほか，最大１g (7.8 g/cm3) のものを浮揚させ，７２cm/ 秒のスピードで動か

すことに成功した．これは新たなディスプレイ表現やマニピュレーション用途に応用可能である．

本論文の構成は下記のようなものになる．まず一般的に計算機を用いた物理場の制御におけ
る理論とデザイン手法をまとめる．これは現状用いられている物理場の制御に関してグラフィク
スやインターフェース用途の観点からまとめたものである．その後計算機音響場と本論文で用い
る性質について述べる．その後，２章でコロイド溶液を用いたスクリーンの開発，３章でスクイー
ズ膜効果を用いた触覚変容技術の開発，４章で３次元音響浮揚技術とそれを用いたグラフィクス
技術について述べる．各２，３，４章に個別に議論は含むが，５章にてより一般的な議論を述べた
後，６章の結論にて結ぶ．

計算機音響場によるグラフィクス表現

博士指導教官 :
暦本純一　教授

東京大学学際情報学府
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1.Introduction: Research towards Computational Fields

“The ultimate display would, of course, be a room within which the computer can control 
the existence of matter. A chair displayed in such a room would be good enough to sit in. 
Handcuffs displayed in such a room would be confining, and a bullet displayed in such a 
room would be fatal. With appropriate programming such a display could literally be the 
Wonderland into which Alice walked.”

Ivan E. Sutherland, The Ultimate Display, 1965.

1.1. Introduction
In 1965, Ivan Sutherland stated that the ultimate display is a room that can control the 
existence of matter [1] (Figure 1.2). We strongly agree with his vision, and envision that 
digital resources should be accessible as freely as non-digital resources (e.g., physical 
objects). We also believe that non-digital material should be as malleable as digital mate-
rial (e.g., data) in digital resources (e.g., computers). 

Continuous efforts are being made to extend user interfaces (UIs) toward seamless inter-
action between digital resources and the real world. Conventional methods of real-world 
oriented UIs involve filling the gap between the physical existence of digital resources 
and data in digital resources. For example, Graphical UIs (GUIs) have a gap between 
their screens and the physical world [2] (Figure 1.1(b)). There is a difference between the 
shape of screens and shape of the digital content on the screens. To overcome this re-
striction, two approaches have been discussed since the 1990s. The first overlays infor-
mation onto matter (Tangible Bits (Figure 1.1(c), Figure 1.3) [5] and projection augmented 
reality (AR) [6] (Figure 1.1(c))), and the second overlays information on the human side 
(known as “looking through the computer” (Figure 1.1(d), Figure 1.4) [7][8]]).    
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These approaches aim to increase the accessibility of information in digital resources. 
They are not restricted to visual approaches, but also include kinetic motion and can dis-
play other sensations such as sound, haptic, odor, and so on. Recently, some concepts 
have been proposed that would allow physical matter in the real world to be controlled 
by digital resources (Figure 1.1(e)) [10][11][12][13]. These concepts increase the accessi-
bility of digital resources.

In this chapter, we introduce the concept of “Computational Fields” to classify a means 
of environmental actuation (Figure 1.1(f)). We define the framework of Computational 
Fields to consider the actuation of “Fields” in which physical quantities (e.g., light, elec-
tricity, magnetism, and acoustics) are simulated, generated, and controlled by digital re-
sources. The method of handling fi eld quantities is not new, but this framework enables 
us to clarify how to alter the physical environment by appropriate fi eld design (Figure 1.5). 
The framework is also useful for summarizing the increasing interest in “field-oriented 
programmable matter,” which is a kind of programmable matter [10][11][12][13] whose 
distribution is driven by Computational Fields. In this thesis, we focus on Computational 
Acoustic Fields. To clarify the characteristics of Computational Acoustic Fields, we fi rst 
introduce the framework of general Computational Fields.

Non Digital GUI AR
Our approach

Matter
Data

human

Gap Overlap

TUI

Overlap

Programmable 
Matter

Computational
Fields

Physical 
Deformation Field

Figure 1.1:   Conventional UIs and our approach: Computational Fields. Blue cubes represent data in digital 
resources, orange cube represent the physical shape in real world.  GUI has the diff erence between physical 
shape of hardware and graphics in the screen. AR overlaps graphics onto matters via screen. Physical shape 
of TUI represent data in digital resources. Programmable matter changes its physical shape corresponding to 
data in digital resources. Computational Fields is the methods to realize programmable matter by environmen-
tal actuation utilizing the fi eld quantities.

Figure 1.2:  SketchPad and Ultimate Display [1]

(a)      (b)       (c)     (d)   (e)     (f)
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There are two methods for enhancing the programmability of the real world: self-actua-
tion and environmental actuation (Figure 1.6). Our idea is a type of environmental actu-
ation. Self-actuation suff ers from restrictions in the shape and size of the target objects 
that implement the actuation modules. The space needed to implement an actuator 
increases the volume of the system, and this increases the awareness of the machines. 
In contrast, environmental actuation requires no specifi c physical modules. In this case, 
energy is distributed in space, and matter is aff ected by this distribution. This idea leads 
to our vision Computational Fields, which focus on fi elds instead of matter.

Environmental actuation itself is not new. However, in terms of realizing programmable 
matter, it is useful to consider the unifi ed concept of calculating, generating, and con-
trolling fi elds. It is also important to discuss the diff erent characteristics of fi eld quantities. 
The framework of Computational Fields operates similarly to the “graphics pipeline” in 
Computer Graphics. Establishing a design method for fi eld-oriented programmable mat-
ter is a new concept, and it is therefore necessary to compare diff erent approaches (e.g., 
diff erences in controllable materials, noncontact forces, control methods).

We believe that fi eld-oriented programmable matter is one means of realizing Calm Tech-
nology [3], i.e., a technology that informs us but does not demand our focus or attention. 
Mark Weiser suggested the vision of Calm Technology in 1996 [3]. Some two decades 
on, our daily lives are surrounded by computers [5]. As Weiser pointed out, calmness is 
a fundamental challenge for all technological design for the next 50 years; we are now 
facing issues related to calmness. We also agree with his vision, and his statement that 

Airfrow Soundlight MagnetismRF Wifi GravityOdor

S

N

Figure 1.4:  NaviCam [2]Figure 1.3:  Example of TUI [5]

Figure 1.5:  Examples included in our vision: Computational Fields. Technologies and Fields are drawn in gray. We describe mainly 
(a)-(e) in this thesis. (f)-(h) situations are described in discussion part. (a): optical manipulation of euglena, (b): LED remotely pow-
ered by RF, (c): tactile stimulation by air-jet, (d): levitation graphics by acoustic potential fi eld, (e): magnetic force, (f): butterfl ies 
attracted by fragrant fl ower (g): humans searching wifi  area (h): celestial bodies governed by gravity.
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what matters is not technology itself, but its relationship to us—we believe technology 
can contribute towards the ideal of calmness. A vision designed with an appropriate 
combination of scientifi c aspects, technology, design, and implementation can drive us 
toward a solution for calmness, i.e., awareness of ubiquitous computers [3]. We believe 
this problem can be solved if ubiquitous or pervasive computers can alter the real world 
to be “programmable” by hidden and separated actuators. In this case, the technology 
itself (digital resources or machines) is hidden, and the actuation targets are mixed with 
other non-digital objects. These are not distinguishable until they are actuated or activat-
ed, and therefore do not require our attention unnecessarily.

Naturally, physical media (photons, vibrations of air) are required to transmit information 
between computers and humans. The means of transmitting information has been im-
plemented in two approaches. The fi rst considers actuators to directly stimulate humans, 
and the second considers actuators to move and/or alter physical matter, with humans 
interacting with these objects (which we defi ne as programmable matter). In both ap-
proaches, remoteness is one of the keys to realizing calmness, because digital content 
is separated from the specifi c hardware by remote technologies. Remote technologies 
such as optical, acoustic, olfactory, and recent noncontact tactile displays have been 
developed for the fi rst approach. For the second approach, most actuation technologies 
still require contact for actuation and/or support, although the possibility of environmental 
actuation for a UI has recently been demonstrated. We redefi ne these environmental ac-
tuation technologies to realize environmentally actuated programmable matter in a unifi ed 
manner, the so-called Computational Fields. In the fi rst approach, light, sound, odor, and 
force fi elds are generated and designed. In the second approach, physical matter is ma-
nipulated by the designed force fi eld. In other words, we focus on the fi elds rather than 
the actuators and matter. By separating programmable matter into matter and fi elds, the 
range of selectivity of the programmable matter (combination of material and motion) is 

Force

Previous 
Shape

Self Actuation Environmental Actuation

New
 Shape

Field

Figure 1.6:  Self-actuated versus environmental actuation.
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increased. Moreover, separation of matter and fi elds reduces the awareness of specifi c 
machines (e.g., display hardware, robots) (Figure 1.7). This contributes to the realization 
of calmness in machines.

Real-world oriented interaction consists of input (sensing) and output (displaying). For the 
input, existing technologies are based on the fi elds of physical quantities (e.g., light fi eld, 
magnetic fi eld). For the output, whereas visual displays are described as light-fi eld gen-
erators, most technologies for the actuation of objects still require contact. We therefore 
focus on actuation technologies to complete our concept of Computational Fields, and 
expand the capability of actuation by including noncontact methods. We then focus on 
how to control the real-world object.

To implement and apply the process of Computational Fields, we simplify the actuation 
methods (Figure 1.7, left). For example, we demonstrate the manipulation process. Con-
ventional robotic actuation (e.g., robot arms) requires many actuators to obtain a degree 
of freedom (DOF). However, the Computational Fields approach is a simple actuation 
process, and its control method is not complex. Computational Fields cannot manipulate 
objects in a complex manner, but this method has the advantages of calmness and se-
lectivity of actuation materials.

The relationship between the Computational Fields and conventional actuation interfaces 
(using embodied actuators, e.g., attached motor, solenoid) is similar to that between the 
light-fi eld and liquid crystal displays (LCDs) (Figure 1.7, right). Light fi elds [27] have more 
programmability than LCDs. However, from a single viewpoint, the fi nal rendered image 
(2D) is the same.

Figure 1.7:   (Left) Comparison of conventional actuation versus fi eld actuation ( 
movement of matter along same move path) and (right) conventional interface 
versus Computational Fields.
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Force type Study Principle Workspace Object or target Number of objects

ShiverPad [25] Ultrasonic vibration 49x49 mm2 Finger 1
Diminished Haptics [26] Ultrasonic vibration 14x14 mm2 Finger 1

Magnetic Pico [17] Electro magnet 305x610 mm2 Magnetic objects 3
Electric TesraTouch [28] Electrostatic force 316x254 mm2 Finger 1
Mechanical inFORM [15] Linear actuator 381x381 mm2 Ball, tablet, etc. 1

Noncontact tactile display [29] Radiation pressure 180x180x150 mm3 Hand 1
Poppable Display [22] Radiation pressure 80 mm in diameter Soap film 1
Ultra-tangibles [21] Radiation pressure 150x90 mm2 Balls 2
Pixie Dust [24] Acoustic levitaiotn 1000x1000 mm2 Polystyrene particles Mass of particles
FingerFlux [20] Electro magnet 370.5x234 mm2 Magnet on finger 1
Magnetic fluid artwork [30] Electro magnet 600x600x130 mm3 Magnetic fluid Fluid
ZeroN [18] Electro magnet 380x380x90 mm3 Magnetic sphere 1
Airjet haptic feedback [31] Airjet 360x360x300 mm3 Hand-held tool 1
AIREAL [32] Vortex of air 1000 mm & 75 deg Hand 1

The values in this table are based on the reported values in the reffered papers.
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In the present research, we offer three contributions to the computer science commu-
nity. The first is to provide a new vision in realizing programmable matter, defining the 
problems to be solved, and comparing the proposed and conventional approaches. 
The second is to provide a Computational Fields design method for theoretical and hu-
man-centered methods. The third is to implement, apply, and evaluate system examples 
based on computational acoustic and magnetic fields. The structure of this chapter is as 
follows: we introduce the concept in the Introduction, provide a survey of related works 
(Table 1.1), describe the design method, formulation, and characteristic of Computational 
Acoustic Fields, and summarize the contributions of this thesis.

Some conventional studies can be categorized into computational fields. These studies 
are also the target of this paper. The role of this study is to introduce the design concept 
and theoretical definitions to the human–computer interface (HCI) communities in order 
to discuss the research concept, scalability, implementation, and evaluation in a unified 
manner. We believe that our concept, design, implementation, and discussion will con-
tribute to enhancing the vision of HCI.

1.2.  Related Approaches
We will discuss three topics: 1) interface visions toward real-world-oriented interactions 
[12]; 2) actuation technologies, which are used or available in these interfaces; and 3) 
light fields as an example of an information-filled space.

1.2.1.Deformable UIs

Many types of UI have been proposed. For example, Project FEELEX aims to combine 
visual and haptic information in a single device [9]. Programmable matter [10] mimics an 
original object using millions of microrobots. Poupyrev et al. investigated and discussed 
animated interfaces that can dynamically change their physical properties [11]. Radical 

Table 1.1: Type of forces used in related approaches and projects we developped in this research

 [25]

[17]
[28]

[15]
[29][89]

[22](Chapter 2)
[21]

[24](Chapter 4)
[20]

[30]
[30]

[32]
[31]

[26] (Chapter 3)
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Atoms [12] is an extension of Tangible Bits in which all digital information has a physical 
manifestation [5]. Smart Material Interfaces [13] use smart materials to display properties 
that can be altered by external stimuli.

Note that these studies have focused on physical matter in conventional approaches. In 
other words, information is stored inside the physical matter and displayed by altering 
part of or the entire shape, movement, position, color, or other property. In contrast, our 
Computational Fields vision aims to fi ll space (outside the physical matter) with informa-
tion. This vision explores a new application space of UIs, and intersects with some con-
ventional ideas.

Actuation technologies provide a means of deforming devices. The visions described 
above are implemented using both self-actuation and environmental actuation. Some 
examples of self-actuation include arrays of linear actuators (FEELEX [9], LUMEN [11], 
Recompose [14], and inFORM [15]), air-pump actuators (PneUI [16]), shape memory 
alloys (SMI [13]), and electromagnets (programmable matter [10]). Most environmental 
actuation technologies use electromagnets (Pico [17], ZeroN [18]).

To fi ll a space with information, we would prefer actuation technologies that do not re-
quire physical contact to transport forces, such as magnetism. We explain noncontact 
actuation technologies in the next subsection.

Figure 1.8:  Considered components for the design methods.
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1.2.2. Noncontact Actuation Technologies

Compared with contact actuation technologies such as robot-arm manipulation, non-
contact actuation technologies are relatively weak, and some of them suff er from specifi c 
restrictions. Acknowledging these drawbacks, noncontact actuation technologies still 
have a desirable advantage: the work space is not occupied by bulky robot arms, which 
can be unsafe for users. In UIs, there are two main types of noncontact force: magne-
tism and ultrasonic force. 

Many tabletop interfaces have been developed that use an electromagnet array (e.g., 
Pico [17], Tamable looper [19], FingerFlux [20]). ZeroN [18] levitates and manipulates a 
magnetic sphere by precisely controlling an electromagnet and an XY stage.

Ultrasonic traveling waves are used in Ultra-tangibles [21] to press and move objects, 
and Colloidal Display (Chapter 2) [22] uses such waves to deform and break a soap-fi lm 
screen. Ultrasonic standing waves are used in lapillus bug [23] to levitate and transport 
objects, and in Pixie Dust (Chapter 4) [24] to control a potential energy distribution in 
midair and create graphics by fi lling it with small particles. In later chapters, we specifi -
cally treat Computational Acoustic Fields. However, we fi rst treat various Computational 
Field types to describe the contrast between Computational Acoustic Fields and other 
fi elds.

1.3.   Design
In designing the Computational Fields and Environmental Actuated Interfaces, four com-
ponents were considered (Figure 1.8): Matter (actuated object), Field (computational fi eld 
of physical quantity), Generator (device to control Field), and Data (digital resources). In 

Display

Generator
Light FieldPotential Field

Robot Arm

Data

Display

Generator
Light FieldPotential Field

Robot Arm

Data

Figure 1.9:   Interaction between a human and a generator: (left) human, matter, fi eld, and genera-
tor; and (right) conventional study, robot arm, and GUI.
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addition, we have to consider the human senses to design suitable human interfaces.

Fields of physical quantities that directly stimulate human sensory organs can be used as 
UIs without matter (e.g., light, sound, smell, heat). In contrast, fi elds of physical quantities 
that do not directly stimulate human sensory organs require Matter through which the 
Human can receive Data from the Fields (e.g., magnetic, ultrasonic, and electromagnetic 
fi elds). The former is inherently a human interface obtained by Computational Fields, and 
we discuss the latter hereafter. 

In conventional techniques such as ZeroN [18], Ultra-tangibles [21], Colloidal Display 
(Chapter 2) [22], and lapillus bug [23], Matter is actuated by Fields that are controlled by 
Generators. Pixie Dust (Chapter 4) [24] uses real-world-oriented computer graphics with 
acoustically levitated particles (Matter) according to the concept of a computational po-
tential fi eld (Figure 1.8 (upper left)), an ultrasonic fi eld generated by ultrasonic phased ar-
rays (Generators). Here, we treat not only Computational Acoustic Fields, but also gener-
al Computational Fields by including various types of Fields. This provides a generalized 
concept of Fields with which to design UIs.

Note that Sensors (devices to monitor the field) could be considered to complete the 
whole interaction, in addition to the components listed above. Optical sensing methods 
(sensors of a light fi eld) are typically used in conventional HCI studies. Sensors of Fields 
used for actuation can also be used to detect user input. Both are included in the human 

Figure 1.10:   Example of actuations: (top) fi eld, and (bottom) actuator.
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Propagation Origin of force Limitation Pressure * Area * Force *
Aerodynamic ~ 10 m/s * Wind pressure Easy to diffuse 60 Pa 100×100 mm2 0.6 N
Acoustic [29] [34-35] Sound speed Radiation pressure None 100 Pa sinc (φ20 mm) 0.01 N
Optical Light speed Radiation pressure None 0.0008 Pa φ 1 mm 6×10-8 N
Electric Light speed Electric force High voltage (100 V ~) 110 Pa 10×10 mm2 0.01 N
Magnetic Light speed Magnetic force Magnetic object 400 kPa 10×10 mm2 40 N
Radio-frequency [36] Light speed Eddy currents Conductive and non-magnetic object 400 Pa φ 5.2 cm 3.4 N
Superconducting Light speed Meissner effect Low temperature and superconductive obj. 400 kPa 10×10 mm2 40 N
Noncontact forces mentioned in "Levitation in Physics [33]" and their characteristics. * Typical value

interfaces around Computational Fields, and so we do not need to discuss Sensors. 

1.3.1. Relationship between Components 

Our key idea is to redefi ne objects actuated by noncontact forces as a combination of 
Matter and Fields. We focus on Fields rather than Matter. This idea increases the pro-
grammability of actuation, because the design of Fields is not restricted. With this idea, 
we can now discuss noncontact actuation in a manner similar to that of light fi elds.

Fields need to interact with matter to be sensed by Humans. In this process, the fi elds 
of physical quantities determine the restrictions on the physical properties of Matter. For 
example, in an acoustic force, the weight density and compression ratio of Matter is es-
sential in determining the actuation force. In a magnetic fi eld, the magnetic permeability 
coeffi  cient of Matter must be nonzero to allow actuation forces to be generated. The de-
tails are explained in chapter 1.4.

1.3.2. Design Factor with Human Interactions

When computational fi elds are transformed into UIs, we must assume one of two conditions: 1) 
Humans can directly recognize the Field, and 2) Humans cannot recognize the Field (Figure 1.9).
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Figure 1.11:  Description of the powers.

Table 1.2:  Noncontact technologies and their limitations.
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In the first case, the field design must ensure that the properties of the physical quantities are 
compatible with human perception. In the second case, in the field design, the noncontact Force 
is important in transmitting information to Humans via Matter.

The actuation programmability is not lost, regardless of Matter, Field, and Generator (Figure 1.10). 
This feature enables us to design various interactions using the same combination of Matter, 
Field, and Generator.

1.4. Formulation
We now describe our concept of “computational fields” in a theoretical sense. For sim-
plicity and practicality, we assume stationary conditions. First, a generalized description is 
given. Second, the candidate physical quantities available in our daily life are discussed. 
Finally, acoustic and magnetic fields are introduced as examples. 

To manipulate objects in midair, Generators control the spatial distribution of some types 
of physical quantities. The force that acts on a small sphere is determined by the inter-
action between the sphere and the physical quantity. We will find it useful to consider the 
potential energy density of the physical quantity, because the gradient of the distribution 
of potential energy density provides the force that acts on the sphere. The force F [N] 
acting on a small sphere is expressed as

where V [m3] is the volume of the sphere, U (p1, p2,..., x, y, z) [J/m3] is the potential energy 
density, p1, p2,... are parameters related to the sphere, and (x, y, z) is the position of the 
sphere. The number and type of parameters depend on the physical quantity. This equa-
tion tells us that we need only consider the spatial distribution of the potential energy 
density U (Figure 1.14).

Noncontact forces were discussed by Brandt [33]. Although he focused on levitation, his 
discussion is also useful for our purpose. Seven types of levitation technologies are avail-
able: aerodynamic, acoustic, optical, electric, magnetic, radio-frequency, and supercon-
ducting levitation (Figure 1.11). Among these, the technologies with possible applications 
in our daily lives are acoustic and magnetic technologies (Table 1.2). In this thesis, we 
utilize acoustic fields in a semi-contact manner (chapter 3: squeeze film effects) and non-
contact manner (chapter 2,4: radiation pressure and standing waves). We now describe 
the theoretical basis for the examples of chapters 2, 3, and 4.

F = −V∇U(p1,p2,...,x,y,z) (1.1)
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We show two actual examples: the mathematical descriptions of the potential energy 
density of the acoustic and magnetic fi elds. The acoustic potential energy density is ex-
pressed as

where Ka [J/m3] and Pa [J/m3] are the kinetic and potential energy densities of ultra-
sound, respectively. < > indicates the time average. B and γ are defi ned as,

Where ρ [kg/m3] and ρ0 [kg/m3] are the weight densities of the sphere and the medium, 
respectively. β [N/m2] and β0 [N/m2] are the compression ratios of the sphere and the me-
dium, respectively. There are two parameters related to the sphere: p1 = ρ and p2 = β.

The magnetic potential energy density is given as,

where μ [H/m] and μ0 [H/m] are the magnetic permeability coeffi  cients of the sphere and 
the medium, respectively. H [A/m] is the magnetic fi eld strength. There is one parameter 
related to the sphere: p1 = μ.

We now describe the potential energy distribution of the acoustic and magnetic fi elds. 
There are other possibilities that could be calculated to generate Computational Fields 
(e.g., light, electricity, superconductivity). Methods of controlling these field quantities 
have been proposed over many years. Diff erent fi elds are described in diff erent theoreti-

Figure 1.12:  Position and Focus of This study
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B ≡ 3(ρ − ρ0 )
2ρ + ρ0

γ ≡ β
β0

(1.3)

U = − 1
2
(µ − µ0 )H

2 (1.4)

U = −B〈Ka 〉 + (1−γ )〈Pa 〉 (1.2)
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cal descriptions. Figure 1.13 shows the implementation of Generators. Figure 1.13 (left) is 
a Magnetic Field generator, and Figure 1.13 (right) is an Acoustic Field generator. These 
generators can generate Computational Field distributions that are similar to the simulat-
ed results (e.g., Figure 1.14 ).

These Computational Fields have diff erent size and energy characteristics, as illustrated 
in Table 1.2. Light Fields and Electromagnetic Fields can eff ect change over distances 
of order nm–μm, whereas Acoustic Fields operate on μm–mm orders. There are various 
fi elds that can be handled with a computer and generators. To realize graphical appli-
cations for display and UIs, we choose a Computational Acoustic Field to realize our 
concept of Environmental Actuated Programmable Matter (Figure 1.12) because of its 
dimensional and energetic order.

Figure 1.13:  (left) Computational Magnetic Field Generators (right) Computational Acoustic Field Generator

Figure 1.14:  (left) Simulated Results in Acoustic Fields  (right) Simulated Result in Magnetic Fields
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1.5. Computational Acoustic Fields
We now describe the characteristics of Computational Acoustic Fields. We specifically 
consider ultrasonic acoustic waves to utilize human interfaces. Human auditory sensors 
cannot recognize ultrasound frequencies. Because of this high-frequency characteristic, 
we can form directional beams for use in human interfaces without recognizing the exis-
tence of these acoustic beams.

Considering human sensory characteristics, changes over μm–cm distances are rec-
ognized as shape changes in daily life. Shape changes of the order of nm can affect 
only color, whereas changes over the order of a meter are too large for daily use. Shape 
transforms at the μm order are recognized as texture changes both in haptics (roughness) 
and optics (reflection). Changes of mm–cm orders are recognized as shape and position 
changes. We focus on five transformations: reflective texture (Chapter 2), haptic texture 
(Chapter 3), the shape of a 2.5D screen (Chapter 2), the position of a levitated object 
(Chapter 4), and the distribution of levitated objects (Chapter 4).

We use four phenomena of ultrasonic acoustic fields in our projects: capillary waves, 
squeeze film effects, radiation pressure, and standing waves.

Capillary Wave: We remotely actuate a colloidal film to generate capillary waves on its 
surface. Capillary waves on the colloidal screen are of μm order, and can change the op-
tical reflective texture of the film (Figure 1.16).

Squeeze Film Effect: We externally actuate material by ultrasonic transducers. When a 
user touches the actuated material, the squeeze film effect occurs between the material 
and the user’s finger. The air film levitates the finger from the surface of the pasted mate-
rial to the order of several μm (Figure 1.17).

Radiation Pressure: We remotely actuate a colloidal film to utilize it as a 2.5D display. Ra-
diation pressure can be generated at the focal point of an ultrasonic phased array (Figure 
1.18).

Standing Waves: We remotely generate standing waves at the focal points of ultrasonic 
waves, and use them to levitate objects. By changing the distribution of focal points, we 
can change the position and distribution of the levitated objects (Figure 1.19).

An explanation of these phenomena is shown in Figure 1.15.
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Figure 1.15:  Explanations of Four Phenomena (a) Capillary waves on colloidal fi lm (b) 
squeeze fi lm eff ect (c) deformation of colloidal fi lm (d) standing waves 

Capillary Waves

Colloidal Film

Colloidal Film

Levitated Object

Ultrasonic Waves

Vibration

(a)

(b)

(c)

(d)

Surface Tension

100μm

Ultrasonic Waves

Ultrasonic Waves

Focal Point

Focal Point

Standing Waves

Finger

Air
100μm

10mm

Material



32

Figure 1.16:  Colloidal Screen activated by 3D acoustic fi eld.

Figure 1.17:  Metal Plate activated by time-division 2D acoustic fi eld.

Figure 1.19:  Floating Particle in 3D acoustic potential fi eld

Figure 1.18:  2.5D shape change on colloidal fi lm by acoustic radiation pressure
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1.6. Contributions of this study
We now describe the contributions and position of this study (Figure 1.12).

In the following chapters, we apply a Computational Acoustic Field to realize the malle-
ability of Computer Graphics (e.g., programmability of optical state, shape, haptic state, 
and 3D position) in real-world objects. The common feature of these studies is that the 
actuated objects do not have actuators, and are driven by Computational Acoustic 
Fields. We provide examples of how to implement field-oriented programmable matter 
towards this graphical approach. Computational Fields are not a new concept, but using 
this topic as a general term is useful to classify and compare the field of physical quanti-
ties and to discuss how to utilize them in graphics and human interfaces.

This thesis has a three-layered hierarchical structure. At the top layer, we introduce the 
concept of Computational Fields, in which fields of physical quantities are controlled 
by computers to alter the real world. This concept is useful to summarize research on 
field-oriented programmable matter (methods of Environmental Actuation). In this layer, 
we introduce the characteristics of Computational Acoustic Fields and the phenomena 
that we use in our projects. 

In the middle layer, we focus on noncontact and environmental actuation technologies, 
which have not been discussed from the viewpoint of fields. We list and compare non-
contact actuation technologies and environmental actuation technologies. In chapter 1, 
we discuss and classify acoustic fields and other field quantities from the viewpoint of 
graphics applications and human interfaces. In chapter 4, we discuss these field manip-
ulation techniques from the viewpoint of manipulation and levitation methods.

In the bottom layer, we implement three prototype systems for environmental actuation 
based on acoustic fields. We consider the optical control of a colloidal screen (Figure 
1.16), haptic transformation (Figure 1.17), and acoustic manipulation (Figure 1.19). Our 
results are applicable to display technologies in various areas.  

In chapter 2, we introduce an optical programmable screen with a view angle that can be 
programmed from 2–175°. Conventional studies on screens with dynamic optical prop-
erties have not explored applications combined with projected images. Our results over-
come the limitation on screen characteristics, enabling us to change the optical charac-
teristics and shape of the screen. Our results can be applied to various expressions (e.g., 
3D expression, BRDF material expression) by controlling the view angle dynamically. 

In chapter 3, we describe a haptic modification system that can modify uneven surfac-
es by up to 50 μm by controlling the thickness of the squeeze film effect. This project 
explores the design space around the haptic modification of real-world textures via the 
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squeeze film effect. For this purpose, we develop a transducer and a resonance tracing 
system that can matches the amplitude of vibration against the user’s touch. This tech-
nology is applicable to new material samples that can modify their haptic characteristics.

In chapter 4, we present an acoustic levitation method that can levitate objects of up 
to 1 g (7.8 g/cm3). This method can move particles and small objects at up to 72 cm/s. 
We expand a standing wave-based acoustic manipulation method to 3D manipulation 
by employing ultrasonic phased arrays instead of a single transducer. The manipulation 
workspace is expanded to one million times that of conventional studies. We explore the 
design space of this manipulation method with an emphasis on graphics applications. 
Our results are applicable to levitated displays and the animation of physical objects. 

We believe that these prototype systems and methods obtained by Computational 
Acoustic Fields will contribute to expanding graphics expressions, and will be applicable 
to UIs, displays, computer graphics, and entertainment computing.
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2.Project on Colloidal Screens
In this chapter, we describe a method to change the optical state and 2.5 D shape 
of colloidal screen by computational 3D acoustic field. This project is aimed to realize 
malleability on optical and shape transformation of real world object like computer 
graphics in the digital world by applying computational acoustic fields. In this chapter 
we utilize capillary waves on colloidal screen to change the reflectance state and em-
ploy acoustic radiation pressure to deform the colloidal screen(Figure 2.1).

2.1. Introduction
All over the world, screens are used to display various digital contents, such as 
movies, presentations, and shows, and are essential in the field of entertainment. 
The fundamental process utilized to display content on a screen is as follows: digital 
content is created, the content is rendered, and the content is shown on a screen via 
a projector. A significant amount of information (e.g.. material expression, light field 
information) is lost when the content is shown on a static surface because ordinary 
screens are rigid and static and the texture of the screen cannot change dynamical-
ly corresponding to the contents. However, in the digital world, we can dynamically 
specify an object’s texture by modifying its light and bump maps. Consequently, in 
our research, we are attempting to take the first step in bringing digital to physical by 
applying this computer graphics concept to screens in the real world. In this project 
we define texture as optical characteristics of material and small bump on surface.

We propose to control the optical characteristics of screens in order to reproduce 
the realistic appearance of contents, and thereby provide a new entertainment sys-
tems option. To realize this concept, we choose a colloidal film and excite it with an 
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ultrasonic wave (Figure 2.1). The ultrasonic wave induces a minute wave (known as a 
“capillary wave”) on the colloidal film that leads to an expansion of the viewing angle. 
To the best of our knowledge, ours is the first approach to utilize this phenomenon 
to control the optical characteristics of a screen. We can control the vibration of the 
screen at high frequency. In addition to expanding the viewing angle, we can induce 
an optical illusion to reproduce glitter by means of time division control. This method 
is combination of 1D BRDFs expression and 2D projected images.

The main application of colloidal screen [37] is control of reflection and texture. In 
addition, colloidal film is a unique material, which imbues a screen made from it with 
flexible characteristics such as screen deformation, physical popping, and actual 
screen reconstitution. The possibility exists for these features to be applied in enter-
tainment computing.

The remainder of this chapter is organized as follows. In Section 2.2, we cite related 
research and discuss the reason why our research is relevant. In Section 2.3, we 
explain the theory underpinning our work. In Section 2.4, we give an overview of our 
system, including system requirements. In Section 2.5, we discuss an evaluation 
conducted by means of a laser experiment, and discuss prototype applications de-

Figure 2.1:  The image is projected (black arrow with line) from the top. The ultrasonic waves (black arrow) hit 
the membrane to reflect the image (light dotted arrow). Note that there are two types of effects related to the 
intensity of ultrasound: A weak ultrasound mainly changes the viewing angle while a stronger ultrasound ad-
ditionally changes the shape of the screen.
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veloped in Section 2.6 (Application for 3D expression), 2.7 (Application for deform-
able display)  and 2.8 (application for material expression). Finally, we discuss the lim-
itations of our proposed system, in Section 2.9, and conclude by looking at possible 
future work, in Section 2.10.

2.2. Related Work
In our study, we dynamically change the shape and texture of the screen (Figure 2.1). 
Therefore, in this section, we cite researches that are relevant to active screens, and 
which either change the spatial position or the texture of an object. We then look at 
how our research relates to these relevant research efforts.

2.2.1.	 Texture Displays

In this subsection, we look at research done to control the surface textures of an ac-
tive screen.

In [38], Raffle et al. proposed Super Cilia Skin (Figure 2.2), a conceptual interactive 
surface comprising thousands of cilia-sized actuators, and actually developed 128 
magnetic cilia. Coelho and Maes [39] subsequently presented Sprout I/O, which ex-
panded on the concept using Teflon actuators as cilia-like structures, which can ac-
tually bend and stretch, for the surface.

Furukawa et al. presented FurDisplay, a surface constructed of fur and controlled 
with a vibrating motor [40]. When the surface of FurDisplay is activated, the hair 
stands upright. By detecting capacitance change, it promotes interaction of peo-
ple and fur. These researches are related to our research because they express the 
physical texture using actuation. They are good for wearable computing and interac-
tive architecture, but the range of expression of textures are restricted and they are 
limited in terms of size and the limited ability provided by actuators for control.

Research is also being conducted on dynamic texture display. Hullin et al. developed 
Dynamic BRDF Display (Figure 2.3), which changes the reflection parameter of the 
surface of water by vibrating it using actuators [41]. This can diffuse reflection and 
blur images. This research can express BRDF that cannot be expressed in an LCD 

Figure 2.2: Super Cilla Skin[38] Figure 2.3: Dynamic BRDF Display[41] 
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display such as that presented by Koike et al. [42]. Although it is a pioneering re-
search, it has not explored the design space with projecting image. Then we focus 
on the controlling BRDF and combining with 2D projection in this project.

2.2.2.	 Deformable Screens

Research geared towards controlling the spatial position of an active screen is also 
being actively pursued. Many of the systems researched were first used for tactile 
presentation [43]. For example, the system that Cholewiak et al. [43] developed in 
1981 was used as a tactile skin display and utilized several actuators. The system 
displayed the vibratory stimulation using several cylindrical actuators that moved up 
and down. There are also other systems with similar mechanisms to that used by 
Cholewiak et al. [43]; for example, the deformable actuated screen “Project FEEL-
EX” [9], which constructs 3D forms on the surface of the screen using an actuator 
array set under the screen. In addition, LUMEN, proposed by Poupyrev et al. [44], 
comprised actuated dot matrix LEDs—physical pixels shown in RGB and H (height). 
Leithinger et al. [14] also proposed an interactive deformable screen called Recom-
pose.

Other researches dealing with control of the spatial positions of displays also exist. 
There are image projection technologies that use fog as a screen, such as the sys-
tems proposed by Rakkolainen et al. (Figure 2.6) [46] and Lee et al. [47]. These tech-
nologies display images in the air using a fog screen and a camera. This is projected 

Figure 2.4: Position of our research corresponding to other relevant researches. Vertical axis represents the 
amount of transformation dealt to the object while the horizontal axis represents the resolution of actuation. 
Notice how our research (red) covers the areas that have not been explored yet.

Figure 2.5: Water display [49] Figure 2.6: Fog screen [46]
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in the air as a result of fog's diffusivity characteristics.

Research on displays using water is also being conducted. Sugihara et al. [48] used 
fountain as a deformable water screen. Barnum et al.　[49](Figure 2.5) developed 
a screen that uses the water drops in the air. Water drops have lens-like character-
istics. By using these characteristics, they were able to project an image onto the 
water drops. They made a water drop sequence in the air and projected the image 
corresponding to the spatial position by synchronizing the projector with the water 
bulbs, and applied their technology to create a multilayer screen. Other interesting 
artworks include those presented by Suzuki et al. [50], which uses underwater air 
bubbles, and Kodama et al. [30], which uses magnetic liquid.

Displays have also been made using soap bubbles. Bubble Cosmos [51] is a tech-
nology that constructs a screen in the air by confining fog in a bubble; and Shaboned 
Display [52] turns a bubble into a pixel. Bubbles have also been used as a musical 
instrument [53].

2.2.3.	 Position of this study

Our research is positioned as shown in Figure 2.4. The size of the changes on the 
vertical and horizontal axes represents the resolution of actuation. For example, since 
a dynamic BRDF [41] changes the surface texture by detailed vibration, the reso-
lution of actuation is high and the size of change is small. Researches on dynamic 
textures with small actuators are not high-resolution and the size of spatial change is 
limited.

Using this rationale, we positioned our research in the area colored in red. The ac-
tuator resolution of our research is high when the spatial change is small and low 
when the spatial change is large. No research equivalent to this domain exists. Our 
research contribution is high because we use the same hardware settings to accom-
plish many of the features achieved in related research.

2.3. Theory
In this section, we describe the theory underpinning the colloidal screen technol-
ogy. First, we describe the capillary waves that are induced on the soap film, then 
introduce the reflection model of the colloidal display, and finally, describe the ultra-
sounds.

2.3.1.	 Capillary waves on soap film

The diffusion on the ultrasound-activated colloidal film is caused by the capillary 
waves, which are dominated by surface tension. The dispersion relation of the waves 
on the interface is described by following equation [54].
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where σ is the surface tension, ρ is the density of the colloidal solution and f is the 
excitation frequency. Wavelength λ is estimated from Equation (2.1). The surface ten-
sion of colloidal liquid σ is 0.07275 N/m (20 deg C). Suppose the surface tension of 
colloidal liquid to be 1/2 of water and density to be the same as water 1000kg/m3. In 
this situation, with 40kHz ultrasounds, the wavelength λ is 2π/k=83μm.

These minute waves (Figure 2.7(a)) occur on the ultrasound-activated colloidal fi lm 
and diff use the light on the surface.

These minute waves (see Figure 2.7(a)) diff use light. For simplicity, assume that the 
activated capillary wave is a sine wave. Figure 2.7(b) shows the relationship between 
the viewing angle and capillary wave. ωi is incident light, ωo is reflected light. The 
capillary wave g(x, t) is

where x is the distance along the x-axis (parallel to colloidal surface); t is the time; A 
is the capillary-wave amplitude; k is the wave number, with k = 2π/λ; and ωr is the 
angular frequency, with ωr = 2πf. When the incident light (ωi) is vertical to the colloidal 
fi lm, from above Equation 2.2, the refl ection angle φ is

(c)

(a)

(b)

x

Figure 2.7:  (a) Magnifi ed (200x) Activated Colloidal Surface (b)Model of Colloidal Screen (c) Magnifi ed 
Colloidal Screen with Projection(4x) 
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Then, the colloidal display’s viewing angle θ is 4φ(fi gure shows only half view angle). 
With our setup, the viewing angle is determined by A, which we assume is in propor-
tion to the ultrasound’s intensity.

2.3.2.   Refl ection of Screen

Let us now look at the refl ection model of the colloidal screen. The fi lm surface re-
fl ection model used in the colloidal display is the bidirectional refl ectance distribution 
function (BRDF). The BRDF expression is shown in Figure 2.8.

where r is the reflected light, ωi is the incident light’s direction, ωo is the reflected 
light’s direction, d is the diff erential, L is the radiance (Li is radiance of incident light. Lr 
is radiance of refl ected light), and E is the irradiance (Ei is irradiance of incident light, 
Er is irradiance of refl ected light). Furthermore, we can ignore the bidirectional trans-
mittance distribution function by specifying the surface’s state to obtain the BRDF 
only and to obtain a front projection. We ignore the radiation and absorption at the 
colloidal display. 

There are two states that we utilize in this colloidal screen; "mirror" and "diff use". A 
colloidal fi lm doesn’t have diff use refl ection on its ordinary state (without ultrasonic vi-
bration); it’s similar to a mirror. As with a mirror, the light emitted from the light source 
reaches the eyes in perspective (see Figure 2.8). So, the viewer sees only a dot or a 
light source on the mirror surface. We call this the mirror (specular) state.

Figure 2.8:  Refl ection Model of Colloidal Screen 

ω i

φ = arccot −1
Ak cos(kx −ω rt)

⎛
⎝⎜

⎞
⎠⎟
. (2.3)

fr (ω i ,ω o ) =
dLr (ω o )
dEi (ω i )

= dLr (ω o )
Li (ω i )cosθidω i

(2.4)
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We can project images on this surface by expanding the reflected light’s viewing an-
gle in the presence of ωo in the BRDF model. In Figure 2.8, the expanded range of 
reflection for ωo is from ωo′ to ωo′′. The perspective light source that covers ωo causes 
the image to appear on the film. We call this the diffuse state.

We control the reflectance distribution on the basis of the theory we described in the 
previous section. On the basis of the principle of energy conservation, we express 
the relationship between Lr and Li as

where H means all directions in a hemisphere. We transform this to

This equation represents the tradeoff between the viewing angle and the projected 
image’s brightness. This indicates that we can display an image with high brightness 
when ωo is a narrow distribution.

2.3.3.	 Ultrasonic Waves

The phased array focusing technique is used to achieve a high-intensity ultrasound 
wave. The focal point of the ultrasound is generated by setting adequate phase de-
lays of multiple transducers. In addition, the focal point can be moved to an arbitrary 
position by controlling the phase delays [29].

The acoustic radiation pressure, a nonlinear phenomenon of ultrasound, acts when 
the ultrasound becomes high-intensity. When an ultrasound beam is reflected verti-
cally at the soap film, it is subjected to a constant vertical force in the direction of the 
incident beam. Assuming a plane wave, the acoustic radiation pressure P [Pa] is de-
scribed as

Figure 2.9: Equipments for ultrasonic vibration

fr (ω i ,ω o )Ho
2∫ dσ ⊥ (ω o ) ≤1 for all ω i ∈Hi

2
(2.5)

dLr (ω o )Ho
2∫ ≤ Li , ω o ∈Ho

2. (2.6)
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where c [m/s] is the sound speed, p [Pa] is the RMS sound pressure of the ultra-
sound, and ρ [kg/m3] is the density of the medium. α is a constant that depends on 
the refl ection coeffi  cient of the soap fi lm. In a case where there is total refl ection, its 
value is two.

The phased array focusing technique is used to deform the screen within a localized 
area and activate the screen with more intensity.

The focal point of the ultrasound is generated by setting adequate phase delays in 
the multiple transducers. In addition, the focal point can be moved to an arbitrary 
position by controlling the phase delays. A trade-off  exists between the spatial reso-
lution and the array size. Theoretically, the spatial distribution of ultrasound generated 
from a rectangular transducer array approximates the shape of a sinc function [29]. 
The width of the main lobe (w [m]) is parallel to the side of the rectangular and is writ-
ten as

where λ [m] is the wavelength, R [m] is the focal length, and D [m] is the side length 
of the rectangular array (Figure 2.9(left)). Our system can control the spatial position 
of focus and it contributes to activate the fi lms partially.

2.4.   Design
In this section, we look at the design requirements for the colloidal display and give 
an overview of the system.

Figure 2.10: Control Interfaces

Table 2.1:  Specifi cations of Components

P = αE = α p2

ρc2
(2.7)

w = 2λR
D

(2.8)

Figure 2.11:  System Overview
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2.4.1.  System Requirements

The concept underlying our system is changing the appearances of images by 
switching the screen's refl ectance at high frequency. Therefore, the system has to 
satisfy the following requirements:

-The fi lm must be light and soft enough for its optical properties to be changed using 
vibration.

-The ultrasonic systems must be operated at high frequency.

-Colloidal frames must continuously supply the colloidal solution to the colloidal 
membrane, resulting in an extension of the membrane's life with high stability against 
the powerful ultrasonic waves.

To satisfy these requirements, we use a strong ultrasonic actuator power speaker to 
vibrate the screen remotely and use colloid fi lm that, although it is made from light 
material that is weak and fragile, has a high surface tension and is fl exible.

Figure 2.12:  Laser experiment example of wave form modulation. Diff erent types of waves create diff erent view 
angles. High intensity wave: 40 degrees, middle intensity wave: 14 degrees, and low intensity wave: 2 degrees.

Figure 2.13:  Evaluating screen refl ection. (a) The relationship between the brightness and angle. 
The red line denotes a small viewing angle and is brighter than the blue line; the blue line denotes 
a wider viewing angle with low brightness. (b) The relationship between the viewing angle and the 
normalized ultrasound intensity.

[Arbitrary Unit]

[Arbitrary Unit]
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Ultrasonic waves directly affect the reflection of the film, so if we switch the ultrasonic 
waves on/off, to human eyes, it appears as if a switch is being made from transpar-
ent to opaque.

2.4.2.	 System Overview

 ・LCD or DLP projector, such as a video equipment, which emits light. 

 ・Colloidal film

 ・Film's frame with waterfall system and the mechanism to replace the film 

・Equipments for ultrasonic vibration.

Figure 2.11 shows one of the configuration that uses these components. Projec-
tor's light goes to the film and film's frame. Ultrasound waves are produced from the 
speaker simultaneously and hit the film, vibrating it. When the film is broken, it is re-
placed by servo-motors. The specifications of each part are described in Table 2.1.

2.5. Evaluation
2.5.1.	 Laser Experiment

The colloidal screen’s view angle varies when the intensity of the ultrasonic wave is 
changed or modulated. Figure 2.12 displays experimental results obtained using 
different ultrasonic waves. However, the same effect can be seen when the intensity 
and the focus length are changed. The view angle become wider corresponding to 
the intensity of ultrasonic waves. Looking at the BRDF equation, Equation (2.4) (Sec-
tion 2.3.2), it is obvious that this means that it is changing parameter ωo. We are able 
to control this parameter from 2 - 87.5°. Because the screen is vibrated intensely, 
the laser’s reflection is not consistent. This is shown in Figure 2.12(Right), where t is 

Figure 2.14: Stability experiment



46

time. There are slight differences in each image but the shape of the laser reflection 
is similar.

The graph of the brightness on each angle is shown in Figure 2.13. It shows that 
the narrow reflection angle (with low ultrasonic intensity) is bright in the center of the 
reflection and the brightness diminishes in the neighborhood of the center of the re-
flection. In contrast, the wide reflection angle (with high ultrasonic intensity) results in 
a gentle decrease in brightness.

This result shows that we can control the view angle and distribution of the bright-
ness by changing the intensity of the ultrasonic wave. It indicates that the colloidal 
screen solves the problem of screen selection and enlarges the application of the 
projector screen.

2.5.2.	 Stability

In this subsection, we describe the retention time along with the stability of the 
colloid film. In our experiment, the colloidal film kept its membrane stable for three 
minutes on average when the ultrasonic waves were applied. The key component is 
water; the less water there is in the membrane, the more noisy the image. Figure 2.14 
shows how the image quality changes with time. Observing the circle on the four im-
ages, it can be seen that the images on the left devolve into the images on the right 
over time. This is because as time passes the water evaporates, causing the trans-
mission characteristics to be reduced, which results in the image being disturbed. 
The main reason for this disturbance of the display is failure to control the reflection 
characteristic.

Figure 2.15: (Multi-view Screen) Three different images from different perspectives are shown. The top-left im-
age viewed from the left, the bottom-left from the center, and the top-right from the right.
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2.6. Applications for 3D expression
We developed several prototypes that utilize the characteristics of the colloidal 
screen. In this section, we describe four sample applications of the colloidal screen 
that use different optical properties. The multi-view screen uses the view angle, the 
plane-based 3D screen uses the transparency, the deformable screen uses the 
phase array to change the shape, and the bump mapped screen uses deformation 
with specifications.

In this subsection we describe the unique display applications utilizing soap bubbles 
unique characteristic firstly. After that we describe BRDF material expression on col-
loidal screen.

2.6.1.	 Multi-view Screen

We developed a display to show multiple images from multiple angles using the 
characteristics of the colloidal screen. The principle of operation depends on the 
characteristics of reflectance distribution of ωo for multiple light sources, as shown in 
Figure 2.8. Different projection sources provide several different images for each an-
gle. The images are being multiplexed at the same time but one image can only be 
seen in one direction.

In this application, five components are needed: different directional light source, col-
loidal solution, frame for the membrane, film replacement mechanism, and ultrasonic 
oscillation. The installation position is shown in Figure 2.15.

We projected the image from above and decomposed a single image into three im-
ages by angling the three mirrors in different directions. We also set an ultrasonic os-
cillator behind the screen to operate it. The result is shown in Figure 2.15. There are 
three images: one from the left, one from the center, and one from the right. We set 

Figure 2.16: (Plane based 3D screen) The transparency alternates within 
the 3 screens.
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the left edge at r = 0 degrees and the mirrors at positions r = 45, 90, and 135 de-
grees. We adjusted the colloidal screen so that the reflection angle was 40 degrees (by 
ultrasonic modulation). The actual transition of the images is shown on the right side 
of Figure 2.15. The transition is smooth and there are no image overlaps.

2.6.2.	 Plane-based 3D screen

In this subsection, we describe the development of a 3D display using multiple 
planes (Figure 2.16). LCD displays have a problem when it comes to viewing multi-
ple layers; because of polarization, it is not possible to display multiple planes at the 
same time. In this respect, the colloidal display has several advantages. This colloi-
dal screen can display more than one plane at the same time, and the image is very 
bright.

We setup multiple sets of colloidal screen and ultrasonic speakers with ultrasonic os-
cillations synchronized with the projector. The installation position is shown in Figure 
2.16. Each colloidal screen had an ultrasonic speaker that set its transparency. Tog-
gling the transparency of each screen was achieved by simply turning the speakers 
on and off. The system was able to show three different images on each colloidal 
screen by controlling the transparency of each screen synchronized with the projec-
tor's images. This is effectively a 20 Hz time division plane-based 3D screen with a 
single projector. (it operates 60Hz on 3 screens)

2.7. Applications for Deformable Display
Screens are essential to entertainment as they display various digital contents such 
as movies, presentations, and shows. Typical screens are rigid and static, and allow 
no physical user interaction corresponding to the displayed contents. In this re-
search, we attempt to enable physical interactions with a display. A colloidal screen 
[37] (shown in Figure 2.1) is expanded to be “poppable” for this purpose. The trans-
parency of the colloidal screen is controlled by ultrasound waves, and the screen is 
deformed by changing the intensity of these waves.

Figure 2.17: Overview of poppable display.
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Here we propose to add application of “physical effect” in display interaction and 
entertainment computing using this technology. “Pop” and “deform” interaction on 
display has a potential to computer entertainment. There are many “analog” toys and 
games that pops balloons, deform images, and break something. These games and 
toys have surprise and amusement. Poppable display is a digital display that enables 
such physical interactions: popping, deforming, and breaking. Adding to that, these 
physical effects are repeatable by replacing the soap films. Soap films are unique 
material which allows the object to pass through (shown in Figure 2.19). Digital toys 
might be applicable soon with a portable projector and there are a lot of toys using 
soap bubbles. This research will contribute to combine the essential enjoyment of 
soap bubbles and computer entertainment.

2.7.1.  Application Setup

This application has four components: a projector; a tank of soap solution; a frame; 

Figure 2.18:  Deforming & Image popping. When the ultrasonic focal points hits the membrane, image on the bubble 
screen is warped and membrane splashes the water. After that, bubble screen pops in 0.3-2 seconds.

Figure 2.19:  Cutting into colloidal screen
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and the mechanism to replace the fi lm, an ultrasonic excitation device. All devices 
are same as Figure 2.11.

The projector light is focused on the fi lm and the fi lm’s frame. Ultrasound waves are 
produced from the speaker simultaneously and hit the fi lm, vibrating it. Then the im-
age is projected on the colloidal screen.

A higher-intensity ultrasound wave pops out and breaks the fi lm. When the fi lm is 
broken, it is replaced by the servomotors.

2.7.2.  Physical Eff ects & Interactions

2.7.2.1.  Poppingimage

In this system we propose physical and visual eff ect of popping. We can pop the 
bubble screen by focusing the ultrasonic waves in high intensity. In Figure 2.18 we 

Figure 2.20: Deformation of the screen of up to 20mm.

Figure 2.21:  Image Deformation. The focal point moves back side of screen to front side. Red lines indi-
cate the deformation of screen. Red lines connect eye to eye and nose to mouse.
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show how it pops.

When the ultrasonic focal points hits the membrane, image on the bubble screen is 
warped and membrane splashes the water. After that, bubble screen pops in 0.3-
2 seconds. It is faster to break when the focal point hits the membrane around the 
edge of the frame. This system replaces the membrane in 5 seconds.

This physical effect can be applied to games, especially using this system as a tar-
get. Moreover, it enhances the effect of video projection such as bumping or burst-
ing.

2.7.2.2. Insert object into the image

Soap film is an unique material which allows the object to pass through it. In Figure 2.19 we show 
a knife cutting into the screen. The object must be wet. Ultrasonic focal point should be set at far 
opposite side of the frame.

This interaction can be expanded in the future to allow the user to literally cut the screen. Further 
more, this system propose interaction such as tearing, breaking and sticking with screens. If the 
object is wet enough, it would not affect the membrane's lifetime. However if we insert the object 
without wet surface, the soap film quickly pop out.

2.7.2.3. Deforming Animation

In this application we propose deforming animation. We can deform the bubble screen by moving 
the focal point of the ultrasonic wave. In Figure 2.21, we show how it can deform the face that is 
projected.

This physical effect can be applied to many entertainment such as imitating a force field. More-
over, by projecting the face image, it has a potential to enhance the chat's communication or in-
teraction by deforming the screen

2.8. Applications for Material Expressions
In this chapter, we used ultrasonic phased arrays to excite the colloidal films in order 
to change reflectance of a colloidal screen by capillary waves. We’ve extended this 
mechanism to the material display application by determining how to reproduce a 
material’s reflectance and evaluating the reproduced appearances. Moreover by al-
ternating the soap film’s reflectance at high speed through time division multiplexing, 
we can generate different materials’ reflectance on colloidal screen and made the 
display more realistic.
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2.8.1.  Alternating Refl ectance

In the real world, the light emitted from the source reflects on an object’s texture, 
resulting in our ability to simultaneously view both the object’s refl ection and texture. 
In this application we aim to mimic this by using a projector as both the light source 
and image source. Traditional screens show only the image source; we can show 
both sources. The projector acts as a light source in the mirror state and as an im-
age source in the diff use state.

By quickly alternating between the two states in 20Hz to 800Hz, we can show an 
image with specifi c refl ectance (see Figure 2.22). The transition time from the mirror 
state (ultrasound off ) to the diff use state (ultrasound on) is short and from the diff use 
state to the mirror state is relatively long because activation process is driven by ul-
trasonic vibration in contrast return process is driven by surface tension. This creates 
a diff erence between images displayed with diff erent ultrasound frequencies, as we 
show later.(Figure 2.25) 

To control an image’s brightness, we use multiple parameters: the projector’s lumi-
nance, the image’s brightness, the screen’s reflection distribution, and the ratio of 
alternating the refl ection states.

2.8.2.  Controllable Parameters

The display lets us control three parameters related to texture appearance: refl ection 

Figure 2.22:  How applications for material expression work. At the left, the bold arrow represents the image from the 
projector. Applying ultrasound waves to the soap fi lm changes the projected image’s refl ectance. When we apply the 
waves, the fi lm bounces the projected image at an angle. We can control this viewing angle’s range. In the fi gure, A 
denotes when the ultrasound is on, displaying the diff use state, and B represents when the ultrasound is off , displaying 
the mirror (specular) state. By alternating these two states at high speed (20Hz to 800Hz), the display presents an opti-
cal illusion that expresses diff erent materials, such as metals.
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(through the viewing angle and timing), projection brightness, and the projected im-
ages. (Figure 2.24)

We vary the screen’s viewing angle by modulating the frequency of the ultrasound 
device’s output intensity. The texture also changes the screen image’s brightness 
when the projector’s brightness and the digital image’s brightness are given. If we 
change the image’s contrast, the texture’s appearance changes. This method is sim-
ilar to the mix of image-based rendering techniques used in computer graphics.

2.8.3.  Screen Images

Figure 2.25 shows the results for fi ve viewing angles of four states:

 ・The mirror state,

 ・20-Hz ultrasound modulation,

 ・800-Hz ultrasound modulation, and 

Figure 2.23: Mimicking a real-world texture by controlling the ratio of the mirror and diff use states. BRDF stands for bi-
directional refl ectance distribution function. 

Figure 2.24:  Diagrams our system.
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 ・The diff use state.

With 20-Hz modulation, the display gleamed slightly. At 800 Hz, large bright spots 
moved with the viewing angle’s change, appearing as a metallic luster. These spots 
show a different texture, which implies that we can change the appearance by 
changing the frequency while keeping the luminance value the same.

2.8.4.  Evaluation for Material Display

We conducted experiments to evaluate our display’s refl ectance, stability, and real-
ism.

2.8.4.1.  Human Tests

Study participants viewed an image on an LCD screen and an image on our display 
and indicated which looked more like the real material, which in this case was alumi-
num foil. Most participants found our display’s image to be more realistic.

Then, we showed the participants two sheets of aluminum foil; sheet A had the shiny 
side visible, and sheet B had the dull side visible (see Figure 2.20). We asked them 
to select which one of several images projected on our display was most like each 
sheet. The participants stated that 20- or 60-Hz modulation looked more like sheet A 

Figure 2.25:  Sample results for four refl ective states from fi ve viewing angles. The red circle shows the refl ective spot from 
the mirror state
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and that 400-Hz modulation or the diff use state looked more like sheet B.

2.8.4.2.  Further Laser Tests

For comparison, we performed a laser test on regular paper to illustrate diff use re-
fl ection (see Figure 2.27.d). We then performed laser tests on sheets A and B; Figure 
2.27.e and Figure 2.27.f show the brightness graphs. As you can see, the results for 
sheet A were similar to those for 60-Hz modulation, and the results for sheet B were 
similar to those for 400-Hz modulation and the diff use state. Moreover, the laser re-
fl ection images for our display resembled those for the real material (see Figure 2.26).

This implies that the intensity of the refl ection pattern in the brightness graphs for our 
display is similar to that of the real material and that our results are therefore consid-
erably realistic.

2.8.4.3.  Practical Use of the Display

One practical use of this technology is to obtain a dynamic refl ection reference for 
materials (for example, dynamic sampling of printing, furniture, metal, and fabric). 

Figure 2.26:  Comparing our display to two sheets of aluminum foil. (a) The two sheets and an aluminum-like image on 
our display. Sheet A had the shiny side visible; sheet B had the dull side visible. The insets in the fi rst two images illustrate 
the size of refl ection spots. (b) Laser refl ection on the two sheets and on our display at 60- and 400-Hz modulation. Note 
the similarities between sheet A and 60-Hz modulation and between sheet B and 400-Hz modulation.
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This is useful for people choosing materials for products. Moreover, employing this 
technology to parameterize an object’s reflectance is useful for people who want to 
design a product’s appearance, predict the appearance of coatings, or discuss ap-
pearance in a consistent way.

2.9. Discussion
Here we examine our display’s limitations and potential uses.

2.9.1.	 Soap Film Limitations

The soap film’s durability depends on the ultrasound device’s power and the soap it-
self. Furthermore, a small disturbance such as a breeze or humidity change will affect 
it. We can increase the soap film’s life span by using a pump that continuously pro-
vides the soap solution to the frame. We also found a glue-like substance that helps 
the film last more than a day.

2.9.2.	 Optical-Property Limitations

When turning transparent soap film into an opaque display, we found that certain 
spots can’t be covered and remain transparent. The coverage area is roughly 95 per-

Figure 2.27: How brightness changed with modulation frequency, for tests with a laser. (a) Diffuse reflection on our dis-
play. (b) The reflection with 60-Hz modulation on our display. (c) The reflection with 400-Hz modulation on our display. (d) 
Diffuse reflection of regular paper. (e) The reflection of aluminum sheet A (f) The reflection of aluminum sheet B
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cent. Typically, the outer rim is transparent because the frame blocks the ultrasound 
waves.

2.9.3.  Limitation on View Angles

We achieved a maximum view angle of 175 deg. Our screen is slightly curved by 
acoustic radiation pressure because of that, we can see the image from 175 deg 
point(Figure 2.28). The view angle changes according to the intensity, the waveform 
of amplitude modulation, and the frequency of the ultrasound. If the view angle is too 
small, only the light is shown and not the content of the projected image because it 
is too acute for human eyes. However, we used this to our advantage and displayed 
three diff erent images from diff erent angles (we applied it to the perspective screen 
and material display).

2.9.4.  Entertainment Computing

A soap bubble is a unique material that users can insert their fi ngers into. Moreover, 
soap bubbles generate a lot of joy by their beauty and in our making and seeing 
them. Soap bubbles are used in the entertainment industry on occasions such as 
party events, and in theme parks and science museums. This technology can be 
applied in these industries to enable video projections on the bubbles. In this way, it 

Figure 2.28:  Diff erences in View Angles (a)87.5 deg (b) 45 deg (c) 0 deg

Figure 2.29:  Polygon frame and hand frame

(a) (b) (c)
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can contribute to the expansion of the entertainment computing field.

2.10. Conclusion and Future Work
In this project, we proposed an innovative first step to dynamically altering the brightness, shape, 
and view angle of colloidal screens by Computational Acoustic Fields. Especially we utilize capil-
lary waves on colloidal films and acoustic radiation pressure to deform the screen.

Many future potential projects are envisioned. One potential project is a dynamic 3D model with a 
minimal view angle and various images projected from different angles. This would be more cost 
effective than other methods such as holographic viewers. Furthermore, it would be interesting 
to see a 3D model made out of soap film on a polygon shaped frame (Figure 2.29) with several 
ultrasonic speakers. Many 3D models, such as those in games, tend to use the same models 
with different textures to create new enemies. The same concept can be applied to this display. 
Another usage for this display is to utilize its interesting interactive properties such as inserting and 
popping. For example, a game in which the player has to cut the screen to kill an enemy can be 
facilitated. In general, if we are able carry this concept to a bigger scale; it would open up many 
possibilities for the future of the entertainment computing industry.

In multimedia, it’s important to show digital content that’s as realistic as possible. Our system con-
tributes to this goal by controlling reflectance in real time. However, properties other than reflec-
tance are also important. Examples include an image’s color and smoothness (that is, the project-
ed image might be pixelated). We’re investigating how to show the bidirectional surface-scattering 
reflectance distribution function, which will allow images to be vivid and realistic.



59

3.Project on Haptic Modification
In this chapter, we describe a method to change the haptic state of physical material 
pasted on transducers by computational time-division 2D acoustic field.  Especial-
ly we utilize squeeze film effect to change the friction on real material. This project 
is aimed to realize malleability on haptic texture of real world object like computer 
graphics in the digital world by applying computational acoustic fields. 

3.1.Introduction
The representation of texture is a major concern during fabrication and manufac-
ture in many industries. Thus, the manner of fabricating everyday objects and the 
digital expression of their textures have become a popular research area [56]. It is 
not easy to change the texture of objects in the real world although it is easy in the 
digital world (i.e. just setting texture parameters).  Recently, computer graphics are 
getting to be used in the real world. For example, digital fabrication technologies 
are employed widely from laboratories to consumer uses. The fabricated (3D-milled, 
3D-printed, etc.) objects represent their specific textures. There are some methods 
to modify their textures after fabrication. For design and other industrial applications, 
it would be useful if the fabricated objects are malleable [56] like computer graphics 
in the digital world. In the human computer-interaction and graphics communities, 
the following concepts have been proposed: Programmable matter [10], radical 
atoms [12], etc[13]. In this chapter we aim to transform the haptic textures of re-
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al-world objects.

Two steps are required to transform real-world textures. The fi rst step is to reduce 
the original texture and the second is to rewrite the texture. There are many diff er-
ent types of haptic textures in the real world and it is necessary to reduce them as 
preprocessing. It is then possible to rewrite the textures. In this project, we focus on 
the fi rst step and we introduce a technique named “Diminished Haptics” (Figure 3.1). 
This technique reduces and transform the degrees of real-world haptic textures using 
ultrasonic vibration based on a squeeze fi lm eff ect [64]. By applying this technique, 
we can adjust the haptic texture of real world object. This technology is applicable to 
the situation when we choose texture material samples in shopping or ordering.

This chapter is structured as follows. First, a brief overview and background were 
provided in the introduction.  Then, related work and the principle are shown. Finally,  
the equipment used for the implementation and the results of experiments related 
to haptic textures are presented. This technology will facilitate new relationships be-
tween people and textures in the real world.

3.2. Related Work
There have been several related studies on haptic texture representation. One ap-
proach is wearable devices to provide additional vibration to users’ fi ngers [63]. The 
other is haptic displays add haptic feedback on their smooth surfaces. The technol-
ogies employed in the latter approach include ultrasonic vibrations [57][58] and elec-

Figure 3.1:  (Left) System overview (right) real material surfaces.
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trostatic forces [59]. These technologies have been applied to trackpads [60], point-
ing devices [61], and augmented reality (AR) systems [62]. The ultrasonic technology 
utilizes a squeeze fi lm eff ect to reduce the friction of a fl at surface and reproduces 
the texture by modulating the ultrasonic vibration (as shown in Figure 3.2, top). The 
electrostatic technology also adds textures to smooth surfaces.

In this project, we aim to achieve the opposite eff ect, i.e., we reduce the texture of 
a real material using a squeeze fi lm eff ect. We focus on the transformation of real 
textures and we employ a real material as the surface of haptic display (Figure 3.2, 
bottom). We consider that the reduction process has an important role as a prepro-
cessing step in the transformation of real-world textures. Our approach is also ap-

Figure 3.2:  Basic idea (top) conventional studies (bottom) our approach

[57][58][59][60]
“add friction” by stick slip eff ect

Between Original and Diminished Texture

Programability

Resolution

This project

Exploring the design space how to 
adjust and modify the Real world 
haptic textures

Squeeze Film
Eff ect

Generating
Haptics [57][58]

[59][60]

[57]

Figure 3.3:  Focus area of this research
Programmability

Spatiotemporal Resolution
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plicable to other purposes such as increasing textures and expanding conventional 
technologies by reducing the original haptic textures. 

In Figure 3.3 we show the focus area of this research. In [57] squeeze fi lm eff ect was 
reported. This project is aimed to explore the design space around adjusting real 
world haptic textures. In conventional studies, they did not adjust the haptic texture 
of external material. We focus how to change the haptic texture of real world material 
by external forces.

This technology is applicable to adjust real world haptic texture when one chooses 
materials. Conventional studies did not focus on how to change or to adjust the hap-
tic texture of real world material.

3.3. Design & Implementation
Our approach aims to transform the haptic textures of real materials. In particular, our 
method transforms real textures by utilizing ultrasonic vibration. We employ ultrason-

Figure 3.5:  (Left) fi nger tracking, (right) image projection.

Figure 3.4:  System components; computer,ocuognthropllearp, 28kHz
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ic vibration to reduce and erase the haptic textures of real-world objects based on 
the squeeze film effect. Using our system, the texture obtained is inherently high res-
olution and the altered textures are felt without lateral movement of fingers because 
real material has its own texture (Figure 3.1, right). These features are different from 
those obtained using previous methods [57][58][59][60]. Figure 3.4 shows a diagram 
of our system, which has four components: The host computer, the resonance con-
troller, the ultrasonic transducer, and real material textures. Users can touch the real 
material with their bare fingers. The height of levitation by the squeeze film effect is 
controlled to transform the textures. 

The process operates as follows. The computer sends a start signal to the controller, 
which adjusts the resonance frequency of transducer and attached material. Next, 
the controller generates the input signal to the transducer. The amplitude of the input 
signal determines the levitation height of the finger relative to the material surface 
based on the squeeze effect. We paste papers of various real textures (Figure 3.1, 
right) onto a metallic plate that is acoustically coupled to the 28-kHz transducer. Res-
onance control (adjusting the frequency of the input signal figure 3.5 top) is neces-
sary for this use because the resonance of transducer changes when user touches 
the transducer. 

In further applications, we also employ a projector, a camera, and other equipment. 
These are optional components which are connected to the computer for the ap-
plication purpose (Figure 3.5). A finger tracking system with a camera is shown in 
Figure 3.5 (left). A camera (640 × 480 pixels) is set above the material’s surface. 
Because the finger moves only two-dimensionally,  tracking with a binary image is 
enough to detect the finger position. Thanks to this finger-tracking, multiple textures 
can be provided on the same material by altering the ultrasonic vibration according 
to the finger position (the additional waveform overlapped in 28kHz signal). In addi-
tion, a projector is set above the material’s surface, which projects an image onto 
the surface to transform the visual appearance of the material. By utilizing ultrasonic 
vibration and projection, our system can transform the real material in terms of haptic 
and visual characteristics. 

Here we describe the overview of our systems. In next section 3.4, we introduce 
our resonance tracking methods in detail. Resonance tracking has important role to 
vibrate the material continuously. Because of the touch of users, the resonance fre-
quency of material can be changed. Then we have to track the resonance frequency 
in order to vibrate the material in high amplitude. Without resonance tracking, the 
squeeze film effect would not appear appropriately.
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3.4. Resonance Tracking  
3.4.1. Implementation

Figure 3.6 (right) shows the vibration device. The device has a bolt-clamped Lan-
gevin-type transducer with a horn. At a vibration node, the transducer and horn is 
mounted to a casing with rubber block. The tip of the horn is square shape with 
sides of 30 mm. Real materials (e.g. sandpaper, wallpaper, etc.) were glued on the 
tip as the surface of haptic display. User can touch the real material with their bare 
fi ngers.

The resonance frequency of the bolt-clamped Langevin-type transducer is changed 
according to the various reason when a fi nger contact with the real material texture. 
The diff erence of the vibration performance is shown in Figure 3.7. When the fi nger 
was contacted with the haptic display, the admittance loop was small. Additionally, 

Figure 3.6:  (left) resonance frequency tracing system (right) transducer and haptic display

Figure 3.7: Admittance of transducer with/without fi nger
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to generate strong vibration, the transducer has high Q factor. Therefore, in order to 
keep strong vibration, resonance frequency should be traced during the diminished 
texture. 

This resonance frequency tracking is one of the key factor to realize our concept. In 
conventional studies they did not have to vibrate the material with high amplitude be-
cause their focus is how to generate the haptic feedback on planer surface by stick 
slip eff ect. We have to change the thickness of squeeze fi lm. Then we have to keep 
the thickness of squeeze fi lm when user touch the tactile display surface. Then we 
need the resonance frequency tracing to obtain the enough amplitude.

In this project, we used a resonance frequency tracing system based on current 
phase measurement. Overview of the resonance frequency tracing system is illustrat-
ed in Figure 3.8. The system consists of a microcomputer, a direct digital synthesizer, 
an amplifi er, voltage and current detecting unit and two wave forming circuit. These 
components are packaged in a portable casing. The system is tracing the resonance 
frequency by measuring the phase diff erence between the applied voltage and cur-
rent [65]. To measure the phase diff erence, amplifi ed driving voltage was supplied to 
the ultrasonic transducer through a detecting unit. In the following experiments, we 
used this resonance frequency tracing system.

Figure 3.8:  Overview of Resonance frequency tracing system
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3.4.2. System Evaluation

To show the eff ectiveness of the resonance frequency tracing system, the vibration 
velocity of the haptic display was measured. The vibration velocity was measured by 
using laser Doppler vibrometer. The overview of the experiment and the measured 
velocity are shown in Figure 3.9. Applied voltage was 13.5 Vrms. The decreasing of 
velocity was occurred when the tracing was off . This result shows that the squeeze 

Figure 3.9:   (top-left) result waveform with resonance tracing system (top-right) without resonance tracing 
system (bottom-left) result waveform shown in different time duration (bottom-right) Vibration velocity at 
haptic display with or without resonance frequency tracing

Table 3.1:  Vibration velocity of on/off  tracing and with/without fi nger
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fi lm eff ect was decreased, i.e., the transform of textures was changed when a fi nger 
contacted with the display. Therefore, the resonance frequency tracing system is es-
sential equipment for the diminished haptics. Additionally, the reducing the real hap-
tic texture was obtained by using this system. The degree of reduction was changed 
with or without tracing system.

3.5.Evaluation with material and touch
In this section, we describe the experimental evaluation of our approach. Our eval-
uation involved a quantitative evaluation based on a three-axis accelerometer and 
interviews with subjects. First, we describe the experimental design and we provide 
an overview of the results, which are followed by a description of the quantitative 
evaluation and interviews.

3.5.1.  Design and Results Overview

To evaluate the alteration of the haptic texture, we focused on the high-frequency 

Figure 3.10:  Experiment overview: 3-axis accelerometer attached to the nail and fi nger trace the texture on 
the transducer.

Table 3.1:  Vibration velocity of on/off  tracing and with/without fi nger
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components of the fi nger vibration when a fi nger was traced on the surface. Using 
a three-axis accelerometer (KXR94-2050) attached to a fi ngernail, we measured the 
degree of haptic texture reduction (as shown in Figure 3.10). Graphs were obtained 
for the accelerometer in two states: transducer active (levitated) and inactive (not lev-
itated), where the shapes of the graphs contained waves that exhibited changes in 
the high frequency components (transducer’s frequency (28kHz) is much higher than 
sampling frequency). When the transducer was inactive, the friction was not altered 
and the high frequency components of the graphs were evident. When the transduc-
er was active, the friction was decreased and the high frequency components of the 
graphs were reduced.

In this experiment, the area of the touch surface was 2 cm2 and the fi nger movement 
was regulated to 4 cm/s. The accelerometer could measure ± 2 × g and the output 
data were captured using an oscilloscope.

Figure 3.11:  (Left) maximum value of acceleration #600 vs #400 vs #240 (right) RMS value of acceleration 
#600 vs #400 vs #240 (Horizontal Axis) Amplitude of driving signal to transducer (V) (Vertical Axis) Maximum 
value of accleration (g).

Table 3.2: Sandpaper number grades, the diameters of the particles, and height of bump
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3.5.2.  Roughness and Levitation

In these experiments, we investigated the reduction of haptic textures based on a 
quantitative evaluation. We used sandpaper as the surface. We cut sandpaper into 
pieces that measured 2 cm2 and pasted them onto the transducer. The sandpaper 
grades ranged from #600 (smooth) to #240 (rough), i.e., #600, #500, #400, #320, 
#280, and #240. The diameters of the particles on the sandpaper surfaces are 
shown in Table 3.1. The particles were attached to the surface of the sandpaper and 

Figure 3.12:  Results (30 V RMS) on several materials (left) rough paper, (center) plastic, (right)
bumpy rubber.

Figure 3.13: Results on altered texture between Original and Diminished  textures
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their diameters determined the roughness of the sandpaper. We adjusted the output 
voltage from 0 V to 40 V (5 V steps). The squeeze fi lm eff ect began to occur at 10 V. 
If the output exceeded 40 V, the subjects felt heat on their fi nger. The graph obtained 
using the three-axis accelerometer is shown in Figure 3.11. The RMS and maximum 
value of acceleration were reduced with high amplitude.

3.5.3. Real Materials

In these experiments, we investigated the reduction in the haptic textures of several 
materials: sticky plastic, rough paper, copy paper, metal, bumpy rubber, and dou-
ble-sided tape. We cut the materials into pieces that measured 2 cm2 and pasted 
them onto the transducer (30 V RMS). Each subject traced the textures on the trans-
ducer with a fi nger. The three-axis accelerometer was attached to a fi ngernail. The 
examples of the results are shown in Figure 3.12. It is confi rmed that the textures are 
eff ectively reduced and transformed to diff erent textures.

3.5.4.  Interviews

We have interviews with four subjects. They have tried tactile display system utilizing 
conventional actuation ways[58]. After the experience of tactile display system by 
conventional actuated ways they tried our system. We asked their comments. Four 
subjects stated that: “The texture changed,” “I did not feel the vibration,” “The tex-

Figure 3.14: Application: spatiotemporal control with projection
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ture became smooth but it was slightly jagged,” “It is very high resolution,” etc. The 
ultrasonic vibration was sufficiently high frequency not to be detected by the human 
sensory system. 

If the squeeze film was not sufficiently thick to levitate the finger from the material, the 
subjects felt a jagged sensation from the tops of the geometry of rough materials. All 
subjects (age; 23, 26, 33,41, ) recognized the texture transformation.

3.6.Application
Examples of possible applications of the proposed method are as follows. Our tech-
nology aimed at transformation of real world textures. Then we focus on how to 
adjust the haptic texture of base material. Moreover the characteristic of our system 
has selectivity of base material and we can change it easily because we vibrate it by 
external forces.

3.6.1. Haptic transformation:

 The proposed method controls the magnitude of the texture using a squeeze film 
effect. While the texture is eliminated when the squeeze film is sufficiently thick, the 
texture is reduced when the squeeze film is thinner than the height of the texture 
peaks. 

This application inherently provides high resolution haptic texture because it never 
generate the haptic texture but adjust real world textures.  This application is appli-
cable to the catalog of sample materials which is usually used in the case we choose 
furniture, new coating of housing, etc. 

3.6.2. Combine with Spatiotemporal Control

The proposed method can provide multiple areas of different textures on the same 
material (Figure 3.13) based on levitation control. According to the finger position. 
Switching the squeeze film effect can also provide additional textures on a real mate-
rial. 

We tested with functional generator combined with resonance tracing system. It can 
adjust the different texture at different points and different timings.

 Real materials are employed and their textures are reduced in the proposed meth-
od, the presented textures are inherently high resolution. Additionally they can be 
felt from the onset of the touch (without lateral movement). Moreover the proposed 
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method can be combined with projection to provide visual and haptic textures at the 
same time (Figure 3.13).

3.7.Discussion, Conclusion, and Future work
In this chapter, we developed a method that allows the haptic transformation of real 
textures by Computational Fields. This method reduces the haptic texture of a real 
material using the squeeze film effect generated by ultrasonic vibration.

 We discussed several related methods that use ultrasonic haptic systems. Our ap-
proach is different from these approaches because it reduces the texture of surfaces. 
We also implemented and evaluated the proposed method. The textures generated 
by this method are inherently high resolution. We conducted evaluations using a 
three-axis accelerometer and we confirmed that our prototype system operated suc-
cessfully. 

In future research, we will apply this method to 3D-printed objects by applying ultra-
sonic vibration at adequate frequency. Resonance analysis is needed because the 
resonance frequency is different depending on the shape of the object.
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4.Project on Acoustic Levitation
In this chapter, we describe a method to change the three dimensional position of phys-
ical material levitated by computational 3D acoustic-potential field.  This project is aimed 
to realize malleability on 3D position and animation of real world object like computer 
graphics in the digital world by applying computational fields. In this chapter we utilize 
standing waves in computational acoustic field and the standing wave is generated at 
focal points of ultrasonic phased array. We computationally calculate and generate the 
focal points in three dimensional position.

4.1. Introduction
Interaction with real-world objects is a popular topic in research related to real-world-ori-
ented interactive technologies. In the context of display technologies, analog installations 
with real objects are still very popular (Figure 4.2(b)) in many situations, such as window 
displays, shops, and museums. Our research in this paper is motivated by the digital 
control of analog objects in mid-air, i.e., real objects that are suspended and moved in 
mid-air without physical support, such as posts, rods, and strings (Figure 4.2 (a)).

Because of growing interest in the materialization of computer graphics, digital fabrica-
tion technologies have recently emerged as one of the most important application fields 
in real-world-oriented computer graphics. These technologies are rapidly expanding from 
research laboratories to commodity markets for personal use. Fabrication technologies 
bring computer graphics to the real world. However, two missing and desirable func-
tionalities in digital fabrication are the controllability of spatial position and animation. In 
the digital world, the spatial position of graphical models is freely controllable by merely 
setting the coordinates. The ability to do the same in the real world is also desirable for 
digital fabrication.
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We propose in this paper a method to control the spatial position and 3D animation of 
small objects by utilizing a noncontact manipulation technology. With this method, we 
can employ real objects as graphical components, such as display pixels (static control) 
and vector graphics (dynamic control). We believe that a new avenue in the fi eld of com-
puter graphics will be opened if fabricated models can be moved by noncontact manipu-
lation.

In this project acoustic manipulation method has been extended to 3D manipulation [75]. 
In this chapter, we describe both how to expand acoustic manipulation method in 3D 
and how to expand it to graphical Application. By using and extending 3D acoustic ma-
nipulation technology, we create an acoustic-potential fi eld (APF). Compared to magnetic 
levitation, air jets, and other noncontact levitation technologies, acoustic manipulation 
and APF have the following advantages: these can be used with a wide variety of avail-
able materials, these provide satisfactory refresh rate, and these have suffi  cient spatial 
resolution. While our technology is limited in terms of the size and density of the objects 
that are controllable, it contributes to computer graphics by allowing levitated small ob-
jects to be used in graphical metaphors, such as the pixels of raster graphics, moving 
points of vector graphics, and animation.

To discuss various noncontact manipulation technologies in a unified manner, here 
we introduce a concept called “computational potential fi eld” (CPF). CPF is one of the 
sub-domain of Computational Fields. We have gathered from literature in the area that 
conventional studies on noncontact levitation/manipulation are based on potential fi elds 
determined by various physical quantities, such as sound pressure in acoustic levitation 

Figure 4.1: Application images of Pixie Dust. These are levitated and manipulated objects in graphic metaphors. (a) 
Floating screen with projection (showing 'S','I','G','G','R','A','P','H','2','0','1','4',and SIGGRAPH logo separately and 
mixed into one image) . (b-c) Whale (hung by string) with surrounding particles and projected spout. (d) Physical vector 
graphics (showing “heart”). (e) Physical raster graphics (showing “A” by shooting off  other particles from plane levitation). 
These details are descirebed in Section 4.5.
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and magnetic fi elds in magnetic levitation [33]. Levitated objects can be manipulated by 
spatially and temporally controlling the potential fi elds. When the fi eld is controlled by a 
computer, we call it a CPF.

The contributions of this project are as follows. First, we describe the design of our 
graphics system. We present the details of the ultrasonic-phased array and discuss its 
advantages and disadvantages. Second, we report the performance measurements 
of our system, including the measurements of the spatial resolution, stability, speed of 
movements, and size and weight of the levitated objects. Finally, we investigate the appli-
cations of our system. In addition to the examples of APF-based graphics applications, 
we also discuss the implementation of 3D interaction. By integrating a motion-capture 
system into our graphics system, we facilitate interaction between the levitated objects 
and the user. Although our investigation is performed using acoustic levitation, our results 
and discussions can also be useful in designing other CPF-based graphics using other 
principles of mid-air levitation.

4.2.  Background and Related Work
In this section, we introduce our motivation for our project and cite related works on non-
contact manipulation. Following this, we introduce the concept of CPF to discuss various 
noncontact manipulation technologies in a unifi ed manner. We then cite related works on 
acoustic manipulation, passive mid-air screens, and volumetric displays.

4.2.1.  Motivation

Controlling objects in the real world is a popular topic in the computer graphics (CG) and 
human-computer interaction (HCI) communities. Various ideas to realize this have been 
proposed – e.g., programmable matter [10], radical atoms [12], actuation interfaces [11], 
and smart material interfaces [13]. These proposals focus on controlling real objects 
through a computer and generating physically programmable material. These concepts 
will play very important roles in future interactive CGs because they expand the range of 
graphics from “painted bits” to the real world [5].

Figure 4.2:  These fi gures show the concept of computational potential fi eld. (a) Sketch of computational potential fi eld: 
Objects are trapped in local minima of the potential fi eld. (b) Window installation with objects supported in mid-air. 
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Two methods are currently available to control objects in the real world. In one, objects 
actuate themselves, whereas they are actuated by their surroundings in the other. The 
latter method is divided into two types of actuation: contact and noncontact. We address 
the noncontact approach.

4.2.2.  Manipulation in Interactive Techniques

Several related studies have aimed at noncontact manipulation in the context of inter-
active techniques. For example, ZeroN [18] was proposed to manipulate a 3D object 
by controlling the magnetic fi eld and using it as a fl oating screen and an input user in-
terface (UI). The levitated object is limited to a single magnetic sphere in this proposal. 
Noncontact manipulation can be also achieved by using air-jets [71], i.e., an airfl ow fi eld. 
While the research is limited to 2D manipulation, it can be extended to 3D. Air-cannons 
[32] have a possibility to be used in the similar manner. Sound is also utilized to manip-
ulate objects in air. Both of standing waves (acoustic levitation/manipulation) and travel-
ing waves (e.g., Ultra-Tangibles [21]) are available. A comparison of these manipulation 
methods is shown in Table 4.1.

4.2.3.   Computational Potential Field

We propose a new implementation concept – computational potential field (CPF). We 
use the term “potential fi eld” in a narrow sense: a scalar fi eld that gives a force vector 
fi eld working on a given object. Then CPF is defi ned as a potential fi eld determined by 
some physical quantities controlled by a computer that can suspend and move objects 
in the real world. To the best of our knowledge, all conventional research on noncontact 
manipulation can be classifi ed as CPF. All studies in the area employ CPFs as “invisible 
strings” to manipulate real objects. In these implementations, the objects have no actua-
tors and only fl oat in air according to the spatiotemporal changes of the CPF.

4.2.4.  Acoustic Manipulation

Several studies have been conducted on manipulation using ultrasonic waves. For ex-
ample, Ultra-Tangibles [21] utilizes the acoustic radiation pressure of traveling waves from 

Table 4.1:  Comparative table of manipulation methods.

[71]

[88]

[18]
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the surrounding ultrasonic-phased arrays. Marshall et al. demonstrated 2D manipulation 
of lightweight spherical objects. Another method – acoustic levitation/manipulation – uti-
lizes ultrasonic standing waves. A bolted Langevin transducer (BLT) is used together with 
a refl ector to trap objects in water and levitate them in air [71][79]. Opposite BLTs were 
used to manipulate objects in a 1D direction along the acoustic beam [71][77]. Acous-
tophoretic transport [80] and lapillus bug [23] move the object along a 2D plane with a 
transducer array and a refl ector plate. Here we extended acoustic manipulation methods 
to move objects in a 3D space with opposite transducer arrays and propose the applica-
tion of this method.

In this project, we aim to describe the extension and application of acoustic levitation and manipulation 
to the fi elds of CG and HCI. One diff erence between our proposal and conventional methods in the 
area is that we control the shape of the beams. Furthermore, multiple objects can be lev-
itated and manipulated together in a 3D space using our method. Our system can also 
make a dot matrix display in mid-air. These diff erences from related research are depict-
ed in Figure 4.3. The limitations of our system are described in Section 4.6.

4.2.5.  Passive Mid-air Screens

Studies that have been conducted on dealing with mid-air screens are listed. Many im-
age-projection technologies have been investigated. The systems proposed by [46][47] 
use fog as a screen and the one by [82] uses dust-like particles as a screen. These tech-
nologies display images in air by utilizing the diff usion property of fog and dust. [49] has 
developed a screen that uses falling water drops in air. Utilizing their lens-like property, 
images are able to be projected onto them. Multilayer water-drop screens are created in 
air and images corresponding to the spatial position of the water drops are projected by 
synchronizing the projector with the water bulbs. In the aspect of passive fl oating display 
using water, there is [83]which is the display aimed to realize ambient display. Our study 

Figure 4.3:  The differences in acoustic manipulation approaches. (Conventional 
Approaches) (a) Simple standing wave levitation. (b) 2D manipulation of small par-
ticles with transducer array. (Our approaches) (c) 3D manipulation using opposite 
phased arrays. (d) 3D manipulation and deformation of Acoustic- Potential Field

This Project
1D[88] 2D[81][23]
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differs from these studies in the spatial control and selectivity of the available material, 
and can also expand these passive screen approaches.

4.2.6. Volumetric Displays and Screens

Studies directed toward controlling the spatial position of an active screen and dis-
play are also being actively pursued. There are two kinds of the studies; one aimed to 
achieve multi-perspective 3D image and the other aimed to realize deformation of plan-
ner screens for haptic and/or other purposes. Multi-perspective 3D display is a popular 
topic in computational display areas. We would like to cite several researches from the 
viewpoint of volumetric display. [84] constructs 3D images with a rotated mirror and pro-
jection. [85] achieves 3D images by rotating a vertical diffuser plate and projection. [86] 
is glasses-free light field display using volumetric attenuators. On the other hand, there 
are researches that focus on the dynamic deformable screen and display. For example, 
the deformable actuated screen “Project FEELEX” [9] constructs 3D forms on the screen 
surface using an actuator array set under the screen. LUMEN, proposed by [44], is com-
prised of actuated dot-matrix light-emitting diode (LED) – physical pixels showing RGB 
and H (height). [15] has proposed an interactive deformable screen, called ”inForm,” that 
handles and/or interacts with other objects. A noncontactly-actuated deformable screen 
(we described chapter 2) [22] employs an ultrasonic-phased array to deform a colloidal 
screen. This project differs from these screens and displays in that it allows for 3D manip-
ulation and levitation. Moreover, we can use various materials as volumetric pixels. While 
there is a 3D solution [87] that uses a plasma 3D volumetric display, our approach is dif-
ferent from it because of the fact that volumetric pixels are touchable in our approach.

4.3. Acoustic-Potential Field Generator
In this section, we describe the theory of our acoustic-potential field generator. It consists 
of ultrasonic-phased arrays surrounding the workspace. First, we explain how to make a 
focal point/line with an ultrasonic-phased array. Then, we describe the distribution of the 
ultrasonic-acoustic-potential field.

4.3.1. Ultrasonic-Phased Array

The acoustic-potential field generator consists of multiple modules of ultrasonic-phased 
array. Each module has hundreds of ultrasonic transducers and controls each separate-
ly with adequate time (or phase) delays. We employ a similar setup both to levitate and 



79

manipulate small particles and to generate the potential distributions.  In this project, we 
use this setup to generate not only a single focal point, but also other distributions of 
ultrasound, e.g., multiple focal points [68] and a focal line. In the following sections, we 
explain how to generate the focal point and focal line. Their spatial distributions are also 
shown.

4.3.1.1.  How to Generate Focal Point

A focal point of ultrasound is generated as follows. The time delay ∆tij for the (i, j)-th trans-
ducer is given by:

where l00 and lij are the distances from the focal point to the (0, 0)th (reference) and the 
(i, j )-th transducers, respectively. c is the speed of sound in air. The focal point can be 
moved by recalculating and setting the time delays for its next coordinates.

It has been theoretically and experimentally shown that the spatial distribution of ultra-
sound generated from a rectangular transducer array is nearly sinc-function-shaped [29]. 
The width of the main lobe w parallel to the side of the rectangular array is written as

where λ is the wavelength, R is the focal length and D is the length of the side of the 
rectangular array (Figure 4.4). This equation implies that there is a trade-off  between spa-
tial resolution and the array size.

4.3.1.2. How to Generate Focal Line

A focal line of an ultrasound is generated in a similar manner with variation in the target 

Figure 4.4:  Phased array with side length D and focal length R.

Δtij = (l00 − lij ) / c (4.1)

(4.2)w = 2λR
D
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coordinates. In this case, the time delay ∆tij for the (i, j)-th transducer is given by:

where l0j and lij are the distances from the j-th focal point to the　(0, j )-th and the (i, j )-th 
transducers, respectively, i.e., each column targets its own focal point (Figure 4.6). The 
thickness of the focal line is w, as defined in Eq. (4.2) above. The peak value of the am-
plitude of the focal line is lower than that of the focal point because the acoustic energy 
is distributed over a broader area.

4.3.2. Acoustic-Potential Field

The principle of acoustic levitation was mathematically explained by [70] and [74]. When 
a small sphere is in an acoustic field, the potential energy U [J/m3] of an ultrasonic stand-
ing wave is expressed as

Ka and Pa here are the kinetic and potential energy densities of ultrasound, respectively. 
<> is the time average. B is given by 3(ρ− ρ0)/(2ρ + ρ0), where ρ and ρ0 are the densities 
of a small sphere and the medium, respectively. γ is given by β/β0 where β and β0 are 
the compression ratios of the small sphere and the medium, respectively. The force F [N] 
acting on a sphere of volume V is given by F = −V ∇U . In the following, we show the po-
tential fields for a focal point and a focal line.

4.3.2.1.Focal Point

A narrow beam of standing wave is generated in the vicinity of a focal point when two 
phased arrays are set opposite each other and generate the common focal point (Figure 
4.5). The length of the standing wave depends on the focal depth.

We assume an ultrasonic standing wave along the z-axis. Its sound pressure p is written 
as

where A is the root mean square (RMS) amplitude, g(x, y) is the normalized cross-sec-

Δtij = (l0 j − lij ) / c (4.3)

U = −B〈Ka 〉 + (1−γ )〈Pa 〉 (4.4)

p = 2Ag(x, y)cos 2πz
λ

⎛
⎝⎜

⎞
⎠⎟ e

− jωt (4.5)
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tional distribution of the ultrasonic beam, and ω is the angular velocity. By defi nition, Ka 
　　 and Pa　　 where u= 　　　is the particle velosity. In the beam of standing wave, 
Then U is written as

As we mentioned above, it has been theoretically determined that the distribution of the 
focal point g(x, y) generated by a rectangular transducer array can be approximated by a 
sinc function [29].

where the two-dimensional sinc function sinc(x,y) is defi ned as sin(x)sin(y)/xy.

Figure 4.7 shows the potential energy distribution based on Eqs. (4.6) and (4.7) for y = 0. 
It is assumed here that the sphere is made of polystyrene and the medium is air. Hence, 
ρ = 1 × 103 kg/m3, ρ0 =1.2kg/m3,β=2.5×10−10 Pa−1,and β0 =7.1×10−6Pa−1 acoustic axis of 
the ultrasound beam at its nodes. Figure 4.7 (b) and (c) show the particles levitated and 
animated in this potential fi eld.

Figure 4.5:  Opposite phased arrays, focal points, and standing wave. 
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4.3.2.2.  Focal Line

A sheet beam of standing wave is generated in the vicinity of a focal point when four 
phased arrays surround the workspace and generate focal lines at the same position. 
This acoustic fi eld is described as two beams of standing waves that overlap perpendic-
ular to each other.

We assume an ultrasonic standing wave parallel to the x and z axes. Its sound pressure 
p is written as:

Then U is written as:

Figure 4.8 shows the potential energy distribution based on Eq. (4.9) for y = 0 under the 
same conditions as in Section 4.3.2.1. The potential fi eld has equally spaced local mini-
ma. This is used to create a dot matrix of small particles.

4.3.3.  Setup Variations

The intensity of the suspending force depends on the direction of the acoustic beam rel-
ative to gravity. Here, we derive and compare two extreme situations of a narrow beam: 
a vertical and a horizontal setup. The axial force Fz counters gravity in the vertical setup 
(Figure 4.9 (a)) and the radial force Fx in the horizontal setup (Figure 4.9(b)). For simplicity, 

Figure 4.6:  Generation of focal line.
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we assume B ≈ 3/2 and γ ≈ 0, because ρ>>ρ0 andβ<<β0 for our case.

First, the radial force Fx parallel to the x-axis through the center of a node is obtained as:

The maximum value of Fx/Vg is 5×10 kg/m at x≈−0.2ω, where g = 9.8 m/s2 is the gravi-
tational acceleration and A = 5170 Pa. This means that a material can be levitated by Fx 
if its weight density is smaller than this value. For example, the weight density of poly-
styrene is approximately 1 × 103 kg/m3. Second,the axial force Fz along the z-axis is ob-
tained as:

Figure 4.8:  Potential field in the vicinity of the intersection of the ultrasonic 
sheet beams.

Figure 4.7:  (a) Potential fi eld in the vicinity of the focal point of the ultrasonic beam. (b) Small particles captured by 4000-fps 
high speed camera (200x magnifi ed). (c) Small particles trapped in potential fi eld.
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The maximum value of Fz /Vg is 3.63×104 kg/m3 at, for example, z = λ/8. The maximum 
value of Fz is 7.3 times larger than that of Fx, as derived above. This estimation agrees 
with the report that lateral restoring forces are approximately 10in the direction of the 
main sound beam [88], and explains why Fz, rather than Fx, was primarily used in con-
ventional studies.

In this project, we can also utilize Fx to levitate objects because we have sufficient 
high-amplitude ultrasound owing to phased arrays. Note that not only the weight density 
but also the size and shape of the objects are important factors to determine if they can 
be trapped in the nodes.

4.3.4.  Frequency and Size of Floated Objects

The node size depends on the frequency of the ultrasound and determines the allowable 
size of the fl oated objects (Figure 4.10 (a)). The interval between the nodes is λ/2 and the 
size of the node is λ/2 by the width of the ultrasonic beam w. For example, λ/2 = 4.25 
mm when we select 40 kHz. The frequency should be determined according to the in-
tended application. Note that this is a rough standard, and that objects larger than the 
node size can be levitated if the protrusion is small/light enough to be supported by the 
suspending force (Figure 4.10 (b)). By animating the focal point, we can animate object 

Figure 4.9:  The force against the gravity. (a) Vertical setup. (b) Horizontal 
setup.
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trapped in standing waves (Figure 4.10(c)).

4.3.5.  Shape of Potential Field

We have discussed two types of potential fi elds above: a focal point and focal line. Note 
that phased arrays control transducers individually and can generate other distributions 
of potential fi elds, such as multiple beams. The arrangement of the phased arrays can be 
used to design the shape of the potential fi eld. Figure 4.11 shows examples of the com-
putational acoustic-potential fi eld, where the particles indicate the local minima (nodes) of 

Figure 4.10:  (a) Node size vs. frequency of ultrasound. White circles show particles in various diameter. (b) Floating paper 
models fabricated by laser cutter. (c) Scoop up and vertical manipulation of particles

Figure 4.11:  Multiple beams and diff erent shapes of potential fi eld. (a) Dot by a pair of phased arrays. (b) Line by a pair 
of phased arrays. (c) Cross by two pairs of phased arrays. (d) Triangle by three phased arrays. (e) Square (with multiple 
beams) and (f) dot-matrix (with wide beams: focal line described in 4.3.2.2) by two pairs of phased arrays.

(c)
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the potential fi elds.

4.4.   Implementation and Evaluation
In this section, we describe the implementation of the acoustic potential fi eld generator 
that consists of phased arrays. We then show the results of the experiments and the 
measurements of the acoustic-potential fi eld generator.

4.4.1.  Phased Array Modules

We developed our manipulation system with four modules of phased array [55], as 
shown in Figure 4.12. The surrounded area is 520 × 520 mm2. We placed the phased ar-
rays facing each other. We have two options of phased arrays with diff erent frequencies 
(40 and 25 kHz; Table 2). The position of the focal point is digitally controlled with a res-
olution of 1/16 of the wavelength (approximately 0.5mm for the 40-kHz ultrasound) and 
can be refreshed at 1kHz. The 40-kHz phased array consists of 285 transducers (10mm 
diameter, T4010A1, Nippon Ceramic Co., Ltd.) arranged in a 170 × 170 mm2 area. The 
sound pressure at the peak of the focal point is 2585 Pa RMS (measured) when the fo-
cal length R = 200 mm. The 25-kHz phased array consists of 100 transducers (16-mm 
diameter, T2516A1, Nippon Ceramic Co., Ltd.). The sound pressure at the peak of the 
focal point is 900 Pa RMS (estimated) when the focal length R = 200 mm. Using 25-kHz 

Figure 4.12:  Phased arrays. (Left) 40 kHz and 285 pcs. (Right) 25 kHz and 100 pcs.

Table 4.2: 40-kHz and 25-kHz ultrasonic phased arrays.
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phased arrays, the suspending force is much smaller while the size of the focal point is 
larger. In this study, we primarily use 40-kHz phased arrays to obtain a larger suspending 
force.

The size and weight of a single phased array are 19×19×5 cm3 and 0.6 kg, respectively. 
It consists of two circuit boards. One is an array board of ultrasonic transducers and the 
other is a driving board, including an FPGA and push-pull amplifi er ICs. These boards are 
connected to each other with pin connectors. The phased array is controlled by a single 
PC via USB. The control application is developed in C++ on Windows (Figure 4.13). The 
PC sends the data, including the coordinates of the focal point and output intensity, to 
the driving board. The driving board receives the data, calculates adequate time delays 
for each transducer based on Eqs. (4.1) or (4.3), and generates the driving signals. The 
driving signals are sent to the transducers via the amplifi ers. Modifying the time-delay 
calculation algorithm changes the distribution of the acoustic-potential fi eld. The output 
intensity is varied using pulsewidth modulation (PWM) control of the driving signal.

Figure 4.13:  (a) System overview. (b) Diagram of data-flow. (c) Control of focusing (or 
distribution of acoustic potential fi eld) and output　intensity.
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4.4.2.  Control Methods 

We detail here our control method using the APF to manipulate levitated objects. The 
narrow beams, or sheet beams, of standing wave are generated in the vicinity of a single 
target point in our current setup. The APF changes according to the movement of this 
target point and then moves the levitated objects. Note that all the levitated objects are 
moved together in the same direction in this control method.

The movement of the target point should be as continuous as possible to keep the ob-
jects levitated. If the distance between the old and new target points is large, the levitat-
ed objects cannot follow the change in the APF. Note that although the APF generator 
has a 0.5-mm spatial resolution and a 1-kHz refresh rate, the inertia of the levitated ob-
jects limits the speed of their movement. This capability is investigated in Section 4.3.2.

4.4.3.  Experimental measurements

4.4.3.1. Visualization of Beams

Here, we visualize the acoustic fi eld by placing dry ice near it. The air inside the ultrasonic 
beam is cooled and the moisture is frozen and visible. The micro-particles of ice gather at 
the local minima of the acoustic-potential fi eld. Figure 4.14 shows the ultrasonic beams 
of standing waves of 25 kHz and 40 kHz. In both cases, the interval between the nodes 
is λ/2.

Figure 4.14:  Visualization of ultrasonic beams by dry ice. (a) 25 kHz, (b) 40 kHz, and (c) 2D grid of 40 
kHz.
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4.4.3.2.Speed of Manipulation

We examined the speed of manipulation attained by the current setup by measuring the 
duration of the cyclical movement at diff erent frequencies. The test was conducted using 
expanded polystyrene spheres of diameters 0.6 mm and 2 mm. In each trial, a single 
particle was set at the third node from the intersection of the ultrasound beams along 
one of the acoustic axes (x-axis). All the directions of movement (i.e., x along an acoustic 
axis in which the particle is trapped, z along the other axis, and y perpendicular to both 
the axes) were tested. The focal length was set at 260 mm (Figure 4.15 (a)). The sound 
pressure was set to 70% of the maximum. The amplitude of the cyclic movement was 
15 mm. Figure 4.15 (b)–(d) shows the results. The points on the graph indicate the av-
erage fl oating time for the diff erent frequencies, and the bars indicate the maximum and 
minimum values. It can be observed that manipulation along the y-axis was more stable 
than along the other axes. We speculate that manipulations along the x and z axes tend 
to induce discontinuity in the ultrasound to change the focal length. Moreover, the graph 
shows that particles with diameter 0.6 mm are more stable than those with diameter 2 
mm at higher frequencies. This suggests that larger particles tend to fall from the nodes 
of a standing wave.

4.4.3.3.Workspace

We examined the size of the workspace in which the particles are suspended. The ex-
periment begins with the center position. Each beam has 14-19 nodes that are occupied 
by the particles. The experimental setup is shown in Figure 4.16. Figure 4.16 shows how 
a particle falls when the focal point moves to a more distant position. The x-axis shows 
the distance from the center and the y-axis shows the number of nodes that include par-
ticles with a 0.6-mm diameter.

The workspace was studied next. In the case of movement along one of the acoustic 
axes, the manipulated particles could approach the ultrasound array to within 60 mm, 
but dropped when the distance became smaller. In the case of movement perpendicular 

Figure 4.15:  (a) Experimental setup and results on speed of manipulation. (b) Parallel to x-axis. (c) Parallel 
to y-axis. (d) Parallel to z-axis.
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to the acoustic axes, the particles at the more distant nodes dropped earlier when they 
moved away from the center of the system. A particle at the intersection of the ultra-
sound beams dropped when it came to within 330 mm of the center.

4.4.3.4. Weight Capability

We examined the capability of levitation with various materials. We employed nuts made 
of several materials and sizes. We levitated them in the center of the node in the vertical 
and horizontal setup. The results are shown in Figure 4.17. The weight capability is cal-
culated from the size and density: vertical Fz can hold up to 1.09 g and horizontal Fx can 
hold up to 0.66 g. The relationship between the amplitude of the ultrasound and mass is 
also plotted in Figure 4.17.

While we concluded that our system can suspend up to 1.09 g and 0.66 g, there are 
other factors to be considered in addition to the weight of objects – namely, the shape of 
objects, the intensity of the ultrasound, and the geometry of the APF.

4.5.   Applications and Results
In this section, we discuss the application of the proposed method. First, we describe 
the characteristics of the method. We then outline the possible applications: graphics 

Figure 4.16:  Experimental results on size of workspace. Left graph shows movement along acoustic axis 
and right graph shows movement perpendicular to device plane.
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and interactions based on the acoustic potential field (APF) of wide/narrow ultrasonic 
beams.

4.5.1.  Characteristics

The levitation and manipulation method used in our study has several characteristics that 
can prove useful in graphics applications. These include

1. Simultaneous levitation and manipulation of multiple objects by modifi cation of APF

2. Rapid manipulation of levitated objects resulting in the production of persistence of 
vision

3. Only dimension and density limitations on levitating objects

In this project we introduced two options, wide and narrow beams. The wide beam is 
used for projection screens and raster graphics, whereas the narrow beam is used for 
the levitation of various objects and vector graphics. Furthermore, other applications – 
animation of real objects, interaction with humans, particle effects, and pseudo high-
screen resolution – can be implemented. Figure 4.18 shows a map of the applications 
placed according to their speed of motion.

4.5.2.  Graphic Application with grid-like APF

In this application, a 2D grid APF generated by wide beams, depicted in Figure 4.19, is 
used as a projection screen fl oating in mid-air. Moreover, raster graphics images are gen-

Figure 4.17:  Experimental results (nuts and ring washers). (Left) The horizontal axis shows the volumes 
and weights of objects. The vertical axis shows the normalized intensity of ultrasound. The upper and 
lower graphs show horizontal and vertical setup, respectively. The labels S, F, B, and P are Stainless, 
Iron (Fe), Brass, and PCB, respectively. (Right) Levitated objects (the objects marked with “x” were not 
levitated).
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erated when adequate particles are blown off .

4.5.2.1.  Projection Screen

Figure 4.19 shows a fl oating screen, with the 2D grid APF suspending small particles in 
all the nodes. The movement of the screen has a high refresh rate and high spatial reso-
lution. In our current prototype, the maximum control rate is 1 kHz, the distance between 
the particles is 4.25 mm, and 85 × 85 particles are held at the maximum. This kind of 
mid-air fl oating screen is applicable for use in areas such as entertainment, show win-
dows, and interior displays.

Conventional proposals include fog screens [46], water drop screens [49], and fog-fi lled 
bubble screens [51]. However, these are mid-air, passive projector screens. Our pro-
posed system diff ers from these in that the spatial position of our screen is controllable 
and the screen objects can be selected according to usage (e.g.. spatial interaction 
with screen, adjusting focus) (Figure 4.20 (b)). Our system can also expand conventional 
systems by, for instance, suspending water drops, holding fog particles, and controlling 
soap bubbles in the air.

Furthermore, the screen can be moved three-dimensional as well as manipulation and 
animation applications. There are two types of effects: The movement vertical to the 
screen results in volumetric expression and that parallel to the screen achieves pseudo 
high resolution.

4.5.2.2. Levitated Raster Graphics

Figure 4.20 (c) shows an example of raster graphics display. First, the APF suspends 
small particles in all nodes to the same extent as in Section 4.5.2.1. The system then 

Figure 4.18:   Application domain.
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adequately blows off  some of the particles and generates a raster image. This process 
is performed by an additional phased array, or air jet (automatic type or hand manipulat-
ed). These additional device can shooting down the particle in plain levitated screen. The 
accuracy of dropping particles is approximately 2 cm by phased array and a single pixel 
by air jet at close range. The control rate of movement and spatial resolution of pixels are 
the same as in Section  4.5.2.1. It took 30 seconds to generate the raster graphics in 
Figure 4.20(c) by hand manipulated air-jet shooter. 

There are several studies that focus on mid-air displays. For example, [87] is a 3D vol-
umetric display based on laser-excited plasma that generates an image consisting of 
luminous points. Our system diff ers from this to the extent of non-luminous and physi-
cal-material pixels. A projector or laser plasma projector is not necessarily needed and 
the natural appearance of a real object is used as an expression. The availability of a 
non-luminous mid-air display in addition to a conventional luminous mid-air display is 
useful for design contents and installation.

4.5.3.  High-Speed Animated APF

We focus here on a cross APF generated by the narrow beams shown in Figure 4.11 (a)–
(c). By changing the spatial position of the nodes of the APF (either points or lines), the 

Figure 4.19:  Mid-air screen with projection (showing SIGGRAPH logo, S, I, G, G, R, A, P, and H). This 
fi gure is taken separatedly and after that we merged into one fi gures. This fi gure is realized by fl oating 
screen fi lled with particles (particle is fl oating in dark part of this fi gure) and we projected image on it.

Figure 4.20:  (a) Mid-air screen with another projection (“Star”). (b) Mixture of objects of different sizes 
(a detailed image is projected on larger particle). (c) Physical raster graphics (showing “A”). (d) Setup of 
mid-air screen and physical raster graphics.

5th phased array
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Figure 4.22: (a) Manipulation Interfaces (b) coordinates 

levitated objects are moved. The movement is fast enough to turn the trajectories of the 
objects into vector graphics based on persistence of vision.

4.5.3.1.  Physical Vector Graphics

By moving particles quickly, a vector graphics display is achieved based on persistence 
of vision. We used two types of particles as moving particles: 1-mm luminous paint-

Figure 4.21:  (a) Physical vector graphics (“heart”). shutter speed 1/20  (b) Physical vector graphics 
(“heart”) with 60 Hz strobe light. shutter speed 1/20  (c) Whale (hung by string) and surrounding 
particles. (d) Whale (hung by string) with projected spout.

(a) (b)

1cm

X,Y,Z position of focal point
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ed balls and 1-mm polystyrene particles. In the case of the luminous painted balls, we 
fi rst irradiated light onto the balls and then manipulated them quickly mid-air. The tra-
jectories are designed as a series of coordinates of control points, which are set up to 
1,000 points-persecond (operation frequency). As the results of the above experiments 
showed, the maximum speed of movement was 72 cm/s. This speed is enough to pro-
duce persistence of vision. Figure 4.21 (a) and (b) show the results.

Research has been conducted on long-exposure photographs of LED lights [78] and 
LED-decorated quad-copters [66]. However, our study diff ers from them in that vector 
graphics in mid-air are rendered in real time and non-luminous images are obtained with 
polystyrene balls. One of the merit of our approach can be available to operate in a short 
distance with human.  Laser-excited plasma [87] is dangerous to human body.　

Figure 4.23:  Animation and Interaction. (Left) With IR based motion capture 
system. (Middle and right) interaction with fl oated materials.
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4.5.3.2. Physical Particle Eff ects

The movement of the APF produces not only vector graphics, but also particle eff ects in 
the real world (Figure 4.21 (c)). The temporal change in the APF aff ects the trajectories of 
falling particles, and the trajectory changes of multiple particles visualize the APF change. 
The speed of the movement is the same as in Section 4.5.3.1.

4.5.4.  Animation and Interaction

Both 2D grid and cross APFs off er animation of levitated objects and/or interaction be-
tween users and levitated objects. Our study animates “passive” and “real-world” objects 
based on a noncontact manipulation method (Figure 4.23). We combined our levitation 
and manipulation setup with an IR-based motion capture system. When we levitated and 
manipulated small retro-refl ective balls, all the balls were tracked by the motion capture 
system. Results are shown in Figure 4.23 (Left), in which we used a single 1-mm ret-
ro-refl ective ball and levitated it.

Another motion capture setup was developed with Kinect. In this setup, users are de-
tected without any attachments on their bodies and the levitated objects are controlled 

Figure 4.24:  Setup variation. (a) 25 cm × 25 cm. (b) 52cm × 52 cm. (c) 20cm × 20 cm. (d) 100 × 100 cm.
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Figure 4.25: Time-series photographs of animation of a floated 
ob- ject (0.25-W carbon resistor).
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according to the motion of the users’ hands. An illustration of its use is given in Figure 4.23 
(Right).

4.6. Discussions
4.6.1. Limitations

4.6.1.1.Material Limitation

There are two factors to consider when choosing objects to manipulate: dimension and 
density. The allowable dimension is determined by the geometry of the APF and the al-
lowable density of the material is related to the intensity of ultrasound. In Section 4.4, the 
maximum density of a levitated object is theoretically derived as 5 × 103 kg/m3. Exam-
ples of materials that satisfy this condition include light metals and liquids. As described 
in Section 3, the size limitation (the size of nodes) is determined by the frequency of ul-
trasound: 4.25 mm for 40 kHz and 6.8 mm for 25 kHz. A lower frequency leads to larger 
size. Internal force is also an important factor in selecting the material. For example, the 
electrostatic force determines the maximum number of particles that can be trapped in a 
single node. The surface tension of the fluid determines the size of the droplets that can 
be levitated. Further, the shape of the levitated object is limited by the shape of the node.

4.6.1.2.Sustainability of Suspension

Three factors determine the sustainability of the suspension: the heat condition of ultra-
sonic devices, oscillation of objects inside the nodes, and acceleration in vector graphics. 
In this section, descriptions of the factors and the ways to cope with them are provided.

The difference in the heat condition of the ultrasonic devices causes a single standing 
wave to affect the sustainability of the suspension. The temperatures of devices are 
equivalent prior to them being turned on. When they are turned on, their temperatures 
gradually increase because of the heat generated by amplifier ICs whose characteristics 
are not fully equivalent. When there is a difference in temperature, the operating frequen-
cies of the controlling circuits differ. The frequency difference causes transportation of the 
nodes and the levitated objects fall off when they reach the edge of the localized stand-
ing wave. The cooling and maintenance of the temperature balance of the devices is one 
treatment. Another is to adjust phase delays based on feed-forward or visual feedback 
control.

Oscillation of levitated objects is another factor to be considered. When some kind of 
fluctuation occurs on the object, it suffers the restoring force from the potential field. If 
the intensity of the ultrasound is too high, the oscillation grows and finally exceeds the 
node of the potential field. The oscillation is restrained by decreasing the intensity of the 
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ultrasound keeping it suspended.

When moving levitated objects, the acceleration acts to throw them off the nodes. This 
determines the possible shapes and sizes of the physical vector graphics. Increasing the 
intensity of ultrasound at sharp curves would elongate the drawing time and expand the 
variation of physical vector graphics.

In practice, it is acceptable in many cases to refill objects into the APF if necessary.

4.6.2. Scalability

In this sub-section, we discuss the scalability of our method in terms of the weight and 
size of objects, the speed of movement, and the number of control channels.

Weight

The intensity of the ultrasound radiated from a single phased array is in proportion to the 
number of transducers. More transducers enable us to levitate heavier objects. Increas-
ing the number of transducers results in other benefits in addition to higher intensity. One 
such benefit is a larger workspace keeping the size of the focal point. Another is smaller 
dispersion of the phase delay characteristics, which leads to more accurate generation 
and control of the acoustic field.

Size

In Section 6.1, we stated that the size of the object is limited by the frequency. In order 
to retain its non-audible property, an ultrasonic wave down to 20 kHz (the maximum fre-
quency that humans can sense) is available. We then have a scalability limit of up to 8 
mm.

Speed

The maximum manipulation speed of physical vector graphics is 72 cm/s, as mentioned 
above. Because the workspace is fixed, the acceleration needed to accelerate the object 
to a given speed is available with a higher intensity of ultrasound.

Multiple controls

In a single wide/narrow acoustic beam of a standing wave, all the levitated objects are 
manipulated together. Multiple beams are generated, for example, by separating a single 
phased array into several regions and controlling them individually. In this way, we can 
also control multiple clusters of objects individually.
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Degree of Freedom

Our manipulation system and floating screen system can manipulate in 3DOF. We can 
bring particles or floating screen to three dimensional position. However we can not ro-
tate the particles or floating screen and we can not generate the complex graphics using 
only four phased arrays (making raster graphics requires additional equipments to shoot 
down the particles)

4.6.3. Setup Variations

Our system has a wide range of setup variations at this stage, from 20×20 cm2 to 100 
cm2. Larger setups will be possible in the future with larger ultrasonic devices. Figure 4.24 
shows the setup variations.

4.6.4. Computational Potential Field

In Section 2.3, we introduced the concept of Computational Potential Field (CPF), which 
is the source of a noncontact force. This concept not only explains various noncontact 
forces (such as acoustic, magnetic, and pneumatic) in a unified manner but also serve as 
a platform for discussing and designing noncontact manipulation in the future. This frees 
us from specific physical parameters, such as sound pressure, magnetism, and airflow, 
and allows for discussions based on the divergence, the rotation, the response speed, 
and the wave/diffusion characteristics of the CPF.

4.7. Conclusion and Future Work
In this chapter, we reported on a study conducted to expand “graphics” from the digital 
world to the real world. In the study, 3D acoustic manipulation technology is used to turn 
real objects into graphical components. The method has wide-ranging applications, such 
as mid-air projection screen, raster graphics, vector graphics, and real-object animation, 
with millimeter-sized objects. We implemented these applications using the current ver-
sion of ultrasonic phased arrays, conducted experimental evaluations, and demonstrated 
the capabilities of the system. To aid in the explanation of our approach, we also intro-
duced the concept of “computational potential field,” which has the ability to unify all the 
noncontact manipulation technologies.
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5.Discussion

The implementation of programmable matter by Computational Acoustic Fields pro-
vides both advantages and drawbacks. In this section, we discuss the results, trade-
offs, and limitations of Computational Acoustic Fields, and present some ideas for 
future work.

5.1. Implementation Result
The implementation results are reasonable, and they agree with our theoretical ex-
pectations. In conventional studies, a single field is used for each purpose. We be-
lieve it is important to select from a variety of fields according to the specific purpose. 
Specifically, in acoustic fields, we can utilize several characteristics such as radiation 
pressure, standing waves, capillary waves, and squeeze film effects. 

In this research, we employed an acoustic generator to actuate light materials (e.g., 
soap bubbles, material sticker, plastic beads). If we need to actuate heavier materi-
als, this should be replaced by a magnetic or other generator. 

In chapters 2 and 4, we employed a noncontact method for actuation, and in chap-
ter 3 we employed a semi-contact method. The noncontact method provides less 
force than the contact technique. We must therefore choose the means of actuation 
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carefully.

5.2.  Notations in the Use of Computational Fields
In conventional studies, the computational magnetic fi eld was employed in tangible 
applications. Theoretically, the computational magnetic field requires intermediate 
objects to be used as UIs, because humans are not sensitive to magnetic fi elds. The 
magnetic fi eld can provide powerful actuation, and this means the design of objects 
has a large degree of freedom, from iron sand to metallic balls.

In this thesis, we employed computational acoustic fi elds. In such fi elds, we must 
take account of the audible sounds that radiate from the envelopes of ultrasound 
waves. In addition, high-amplitude ultrasound can be harmful to human ears. These 

Figure 5.1: Metaphor of this research

Figure 5.2:  Calm actuation of abacus by separated acoustic phased arrays

Acoustic
Radiation 
Pressure
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issues should be considered in the design of applications.

5.3. Calmness of Field Oriented Actuation
Our concept of Computational Fields covers noncontact and semi-contact actuation 
technologies that conceal the actuators from human sight and increase the program-
mability of the actuation of matter. We believe this is a worthy contribution the reali-
zation of Calm Technologies.

We believe field-oriented programmable matter is a useful concept in the develop-
ment of Calm Technologies from the aspect of interface selectivity. We employed 
non-digital materials to bring about actuation (modifying the haptic texture and lev-
itating objects in the air in chapters 3 and 4, respectively). These are examples in 
which non-digital materials turn into programmable matter.

One of the drawbacks of noncontact actuation is that the efficiency of energy trans-
mission is lower than that of conventional contact-based methods. In spite of this, 
the absence of bulky mechanical systems in the workspace is a large advantage of 
the noncontact actuation technologies from the viewpoint of calmness (Figure 5.2).

5.4. Drawbacks and Advantages
As we have pointed out above, one of the drawbacks of Computational Fields is 
the inefficiency of energy transmission. Another drawback is the interference among 
neighboring systems due to excessive radiation.

The advantages are the programmability and calmness. Applications that combine a 
Generator and Matter are reusable in future systems that use the same combination. 
Moreover, users naturally concentrate on Matter, because Fields are invisible and 
Generators are hidden or remote from the users.

5.5. Contribution of this framework
This thesis proposes a long-term vision of Computational Fields, and has described 
three prototypes that utilize Computational Acoustic Fields. Conventional studies 
on interactive techniques usually report new methods or results based on various 
different technologies. Our concept provides a framework to compare these studies 
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(Figure 5.1). Furthermore, our framework potentially includes all fields, other than 
noncontact or semi-contact forces, from odor distributions to gravity, for when future 
technologies have matured. A mutual understanding and interaction between various 
technologies and phenomena may provide us with new insights (Figure 5.1). The 
contribution of this study is similar to the exploration of a new star map in which to 
study, compare, define, and design things. It will also reduce the time consumed in 
designing, implementing, and theoretically describing new studies by referring to pre-
vious knowledge described in the common manner of Computational Fields.
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6.Conclusion

In this thesis, we applied Computational Fields to realize the malleability of Computer 
Graphics (e.g., programmability of optical states, shapes, haptic states, and 3D po-
sitions) in real-world objects. The common feature of these studies is that actuated 
objects do not have actuators and are driven by Computational Fields. These are 
examples of how to implement field-oriented programmable matter in the pursuit of a 
graphics-based approach.

This thesis has a three-layered hierarchical structure. At the top layer, we introduced 
the concept of Computational Fields, in which fields of physical quantities are con-
trolled by computers to alter the real world. This concept is useful to summarize re-
search on field-oriented programmable matter (environmental actuation). 

In the middle layer, we focused on noncontact actuation technologies that have not 
been discussed from the viewpoint of fields. We listed and compared noncontact 
actuation technologies. 

In the bottom layer, we implemented three prototype systems for noncontact actua-
tion based on acoustic fields: Optical Control of Colloidal Screen (chapter 2), Haptic 
Transformation (chapter 3), and Acoustic Manipulation (chapter 4). These prototypes 
expand current graphics approaches, and can be applied in UIs, displays, computer 
graphics, and entertainment computing. 

In chapter 1, we introduced the concept of Computational Fields to summarize re-
lated work on environmental programmable matter. Then, we provided a survey 
of related work and a formulation of actuation methods. After that, we introduced 
Computational Acoustic Fields and described their characteristics. Computational 
Acoustic Fields have no limitation on the selectivity of actuation material, and have an 
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actuation range on the μm–cm order. For these reasons, we chose Acoustic Fields 
to realize programmable matter via environmental actuation.

In chapter 2, we described an optical programmable screen whose view angle is 
programmable from 2–175°. Conventional studies on screens with dynamic optical 
properties have not explored applications combined with projected images. Our re-
sults overcome the limitations on screen characteristics, enabling us to change the 
optical characteristics and shape of the screen. Our results are applicable to various 
expressions (e.g., 3D expression, BRDF material expression) by controlling the view 
angle dynamically. 

In chapter 3, we developed a haptic modification system that can modify uneven 
surfaces by up to 50 μm by controlling the thickness of the squeeze film effect. This 
project explored the design space around the haptic modification of real world tex-
tures via the squeeze film effect. For this purpose, we developed a transducer and a 
resonance tracing system that matches the amplitude of vibration against the user’s 
touch. This technology is applicable to new material samples that can modify their 
haptic characteristics.

 In chapter 4, we presented an acoustic levitation method that can levitate objects of 
up to 1 g (7.8 g/cm3). This method can move particles and small objects at up to 72 
cm/s. We expanded standing wave-based acoustic manipulation to 3D manipulation 
by employing ultrasonic phased arrays instead of a single transducer. The manipula-
tion workspace was expanded to one million times that of conventional studies. We 
explored the design space of this manipulation method with an emphasis on graph-
ics applications. Our results are applicable to levitated displays and the animation of 
physical objects. 

In chapter 5, we described the general drawbacks and limitations on the use of 
Computational Acoustic Fields. We discussed the calmness of our actuation meth-
ods and the contribution of the proposed framework.

We believe that these prototype systems and methods obtained by Computational 
Acoustic Fields will contribute to expanding graphics expressions, and will be appli-
cable to UIs, displays, computer graphics, and entertainment computing.
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