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Abstract

Mixed reality (MR) concept has been proposed to extend the features of everyday

objects with the visual images. The goal of MR interactions is to provide high sense

of reality from a seamless connection between visual images and physical objects.

Despite the progress of display technologies, however, in current MR interactions,

it is still a big challenge to realize glass-free systems for multiple users that allows

users to manipulate physical objects superimposed with visual images. Therefore,

this thesis focuses on visual presentation in the 3D space and implementation of MR

interactions in the real world space.

From the property of MR interactions, this thesis gives importance to manipu-

lation for physical objects and the number of viewing zones of visual images as two

criteria for designing MR interactions. Based on these two criteria, a 2⇥2 matrix

for MR interactions is proposed with providing four kinds of MR interactions: MR

showcases for a single user, MR showcases for surrounding users, MR interface for

a single user, and MR interface for surrounding users. The goal of this thesis is to

design and implement optical systems that form layered mid-air images in 3D space

and superimpose them directly onto physical objects. The proposed optical designs

are applied to three glasses-free MR interactions to complete the matrix. The main

contribution of this thesis is to implement and validate the optical designs through

three glasses-free MR interactions.

In Chapter 3, MRsionCase is proposed as an MR showcase for surrounding users,

which can superimpose two layered mid-air images onto a physical exhibit. The use

of DCRA solves the limitations of virtual images by forming a real mid-air image

immediately next to the physical object. Its symmetric optical design can provide

visual images with four separate viewing zones so that users can see the image from

di↵erent directions, front, back, left, and right. In each direction, two layers of mid-
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air images are formed and sandwich the physical object to express correct occlusion

between the images and the physical object.

In Chapter 4, MARIO is implemented as an MR interface for a single user, which

enables a direct interaction between physical objects and a mid-air image. From the

combination of a real imaging optics and linear actuator, the optical design of MARIO

can form a mid-air image in the range of 350 (W)⇥300 (D)⇥250 (H) mm. The position

of mid-air image can be moved back and forth along the depth direction. An artificial

shadow is cast below the mid-air image and provides a high sense of reality. Thus,

users can see and interact with the mid-air character in this 3D space without any

interruption.

In Chapter 5, HoVerTable is developed as MR interface for surrounding users,

which combines horizontal image projection and dual-sided vertical images. Two

layers of vertical mid-air images are formed on the tabletop surface and superim-

posed onto physical objects as MRsionCase. Each vertical image layer provides view-

dependent images to two facing users. The optical design combines real imaging optics

with di↵usion control film to provide vertical and horizontal images with a compact

design. With vertical mid-air images and horizontal image projection, HoVerTable

extends the display area of conventional tabletop displays to vertical direction.

The optical designs proposed in this thesis can overcome the limitations in display

area of current displays with superimposing mid-air images onto physical objects for

glasses-free systems. Such glasses-free MR interactions will enable people to more

intuitively access visual information and finally enrich our information usage in ev-

eryday life.
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Chapter 1

Introduction

1.1 Background

The advances of computers and ubiquitous access to the Internet have changed our

usage of information. Especially, computers have changed their shapes and are

widespread in everyday life. Smartphones such as iPhone [1] have allowed people

to access the Internet and to obtain information anywhere and anytime. Novel dis-

play technologies also supported this change of computing experiences with presenting

visual images in various ways. People can see volumetric images as 3D objects with

stereoscopic displays. Wearable displays enable users to immerse in virtual environ-

ment that is constructed with visual images. In this way, visual information has been

closely connected with the real world.

From this background, mixed reality (MR) concept has been proposed to extend

the features of everyday objects with the visual images [2]. Figure 1.1 shows examples

of MR interactions. In MR interactions, visual images are displayed with physical

objects and provide additional information. Practical MR interactions have been

proposed and widely used for various purposes including navigation, instruction, and
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entertainment. With the aid of visual information, for example, people can easily

navigate their way and play a game with virtual characters in the real world.

(a) A navigation application (iOnRoad) [3]. (b) A game application (AR Cards by Nin-
tendo) [4]

Figure 1.1: Examples of MR interactions.

The goal of MR interactions is to provide high sense of reality from a seamless

connection between visual images and physical objects. To provide high sense of

reality, three consistencies in time, space, and illumination are required to be imple-

mented [10]. Among three consistencies, this thesis specifically focuses on geometrical

consistency that visual images are superimposed onto physical objects and displayed

in the same space.

Despite the progress of display technologies, however, in current MR interactions,

it is still a big challenge to realize glass-free systems for multiple users that allows

users to manipulate physical objects superimposed with visual images. Since the

positions of visual images are confined inside the physical displays or surfaces, the

images cannot exist in 3D space beyond the display. Therefore, this thesis focuses on

visual presentation in the 3D space and implementation of MR interaction in the real

world space.

Head-attached displays or 3D displays can provide visual images as if they exist

in 3D space, but users need to wear additional glasses to see the images. The author

believes that such limitations in imaging positions and usage of 3D glasses reduce the

intuitiveness and sense of reality in MR interactions. To overcome these problems,
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this thesis focuses on visual presentations in the 3D space and implementation of

glasses-free MR interactions.

1.2 Mixed Reality Interactions in the Real World

Space

Figure 1.2 shows the essence of MR interactions. MR systems present visual images

along with physical objects to connect the real world and the computers’ world. The

details on MR (e.g. goals, important issues) will be introduced in Section 2.1. MR

interactions have arisen from this combination between visual images and physical

objects.

Figure 1.2: The composition of MR interactions.

In MR systems, people can interact with physical objects with various modalities.

Among the modalities, this thesis specifically focuses on the manipulation of physical

objects such as grab, move, and touch. This basic manipulation provides users with an

intuitive and familiar way to access MR system so that the manipulation of physical

objects is a critical factors in designing MR interactions.

Visual images presented in MR systems can be evaluated with several criteria such

as image quality, visibility, and viewing angles. However, this thesis puts emphasis

on the use of mid-air images without the need for special glasses. This enables users

to intuitively see the visual images in MR systems. For mid-air images, moreover,
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the number of viewing zones is an important factor than others since it determines

the physical range of MR interactions.

Based on these reasons, this thesis gives importance to manipulation for physical

objects and the number viewing zones of visual images as two criteria for designing

an MR interaction.

Figure 1.3 shows the two criteria, manipulation of physical objects and viewing

zone(s) of visual images, added to the essence of MR interactions. In this thesis, MR

interactions are implemented with a base on this two criteria.

Figure 1.3: Two criteria for MR interaction in the real world space.

1.2.1 Manipulation of physical objects

Physical objects have provided users with an intuitive way to interact with visual

images in the experience of MR applications. Users can see, point, touch, and even

move the objects with MR interactions. From users’ interaction with physical objects,

this thesis suggests that how users manipulate physical objects is an important criteria

for MR interaction designs.

Manipulation of physical objects are classified in two categories according to the

accompaniment of physical contact: indirect, and direct manipulation. Indirect ma-

nipulation represents the situations that users interact with physical objects without

physical contacts. For example, users see and/or point to physical objects without
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touching the objects. On the other hand, direct manipulation is for the situations

that users establish a physical contact with physical objects. Moving and touching

the objects can be considered as direct manipulations.

1.2.2 The number of viewing zone(s)

From the sense of providing users with visual images, MR interactions can be thought

as a display. Therefore, viewing zone of visual images provides a important factor to

design and evaluate MR interactions. Especially, this thesis focuses on the number of

viewing zone(s) of visual images in MR interactions. This is because the number of

viewing zone(s) usually determines (or sometimes limits) the number of users in MR

interactions.

(a) Single viewing zone. (b) Multiple viewing zones.

Figure 1.4: Examples of angle and the number of viewing zones.

Figure 1.4 illustrates examples of MR interactions providing di↵erent viewing

zones. A viewing zone of a visual image is defined as a maximum range where a user

can see the image with a continuous movement of viewing positions. Gray regions

represent a viewing zone of visual images of MR interactions when visual images are

displayed from the center of each circle. A viewing zone of visual images can be

expressed with the angles and the number. As shown in the figure, viewing zones are

classified into two categories according to their number: single and multiple. In this
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thesis, the number of viewing zone(s) provides another criterion for implementation

of MR interactions.

Based on these two criteria, a 2⇥2 matrix for MR interaction is proposed as

Table 1.1.

Table 1.1: Matrix of glasses-free MR interactions in this thesis.
Single

viewing zone
Multiple

viewing zones
Indirect

manipulation
MR showcases
for a single user

MR showcases
for surrounding users

Direct
manipulation

MR interfaces
for a single user

MR interfaces
for surrounding users

As for physical objects, indirect manipulation enables users to see and point the

physical object with the MR interaction. Such interactions can be realized by MR

showcases which display physical exhibits. On the other hand, direct manipulation

of physical objects can promote user to touch and move physical objects in the MR

interaction. These interactions propose MR interfaces that users can handle visual

information with physical objects.

The number of viewing zones determines the number of users of MR interactions

with controlling viewing range of visual images. For example, MR interactions with a

single viewing zone are more suitable for a single user’s usage with providing a focused

viewing range. Multiple viewing zones, on the other hands, can users to surround the

MR interaction and see the visual images from multiple directions.

Therefore, in this thesis, MR interactions are classified to four categories which are

MR showcases for a single user, MR showcases for surrounding users, MR interface

for a single user, and MR interface for surrounding users.

MR interactions using head-attached displays or portable displays can usually

realize both direct manipulation and multiple viewing zones. However, for glasses-

free MR interactions, proposing each MR interaction which satisfies these criteria is
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a big challenge. This thesis tackles this problem with proposing optical designs for

MR interactions and complete this table.

1.3 Goal

The goal of this thesis is to design and implement optical systems that form layered

mid-air images in 3D space and superimpose them directly onto physical objects.

This thesis completes Table 1.1 with three glasses-free MR interactions by applying

the optical designs. Resulting images formed by the optical designs are evaluated

through optical experiments and user study.

1.4 Contribution

The main contribution of this thesis is to implement and validate the optical de-

signs through three glasses-free MR interactions. The mid-air images formed by the

optical designs can be seen from naked eyes without wearing special glasses. From

the property of MR interaction, two criteria has been proposed with manipulation of

physical objects and number of viewing zone(s) that need to be considered for design-

ing MR interactions. Based on the criteria, this thesis provided a 2⇥2 matrix of MR

interactions and complete the matrix with proposing glasses-free MR interactions as

applications of the optical designs. Three MR interactions proposed in this thesis are

introduced as follows.

MRsionCase [5, 6] is an MR showcase which can superimpose two layered mid-air

images onto a physical exhibit. The usage of DCRA solves the limitations of

virtual images by forming a real mid-air image immediately next to the phys-

ical object. Its symmetric optical design can provide visual images with four

separate viewing zones so that users can see the image from di↵erent directions,
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front, back, left, and right. In each direction, two layers of mid-air images

are formed and sandwich the physical object to express correct occlusion be-

tween the images and the physical object. In MRsionCase, multiple users can

surround the showcase and view the exhibit and superimposed images with

walking around the showcase without wearing any special glasses.

MARIO [7, 8] is an MR interface for a single user which enables a direct interaction

between physical objects and a mid-air image. From the combination of a real

imaging optics and linear actuator, the optical design of MARIO can form a

mid-air image in the range of 350 (W)⇥300 (D)⇥250 (H) mm. The position

of mid-air image can be moved back and forth along the depth direction. For

interaction, users can stack wooden blocks and make a physical terrain. Then,

a virtual character appear in mid-air and jump around the blocks. An artificial

shadow is cast below the mid-air character and provides a high sense of reality.

Thus, users can see and interact with the mid-air character in this 3D space

without any interruption.

HoVerTable [9] is an MR interface with a form of tabletop display which combines

horizontal image projection and dual-sided vertical images. Two layers of ver-

tical mid-air images are formed on the tabletop surface and superimposed onto

physical objects as in MRsionCase. Each vertical image layer has two sides so

that two facing users can see view-dependent images from the front and rear

side at the same time. In the optical design, real imaging optics and di↵usion

control film are combined to provide vertical and horizontal images with a com-

pact design and to reduce interferences between lights entering from di↵erent

paths. Since the horizontal tabletop surface can display projected images, the

tabletop surface of HoVerTable can be used as a conventional tabletop display.

In HoVerTable, vertical and horizontal images are linked to enhance visual ef-
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fects from the visual images. For example, when a standing character is display

from a vertical image, the ground and its shadow are displayed from the hori-

zontal surface as in MARIO. With vertical mid-air images and horizontal image

projection, HoVerTable extends the display area of conventional tabletop dis-

plays to vertical direction while removing physical displays or surfaces on the

tabletop surface.

1.5 Overview

This thesis is constructed as the following.

Chapter 1 Introduction

Chapter 2 Related Work

Chapter 3 MRsionCase: Multi-directionally Viewable MR Showcase

Chapter 4 MARIO: Mid-air Augmented Reality Interaction with Objects

Chapter 5 HoVerTable: Combining Dual-sided Vertical Mid-air Images with a Hori-

zontal Tabletop Display

Chapter 6 Conclusion

Appendix A Exhibition

Appendix B Sound Presentation from MRsionCase

Appendix C Calibration between Mid-air Images and Real Space

In Chapter 2, previous work related to this thesis will be reviewed. MR concept

for augmentation of physical objects will be introduced as a stating point of the

main discussion. Typical displays used in MR interactions will also covered and the

limitations of display area in current displays will be clarified. Then, the thesis will

focus the MR interaction in the real world using mid-air images instead of physical

displays. In order to start discussion on visual images beyond physical displays,

imaging optics which can form mid-air images will be introduced. Then, manipulation
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of physical objects and the number of viewing zones are introduced as two main factors

when the author construct an MR interaction in the real world. Finally, previous

studies on MR interactions, which have influences on the proposed MR interactions

in this thesis, will be picked up and compared with the proposed interactions.

In the following Chapters 3, 4, and 5, the details of optical designs in order to

superimpose visual images onto physical objects will be introduced. Based on these

optical designs, a series of glasses-free MR interactions will be implemented.

In Chapter 3, MRsionCase, an MR showcase for surrounding users, will be pro-

posed. In MRsionCase, an optical design is devised to form two layers of mid-air

images which sandwich a physical object from the front and the rear side. For the

optical design, core parameters such as the size of mid-air images and exhibits will be

listed and determined by considering the limitations in the implementation. Imaging

positions and viewing angles of the mid-air images will be demonstrated to validate

the implementation. For system evaluation, the user study result from public exhibi-

tions will be introduced.

In Chapter 4, an MR interface for a single user, MARIO, which enables a di-

rect interaction between physical objects and a mid-air image, will be proposed. In

MARIO, an optical design is implemented to form a layer of mid-air image in 3D

space, which can move back and forth with changing its depth. The details of sys-

tem configuration will be introduced that consists of mid-air imaging optics, object

detection, and shadow projection. Implementation results and feedbacks from in-situ

demonstrations will be reported to evaluate the system.

In Chapter 5, an MR interface for surrounding users, HoVerTable, which combines

vertical mid-air images and horizontal image projection, will be proposed. The optical

design of HoVerTable consists of a plate-shaped mid-air imaging optics and a di↵usion

control film. Based on the optical parameters such as size, position and viewing range

of mid-air images, the details of optical design will be discussed. The resulting visual
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images will be demonstrated to confirm the e↵ectiveness of implementation. For

system evaluation, a user study on comparison of vertical and horizontal images will

be performed and its results will be discussed.

In Chapter 6, the discussion on superimposing mid-air images onto real object,

the main topic of this thesis, will be concluded and future work and prospect are

summarized with finishing the thesis.

The entire structure of this thesis is illustrated in Figure 1.5.

1. Introduction

2. Related work

  Optical design for
  MR interactions in the real world

6. Conclusion

  MR showcase
  for surrounding users

3. MRsionCase:
Multi-directionally Viewable
MR Showcase

4. MARIO:
Mid-air Augmented Reality
Interaction with Objects

  MR interface
  for a single user

  MR Interface
  for surrounding users

5. HoVerTable:
Combining Dual-sided
Vertical Mid-air Images with
a Horizontal Tabletop Display

  MR showcase
  for a single users

ExFloasion:
Master's Thesis

Figure 1.5: Overview of this thesis.
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Chapter 2

Related Work

In this chapter, MR concept and terms used in the field of MR will be introduced. Af-

ter reviewing the displays used in current MR interactions, the author will discuss the

limitations of the MR interactions in terms of display area. Then, imaging optics will

be surveyed that can be form visual images in 3D space. Finally, previously proposed

studies on MR interactions will be reviewed as reference for system implementation.

2.1 Mixed Reality for Augmenting Physical Ob-

jects

2.1.1 Concept

From the e↵ort to extend the features of everyday objects by connecting with visual

images, Milgram and Kishino have proposed mixed reality (MR) concept [2]. In their

work, a virtual continuum is defined as a continuous space where the computer world

and the physical world are merged to each other as illustrated in Figure 2.1.

In the virtual continuum, there are two extrema with “pure” real and virtual

environment which represent completely physical and computer world, respectively.

MR is defined as anywhere between the two extrema except the both ends. This
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Figure 2.1: Virtual continuum [2]

means that MR interactions are placed in hybrid environment which includes real

and virtual objects at the same time.

Milgram and Kishino have also defined real and virtual objects as follows.

Real objects are any objects that have an actual objective existence.

Virtual objects are objects that exist in essence or e↵ect,

but not formally or actually.

Based on this definition, real objects are ordinary objects which have physical

and substantial shapes, and therefore they obey physical rules. In this thesis, the

term “physical objects” is used as the same meaning of the real objects defined in

Milgram’s work.

On the other hands, virtual objects are physically unsubstantial things such as

information and concept. In this thesis, visual images which are rendered by computer

graphics are mainly considered as virtual objects.

From the definitions of MR, real and virtual objects, therefore, physical objects

and visual images co-exist in MR interactions. Visual images are displayed along with

physical objects as an overlay onto the objects. In this way, the features of physical

objects can be extended with the superimposed visual images that provides additional

information. This thesis proposes MR interactions with the aim of augmenting and

extending their functions with image superimposition onto physical objects.
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2.1.2 Three consistencies: time, space, and illumination

When visual images are superimposed onto physical objects or the real world as a

background in MR interactions, three consistencies in time, space, and illumination

are required in order to provide high level of sense of reality [10].

Temporal consistency is to accord the movements of virtual objects with the

time flow in the real world. In order to high level of temporal consistency, end-to-end

time delay should be minimized [11]. For example, high computing power in graphics

can reduce the rendering time of visual images and optical see-through displays may

decrease time delay in displaying the real world background without no additional

processing time.

Geometrical consistency is to coordinate the positions of virtual and real ob-

jects in the same coordinate system, or a display frame. For example, when a virtual

object is overlaid on the real world inside a display, the information on the virtual

object and the real world (e.g. size, position, shapes, etc.) is necessary. Virtual

objects can be considered as a 3D model with a shape and position in the display

coordinate. With the aid of sensing technologies, the real world is also mapped to the

same coordinate. With a transformation from virtual and real space to the display

coordinate, virtual and real objects can be registered in the same space and regis-

tered into the real world and they can be displayed together in the same space with

expressing correct occlusions [12, 13] and collision [14].

Illumination consistency is to accord the lighting conditions of virtual objects

with the actual illumination condition in the real world. Such accordance in illu-

mination conditions between real and virtual objects can realize more natural and

seamless connection when the objects construct a scene. Especially, the estimation

of light sources in the real world has been studied to understand the lighting condi-

tion and to accord the illumination between virtual and real objects [15, 16]. Based

on the estimated light sources, optical parameters such as shades and shadows have
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been implemented in virtual objects to express correct illumination expressions as

real objects [17, 18].

As above, three consistencies in time, space, and illuminations have been proposed

to provide high sense of reality and to realize the seamless connection between vir-

tual and real objects. However, in conventional MR studies, there are limitations in

display area of visual images. Thus, these consistencies have been discussed in MR

interactions inside the frame of physical displays. Visual images can be displayed and

superimposed on the real objects, but the images exist in the display coordinates not

the real world coordinates.

In this thesis, the author focus the real world space out of the display surface as

display area of visual images. Visual images are superimposed onto physical objects in

the real space instead of inside physical displays. Same level of temporal consistency,

as achieved in optical see-through MR interactions, is provided by eliminating ren-

dering process of real and physical objects. Illumination consistency between virtual

objects and the real world is provided with artificial shadows formed by the virtual

objects.

2.1.3 Displays used in MR interactions for image superim-

position

In order to superimpose visual images onto physical objects, various types of visual

displays have been used in MR interactions. Bimber and Raskar have classified visual

displays according to the position of displays with respect to the user and physical

objects as shown in Figure 2.2 [19].

From a user’s eye, head-attached displays are placed at the closest position since

the displays are worn in the user’s head. Figure 2.3 shows some examples of head-

attached displays including retinal displays and head-mounted displays (HMDs).

Retinal displays show visual images by directly projecting lights to the user’s retinal
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Figure 2.2: Displays used in mixed reality interactions [19]

surface. HMDs can superimpose visual images on the real world in front of the user’s

sight. These head-attached displays can keep the relative distance with the user’s

eye so that visual images can be superimposed during his/her movement. For head-

attached displays, however, users need to wear the displays in order to see the visual

images, and thus preparation is necessary before experiencing the MR interaction.

Such need to wear displays to see visual images might make users feel uncomfortable

and cumbersome during the experience [22]. This does not accord with the author’s

philosophy on MR interactions that walk-up-and-use is critical for MR interactions.

As portable devices advance, hand-held displays (HHDs) including mobile phones,

portable game players, and personal digital assistants (PDAs), have been widely used

in MR interactions, especially in applications for multiple users. These displays are

usually located within arm reach from a user. Examples of hand-held displays are

shown in Figure 2.4. Due to portability and high degree of freedom on positioning

in 3D space, HHDs can display visual images with various perspectives. Most recent

HHDs including mobile phones and tablet devices are equipped with cameras so that

video see-through MR interactions are easily implemented with HHDs. Despite these
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(a) The configuration of retinal display [20] (b) A head-mounted display (Occulus
VR [21]).

Figure 2.3: Examples of head-attached displays.

(a) A portable game player [23]. (b) A personal digital assistant
(PDA) [24]

Figure 2.4: Examples of hand-held displays.

advantages of HHDs in MR interactions, visual images on HHDs are displayed only

from the displays. In other words, HHDs cannot display visual images out of the

display area. Due to the limitations of displays, visual images cannot be placed in

the 3D space along with physical objects, and thus complete geometrical consistency

cannot be provided with HHDs.

Projectors have been used to display visual images by projecting lights onto phys-

ical surfaces such as screens and walls. With the variety of shapes, projectors can be

placed at di↵erent locations for head-attached, hand-held, or fixed usage. Such vari-

ous usage of projectors enables flexible image superimposition in MR interactions as
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(a) Image projection on a physical object [25]. (b) User interaction with hand-held projec-
tors [26]

Figure 2.5: Projectors in MR applications.

shown in Figure 2.5. For example, the appearance of physical objects can be changed

by the visual images projected on the surface [25]. Users can interact with visual im-

ages by moving hand-held projectors [26]. However, in order to provide visual images

by projectors, a screen is necessary to di↵use the projected light so that the images

cannot be superimposed onto physical objects due to the need for physical screens.

Spatial optical see-through displays, including transparent displays and mirroring

optics, can superimpose visual images onto physical objects using transparency or

virtual images formed by mirror reflection. Most MR interactions that use optical

see-through displays can provide high level of time consistency, since physical objects

and the real world background is seen through transparent windows and only visual

images are rendered by computers. Moreover, optical see-through displays are usually

installed onto the MR interactions so that users do not need to wear additional

displays to view visual images. Thus, users can walk up and experience the MR

interactions. However, visual images provide limited viewing region so that viewing

range should be carefully designed with considering the interaction area and users’

viewing positions.

Reminding that the main goal of this thesis is to propose optical designs for

glasses-free MR interactions, this thesis adopts the advantages of optical see-through
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displays but also extend the display area into the 3D space in the real world. For this

purpose, visual images need to be formed in mid-air space beyond physical displays

using optical phenomena.

2.2 Mid-air Images for Glasses-free MR Interac-

tions

In this thesis, mid-air images stand for the visual images which are formed by optical

phenomena such as reflection and refraction. Since mid-air images do not need physi-

cal displays or surfaces to show visual images, they can be placed along with physical

objects. Moreover, users are not required to wear additional displays to see mid-air

images. Thus, mid-air images can be used to implement glasses-free MR interactions.

2.2.1 Real and virtual images

Geometrical optics can form visual images in mid-air by reflection or refraction of

incident lights, which enter the optics. Based on the imaging mechanisms, mid-air

images are classified into two kinds: Real and virtual images. In geometrical optics,

real and virtual images are defined as the following descriptions.

Real images are (the images) formed by the converging lenses in that

they can be made visible on a screen [27].

Virtual images are (the images) produced with converging lenses

when the object is placed between the focal point and the lens and with

diverging lenses when the object is in any position [27].

Based on these definitions, imaging mechanism for real and virtual images can be

illustrated with light rays as Figure 2.6.
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Light source
(display)

Converging lens
(Convex lens)

Mid-air image
(real)

User

(a) A real image formed by a convex lens.

Light source
(display)

Diverging lens
(Concave lens)

Mid-air
image
(virtual)

User

(b) A virtual images formed by a concave lens.

Figure 2.6: Imaging mechanism for real and virtual images.

For real images, mid-air images are formed in front of imaging optics. It is because

real images are formed by converging lights and the converging point is placed in front

of the imaging optics after passing through it. When a user see the mid-air image in

front of optics, the user can access the mid-air image without any interruption by the

imaging optics. Therefore, real images can be used for MR interactions that users

need to touch and manipulate the visual images and physical objects in front of the

imaging optics.

On the other hand, virtual images are always placed behind imaging optics since

the origin of diverging light rays exist inside the imaging optics surface. In this
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propery of virtual images, when virtual images are used in MR interactions, the

images are always seen through the imaging optics. Since the position of virtual

images are limited to behind the imaging optics, users are hindered from approaching

the mid-air images and the physical objects, which are placed behind the imaging

optics. Thus, virtual images are often used in see-through MR applications such as

showcases and viewing windows.

2.2.2 Optics for mid-air images

In this subsection, imaging optics which can form virtual and real images will be

introduced. In specific, the optical property of half-silvered mirrors for virtual images,

and curved mirrors and lenses, and retro-reflective optics for real images will be

reviewed with two criteria, optical distortions and the kind of resulting images.

Half-silvered mirrors

As the simplest way to form virtual images, planar mirrors have been widely used. In

Pepper’s Ghost [28], for example, a plate of glass reflects the incident lights and forms

a mirror image as semi-transparent mirrors using the di↵erence of illuminance. Half-

silvered mirrors (HSMs) are semi-transparent mirrors that control the transparency

and reflectivity with optical coating.

This semi-transparency enables HSMs to overlay visual images onto physical ob-

jects and the real world background. When HSMs reflect incident lights, they form

virtual images as ordinary planar mirrors. On the other hands, when users see through

the HSMs, the scenery behind HSMs can be seen as users look through transparent

glasses. The duality of transparency and reflectivity is the core feature of HSMs.

The positions of resulting image and the light source are symmetric to the HSM

surface. The size of resulting image is identical to the size of the light source.
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The imaging position has a linear relationship with the distance between the HSM

and the light source so that the imaging position can be easily and precisely calculated

before the implementation of optical design. Based on this linear relation, imaging

position can be simply changed in mid-air. Moreover, the mirror surface is planar

and the imaging process involves only linear reflections so that resulting images are

free from optical distortion unlike curved mirrors.

Despite such advantages, HSMs have stringent limitations on the imaging position:

they cannot form mid-air images in front of their surface since the images are virtual

ones and can only be placed behind the HSM. Thus, HSMs are suitable for see-through

applications usage only.

From this optical property of HSMs, in this thesis, HSMs are used as a distortion-

free imaging optics when virtual images are necessary for a see-through usage.

Concave mirrors and convex lenses

Concave mirrors (CCMs) and convex lenses (CVLs) can overcome the limitations in

imaging positions of virtual images with forming real images. By converging incident

lights, these optics can form real images in mid-air and place them in front of the

optics. Thus, the images formed by CCMs and CVLs can be superimposed onto

physical objects placed in front of the optics. This allows people to directly access

the visual images. However, unlike HSMs, the images formed by CCMs and CVLs

have a nonlinear relation in the distance between the light source and the imaging

optics. Figure 2.7 shows the geometrical relation between a light source, a CCM,

and the resulting image. This relation can be expressed in the lens equation as the

following equation.

1

f
=

1

do
+

1

di
(2.1)
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Figure 2.7: The real image formed by concave mirror.

The notion do is the distance from the light source (display) to the imaging optics,

di is the distance from the imaging optics to the resulting image, and f is the focal

length of the optics. As shown in the Eq. 2.1, the relation between do and di. Because

of this nonlinearity, it is very complicated to calculate the position and size of the

image during the optical design. In addition, CCM-CVLs cause optical distortions in

resulting images due to their curved surfaces. Despite of their advantages in image

positions, CCM-CVLs have limitations in dynamic change of image positions and

image quality due to the nonlinearity of lens equation and the optical distortions.

Retro-reflective imaging optics for real images

To overcome the limitations of CCM-CVLs, retro-reflective imaging optics (RIOs)

have been recently proposed as combining the merits of HSMs and CCM-CVLs. The

imaging mechanism of RIOs is based on reflections on orthogonal mirror pairs or

retro-reflective materials (e.g. micro-beads). The resulting images are located in the

symmetric position of lighting source about the optics plane. Unlike CCM-CVLs,

RIOs can form real images without optical distortion in principle. In addition, the

size of resulting images is identical to that of light source since only reflections are

involved in the imaging process. Therefore, RIOs have similar optical properties on
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the position and size of mid-air image to plane mirrors and HSMs except they can

form real images.

As examples of RIOs, AIRR, dihedral corner reflector array (DCRA), and aerial

imaging plate (AIP) will be introduced.

AIRR [29]

AIRR [29], which consist of a HSM and reflective sheets, can form a mid-air real

image by reflecting the incident lights from a light source.

(a) Overview. (b) Experimental setup.

Figure 2.8: Optical configuration of AIRR [29].

Figure 2.8(a) illustrates the imaging process of AIRR. An LED sign is used as

a light source for a mid-air image. The lights from the light source proceed

to the retro-reflective sheet (RRS) after reflecting on the half mirror (HSM as

the notation in this thesis). Due to the retro-reflection, the lights entered RRS

are reflected at the RRS and penetrate the HSM. Finally, the retro-reflected

lights from the RRS converge at the same point, which is marked as a screen

in the Fig. 2.8(a). From these process, the resulting image are formed at the

plane-symmetric point to the HSM. Although AIRR can form a mid-air image

with a series of retro-reflections, its configuration requires large space for the in-

stallation. Therefore, more compact imaging optics are necessary for a compact

optical design for MR interactions.
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DCRA [30]

Maekawa et al. have proposed a plate-shaped device called DCRA, Dihedral Corner

Reflector Array, which can form real images in mid-air [30]. The imaging mech-

anism is similar to AIRR since DCRA also employs retro-reflections of incident

lights. However, DCRA has realized an imaging optics with a thin and compact

size by arranging micro-sized corner reflectors in array.

(a) Internal structure of DCRA [30]. (b) Optical property.

Figure 2.9: Dihedral corner reflector array (DCRA) by Maekawa et al.

Figure 2.9 shows the internal structure and imaging mechanism of DCRA. Inside

the DCRA, there is an array of micro-mirrors (Fig. 2.9(a)). Each micro-mirror

works as a reflector as the retro-reflecting sheet does in AIRR. Fig. 2.9(b) shows

the imaging process in DCRA. A light source (display) is placed below the

DCRA. As lights enter the DCRA, the incident lights are reflected at the corner

reflectors inside the DCRA. Then, the reflected lights proceed to the other side

of the light source and converge at the symmetric point of the light source to

the DCRA plane. The converged lights finally form a mid-air image at the

point as duplication of the light source with the same distance (d0 = d). Since

the imaging mechanism of DCRA employs only linear reflection as AIRR, the

size and position of mid-air image can be easily calculated and the resulting
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image has no optical distortion in principle. However, the internal structure of

DCRA is complex so that it is di�cult to extend the size of DCRA in practical

implementation. The currently available DCRA has a size with 150 (W) ⇥ 150

(D) ⇥ 5 mm (H).

(a) A virtual image formed by a planar mirror. (b) A real image formed by DCRA.

Figure 2.10: Comparison between the mid-air images formed by a planar mirror and
DCRA [30].

Figure 2.10 shows the comparison of resulting images formed by a planar mirror

and a DCRA. In both images, the arrows at the point A represent the light

source and the arrows at the point B are the resulting mid-air images. Planar

mirrors can form only virtual images behind the mirror surface from the users’

viewing position (Fig. 2.10(a)). Thus, light sources (displays) and users are

placed in front of the mirror surface and resulting images are formed behind the

mirror when mirrors are used in MR interactions. HSMs have also this optical

property as a mirroring optics.

Unlike planar mirrors, in the case of DCRA, light sources are placed behind the

DCRA and resulting images and users are located in front of the optics. With
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(a) Internal structure [32]. (b) Optical property.

Figure 2.11: AIP (Aerial Imaging Plate).

DCRA, visual images can be placed along with physical objects in front of the

DCRA.

AIP [31]

AIP (Aerial Imaging Plate) is another plate-shaped real imaging optics that uses

retro-reflection to form mid-air images [31]. Although imaging mechanism of

AIP is similar to DCRA, the internal structure of AIP is di↵erent to that of

DCRA.

Figure 2.11 shows the internal structure of AIP and its optical property. As

illustrated in Fig. 2.11(a), AIP consists of two layers that have micro-mirror

walls in array, and the layers are crossed in 90�. When incident lights enter

the AIP, the lights are retro-reflected at the micro-mirrors with penetrating the

AIP. Then, the lights converge at the points which are symmetric to the AIP

plane of the incident lights (Fig. 2.11(b)). As AIRR and DCRA, the imaging

mechanism of AIP is based on retro-reflection. Thus, the position of mid-air

images can be easily calculated as well. In addition, since the internal structure

of AIP is simple and easy to extend the optics size, AIP can be implemented in

a large size in principle. The maximum size of currently available AIP product
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is 350 (W) ⇥ 350 (D) ⇥ 5 mm (H). Therefore, AIP can form larger mid-air

image than DCRA.

So far, AIRR, DCRA, and AIP have been reviewed as examples of RIOs. These

imaging optics have linear relation between resulting mid-air images and light sources

and thus can form mid-air images without optical distortion, so that image size and

position can easily calculated for implementation. However, AIRR is not suitable for

compact implementation of MR interactions since the optical setting needs a space.

On the other hand, the compact shape of DCRA and AIP is helpful for implementing

a compact optical design.

From the survey of imaging optics for virtual and real images, the optical proper-

ties of HSMs, CCM-CVLs, and RIOs are summarized in Table 2.1.

Table 2.1: Properties of mid-air imaging optics.

Imaging optics Distortion-free Kind of mid-air image

Half-silvered mirrors Virtual

Concave mirrors, Real

Convex lenses

Retro-reflective imaging optics Real

(AIRR, DCRA, AIP)

Distortion-free optics have advantages in optical designs that imaging position

can be easily calculated, especially for moving images. Therefore, in this thesis, only

distortion-free optics are used for virtual and real images. As for the kind of mid-air

images, virtual and real images are appropriately chosen according to the purpose of

usage.
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2.3 Examples of MR interactions

In order to complete the Table 1.1 with the MR interactions in this thesis, three usage

examples including showcases, MR interfaces for a single user, and tabletop displays

as MR interfaces for multiple users. MR showcases, which superimposes visual images

onto physical exhibits, are required to provide visual images with multiple viewing

zones, and allow users only indirect manipulation of the exhibits. MR interfaces for

a single user display visual images within a single viewing zone or limited viewing

angles with supporting direct manipulation of physical objects. For MR interfaces

for surrounding users, tabletop displays will be reviewed since multiple viewing zones

of visual images and direct manipulation of physical objects can extend the current

tabletop displays.

2.3.1 MR showcases for a single user

MR interactions have been combined with museum applications with improving ex-

hibition experiences [33, 34]. Especially, the ability of image superimposition onto

physical objects has led to research on MR showcases.

Magic vision

Magic vision [35] forms a virtual images using mirror reflection in order to superimpose

visual images onto physical objects.

Figure 2.12 shows an example application of Magic vision as an MR showcase

for museum exhibitions. Magic vision is often used in museums to explain exhibits

or dioramas with animated visual images which are displayed in mid-air. Similar to

Pepper’s Ghost, visual images on the display are reflected on the HSMs, and overlaid

on physical objects inside a showcase. Due to the usage of HSM, imaging position can

be easily calculated and resulting images are free from optical distortions. Despite
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Figure 2.12: Magic vision application for museum exhibitions [36]. Visual images are
superimposed onto the real diorama.

these merits, however, visual images are only superimposed from the front side of

physical objects so that the occlusion between visual images and physical objects

cannot be expressed when the visual images are placed behind the physical objects.

ExFloasion

ExFloasion [37] is an MR showcase which can superimpose four layers of mid-air

images on physical exhibit(s) using a set of Fresnel lenses (Figure 2.13). Since the

visual images are formed as mid-air images, users do not need to wear special glasses

in order to see the superimposed images and the exhibit(s). The optical design of

ExFloasion can form both virtual and real images so that the mid-air images can be

placed immediately next to the physical exhibit inside the showcase by sandwiching

the exhibit from the front and back.

Although ExFloasion could propose an optical design to superimpose real and

virtual images onto a physical exhibit and realize glasses-free MR interaction for an

exhibit showcase, its viewing zone is limited to one region which can be seen by only

one user. However, the viewing zones of exhibit showcases need to provide visual
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(a) System configuration. (b) Mid-air images superimposed on a physical
exhibit.

Figure 2.13: ExFloasion by Nakamura et al. [37]

images to as wide range as possible since the showcases are usually appreciated by

multiple users.

2.3.2 MR showcases for surrounding users

Virtual Showcase

Virtual Showcase [38, 39] proposes an MR showcase for surrounding users with multi-

ple viewing zones (Figure 2.14). Using HSMs and stereoscopic projectors, stereoscopic

images can be superimposed onto physical objects. Its symmetric design enables

viewers to see the showcase from lateral directions with four discrete viewing zones.

Although stereoscopic images enable richer depth perceptions, viewers are required

to wear 3D glasses to see the superimposed images. In order to handle occlusion

problems between physical exhibit(s) and visual images, Virtual Showcase features a

computational solution that limits the optimal viewing position to the position of 3D

glasses [40].

From the merits of ExFloasion and Virtual Showcase, this thesis proposed MR-

sionCase, an MR showcase for surrounding users in Chapter 3. Giving the priority

of implementation on glasses-free usage and natural occlusions between visual images
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(a) System configuration. (b) Mid-air images superimposed on a physical
exhibit.

Figure 2.14: Virtual showcase by Bimber et al. [38].

and physical objects, in MRsionCase, this thesis proposed an optical design with

imaging optics to form two mid-air image layers. As ExFloasion did, the image lay-

ers consists of both virtual and real images and sandwich the exhibit from the front

and the back. For real imaging optics, DCRA is used instead of Fresnel lens due to

the merits of no optical distortion and compact size. The combination of HSM and

DCRA forms distortion-free mid-air images with a linear relation between imaging

position and light source. As for depth perception, although 3D glasses can provide

richer stereoscopic perception than two mid-air layers, MRsionCase can be extended

to provide richer depth conception when auto-stereoscopic displays are used in the

future.

The comparison of ExFloasion, Virtual Showcase and MRsionCase is summarized

in Table 2.2.

2.3.3 MR interfaces for a single user

MR interfaces have been proposed to superimpose visual images with physical objects

using virtual and/or real images. In specific, single user MR interfaces have displayed

visual images within limited viewing angle for user interactions that suitable for a

single user usage. User interaction of MR interfaces can be determined by the way
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Table 2.2: Comparison of ExFlasion, Virtual Showcase and MRsionCase.

Criteria ExFloasion Virtual Showcase MRsionCase

Solution for Optical (natural) Computational Optical (natural)

occlusion problem

Optimal Not limited Limited to one position Not limited

viewing position

Number of Single Multiple Multiple

viewing zones (four) (four)

3D perception Normal Rich Simple

(four layers) (stereoscopic) (two layers)

to display visual images. For example, systems using virtual images with mirror

reflection provide see-through applications due to the imaging positions. On the

other hands, MR displays using real imaging optics enable users to directly access

the visual images.

HoloDesk [41]

HoloDesk [41] is an MR interface which enables a 3D user interaction between visual

images and physical objects (Figure 2.15). For visual images, in HoloDesk, virtual

images are formed by HSM and a 3D display. Images of 3D display are reflected on

HSM, and virtual images are formed behind the HSM without distortion as a result of

mirror reflection. However, the position of the virtual images are fixed since the HSM

and 3D display are fixed to the system. For stereoscopic depth perception, users are

required to 3D glasses when they see the visual images. Although HoloDesk can form

visual images in mid-air and display them in 3D space with stereoscopy, the display

area of visual images are limited only to behind the HSM due to the limitations

of virtual images, and thus the interaction area as well. Therefore, HoloDesk can

support only see-through MR interactions, and users’ access to the interaction area
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(a) HoloDesk configuration.

(b) User interaction with physical objects and visual images.

Figure 2.15: HoloDesk [41].

is hindered due to the HSM which is placed in front of the interaction area as an

imaging optics.

RePro3D [42]

RePro3D [42] enables an interaction between visual images and physical objects with

tactile feedbacks (Figure 2.16). Using projector arrays and retro-reflective material,

RePro3D can control light rays and provide visual images to the user’s eye as if they
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(a) System configuration. (b) User interaction with visual images.

Figure 2.16: RePro3D by Yoshida et al. [42].

are floating in mid-air. The visual images can be superimposed onto the physical

objects or users’ fingers in 3D space. With RePro3D, users can interact with a

character shown in mid-air by touching and poking it or moving a see-saw to make

the character jump on it. However, the imaging position is fixed so that the visual

images can be superimposed on only specific positions. In addition, due to the optical

design of RePro3D, users cannot directly access to the interaction area since HSM is

placed between visual images and the users.

Volumetric display by vari-focal beam splitter and concave mirror [43]

Smoot et al.’s work [43] presents multiple mid-air image layers in di↵erent depths by

using a CCM and a vari-focal beam splitter (Figure 2.17). In this system, imaging

position, especially in a depth direction, is determined by the distance between a

light source (an LCD) and a concave mirror so that a vari-focal beam splitter with

a dynamic control of focal length can form image layers in mid-air with di↵erent

depths about 30-cm range. Since the resulting mid-air images are real ones, the mid-

air images can be placed in front of imaging optics. Thus, the interaction area is not

blocked or divided by imaging optics. Users can place physical objects along with

visual images in this area without any interruption.
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The number of viewing zones in this system is limited to one, which is enough

and suitable for a single user. However, the resulting images have intrinsic optical

distortion due to the use of the CCM. In addition, the relation between image size and

position has non-linearity so that complex calculation is required for optical design

and change in imaging positions.

(a) System configuration. (b) User interaction with visual images.

Figure 2.17: Volume display by Smoot et al. [43].

Fuwa-vision [44]

Fuwa-vision [44] has proposed an auto-stereoscopic MR interface using a Fresnel

lens Figure 2.18. Adaptive parallax barrier system is devised with mixed usage of a

transparent LCD and head tracking so that the visual images can provide rich depth

perception as 3D glasses. Imaging position is set to the front of imaging optics so

that visual images can be superimposed onto physical objects. The applications im-

plemented in Fuwa-vision shares the main goals discussed in this thesis with a large

part. Users can interact with physical objects and visual images without any distur-

bance caused by imaging optics. However, in Fuwa-vision, the movement of imaging

positions in a depth direction depends on only binocular disparity. Since the conver-

gence angle of human eyes is limited, depth range of visual images also has limitation.

Especially, when the interaction is performed within arm’s reach, visual images have
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little flexibility in the change of depth direction. Moreover, since the depth movement

of visual image is implemented by adaptive parallax barrier, which is based on head

tracking, robust and precise head tracking is highly required to provide visual images

in exact depth positions where the images are supposed to be displayed.

(a) System configuration. (b) User interaction with visual images.

Figure 2.18: Fuwa-vision by Nii et al. [44].

From the review of the previous MR interfaces for a single user, core features can

be summarized in terms of manipulation of physical objects and viewing zones of

visual images. In order to enable users to access and manipulate physical objects, the

interaction area needs to be located in front of imaging optics without interruption or

blockage by the imaging optics. Meanwhile, as for the viewing zone of visual images,

one viewing zone is enough for a single user interaction. But rather, the author

have focused on imaging position which is more critical than viewing zone since

visual images are displayed along with physical objects in 3D space. If users move

physical objects in 3D space, visual images can change the position according to the

position of physical objects in order to provide high level of geometrical consistency.

Therefore, display area and interaction area should be set to the identical area, and

they are placed in front of imaging optics for direct manipulation and enhanced

spatial connection between physical objects and visual images. For this purpose, in

Chapter 4, this thesis proposed a new MR interaction, MARIO, which allows direct
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manipulation of physical objects and movement of mid-air image position. If the

visual images can be formed under the linear relation between the position of mid-

air images and light sources, the position of mid-air image can also be changed in

more simple way. Thus, the optical design of MARIO adopted AIP as a real imaging

optics. By changing the distance between display and AIP using a motorized actuator,

a layer of mid-air image can be moved in 30-cm depths. The author believes that

such a simple change of image depths is e↵ective not only for a single user but also

for multiple users in an MR display.

2.3.4 MR interfaces for surrounding users

For MR interfaces for surrounding users, interaction and display area need to be

extended to multiple directions and wider viewing zones.

HaptoMirage [45]

HaptoMirage [45] provide a mid-air image with wider viewing range by connecting

three units of Fresnel lens (Figure 2.19). Each set of imaging optics is based on Fuwa-

vision [44], which consists of a Fresnel lens, an active shutter with a transparent LCD,

and an LCD display for a light source. Since the Fresnel lenses are disconnected at the

boundary, viewing zones of mid-air images are also divided into three regions. These

three viewing zones enable three users to see the visual images at the same time. In

order to propose an MR interface for surrounding multiple users with providing three

viewing zones of visual images, HaptoMirage requires additional sensors to detect

users’ head positions since the light rays for mid-air images are controlled by active

shutters. Moreover, in HaptoMirage, visual images are displayed from vertical layer

only so that horizontal tabletop area is not used for user interaction. However, the

author considers that tabletop surfaces provide horizontal space for sharing visual
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images among multiple users and improve the spatial link between mid-air images

and the real world.

(a) System configuration. (b) A visual image (car) is superimposed onto
physical objects (a table).

Figure 2.19: HaptoMirage by Ueda et al. [45].

Volume slicing display with DCRA [46]

Markon et al. [46] proposes a new optical configuration with DCRA, which shows

possibility on the usage of vertical mid-air image on a tabletop display (Figure 2.20).

In the optical design of Markon’s work, DCRA is placed as a horizontal plane and

forms a vertical mid-air image on its surface. The vertical mid-air image can move

along one direction (back and forth) and be superimposed onto physical objects since

the image has no physical shape. Although this system provides only vertical mid-

air images without horizontal images, the optical configuration has provided good

reference when the author devised an optical design of HoVerTable, a tabletop display

which can combine vertical mid-air images with a horizontal tabletop surface. In

HoVerTable, AIP is used as a tabletop surface in order to form vertical mid-air images

without optical distortion as reported in Markon et al.’s work [46].

In HaptoMirage and Markon et al.’s work, visual images are only displayed in

mid-air as floating objects. However, the author believes that the mixed usage of

vertical mid-air images and horizontal images enhances the visual expression in MR
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(a) System configuration. (b) Mid-air images floating on the DCRA.

Figure 2.20: Volume slicing display by Markon et al. [46].

interfaces. For example, shadows can be cast on the horizontal surface below mid-air

images.

As reference for the usage of horizontal surface as displays, studies on tabletop

displays which aim at the combination of horizontal and vertical images will be re-

viewed.

MirageTable [47]

MirageTable [47] has combined vertical and horizontal image planes with using a desk

and a curved screen (Figure 2.21). In MirageTable, a desk is seamlessly connected

to a upright screen as a curved surface so that users can place physical objects on

the desk and interact with visual images in front of them. Since visual images are

projected from a stereoscopic projector, 3D depth perception can be realized with the

aid of 3D glasses. Although MirageTable can combine vertical and horizontal images,

the position of visual images is fixed on the desktop surface. Moreover, the system

mainly focuses on the single user due to its desktop configuration.
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(a) MirageTable configuration. (b) User interaction with visual im-
ages

Figure 2.21: MirageTable by Benko et al. [47].

Deskrama [48]

Deskrama [48] also proposes combined usage of vertical and horizontal images by

placing a upright display (LCD) on the desk (Figure 2.22). Using both vertical and

horizontal image planes, 3D objects can be illustrated with multiple images viewed

from two perspectives. Users can move the upright display on the table and explore

the imaging space on the table with viewing the visual image from the display. How-

ever, visual images cannot be directly superimposed onto physical objects since the

visual images are displayed on the display panel.

Figure 2.22: Deskrama by Nagakura and Oishi [48]. Vertical images are shown from
a upright display and horizontal images are displayed on the desktop surface.
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Tablescape Plus [49]

Tablescape Plus [49] suggests a similar approach to Deskrama using a tiny vertical

screen on a tabletop display (Figure 2.23). For vertical images, a tiny and upright

semi-transparent paper is placed on the tabletop surface and used as a screen for

image projection. The upright screen can be moved by users with changing image

positions during user interactions. Horizontal images are also changed according to

the vertical images by enhancing the link between visual images. In front of the

table, multiple users can interact with visual images by moving the vertical screens

and by manipulating physical objects. Due to the usage of rear projection, however,

the interaction and viewing area is limited to the front side only.

Figure 2.23: Tablescape Plus by Kakehi et al. [49]. Characters are projected to
tiny upright screens on the table. Horizontal images are displayed from the tabletop
surface.

Lumisight Table [50]

When multiple users surround a tabletop display and view the displayed visual images,

there is needs that the contents of visual images are selectively provided to the users

according to their viewing positions. Lumisight Table [50] proposes a tabletop display

which can selectively display visual images to each users with a special di↵usive

film (Figure 2.24). A special film, Lumisty [51], is used to display horizontal visual
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images to only specific range. The Lumisty film have an unique optical property that

the film di↵uses the incident lights with a specific angle range. Therefore, incident

lights entering from this range are di↵used and the others only pass through the film

as transparent glass sheet. Although Lumisight Table can provide only horizontal

visual images on the tabletop surface, the usage of Lumisty film can increase the

number of viewing zones to four directions and display di↵erent sets of visual images

to surrounding users according to their viewing positions.

(a) System configuration. (b) Visual images viewed from each user.

Figure 2.24: Lumisight Table by Kakehi et al. [50].

FloasionTable [52]

In the attempt of extending horizontal tabletop displays to the vertical direction,

mid-air images have been formed with standing on tabletop displays (Figure 2.25. In

FloasionTable [52], upright mid-air images are formed by Fresnel lenses to provide

vertical images to each viewing zone. Since the vertical images can be seen from four

viewing zones, four users can view the visual images at the same time. The position

of vertical images are set to the center of the tabletop surface so that the vertical

images can express four di↵erent views from the front, left, right, and back side.

Although each layer of vertical mid-air images is two-dimensional, 3D-like objects

can be displayed by constructing 2D vertical image layers which are standing on the
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table surface. Due to the usage of mid-air images, FloasionTable can display vertical

images without the need for physical displays on the tabletop surface so that users

can place physical objects on the table and freely access the tabletop space. However,

the positions of mid-air images are fixed and cannot be flexibly changed due to its

use of Fresnel lenses in the optical design.

(a) System configuration. (b) A mid-air image (flame) is superimposed
onto a physical object (candle) placed on the
tabletop surface.

Figure 2.25: FloasionTable by Wada et al. [52].

fVisiOn [53]

fVisiOn [53] also extends the display area of an MR interface by providing a vertical

mid-air image with increased viewing range. Vertical images are formed on a table-

top surface by projector arrays (Figure 2.26). Multiple projectors construct a vertical

mid-air image with multiple images viewed from various perspectives. In addition to

the vertical image, a horizontal image is projected to the tabletop surface which is

below the vertical image. Both horizontal and vertical images are linked in applica-
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tions so that vertical images seem “really” standing on the horizontal surface. For

example, when a character, which is shown from a vertical image, is dancing on a

tabletop display, the shadow of the character is also displayed and moving on the

table surface with accordance to the character’s movement. Since the visual images

do not need physical displays, the image can be superimposed onto physical objects

as well. Despite such features in fVisiOn, the imaging position is fixed and immovable

due to the internal structure of optical design.

(a) System configuration to reproduce a light
field (top view).

(b) The resulting image (Stanford bunny) is
shown along with a real paper origami (crane).

Figure 2.26: fVisiOn by Yoshida et al. [53].

Based on the survey, the author proposed a tabletop display HoVerTable in Chap-

ter 5, which can support MR interactions for surrounding multiple users. HoVerTable

has several core features as design requirements as follows. For visual images, not

only horizontal images but also vertical images are displayed and both images are

combined to enhance the link between them. Vertical images are formed as mid-air

images instead of using physical displays or screens so that users can freely access the

tabletop surface and place physical objects on it without any interruption. Moreover,

visual images provide view-dependent appearance to viewers according to their view-

ing positions. This enables selective sharing of visual images under the situation that

the display is shared by multiple users. As for imaging position, the vertical mid-air
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image can change the position and move on the tabletop surface for interactive ap-

plications. In addition, multiple layers of vertical images are formed to broaden the

range of visual expression in MR interactions.

2.4 Summary

In this chapter, MR concept is introduced to share the core goal with the readers of

this thesis that visual images are seamlessly merged with physical objects. Among

MR interactions, the author has aimed to realize MR interactions in the real world

space. Visual images are formed in the real world space beyond physical displays, and

thus they can be directly superimposed onto the physical objects. As a foundation of

main discussion, optical properties and geometric optics for mid-air images have been

reviewed. From the optical property of real and virtual images, it is confirmed that

real images can be formed in front of imaging optics so that the real images can be

superimposed onto physical objects without any see-through window. On the other

hands, virtual images are suitable for see-through applications such as showcases due

to the imaging position. As for imaging optics, distortion-free optics, which uses only

linear reflection in imaging processes, such as HSMs for virtual images and DCRA and

AIP for real images enables simple optical design with removing complex calculation

for the position and size of resulting images.

Table 2.3 shows the overview of the MR interactions which are proposed in this

thesis. The main discussion starts from an MR showcase for a single user, includ-

ing Magic mirror [35] and ExFloasion [37]. With providing viewing zones to four

directions, MRsionCase is proposed in Chapter 3. As removing the front HSM from

Magic mirror and ExFloasion and forming two layers of mid-air images along with

the physical objects, MARIO is implemented in Chapter 4. Finally, as eliminating
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Table 2.3: Overview of the MR interactions proposed in this thesis.

Single
viewing zone

Multiple
viewing zones

Indirect
manipulation

Magic mirror [35]
ExFloasion [37],
(Related work)

Ch. 3: MRsionCase:
Multi-directionally Viewable

MR Showcase [5, 6]

Direct
manipulation

Ch. 4: MARIO:
Mid-air Augmented Reality

Interaction with Objects [7, 8]

Ch. 5: HoVerTable:
Combining Dual-sided Vertical

Mid-air Images with
a Horizontal Tabletop Display [9]

all HSMs (i.e. show windows) from MRsionCase and extending the viewing angle of

MARIO to multiple directions, HoVerTable can be implemented in Chapter 5.
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Chapter 3

MRsionCase: Multi-directionally

Viewable MR Showcase

This chapter addresses the challenging problem on the optical design that implements

indirect manipulation of physical objects and that provides mid-air images with mul-

tiple viewing zones. In specific, the author aims to propose an MR showcase that

superimposes visual images onto physical exhibits. Several mixed reality (MR) show-

cases have recently been proposed to augment physical exhibits with visual images.

However, most of these showcases require viewers to wear a special device to see the

superimposed images. To overcome the problems, in this chapter, a glasses-free MR

showcase, MRsionCase, is proposed. MRsionCase provides spatially consistent visual

images along with physical exhibits. A DCRA is used to place mid-air images inside

the showcase without optical distortions. The symmetric design of MRsionCase dis-

plays visual images with multiple viewing zones. Thus users can view the exhibit with

surrounding and walking around the showcase. Results of a user survey demonstrated

the e↵ectiveness of MRsionCase as an MR showcase.
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3.1 Introduction

Showcases have long and widely served as an e↵ective means of display in museums

and advertisements. Recently, mixed reality (MR) showcases that augment physical

objects by superimposing images to provide viewers with an enhanced exhibition

experience have been proposed.

Since most MR showcases require viewers to wear a special device to see the

superimposed images, the viewing area and the number of viewers are limited in

comparison with conventional showcases.

The objective of the work reported here is to develop an MR showcase that over-

comes these limitations and that meets the following four requirements:

(1) superimposing easily understandable information onto a physical exhibit,

(2) motivating intellectual exploration of various aspects of the exhibit,

(3) providing information targeted at di↵erent groups of viewers to attract their at-

tention, and

(4) enabling walk-up-and-use for viewers without preparation.

The proposed MR showcase is called MRsionCase, which stands for “Mixed Re-

ality + emerSION of mid-air images + showCASE.” MRsionCase features spatially

consistent visual and auditory information that facilitates the viewer’s understanding

of the exhibit. Its symmetric design enables viewing of the exhibit from four direc-

tions, as shown in Figure 3.1. MRsionCase also provides visual information targeted

at di↵erent groups of viewers with gestural interaction. Most importantly, viewers do

not need to wear a special device for experiencing an MR exhibition.

3.2 Proposal

Through MRsionCase, it is aimed to create a new paradigm for MR showcases that

fulfills four main goals: 1) spatial consistency between physical object and informa-
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Figure 3.1: Illustration of MRsionCase. (a) Viewers can see exhibit and superimposed
images without wearing a special device. (b)–(e) Views from front, left, back, and
right.

tion, 2) multi-directional viewability, 3) targeted information presentation, and 4)

device-free usage. These four goals correspond to the requirements of MRsionCase.
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3.2.1 Spatial consistency between physical object and infor-

mation

A core requirement is that information be displayed with a high spatial consistency

with the target exhibit to strengthen the link between them. This will help viewers

deepen their understanding of the exhibit in an easy and intuitive way. Thus a system

is designed to place mid-air images inside the showcase along with physical exhibit(s).

Specifically, a physical exhibit is sandwiched by two mid-air images formed at both

the front and rear sides. Front image layers are suitable for providing descriptive text

since they are not occluded by the exhibit. Rear image layers provide background

images, naturally occluded by the exhibit, or direct annotation right next to the

exhibit. Directional sounds convey auditory information from the showcase to the

viewer.

3.2.2 Multi-directional viewability

Viewability from multiple directions is an essential feature of showcases, especially

for volumetric exhibits. Therefore the system is designed so that the optical images

and auditory guides are displayed around a showcase. This enables viewers to move

around the showcase and enjoy the visual images and audio guides from each side.

3.2.3 Targeted information presentation

Showcases need to be appealing to a wide variety of viewers, so the focus of our design

was to provide information targeted at di↵erent groups. For example, a di↵erent set of

visual images can be provided with multiple languages by enabling users to choose the

visual images through user interaction. Such user-adaptive information presentation

enhances the practicality of MR showcases.
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3.2.4 Device-free usage

Some of the ideas introduced above have been realized in other MR systems, but

users were required to wear special devices such as 3D glasses or headphones. In this

thesis, the author have firmly believed that showcases should be easily accessible,

meaning that viewers do not have to wear a special device. The use of mid-air images

and directional sound could eliminate the need for a special device. MRsionCase thus

enables viewers to participate in exhibitions without preparation.

3.3 System Design

To superimpose mid-air images onto physical objects, MRsionCase has two types of

imaging systems, virtual imaging system and combined imaging system.

3.3.1 Multi-layered mid-air images

Mid-air images in MRsionCase are formed at two di↵erent depths. These images

sandwich a real exhibit from the front and rear sides. Superimposing multiple images

at di↵erent depths has a merit that no additional calculation is not needed to express

occlusion between exhibits and superimposed images. When a mid-air image with one

layer is superimposed onto a real exhibit, occlusion can be a problem [40]. In specific,

when the one-layered mid-air image is placed behind the exhibit, the intersection

between the superimposed image and the exhibit should be excluded. Only after

this process, correct occlusions between real exhibits and superimposed images can

be expressed. Despite such occlusion handling, however, it is optically impossible

for the one-layered mid-air image to be placed behind the exhibit. Therefore, the

optical design of MRsionCase has focused to form two-layered mid-air images which

can sandwich an exhibit. These two-layered mid-air images do not need additional
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Figure 3.2: Virtual imaging system with HSMs (IS1).

calculation for occlusion expression. A front image layer will be placed in front of the

exhibit and a rear image layer will show the rear part behind the exhibit.

3.3.2 Virtual imaging system (IS1)

To present visual images that can be seen without wearing a special device, we use

optical devices to form images in mid-air. First, a virtual imaging system (IS1), which

consists of HSMs and displays in a simple structure, has been devised. Due to their

transparency and reflectivity, HSMs can function as windows as well as mirrors.

Figure 3.2 illustrates the virtual imaging system (IS1) with optical parameters.

As a showcase, the physical exhibit is placed at the center in the exhibition area.

The size of exhibition area is assumed as a cubic area with a side of s. In front of

and back of the exhibition area, a pair of HSMs is placed at 45� and 135� from the

perpendicular, respectively. Since the height of exhibition area is s, the size of HSM

(Lh) is equal to
p
2s. Then, a display is placed above and below each HSM. From

the size of HSM and exhibition area, the maximum size of display is limited to s (W)

⇥ s (H). Among the four displays in Figure 3.2, for the front viewer, Displays 1 and

2 form virtual images at the front and rear of the exhibit by reflection on the HSMs.
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The distances between Display 1, 2 and each corresponding HSM are marked as d1

and d2, respectively. This distance will determine the position of mid-air images. For

the front mid-air image, the imaging position should be inside the exhibition area to

superimpose visual images onto the exhibit. Therefore, the maximum value of d1 is

set to 3
2s. Unlike the front image, d2 can be flexibly determined since the rear image

is placed outside the showcase. For rear viewers, Displays 3 and 4 perform the same

process.

IS1 could provide multiple viewing zones and device-free usage features with a

simple design. However, there is a problem that the rear image layer cannot be formed

inside the showcase due to the limitation of the mirror reflection. Such limitations

reduce the flexibility of imaging position and thus hinder the complete achievement

of spatial consistency between physical objects and visual images in an MR showcase.

3.3.3 Combined imaging system (IS2)

In order to place rear images immediately next to physical exhibits, a combined

imaging system (IS2) that can form both virtual and real images is devised. Figure 3.3

shows the detailed design of IS2 for the front viewer. This IS2 consists of a DCRA,

a mirror, and a display, which are added below the rear HSM of the IS1. The size of

mirror DCRA and mirror is defined as LD and LM , respectively. The rear image layer

is formed with a real image by the DCRA in front of the rear HSM after reflection.

The distances from displays to the mirror, and from the mirror to DCRA, DCRA

and HSMs, and DCRA and the mid-air image can be marked as d1, d2, d3, and d4,

respectively. From the optical properties of the DCRA, d1 + d2 is equal to d3 + d4.

Thus, the position of the mid-air image (d4) can be easily determined to any depth

inside the showcase with adjusting d1. For a rear viewer, DCRA, a mirror, and a

display needed to be added below the front HSM.
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Figure 3.3: Combined imaging system using DCRA (IS2).

In order to express the size of IS2 with parameters, the exhibition room is assumed

as a cube with the sides of s as in the case of IS1. Then, the maximum HSM size

is set to s (W) ⇥
p
2s (H). Below two HSMs and exhibition area, two sets of mirror

and DCRA are placed. From this relation, LD and LM can be calculated from the

following equation.

2(
LDp
2
+

LMp
2
) = 3s (3.1)

... LD + LM =
3
p
2

2
s (3.2)

LD = LM =
3
p
2

4
s (where LD = LM) (3.3)

Thus, the maximum size of the mirror and DCRA will be s (W) ⇥ 3
p
2

4 s (H). The

maximum size of displays is also determined as s (W) ⇥ 3
4s (H) from LM . From the

calculation, the maximum size of IS2 can be calculated as a function of s. In order
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to provide visual images to four viewing zones, two sets of IS2 need to be crossed.

Thus, the entire size will be 3s (W) ⇥ 3s (D) ⇥ 13
4 s (H), or 117

4 s3(⇠ 29.3s3), which

is a function of s. This means the volume of MRsionCase becomes approximately 30

times larger compared to the exhibition area in the center of the showcase.

By introducing a DCRA into the optical design, IS2 realizes the core requirements

that MRsionCase has aimed for: multi-directional viewability, device-free usage, and

high spatial consistency between physical objects and visual images.

During the design process of imaging systems, resolution of mid-air images has

been an important issue. Virtual images formed by HSM have almost the same res-

olution to that of image source (display). Real images formed by DCRA, however,

have a little lower resolution than image sources, due to discrete reflector arrays of

DCRA and more complicated imaging mechanism including reflection and conver-

gence. According to the preliminary study on mid-air image quality [54], it has been

confirmed that viewers can easily recognize letters in a real image with 5 ⇥ 7 mm in

size, and larger one.

3.3.4 Implementation

Figure 3.4 shows the details of MRsionCase implmenetation. In the prototype, IS1

and IS2 are combined with crossing 90� to each other as shown in Figure 3.4(a). With

IS1 and IS2, users can compare the imaging positions of real and virtual images. In

both imaging systems, two layers of mid-air images are formed in front of and the

rear of the exhibit and thus the exhibit is sandwiched by the visual images.

During the implementation, s and LH are the most critical factors that a↵ects in

the system scale. Although exhibition room with larger s can accommodate larger ex-

hibits, large HSMs (over 300 mm) are expensive and di�cult to find from o↵-the-shelf

products. However, s should be at least 200 mm, since the exhibits for the application

(i.e. a clay doll and figure model) requires this room size for accommodation. From
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this requirement, four sheets of HSMs, produced by Edmund Optics [55], with a size

of 254 (W) ⇥ 356 (H) mm are chosen due to the large size and cost e↵ectiveness.

This means s = 254 mm in the current implementation of MRsionCase.

The size of mirrors used in MRsionCase is 230 (W) ⇥ 230 mm (H). The DCRA,

placed with a rotation of 45�, has a size of 213 mm (W) ⇥ 213 mm (H). This size

of mirrors and DCRA used in the implementation complies to the maximum size of

mirrors and DCRA, 254 (W) ⇥ 269 mm (H) calculated in Section 3.4.2. For displays,

iPad2 tablet devices (197 (W) ⇥ 148 (H) mm) are used as a light source of mid-air

images due to its compact size and versatile usage.

To determine the position of mid-air image layers, distance parameters, d1 and d2

in IS1 and d4 in IS2, need to be considered. In IS1, d1 was set to 196 mm since the

front image needed to be placed 70 mm behind the HSM surface due to the shape of

the figure model.

For rear mid-air image layers, the position of displays should be thought separately

in IS1 and IS2 due to the di↵erence of imaging mechanisms. In IS1, since the rear

images cannot be placed inside the exhibition room, the images need to be placed as

near positions as optically possible. Thus, Display 2 and 4 are placed just below the

HSM with minimizing the distance between displays and HSMs, or d2 = 127 mm. On

the other hand, in IS2, the rear image layer can be formed inside the exhibition room,

so that the visual images can directly be superimposed onto the exhibit. Considering

the shape of exhibits, d4 needs to be set to 207 mm, and thus d1 results in 230 mm.

After the size determined, the 3D overview is made by CAD (computer-aided

design) tools as illustrated in Figure 3.4(b). Showing windows consist of plate-shaped

HSMs, and the space between HSMs are covered by triangle-shaped glasses. The

space above and below the HSMs are reserved for displays and optics for real images

including DCRA and mirrors.
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(a) Topview of MRsionCase implementation
(sketch).

(b) 3D overview of MRsionCase in CAD design.

(c) Front view of implementation.

Figure 3.4: Implementation of MRsionCase.

Figure 3.4(c) shows the actual implementation of MRsionCase. Housing cases for

displays and imaging optics are made by wooden plates. The frames for fixation of

HSMs and glass panels are designed with CAD software and originally made by 3D

printers. After the complete assembly, MRsionCase has a size of 910 (W) ⇥ 706 (H)

⇥ 910 (D) mm.
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(a) View from front side. (b) View from rear side.

Figure 3.5: Resulting images formed by IS1.

3.4 Results

3.4.1 Optical evaluation

The resulting mid-air images formed by IS1 are shown in Figure 3.5. The descriptive

text comes from the front image layer and the background comes from the rear image.

Rear images are occluded by the exhibit from their physical positions.

The images formed by IS2 are shown in Figure 3.6, which are seen from the left

and right, displaced 5� from the front, respectively. The description text is shown

from the front of the exhibit as a virtual image formed by HSM. The arrow in mid-air

is a real image formed using the DCRA from the rear of the exhibit. It is placed

immediately next to the hands as a direct annotation.
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(a) A mid-air image (an arrow) viewed from 5�

left from front.
(b) View from 5� right from front.

Figure 3.6: A resulting mid-air image formed by IS2. In both images, arrow is floating
immediately next to hands.

In IS2, however, there is an issue with the viewing area due to the size and shape of

the DCRA. We therefore measured the maximum viewing angle of the mid-air image

in order to confirm the viewing area of the real image formed by IS2 (Figure 3.7(a)).

Maximum viewing angles are measured by changing the distance between a mid-

air image and the HSM (d4). As shown in Figure 3.7(b), the viewing angle becomes

smaller as the mid-air images are formed with larger d4 due to the relationship between

the size of the DCRA and the mid-air image. Since d4 is set to 207 mm at the current

setting, the viewing angle of a mid-air image formed by IS2 is 12.8�. This means that

the real images can be seen from a 35.2 cm range when a viewer stands 1 m away

from the front HSM of MRsionCase.
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(a) Viewing angle of a real image (rear image layer) formed
by IS2.

(b) The measured viewing angle with di↵erent imaging positions
(d4).

Figure 3.7: Measurement of viewing angle.

3.4.2 User study

Demonstration

MRsionCase has been presented through open exhibitions at Digital Contents Expo

(DCExpo) 2012 [56] and ACM SIGGRAPH Asia 2012 Emerging Technologies [57]

(Figure 3.8).

At DCExpo, we displayed a museum exhibit in MRsionCase. As shown in Fig-

ure 3.1, a dogu, an ancient Japanese clay doll, was placed inside MRsionCase, and

related information was presented through mid-air images and directional sounds. De-

61



(a) Exhibition at DCExpo 2012.

(b) Exhibition at ACM SIGGRAPH Asia 2012.

Figure 3.8: Demonstration of MRsionCase.

tailed explanations of the exhibit were given in front mid-air images. The rear image

layers provided direct and ambient information. An arrow pointing directly at a spe-

cific part of the exhibit was displayed in mid-air to attract attention, and background

scenes were displayed to enhance the viewer’s sense of reality (Figure 3.1(b)–(e)).

Along with the visual images, an audio guide was presented in each direction. The

sound was spatially linked with the exhibit, so viewers could easily understand the

exhibit by relating the auditory information to the exhibit.

At SIGGRAPH Asia, using a Spiderman figure as an exhibit, we superimposed

relevant video clips on the object and played songs through speakers (Figure 3.9).
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(a) View from front side. (b) View from rear side.

Figure 3.9: Spider figure and superimposed images.

Dynamic and animated sets of visual images and auditory sounds could enhance the

entertainment factor as well.

User survey

A user survey was conducted at both exhibitions for system evaluation. We focused

on the e↵ect MRsionCase might have on a person’s interest in visiting a museum and

his/her appreciation of the MR showcase, the readability of the mid-air images, the

spatial consistency between the physical object and the superimposed images, the

sound quality, and the hearing range. The items in the survey are listed in Table3.1.

Items 1 to 8 are required for all respondents. Four additional optional questions were

asked to obtain viewers’ opinions and suggestions. The items fall into three categories:

overall system (1–2), mid-air images (3–5), and directional sound (6–8). Five (1, 3,
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Table 3.1: Survey items.

Number Statements

1 If the system is installed in a museum, do you want to
go and see?

2 In MRsionCase, there are four sides (front, right, left,
back) to see superimposed information. Which of them,
I saw the MRsionCase from ( ) side(s) out of 4. (Please
write a number.)

3 How easy or hard was it to read the letters?

4 Please give us the reason why you chose the answer for
item 3.

5 Were the exhibit and mid-air images spatially well com-
bined?

- What makes you come here to see MRsionCase? Sys-
tem’s appearance, Sound from this system, Crowded
with people, Poster, Lab homepage, Conference map,
Other (please specify)

- Please let us know your overall impression on this sys-
tem?

- If you can use this system, what would you want to
exhibit with it?

- If you have any suggestions, feel free to tell us.

and 5–7) were based on a five-level assessment from 1 (bad / strongly disagree) to 5

(excellent / strongly agree). Item 2 required an integer number (0 to 4), and 4 and 8

required a free description.

The surveys were completed by 41 people at DCExpo and 22 people at SIG-

GRAPH Asia. Their age range was relatively broad (20 to 61 years of age). All were

taller than 160 cm, putting them in the upper hearing range of the auditory system.

Results of required items are shown in Figure 3.10. The results from the free

description items (items 4 and 8) are not plotted in the graph but are referred to

during the discussion process.
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(a) Results for 5-level evaluation items (item 1, 3, and 5).

(b) Number of sides viewed (item 2).

Figure 3.10: User survey results.

Figure 3.10(a) shows the average points for the 5-level based questions (items 1,

3, and 5) along with standard error bars. For item 1, the average score exceeded 4

(agree) for both events. The respondents generally agreed that they were likely to
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visit a museum at which MRsionCase was installed. This suggests that MRsionCase

could encourage people to visit museums to enjoy an MR experience.

Items 3 and 5 focused on the display of the mid-air images. In specific, item 3 is

mainly targeted at front images formed by HSM since text information is provided

from front images only. The average score exceeded 4 (good) for both events. This

shows that the respondents were able to easily read the text information displayed in

the mid-air images. Several viewers commented that the letter size and contrast were

such that it was easy to read the text. It also confirms that mid-air images formed

by HSM are appropriate to display text information due to their higher resolution

as we expected in section 3.4 (system design). With item 5, we aimed to evaluate

overall combination of MRsionCase between physical exhibit and mid-air images,

including both real and virtual ones. The average score for item 5 was ⇠4 (good).

This indicates that the respondents felt the exhibit and mid-air images, shown in the

front and rear of the exhibit, were well combined. In other words, MRsionCase thus

could provide visual information spatially well-combined with a physical object in an

MR environment.

Figure 3.10(b) shows the results for item 2. In both events, most viewers (97.6

and 81.0%, respectively) viewed MRsionCase from more than two sides. The average

was 3.73 and 3.43, respectively. Moreover, no viewers viewed MRsionCase from only

one side. This confirms that most viewers viewed the exhibit from multiple sides

by moving around MRsionCase. Such multi-directional viewability of MRsionCase

might thus encourage viewers to actively enjoy museum exhibitions.

3.5 Discussion and Conclusion

It was interesting that ⇠43% of the respondents (27 out of 63) mentioned “system

appearance” as the factor that attracted them to MRsionCase. This means that its
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unique appearance in addition to the mixed reality experience might motivate people

to approach MRsionCase and view the exhibit. Several respondents o↵ered ideas for

potential applications, such as digital signage to display pieces of jewelry and artwork.

The observation of viewers at both demonstrations showed us a unique thing:

viewers felt it was interesting to see other viewers through the showcase. Especially,

when their friends or family members were seen, viewers reacted more joyfully. It is

natural that MRsionCase shows other viewers through its showcase since HSMs are

transparent. Although we did not perform any quantitative analysis on this issue,

it might provide viewers with motivation to communicate with other viewers during

museum visits, which could have potential educational benefits.

The current design of MRsionCase has several limitations that were found inde-

pendently of the user survey. First, due to the size of the DCRA device, real images

formed by IS2 had a limited viewing angle (Figure 3.7(b)). Although su�cient for

one viewer, a wider viewing angle is preferred for real museum environments so that

more viewers can see the image at the same time. We expect to solve this problem

as the process of manufacturing DCRAs improves.

In addition, since 2D displays (iPad2) are used as a light source of imaging systems,

the resulting mid-air images are also only 2D images, which include only one depth

layer. Changing to a 3D light source such as integral photography (IP) displays or

auto-stereoscopic 3D displays would enhance the depth perception of mid-air images.

The fixed imaging position in mid-air is another issue. We are currently imple-

menting a moving structure with a linear actuator to dynamically control the imaging

position. The next version of MRsionCase will support the real-time change of imag-

ing positions inside the showcase.

Resolution of mid-air images has revealed an important issue in MRsionCase. Vir-

tual images formed by HSM have almost the same resolution to that of image source

(display). Real images formed by DCRA, however, have a little lower resolution than
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image sources, due to discrete reflector arrays of DCRA and more complicated imag-

ing mechanism including reflection and convergence. According to the preliminary

study on mid-air image quality [54], it has been confirmed that viewers can easily

recognize letters in a real image with 5 ⇥ 7 mm in size, and larger one. It is expected

that DCRA with finer corner reflectors can improve the resolution of resulting real

images.

Our device-free mixed reality showcase, MRsionCase, features a new paradigm for

MR showcases by realizing four core objectives. Two mid-air image layers sandwich

a physical exhibit and thus provide natural occlusion. A real image formed by a

DCRA can be placed immediately next to the physical exhibit to enhance the spatial

consistency between the two. From a user survey, most viewers (over 80%) saw

MRsionCase from more than 3 directions (out of 4), indicating that MRsionCase

would probably encourage viewers to actively enjoy museum exhibitions. Mid-air

images obtained a good evaluation (⇠4 out of 5) in readability and spatial combination

with the physical exhibit. Most importantly, viewers do not need to wear a special

device, so people feel more free to stop and enjoy an MR exhibition even in an

unplanned encounter. As future work, the author will intend to improve MRsionCase

by solving the aforementioned limitations. Finally, the author hopes to provide an

exhibition with MRsionCase in a real museum environment.
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Chapter 4

MARIO: Mid-air Augmented

Reality Interaction with Objects

This chapter addresses the challenging problem on the optical design that enables

direct manipulation of physical objects and that provides mid-air images with a single

viewing zone. Unlike MRsionCase, physical objects can be accessed and moved by

users as a tangible and interactive tool. According to users’ manipulation, visual

images are formed in mid-air and along with the physical objects. The visual images

are required to be placed in front of imaging optics and thus formed as a real image.

In order to display visual images in 3D space without special glasses, a layer of real

image dynamically changes its imaging position. Therefore, the optical design needs

to be able to change the imaging positions without optical distortions with providing

users with enough viewing zone. The position and shape of physical objects are

also detected from sensors and aligned with that of visual images to provide high

geometrical consistency. The spatial registration between visual images and physical

objects is critical for correct expression of geometrical relations. In order to provide

a high sense of reality from an MR interface, optical consistency between mid-air

images and the real world needs to be achieved. For this purpose, an artificial shadow
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Figure 4.1: The MARIO system. Users can directly interact with physical objects
and mid-air images. A virtual character (Hiyoko, a chick) is displayed in mid-air on
wooden blocks. A coordinate system is defined as x for width, y for height, and z for
depth.

is projected below a mid-air image as if the shadow is formed by the mid-air image.

In this chapter, the author aims to propose an MR interface for a single user that

the user can interact with a mid-air image by manipulating physical objects in 3D

space. As a usage example, an entertainment system, MARIO, is implemented and

evaluated the e↵ectiveness of system design through optical experiments and public

exhibitions.

4.1 Introduction

What if a game player could make Mario [58] run a course of his or her own design

made by arranging wooden blocks in the real world and what if they could control

Mario’s movements through means other than game pads? If such features could be

realized, game players could immerse themselves in the game space and thus enjoy

interactions with game characters in more intuitive ways.

Aiming at an attractive game experience, the author has imagined a scenario

where users can play with physical objects and characters moving through the air.
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A user comes to our system with no preparation. This is very similar to a situation

in which people play with game machines in game arcades. Blocks are placed on the

game table, instead a controller. On this table, the user freely arranges the blocks

and makes a 3D structure as he/she likes. Since the blocks are completely ordinary

ones, the user does not have any di�culty in handling them. The shape, position,

and orientation of the blocks, which the user has arranged, are detected by a sensor

and reflected in the game world. A game character appears in mid-air and jumps on

the blocks. The character will bounce o↵ the surface of the block and the orientation

of the blocks’s surface controls the direction of the bounce.

On the basis of this scenario, a novel MR interface called “Mid-air Augmented

Reality Interaction with Objects (MARIO)” is proposed. MARIO realizes a direct

user interaction between visual images and physical objects beyond the confines of a

physical display (Figure 4.1). An image is displayed and moves in 3D (xyz) space.

Users of MARIO are freed of the need for physical displays during their interaction

with mid-air images. Moreover, MARIO does not require users to wear additional

devices, making it very easy to use. As in most MR systems, it also maintains

high levels of temporal, spatial, and optical consistency between images and physical

objects, and users can experience a strong sense of reality and immersion from the

game.

The contributions in MARIO are as follows:

(1) a new mid-air imaging display shows images that freely move in a mid-air in a

3D space measuring 350 (W) ⇥ 300 (D) ⇥ 250 (H) mm without the need for special

glasses;

(2) an intuitive MR application enables users to control mid-air images with everyday

objects or their hands. Shadows are cast by the images to give viewers the sense of

reality;
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(3) the popularity and e↵ectiveness of MARIO as an entertainment system was proven

during a six-month public exhibition.

4.2 Proposal

MARIO is aimed to suggest a new MR interface for a single user that achieve three

core goals: 1) glasses-free mid-air imaging display in a 3D space, 2) enhanced sense

of reality from a mid-air image, and 3) interaction design for practical usage. These

three goals accord with the requirements of MARIO.

4.2.1 Glasses-free mid-air imaging display in a 3D space

Since the MARIO supports direct manipulation of physical objects in 3D space, the

visual images also need to be placed in 3D space. Moreover, the position and shapes

of the physical objects is changed with users’ manipulation so that the position of

mid-air images also needs to be changed. Stereoscopic displays can display visual

images in 3D space with binocular parallax. However, this method has limitations

that are not suitable for MARIO: Users need to wear 3D glasses to see the visual

images and the position of visual images are far from the users’ eye. The author

chose a 2D image layer that is formed by imaging optics instead of 3D displays. The

layer of 2D image moves in mid-air along with a depth direction. Although 3D depth

perception cannot be implemented, this approach can display a 2D visual image in

3D space without the need for 3D glasses. The author believes this approach enables

intuitive experience and dynamic visual expression of MR interfaces.

4.2.2 Enhanced sense of reality from a mid-air image

The author believes that mid-air images can provide higher sense of reality when

they have a close relation with the real world. Especially, the accordance of position
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and illuminating conditions between mid-air images and physical objects is critical

and e↵ective. The position of a mid-air image formed by imaging optics needs to be

understood in the real world space through coordinate transformations. As for the

illumination, a controlled light source is used and an artificial shadow is cast based

on the calculation with the positions of mid-air image and the light source. The

mid-air images can provide users with high sense of existence and thus users may

treat the mid-air images as physical objects. This enhanced sense of reality from a

mid-air images leads users to more immerse into MR interfaces without the need to

distinguish visual images from the real world.

4.2.3 Interaction design for practical usage

The MARIO is aimed to provide a practical usage example that people can readily

experience. For this purpose, MARIO is designed not to require users any preparation

before participating the interaction. Users do not need to wear 3D glasses to see the

visual images. Since the position and shape of physical objects are detected with an

infrared-based sensor, most everyday objects can be used in general. The contents

of visual images are carefully selected with an animated character that can draw

users’ attention and motivate the participation. The combination of proper visual

contents and the merits of optical design enhances the practicality of user interaction

in MARIO.

4.3 System Design

Figure 4.2 illustrates an overview of MARIO. The entire system consists of three

parts: mid-air imaging display, object detection, and shadow projection. The mid-air

imaging display, which combines a display, linear actuator, and real imaging optics,

forms an image by using geometrical optical phenomena such as reflection and con-
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Figure 4.2: Overview of MARIO.

vergence of light rays. Object detection involves constructing a terrain model based

on the shapes and orientations of everyday objects that users can manipulate and ar-

range in the real world. Shadow projection from a projector casts an artificial shadow

of mid-air images to convey a sense of reality to viewers.

4.3.1 Mid-air imaging system

The priority of making a walk-up-and-use MR interface and displaying images in 3D

space led us to devise a mid-air imaging display combining a LCD monitor, linear

actuator, and real imaging optics.

As discussed in Section 2.2.2, an AIP is used because of its distortion-free imaging

and advantage in positioning the image. Based on the optical property of AIP, the

configuration of display and AIP is shown as Figure 4.3. To form an image in the
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Figure 4.3: Configuration of display and AIP in mid-air imaging display.

xy-plane, the AIP device is obliquely placed at a 45� angle from the table’s surface.

The position of the mid-air image is determined by the distance between the light

source and AIP. A display is placed below the AIP as a light source.

Since the AIP does not have a fixed focal length, the imaging position can easily be

moved by changing the distance between the light source and AIP without changing

the size of the resulting images. This means that the imaging position can be changed

in xyz-space when the display moves to di↵erent heights.

4.3.2 Object detection

To enable people to use everyday objects as controllers, the exact status of those

objects has to be detected. In MR applications, various sensing devices, from cameras

to laser scanning sensors, have been used to detect the shape or orientation of physical

objects. In particular, infrared depth sensors such as Microsoft’s Kinect [59] have been

used to detect physical objects in the real world.

Due to its accessibility and low cost, in MARIO, a Kinect was chosen as a depth

sensor for object detection. Raw depth images are acquired using a Microsoft Kinect
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Figure 4.4: Shadow projection scheme.

SDK. Each pixel of the raw images represents the distance from the sensor to the

object in millimeters. From the depth image, the highest point was detected and sent

to the mid-air imaging display to form the mid-air image.

4.3.3 Shadow projection

Since the mid-air image formed by the AIP has no physical shape, users had di�cult

perceiving the exact positions of the image with it. In particular, most viewers pointed

out that the depth (on the z-axis) of the mid-air images was more di�cult to perceive

than the other directions. From this feedback, the author searched for a way to give

users a clue that would enable them to easily recognize the positions of mid-air images.

In virtual reality (VR) and AR studies, a shadow is often used to give images

a sense of reality. Naemura et al. proposed the virtual shadow concept wherein

projectors project an artificial shadow on images [17]. Sugano et al. confirmed

the e↵ectiveness of such projected shadows in helping people to perceive the depth

and height of images overlaid on the real world [60]. Referring these studies, the

author decided that the mid-air images should cast an artificial shadow so that their

positions could be more easily recognized. This artificial shadow also enhances the

optical consistency between the mid-air images and the real world.
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For an artificial shadow, the author used an overhead projector with projecting an

image (a black dot) below the mid-air image. As shown in Figure 4.4, the projector

was considered to be a point-like light source. This helps the projected shadow have

consistency with natural shadows. The shadow was calculated by blocking light from

the projectors with the cross-section of the mid-air image. The 2D image from the

projector cast an artificial shadow on the top of any physical object regardless of the

shape of the projection surface.

4.3.4 Implementation

Figure 4.5 shows the implementation of MARIO. The author aimed to implement an

application in entertainment purposes with MARIO that draws the attention from

children. In specific, the children with a height between 120 to 140 cm was targeted as

the main users of MARIO. Based on the users’ height, the system size is determined

as follows.

In the front, a table (880 (W)⇥600 ⇥900mm (D)) is prepared as interaction area

with enabling users to manipulate physical objects on it. The AIP (AIP-350, 350 (W)

⇥ 350 (D) ⇥ 3 mm (H)) is placed behind the table and forms a mid-air above the

table. As a light source, a 19-inch color LED-backlit display (EIZO S1903-TBK) is

placed below the AIP device. The maximum size of mid-air image that can be formed

in MARIO is 350 (W)⇥ 247 mm (H). This image size can provide enough viewing

range to the targeted users.

As for the depth movement, a mid-air image is designed to move in 300-mm

range. Considering the arm reach of the target users, the author considered this

range provide an enough range in depth direction. The imaging position can be

changed when the distance between the AIP and the display. To move the display

in the vertical direction, a linear motor actuator (RCP4-RA5C) is connected to the

display. The maximum moving stroke of the linear actuator is 300 mm to enable a
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Figure 4.5: Implemented MARIO system.

mid-air image to move 300 mm in the depth direction (z-axis). The maximum speed

of the actuator is 450 mm/s, but the actual moving speed is set to 300 mm/s to

prevent physical shocks to the display and to reduce vibration during movement. At

this speed, it approximately takes only one second for the actuator to move through

the maximum stroke (300 mm). The error in the position during movement is much

less than 1 mm (0.01–0.02 mm).

Although the combination of a display, linear actuator, and AIP can e↵ectively

form a mid-air image in 3D space, occlusions can be a problem when physical objects
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are placed between the images and the AIP. Since the mid-air image is formed by

converging light coming from the AIP, it is impossible to place it in front of a physical

object which blocks the light path. As a practical solution to this problem, the author

developed a software adjustment by imposing a rule on the imaging positions: mid-air

images are placed at the highest point of the physical objects.

For sensing the shape and position of physical objects on the table, the depth

sensor (Kinect) is suspended 800 mm above the table. The object detection area is

the same size as the display area. If objects or hands enter this area, their shapes

and orientations can be estimated from the depth data.

For shadow projection, a LED projector (BenQ GP10) was installed at the top

of the system along with the Kinect sensor. The projector was used as the sole

illuminating source in MARIO system, since the exterior case of the system blocks

light from outside (e.g. environmental light). Thus, objects in the interaction area

(table) also had their own natural shadow generated by the light from the projector.

4.4 Results

Several experiments were performed on the major features of the MARIO system:

the mid-air images, depth movement, shadow projection, and viewing angle.

4.4.1 Optical evaluation

Mid-air images

Figure 4.6 shows a mid-air image formed by the display. The images are those seen

5� to the left and right of the center line and they confirm that the image appears

to be floating in mid-air. Binocular parallax gives the image a particular depth in

mid-air.

79



(a) Left view (b) Right view

Figure 4.6: Stereo view of mid-air image. Each figure shows a view 5� to the left or
right of the center line. The stereoscopic view makes the resulting image appear to
be floating in mid-air.

Depth movements

The mid-air image also can change its 3D coordinates (xyz-space). Figure 4.7 shows

such a change in the depth direction (along the z-axis). The image moves from the

back (z = 10 cm) to the front (z = 30 cm). The mid-air images were taken by

changing the focus of the camera. Comparing the block and mid-air image, one can

see that the mid-air image is formed at di↵erent depth positions.

Shadow

Figure 4.8 shows the results of the shadow projection. Comparing the with and

without cases, it becomes apparent that the mid-air image with the projected shadow

seems more natural, and it is as if the image is really above the block. Since the

illuminating conditions for the wooden blocks and mid-air images are identical, the

resulting shadows are consistent with each other.
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(a) z = 10 cm (b) z = 30 cm

Figure 4.7: Mid-air images formed at di↵erent depths. The change in the depth
direction is apparent by comparing the focuses of the images.

(a) No shadow projection (b) With shadow projection

Figure 4.8: Impression given by projected shadow.

Viewing angle

From the geometric relation between display and AIP (see Figure 4.2 and 4.3), viewing

angle can be expressed as an arctangent of the ratio of the AIP width (L) to the

distance from the mid-air image to AIP (z0 + z) as Equation 4.1 and 4.2.
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Figure 4.9: Viewing angle in horizontal and vertical direction versus imaging position.

horizontal viewing angle = 2arctan(
L
2

z0 + z
) (4.1)

vertical viewing angle = arctan(
aLp
2

z0 + z � aLp
2

) + arctan(

(1�a)Lp
2

z0 + z + (1�a)Lp
2

) (4.2)

Thus, it could be expected that viewing angle decreases with larger distance (z).

To confirm the viewing range of MARIO system, the viewing angle of mid-air images

was measured with di↵erent z values.

Figure 4.9 shows the measured viewing angles of mid-air images. The image of

Hiyoko (30 mm) can be seen within 35.1–68.7� in the horizontal direction and 21.6–

59.3� in the vertical direction. These results indicate that a mid-air image formed at

z = 150 mm can be seen inside a 799 (W) ⇥ 552 (H) mm viewing range by a viewer

standing 600 mm from the MARIO system. This result also indicates the MARIO

system provides a wider viewing area to viewers standing farther from it.
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4.4.2 User study

A user study was conducted through public exhibitions to evaluate the MARIO sys-

tem as an entertainment system.

Application

Through MARIO system, the author created an interactive application in which users

make physical terrain with wooden blocks and a character appears in mid-air jumping

around the blocks. The application was mainly intended to show the feasibility of

our user scenario. A yellow chick character, named “Hiyoko” (“Chick” in Japanese),

appears in mid-air to run across and jump over wooden blocks stacked by the user

as physical terrain (Figure 4.1). The character appears to move back and forth at

di↵erent depths when the imaging position is changed with an actuator (Figure 4.10).

The movements and positions of the character change in accordance with the shape

of the terrain, so users can play with Hiyoko simply by arranging the blocks. To avoid

occlusions when the character could not be formed in front of the wooden blocks, it

can jump to the highest point on the table. If the terrain is changed, Hiyoko jumps

to the next point along the path of a parabola connecting the current and next point.

The animation sequences of Hiyoko are designed so that they look smooth, natural

and charming. In specific, the durations for each jump sequence are carefully tuned,

since it looks boring when the duration is too long. From several trials, every duration

was set within 4 seconds.

Exhibition: in-situ evaluation

To evaluate the e↵ectiveness of MARIO as an entertainment system, it was publicly

exhibited at di↵erent venues: a tech show (Innovative Technologies 2013 [61]), an

academic conference (ACE 2013 Creative Showcase [7]), and a public museum (The

National Museum of Emerging Science and Innovation, Miraikan [62]).
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Figure 4.10: Hiyoko jumps on blocks at di↵erent depths along a parabolic path.
The character moves energetically together with animation e↵ects. (This figure was
reconstructed by overlaying frames extracted from a video clip.)

(a) Demonstration at ACE 2013 creative show-
case.

(b) Exhibition in National Museum Emerging
Science and Innovation (Miraikan).

Figure 4.11: The MARIO system at public exhibitions. In Miraikan, kids played
with the Hiyoko character by manipulating wooden blocks and having the image hop
above them.

Innovative Technologies is an event, held by the Japanese Ministry of Economy,

Trade and Industry, to introduce emerging technologies. Visitors mainly have engi-

neering and technology backgrounds. ACE is an international academic conference

that focuses on entertainment-related interfaces between computers and people. Most

ACE participants have academic backgrounds and are interested in factors that a↵ect
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entertainment. On the other hand, Miraikan is a popular public museum of science

and technology. It attracts people, including small kids, students, adults, and elderly

people, from all over Japan. Our exhibition at Miraikan lasted for six months (171

days), and over 129,000 people visited it.

Analysis of system usage

Since the author thought the frequent usage is very important factor for entertainment

systems, the usage of MARIO system was analyzed from the public demonstration

at Miraikan. Position data was logged that represented the location of the mid-

air images in 3D space during the users’ interactions. The logged data contained

position values in millimeters (x, y, and z-axis) together with timestamps. The range

of imaging positions was the same as the display area (x=0–350 mm, y=0–250 mm,

and z=0–300 mm). Each position data was automatically saved when the mid-air

image made an action such as moving or jumping. Data was collected for 27 days (10

am–5 pm, 2013/12/11 to 2014/1/13 except holidays).

Due to the noise in the depth data acquired by the Kinect sensor, the character

sometimes jumped in the same place or moved slightly (a few millimeters) even if there

was no user input. Thus, a threshold was set to determine the e↵ective movements

made by users. Since the Hiyoko character measured about 30 mm, it was assumed

that only movements over half of its size (15 mm) were intended by users. After

filtering, the total number of e↵ective movements during the 27 days was 72,051, and

the average distance of each movement was 106.2 mm.

In specific, the user’s interaction pattern was estimated by focusing on the time

intervals between movements. Figure 4.12 illustrates the accumulative percentage of

movements by time interval. It shows that over the half of the total interactions

(52.3 %) occurred within 4 seconds. Moreover, the time intervals of 89.6 % of the

movements were less than 15 seconds. These results indicate that most user inter-
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Figure 4.12: Accumulative percentage of movements by time interval between move-
ments.

actions occupied a short time interval. Considering that the animation sequences of

jump is up to 4 seconds, the author believes that these short time intervals indicate

the popularity of the MARIO system since users continuously played with the system

during most of the exhibition time.

4.4.3 Findings from exhibitions

Most viewers could see the Hiyoko character floating in mid-air, and also perceive the

exact imaging position. Moreover, when viewers noticed a mid-air character could

jump to di↵erent depths, they tried to arrange blocks at the front and the rear of the

display area to confirm the change in depth themselves.

Meanwhile, as for the shadow projection, many viewers seemed to think the ar-

tificial shadow was a natural shadow. Only a few people noticed that the projected

shadow was not natural since the mid-air image did not have a physical shape. The

author demonstrated two situations in which the shadow projection was on and o↵ by

turning the projector on and o↵. Although a quantitative analysis was not performed,

it was empirically confirmed that the projected shadow helped users to detect mid-

air images from the comments of the viewers. After experiencing MARIO system,
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many viewers commented that “thanks to the (projected) shadow, the mid-air char-

acter looked as if it really existed as a living thing.” and that “projecting a shadow

was a clever idea.” In the future, the author planes to perform a more quantitative

experiment to confirm the e↵ect of projected shadows on the perception of mid-air

images.

It was also found that viewers had little problem viewing mid-air images with

the proposed viewing angle of MARIO system. They were able to see the mid-air

character by adjusting the positions of their heads into the viewing range.

During the six-month public exhibition at Miraikan, a lot of feedback was col-

lected from users, including people of di↵erent professions, ages, and nationalities.

In addition, Miraikan’s professional sta↵, who operated the exhibition, made daily

reports during the whole exhibition period (171 days).

These reports showed that MARIO was very popular with age groups ranging from

young kids to elderly people (60–70’s). There were often waiting lines, sometimes

lasting a couple of hours for using our system. The exhibition sta↵ had to put up

partitions or change the route of the waiting line to manage the large number of

visitors. In specific, it was the popularity and waiting lines of MARIO system that

the exhibition sta↵ most frequently reported (54 out of 171 days, 31.6%). These

results correspond with the results from time interval analysis.

4.5 Discussion and Conclusion

MARIO system was aimed at providing a new entertainment experience through a

virtual character, which appears in the real space not inside the display. The author

believes that the distance between the character and users should be shorter for closer

and more intimate interactions.
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(a) A user plays with the Hiyoko character
on his hand.

(b) A kid makes Hiyoko take a ride on his
toy train.

Figure 4.13: Example of MARIO being used during an exhibition. Users played with
the character in unique ways that we had not anticipated in our interaction scenario.

Some kids were witnessed saying “bye bye” and waving their hands at Hiyoko

after their play. These actions did not seem forced or taught by their parents or

other instruction; rather they seemed natural as if they had just said goodbye to

their friends. Some people even flicked it o↵ when the character had jumped on their

hands or arms.

In addition, many people had unique ways of interacting with the MARIO system,

ones which we could not expect from the user scenario. Some users stretched their

hands to grab or touch the mid-air character. One kid even put his own toy train on

the table and let Hiyoko ride on it (Figure 4.13). Using everyday objects as interaction

keys increases the flexibility of the user interaction and increases the variety and

novelty of actions.

Moreover, many kids tried to “smash” the character by swinging blocks at it.

However, the character always escaped and jumped to a higher point (e.g. on the

blocks or player’s hands). Although Hiyoko was never caught or smashed, its ability

to escape seemed to intensify the kids’ motivation to chase and catch it. Seeing a kid

continuously chase and try to catch a mid-air character was really interesting to the

author.
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Many viewers could actively interact with Hiyoko character in very unique and

friendly manners. Thus, the author believes that characters outside the display are

e↵ective as an entertainment element in other character-based entertainment systems.

After the exhibition at Miraikan, there was an opportunity to hear some opinions

of the Miraikan sta↵ about our system. The chief director of the exhibition, in

particular, pointed out that MARIO did not need verbal explanations, and because

of that, many foreign visitors who did not understand Japanese could easily experience

MARIO for longer times than they could with other exhibitions.

The MARIO system seems complicated because of its combination of imaging

optics, depth sensor, and projector. However, the user interaction is straightforward:

arrange wooden blocks, then see and play with a character appearing in mid-air. The

author believes such intuitiveness is essential when people play with an MR interface

with an entertainment purpose. MARIO provides an intuitive interaction and its

exhibitions confirmed that it is easy to use.

After all of the exhibitions had completed, the error was investigated between the

position data obtained by the depth sensor and the actual imaging position in order

to see how precisely the mid-air images were formed in the 3D space. The error was

measured at 125 points within a cubic volume measuring 200 ⇥ 200 ⇥ 200 mm. The

average error was 1.54 mm in total, and 1.19 mm at the 27 center points. This result

shows that the spatial precision of mid-air images is high enough for our application,

since the mid-air images are 30 mm in size and the wooden blocks are 65 mm cubes.

The coordinate settings and calibration process in MARIO system is described in

Appendix C.

The experiments and user study also revealed some limitations of the current

MARIO system. Especially during the public exhibitions, many viewers pointed out

issues with mid-air images regarding depth perception, viewing angle, and spatial

density.
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First of all, a 2D flat panel display was used as a light source to form the mid-air

image. Therefore, the mid-air images were 2D images as well. In contrast, 3D mid-air

images would have conveyed a stronger sense of reality. Autostreoscopic displays or

integral photography (IP) 3D displays could be used to maintain the walk-up-and-use

property.

Moreover, MARIO used a single display, so that only one image layer could be

shown in mid-air at one time. Having a more independently controllable display such

as InFORM [63] would improve the spatial density and allow multiple characters to

appear together in mid-air.

During the exhibition at Miraikan, many viewers and sta↵ pointed out that the

dependence of the viewing angle on the viewer’s height was a big problem. Since our

design of the mid-air imaging display was only suitable for forming an image in an

xy-plane along the z-axis, the best viewing position was limited to the front. If the

angle of the AIP and display were to adaptively vary according to viewer’s height,

the viewing angle issue will be alleviated.

MARIO implemented a new MR interface by connecting mid-air images and phys-

ical objects in 3D space. Its optical design can form a mid-air image in 3D space that

is 350 (W) ⇥ 300 (D) ⇥ 250 (H) mm in size. Through the use of a display, linear

actuator, and real imaging optics, MARIO can make mid-air images freely move in

the real world. Since the real imaging optics are free of distortion, the mid-air images

had positioning errors of less than 2 mm. An artificial shadow was also projected to

give a sense of reality to the mid-air images. Moreover, these features do not require

the viewer to wear any special devices, and this allows them to intuitively interact

with mid-air images.

The results of the user study on the public exhibitions confirmed the popular-

ity and e↵ectiveness of the MARIO system as an entertainment system. MARIO

was popular with people of all ages, gender, and nationalities. The interaction log
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revealed that most user interactions were continuously concentrated within a short

time interval. This also indicates that users played with our system during most of

the exhibition period.

In addition, the chief director of Miraikan commented that the MARIO system did

not need a verbal explanation to use. Users could immediately use MARIO system

and interact with mid-air images simply by arranging blocks or moving their hands.

The walk-up-and-use factor and the simple interaction requiring no explanation re-

inforce our belief that the system does not disturb players with features which are

irrelevant to the core experience.

Meanwhile, the user study clarified the limitations of the current MARIO system.

Many viewers pointed that mid-air image could not be seen at certain heights. Re-

strictions on the viewing angle of the mid-air images mean that our display is only

suitable for viewing from the front. The author supposes that appropriate wider view-

ing area can be provided to viewers by using imaging optics that adaptively change

angle according to the user’s height.

As a future study, the author plans to improve the depth perception and spatial

density of the mid-air images. It is expected that autostereoscopic displays can form

3D mid-air images that are viewable to the naked eye. Increasing the number of

display–actuator pairs will enable MARIO to provide multiple mid-air images at the

same time. In addition, a quantitative study is necessary to evaluate the e↵ects of

the projected shadow on the viewer’s perception of the mid-air image. For example,

it can be studied whether an artificial shadow can help users to recognize mid-air

images more quickly or with high precision.
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Chapter 5

HoVerTable: Combining

Dual-sided Vertical Mid-air Images

with a Horizontal Tabletop Display

This chapter addresses the challenging problem on the optical design that enables

direct manipulation of physical objects and that provides mid-air images with mul-

tiple viewing zones. For direct manipulation, the optical design need to allow users

to freely access physical objects in 3D space as implemented in MARIO. In order to

provide an MR interaction to multiple users, the optical design is required to provide

mid-air images with multiple viewing angles as in MRsionCase. The author believes

that the values from direct manipulation and multiple viewing zones accord to the

goals of tabletop displays, and thus can suggest a tabletop display as an MR interface.

Therefore, in this chapter, the author aims to overcome the limitations of display area

in conventional tabletop displays by implementing direct manipulation and multiple

viewing zones. The advantages of mid-air images, physical objects, and even horizon-

tal images on the tabletop surface are combined and finally a new MR interface for

surrounding users is implemented.
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5.1 Introduction

Tabletop displays provide a co-located workspace for multi-user interactions. With

tabletop displays, people gather around and share ideas with others. In addition,

horizontal displays on a tabletop not only display visual images but also support

intuitive manipulation with multi-touch interactions. However, conventional tabletop

displays have limitations in terms of visual presentation: The display area is limited

to the horizontal surface, and all the users surrounding the table see an identical

visual image, which limits the users’ viewing direction.

In order to overcome these limitations, the author focused on the space “above”

and “around” the tabletop surface. For these purposes, in this chapter, a tabletop

display called “HoVerTable” is proposed, which stands for “Horizontal and Vertical

image presentation on a Tabletop display” [9]. HoVerTable was designed to satisfy

the following three requirements:

(1) extending the display area of tabletop displays above the horizontal surfaces with-

out the need for special glasses,

(2) providing view-dependent appearance of visual images to multiple users around

a table, and

(3) achieving a mixed reality showcase with readable text annotation

Figure 5.1 shows the HoVerTable system. Vertical floating images, the labels

“Winglet” and “Cockpit,” are formed in mid-air and superimposed onto a physical

object, the airplane model. The images can be seen with the naked eye without the

need for 3D glasses. The horizontal images on the tabletop surface are shared among

all users around the table.

In this chapter, the optical design of HoVerTable is described that combines plate-

shaped imaging optics and di↵usion control film. The imaging optics form mid-air

images in the vertical direction and used as the tabletop surface. The di↵usion control
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Figure 5.1: The proposed “HoVerTable” system

film enables horizontal image projection on the imaging optics. This combined usage

makes compact design of HoVerTable possible.

5.2 Proposal

Through HoVerTable, it is aimed to suggest a new standard for MR tabletop displays

provides three core values: 1) combined display area in 3D space, 2) selective informa-

tion sharing, and 3) augmentation of physical objects. These three values correspond

to the requirements of HoVerTable.

5.2.1 Combined display area in 3D space

A core feature of HoVerTable is to provide visual images in 3D space with combining

vertical and horizontal images. Multi-layered vertical images are formed above the

tabletop surface and located at di↵erent positions. Horizontal images are displayed
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on the table surface as conventional tabletop displays. These vertical and horizontal

images are spatially and temporally linked to each other. For example, horizontal

images can be dynamically changed according to the position and contents of vertical

images. Such combination of visual images in 3D space enriches the visual expressions

of tabletop displays.

5.2.2 Selective information sharing

Sharing visual images among multiple users is an essential feature of tabletop displays

as a co-located and collaborative workspace. Especially, the author focuses on selec-

tive visual presentation according to each user’s need with providing di↵erent visual

images. The viewing zones of vertical images can be controlled by imaging optics so

that the images can be displayed to targeted users. Each user can obtain di↵erent

visual information according to his/her perspective while surrounding the same ta-

ble. For example, di↵erent cards can be provided to players or text information can

be provided in di↵erent languages. Such selective visual presentation helps tabletop

displays to satisfy the needs from multiple users.

5.2.3 Augmentation of physical objects

As an MR tabletop display, HoVerTable is required to augment the features of physical

objects with visual representations. Physical objects, such as mockups or prototype

models, are often placed on tabletop displays as an intuitive tool. The author believes

that the core features of HoVerTable introduced above, 3D display area and selective

visual presentation, can suggest another physical object augmentation on tabletop

displays with providing high geometrical connection between physical objects and

visual images. Visual images can be superimposed onto the physical object and users

can see di↵erent visual images according to their position. From the advantages of
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these visual representations, novel applications are implemented such as showcases

and entertainment interactions with extending the features of everyday objects.

5.3 System design

In the system design, the author focused on combining vertical mid-air images and

horizontal image projection. Vertical mid-air images are formed on the tabletop sur-

face with dual sides to extend the display area above the tabletop surface and provide

di↵erent visual images to multiple users around the tabletop surface. Horizontal im-

ages are projected onto the tabletop surface and shared among these users.

5.3.1 Vertical mid-air images on tabletop surface

Requirements for vertical images

Since text annotation is considered as a main use of vertical mid-air images, the

images need to have su�cient resolution and size for users to read. To superimpose

visual images onto di↵erent positions, at least two sets of vertical images are formed

on the tabletop surface. All the vertical images should provide enough viewing range

to users sitting in front of the table.

Optical principle

To form vertical mid-air images on a tabletop surface, a plate-shaped imaging optics

called the aerial imaging plate (AIP) was used [32]. As shown in Fig. 2.11(a), when

a display is placed below the AIP at an angle of ✓, a mid-air image is formed on the

AIP surface with the same angle (✓) by retro-reflection. Figure 2.11(b) illustrates

the retro-reflection process inside the AIP. Since the AIP consists of two layers of

micro-mirror arrays crossed at 90�, when light enters the AIP, it is reflected twice at
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(a) A mid-air image formed above the table for
User 1

(b) A dual-sided mid-air image for the users
around the table (User 1 and 2)

(c) Optical design for two dual-sided mid-air im-
ages with design parameters

Figure 5.2: Steps in optical design of HoVerTable

the mirror arrays and converged at the same point symmetric to the AIP plane. This

converged light forms an image in mid-air. Since the imaging process involves only

linear reflections, the AIP can form distortion-free mid-air images, unlike Fresnel

lenses and concave mirrors. However, the mirror arrays are discrete so that the

resolution of the resulting images has limitations in principle. The readability of text

captions formed with the AIP to the horizontal projected images will be compared

in Section 5.4.2.

Optical design: step-by-step

Figure 5.2 shows the optical design of HoVerTable with three steps. In the first step,

a single-sided mid-air image is formed above the AIP surface for User 1 (Fig. 5.2(a)).
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Figure 5.3: Interaction distance (I) and minimum AIP size (Lmin) from Eqs. (5.1)
and (5.2) according to viewing height (T ).

To make the mid-air image stand on the tabletop surface, a display was placed with

upright postures under the AIP, as Markon et al. reported [46], which means ✓=90�

in Fig. 2.11(a). This enables the author to use the AIP as imaging optics as well as

the tabletop surface for a compact optical design. For horizontal image projection,

a di↵usive film (Lumisty) is placed on the AIP as a screen, and a projector is fixed

above the table.

In the second step, a dual-sided mid-air image is formed on the AIP surface to

provide view-dependent appearance of visual images to two users around the AIP

(Fig. 5.2(b)). Each user can view each side of the mid-air image.

In the final step, a dual-sided display is added to form two sets of dual-sided

mid-air images on the AIP (Fig. 5.2(c)).

Parameter settings

For forming two sets of vertical images on the AIP, design parameters are defined for

system implementation, as shown in Fig. 5.2(c).
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The notation T is viewing height (vertical distance from the tabletop surface to

a user’s eye) and I is interaction distance (distance between the eyes of two users

facing one another). The notation H is display height (the vertical size of mid-air

image), D is the distance between displays, and L is AIP size. The notation ↵ is the

angle between the AIP surface and the end of the far vertical image, � is the angle

formed by a user’s eye, the bottom of the near vertical image, and the AIP. From

an experiment, it was found that the viewable range of a mid-air image is 30�–60�.

Thus, ↵ should be equal to or larger than 30�, and � should be equal to or less than

60�. From Fig. 5.2(c), I can be derived as Eq. (5.1).

I = T (cot↵ + cot �)�H cot↵ (5.1)

When the author forms two sets of vertical images on the AIP, space is necessary

between the displays to avoid occlusions. The minimum distance between displays

(Dmin) can be calculated from the homologous triangles in Fig. 5.2(c) as the following

equation.

Dmin =
TH

T �H
cot �

To form a vertical image at a certain H, the AIP should be located H cot↵ behind

the image. The minimum size of the AIP (Lmin) can be calculated by Eq. (5.2).

Lmin = 2H cot↵ +Dmin (5.2)

Figure 5.3 illustrates the I and minimum AIP size (Lmin) from Eqs. (5.1) and (5.2)

at T . The H is set to 62 mm with actual display size and the ↵ and � are set to 35�

and 55�, respectively. Actual AIP size (360 mm) is also plotted as a dashed line. For

T , the author mainly targeted the 450–550 mm range since the author expects most

users belong to this height range. In this range, the Lmin should be 226–227.4 mm.
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The I is determined between 869.2 and 1082.1 mm. The author consider this distance

appropriate for face-to-face communication and direct access to the tabletop surface

for two users. The Dmin is also calculated as ranging from 48.9 to 50.3 mm. Based

on these calculation results, the optical system of HoVerTable was implemented.

5.3.2 Horizontal image projection

Requirements for horizontal screen

For horizontal images, overhead projection was chosen from the top of the tabletop

surface instead of rear projection to avoid cross contamination between the light

sources, the projector and displays below the AIP. Since the AIP only passes the light

from the projector, a di↵usive screen is necessary on the AIP surface for horizontal

image projection. In HoVerTable, a di↵usive screen should satisfy two requirements:

(1) penetrating light from the displays below the AIP as a transparent layer for clear

vertical images, and (2) di↵using the projected light from the overhead projector for

bright horizontal images.

Possible options for a horizontal screen

The author surveyed two di↵usive films as possible di↵usive screens: Lumisty and a

semi-transparent screen.

Lumisty (MFX-1515) is a film that di↵uses the entering light at an incident angle

between 75� and 105� from the film surface. However, for the light coming from out-

side this range, Lumisty works as a transparent sheet. Due to this selective di↵usion

control by incident angles, it is expected that Lumisty would barely a↵ect vertical

images. Unlike the studies discussed in the Section 2, the use of Lumisty is for sharing

horizontal images rather than providing view-dependent visual images.
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Table 5.1: Expected optical property of visual images produced using di↵usive films
(+ represents positive e↵ects and � for negative ones.)

Vertical Horizontal
No film (AIP only) +++++ �����

Semi-transparent film + +++++
Lumisty +++ +++

A semi-transparent screen (CF-500-1525) [64] is also considered feasible for hor-

izontal image projection due to its transparency and di↵usiveness. Since this semi-

transparent screen is mainly used for rear projection, it can be used for overhead

projection. In addition, according to the catalogue specifications, the viewing angle

is about 150� from the center of the screen. This viewing angle can cover the view-

ing angle of both vertical and horizontal images on HoVerTable. However, unlike

Lumisty, this screen does not change its di↵usion by incident angles; thus, vertical

images may be blurred by di↵usion.

Based on the optical properties of these films, Table 5.1 summarizes the assump-

tions on the visual images. For vertical images, the author expects the AIP without

any film forms the clearest images since the light is not a↵ected by di↵usive films

and Lumisty provides clearer images than semi-transparent film due to the selective

di↵usion control by incident angles. A semi-transparent film may provide a wider

viewing range and brighter horizontal images because the di↵usion does not depend

on viewing angles. In Section 5.4.1, the detailed results of visual images produced

using di↵usive films will be described.

5.3.3 Implementation

Figure 5.4 shows the current implementation of HoVerTable. As shown in Fig. 5.4(a),

HoVerTable consists of four parts: A projector, AIP with Lumisty film, and dual-sided

displays. The size of HoVerTable is 830 (W)⇥795 (D)⇥750 mm (H). For horizontal

image projection, an LED projector (BenQ GP20) is used due to the compact size
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(387 (W) ⇥ 247 (D) ⇥ 111 mm (H)) and brightness (700 lm). The projector is fixed

at 700 mm above the AIP, the lowest position where the projected image can cover

the tabletop surface. The AIP is horizontally placed at the center of HoVerTable

as a tabletop surface. The size of the AIP is 360 (W)⇥360 (D)⇥5 mm (H), which

is larger than Lmin (227.4 mm). A di↵usive film (Lumisty) covers the AIP surface

as a horizontal projection screen. Below the tabletop surface (the AIP), there are

dual-sided displays.

Figure 5.4(b) shows the details of the dual-sided displays. The display of a 5-inch

smartphone device (Nexus 5) is used as the light source for vertical images. Each

display forms a vertical mid-air image on the tabletop surface after passing through

the AIP. A total of four layers of vertical images are formed, and each user can see the

two image layers. The distance between the display sets was 85 mm, which is larger

than Dmin, to avoid occlusion between the display sets. The size and resolution of the

display were 111⇥62 mm and 1920⇥1080 pixels, respectively. The space around the

displays was covered with a light-absorbing sheet to prevent unnecessary reflections.

All displays were connected to a computer via Wi-Fi as a sub-display through an

Android application.

5.4 Results

5.4.1 Optical evaluation

Vertical floating images

Figure 5.5 shows the results of a vertical floating image on the HoVerTable. Each

image was taken from the left (-50 mm), front, and right (+50 mm) of center with

di↵erent T s (T=450, 500, and 550 mm). For comparison, a physical card was hori-

zontally placed on the table surface below the vertical mid-air image. It is confirmed
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(a) Side view

(b) Details of dual-sided displays

Figure 5.4: Implemented HoVerTable system

that HoVerTable can form a vertical mid-air image on the tabletop surface and users

can see the image without the need for special glasses.

Di↵usive films for horizontal image projection

To investigate the e↵ects of di↵usive films on horizontal image projection, the author

examined the blur of vertical images and luminance of horizontal images.
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Figure 5.5: Vertical mid-air image floating on physical card placed on table surface.
Images were taken from left, front, and right with three di↵erent T s.

Blur in vertical mid-air images

The e↵ects of di↵usive films on vertical images were compared. The source and

resulting vertical images are shown in Fig. 5.6. A vertical image of stripe patterns

with di↵erent widths was made as a resolution test chart (Fig. 5.6(a)). As expected,

the image formed without any di↵usive film was the clearest (Fig. 5.6(b)). Lumisty
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(a) A source image (b) No di↵usive film

(c) Lumisty film (d) Semi-transparent film

Figure 5.6: Blur in mid-air images by di↵usive films. These images were taken with
same camera settings (1/15 sec, F6.3).

caused a slight blur in the mid-air image (Fig. 5.6(c)), and the semi-transparent film

caused a severe blur in the mid-air image (Fig. 5.6(d)). Thus, the author concluded

that Lumisty provides higher quality mid-air images than semi-transparent film.

Brightness of horizontal mid-air images

To examine the brightness of projected images, their luminance was measured. The

experimental setup is shown in Fig. 5.7. The author projected a white image onto

each film and measured the luminance at the center of the projected image from

the angles of 30�–60� with a luminance meter (Minolta CS-100A). The luminance

of a white vertical image was also measured for reference. Figure 5.8 shows the

measured luminance of the vertical and horizontal images by viewing angle. The
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(a) Vertical image (b) Horizontal image

Figure 5.7: Measurement of image luminance on HoVerTable

Figure 5.8: Luminance of mid-air image and horizontal image projection on Lumisty
and semi-transparent film

semi-transparent film provided brighter horizontal images than Lumisty from these

viewing angles.

In the 30�–60� range, regarding the brightness of horizontal images, the semi-

transparent film provided brighter images than Lumisty film. On the other hand,

Lumisty provided clearer vertical images with less blur. The di↵erence in image

brightness was too small to sacrifice the clear images formed by Lumisty film. There-

fore, Lumisty film was chosen as the di↵usive film for horizontal image projection

with the emphasis on the combination of vertical and horizontal images.
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(a) No Lumisty

(b) With Lumisty

Figure 5.9: E↵ect of Lumisty film on horizontal image projection

Horizontal image projection

Figure 5.9 shows the e↵ect of Lumisty film on horizontal image projection. Without

Lumisty film, horizontal images cannot be clearly displayed due to the transparency

of the AIP (Fig. 5.9(a)). On the other hand, when Lumisty film is placed on the

AIP, a projected image (a green mat) can be displayed from the tabletop surface

(Fig. 5.9(b). From these results, it was confirmed that Lumisty film is e↵ective as a

projection screen on the AIP.
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(a) View from User 1 (b) User 2

Figure 5.10: Dual-faced mid-air images can provide di↵erent visual images to two
facing users.

View-dependent appearance for two facing users

To provide view-dependent visual images from HoVerTable, mid-air images was cre-

ated with two sides. Figure 5.10 shows the mid-air images viewed by two users facing

one another, Users 1 and 2. From User 1’s viewpoint, the cards with spades and the

back of User 2’s cards could be seen. On the other hand, User 2 could see di↵erent

cards and the back of User 1’s cards. This result confirms that dual-sided mid-air

images can provide view-dependent visual images in two directions.

Usage example: A mixed reality showcase with text annota-

tion

Based on the benefit of vertical and horizontal images, the author implemented a

usage example: A mixed reality (MR) showcase that superimposes text annotation

onto a physical model, is shown in Fig. 5.1. When users place a physical object (an
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airplane model) on the HoVerTable, text labels are shown in mid-air and directly

superimposed onto the model. Horizontal images are displayed from the tabletop

surface to be shared among all users. Since the vertical images have two sides, di↵erent

visual images can be displayed to each user. For example, English captions are

provided to User 1 and Japanese ones to User 2.

5.4.2 User study

Goal

Since vertical images were chosen for text annotation instead of horizontal ones, the

readability of vertical images were critical for reliability of the usage example. Com-

pared to horizontal images, vertical images have the advantage of good readability

with higher brightness, as shown in Fig. 5.8. As mentioned regarding the optical

properties of the AIP, however, there is a disadvantage in that the readability of ver-

tical images is reduced: the mid-air images formed using the AIP have limitations in

resolution due to its discrete mirror arrays. Moreover, HoVerTable can provide the

view-dependent appearance of visual images to two users facing one another. It is

expected that text captions can be displayed with appropriate orientations to each

user according to their viewing positions.

In particular, the author investigated two assumptions through the user study:

With HoVerTable, (1) text captions displayed in vertical images are as easy to read

as horizontal projected images despite the di↵erences in brightness and resolution,

and (2) text captions with correct orientation from the user’s viewpoint are easier for

a user to read.
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Figure 5.11: Settings of vertical and horizontal images for user study

Settings and procedures

Figure 5.11 illustrates the settings of the horizontal and vertical images. Horizontal

images were placed 362 mm from the end of the HoVerTable surface and vertical

images were placed 30 mm above the center of horizontal images. The size of all

visual images were 100 (W)⇥30 mm (H).

A 9-digit random number was used as the text caption. The reason we chose

numbers is that they have only ten elements with a distinct orientation. Figure 5.12

shows the example images used in the user study. In each task, a 9-digit number

randomly appeared on HoVerTable under one of the following four conditions: (a)

a horizontal image with correct orientation, (b) horizontal image with upside-down

orientation, (c) vertical image with correct orientation, and (d) vertical image with

reflected orientation. When a number appeared on HoVerTable, participants were

required to input the number using keypads.

An experimental set consisted of 20 input tasks, which included five tasks from

each condition. Each participant conducted three sets of experiments in total. In

the first set, all participants were guided in a practice tutorial. After each set was

completed, participants took at least a one-minute break. While participants observed

the provided images, head movement was allowed for adjusting their viewpoint. The

time taken for each task and the numbers input by the participants were recorded.

For statistical analysis, only the time taken for the tasks with correct input was used.
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(a) Horizontal image with a correct orientation (b) Horizontal image with an upside-down ori-
entation

(c) Vertical image with a correct orientation (d) Vertical image with a reflected orientation

Figure 5.12: Example images used in user study. Images were taken with same camera
parameter settings (1/20 sec, F8).

Twelve participants (ten males, two females), who were recruited from our univer-

sity, participated in the experiment. Their ages ranged from 23 to 38 (median=24).

They had normal eyesight including some with corrected vision. The T s of all partici-

pants were in the targeted range from 450–550 mm. The illuminance of the experiment

room was set to 28.6 lux so that participants could see the vertical and horizontal

images on HoVerTable and the keypads for the input task.

Results

Figure 5.13 shows the average input times for each condition of visual image presenta-

tion. For assumption (1), the average input time for vertical images was significantly
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shorter than that for horizontal images (F (1, 11) = 14.51, p < .01). This result con-

firms assumption (1) and indicates that vertical images on HoVerTable are easier to

see than horizontal images despite the di↵erences in brightness and resolution. Two

possible explanations can be suggested for this result: the di↵erences in the brightness

and e↵ective size of the horizontal and vertical images. As mentioned in Section 4.2,

with HoVerTable, vertical images are brighter than horizontal ones: In the user study,

the average luminance of the vertical images (7.42 Cd/m2) was higher than that of

the horizontal images (1.53 Cd/m2). Moreover, participants’ viewing angle was less

than 45� so that vertical images had a larger e↵ective size, the size viewed from a

participant’s perspective, than horizontal images, although their sizes were identical.

For assumption (2), text annotation provided in the correct orientation to par-

ticipants’ viewing direction were associated with significantly shorter input times on

average than those with upside-down and reflected orientations (F (1, 11) = 25.65,

p < .01). This result confirms that providing view-dependent appearance with dual-

sided vertical images is an e↵ective method for text annotation with HoVerTable, as

expected. During the experiment, most participants commented that they found it

di�cult to di↵erentiate the numbers “6” and “9” due to their reversed shapes.

5.5 Discussion and Conclusion

The resulting images and user study results revealed limitations of HoVerTable.

The current implementation can support a usage scenario for only two users facing

one another as a minimum configuration of multiple user interaction. However, many

tabletop displays can support more than two users and various viewing positions. It

is necessary to increase the number of users and expand the viewing directions of

vertical images by improving the optical design.
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Figure 5.13: Results of user study

Since the author focused on text annotation as a main function of vertical images,

a user study on readability with numeric strings was conducted. However, the vertical

and horizontal images on HoVerTable can display other kinds of visual information

such as photos, figures, and illustrations. In the future, the author plans to study the

usability of HoVerTable with the view-dependent appearance of these images.

Although the use of the AIP as a tabletop surface has enabled a compact optical

design, there is an occlusion problem when physical objects are placed on the AIP

and block the light reflected by the AIP. This problem can be avoided by considering

the shape and orientation of physical objects using object detection. Moreover, the

position of vertical images is fixed in the current implementation. In the future,
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Figure 5.14: Example of application for entertainment

displays will be moved using mechanical actuators and dynamic visual expressions

can be provided. The author expects that changing the vertical image positions will

also solve the occlusion problem.

The brightness of visual images needs further improvement. The vertical and hor-

izontal images on HoVerTable exhibit low luminance compared to ordinary displays

such as LCD monitors or projectors. Although the displays used for vertical images

(Nexus 5) had a luminance of 429.6 Cd/m2, the highest luminance of the resulting

vertical images was 24.0 Cd/m2. Horizontal projected images showed much lower

luminance, with an average of 4.88 Cd/m2 at viewing angles between 30� and 60�.

To enable the use of HoVerTable under ordinary lighting conditions (e.g., o�ce en-

vironment), it is necessary to improve the brightness of the visual images. Changing

the angle of the vertical images may be a solution. To provide bright vertical images,

it is preferable for a vertical image to be perpendicular to a user’s viewing angle. If

the mid-air images were formed obliquely to the AIP surface instead of the upright

postures, the vertical images would appear brighter.
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The author discussed the optical design of “HoVerTable” that combines vertical

and horizontal images on the tabletop surface. The optical design formed dual-sided

vertical mid-air images using plate-shaped imaging optics (the AIP). Users could

see the vertical mid-air images without the need for special glasses. For horizontal

image projection, Lumisty was chosen as a di↵usive screen due to less blur in vertical

mid-air images. Dual-sided vertical images provided text annotation with correct

orientation to two users facing one another. From these advantages, an MR showcase

was implemented that superimposed text captions onto an airplane model. The user

study on text readability confirmed the e↵ectiveness of text annotation with vertical

images or with a correct orientation for the MR showcase. However, the current

implementation has several limitations due to the occlusion problem, fixed image

positions, and low brightness. In the future, the author plans to implement more

usage examples with various visual images. A card battle game can be considered as

an example of entertainment use, as shown in Fig. 5.14. Users can play a battle game

with the characters summoned from the physical cards onto the table. The author

believes this combination of vertical and horizontal images with HoVerTable enables

new user experiences with tabletop displays.
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Chapter 6

Conclusion

6.1 Summary

In order to overcome the limitations in display area of current displays, in this thesis,

optical designs, which can form layered mid-air images and superimposes them onto

physical objects, are proposed. Based on the proposed optical designs, novel glasses-

free mixed reality interactions are developed.

MRsionCase

MRsionCase formed two layers of mid-air images that sandwich a physical object

between the mid-air images. The optical design consists of half-silvered mirrors and

a real imaging optics (DCRA). MRsionCase has realized three main functions as a

new MR showcase.

1) Hybrid usage of virtual and real mid-air images enables the mid-air images to

be located at the very next to the physical objects. This gives a high level of spatial

consistency between physical object and visual images. Users can see both a physical

exhibit and superimposed images at the same sight.
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2) The imaging system of MRsionCase is designed with a symmetry to support

multi-directional viewability. Users can appreciate the exhibit and visual images by

walking around the showcase. In live demonstrations, it is confirmed that most users

viewed MRsionCase from more than three directions.

3) All these features do not require users to wear special devices such as 3D glasses.

Users of MRsionCase could walk up and participate the interaction without any

preparation. I believe device-free usage motivate users to experience MR interactions.

MARIO

The optical design of MARIO enabled users to access visual images and manipulate

physical objects during interaction. The combined usage of AIP and a linear actuator

can change positions of a mid-air image in the depth direction. MARIO have three

contributions as the follows.

1) The optical design of MARIO formed a mid-air image moving inside a 3D space

of 350 (W)⇥300(D)⇥250 (H) mm. This 3D space could be used for interaction area

as well as display area.

2) With the aid of object detection, interactive applications using everyday objects

are developed. Users could make a terrain for a mid-air character with stacking and

manipulating wooden blocks.

3) A high level of optical consistency between a mid-air image and the real world

has realized by an artificial shadow projected an overhead projector. The cast shadow

helped users to perceive the positions of the mid-air image and provide higher sense of

reality during user interaction. It was witnessed that users voluntarily said “bye-bye”

to the mid-air character after their experiencing MR interaction in MARIO system.
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HoVerTable

HoVerTable provided multi-layered mid-air image to two opposite directions and en-

abled direct manipulation of physical objects on the tabletop surface. In HoVerTable,

the optical design was focused to form each mid-air image with dual sides and to com-

bine them with horizontal image projection.

1) The combination of vertical mid-air images and horizontal images on the table-

top surface extended the display area of tabletop displays. For this purpose, a novel

combination of AIP and a di↵usive control film (Lumisty) was implemented. The

vertical images are formed by imaging optics so that no physical displays or surfaces

that disturbs face-to-face are needed. Users could communicate with each other in

face-to-face as the case they sat around ordinary tables.

2) Dual-sided mid-air images provided view-dependent images to two facing users.

Two sides of mid-air images were formed at the same depth, but controlled as an

independent image layer. Providing di↵erent images according to users’ viewpoints

broadened the visual expression.

3) Physical objects can be placed on the tabletop surface and augmented by

vertical and horizontal images. Without see-through displays or optics between users

and physical objects, the imaging system is complete inside a tabletop display.

All optical designs in the proposed systems are based on geometrical optics. The

mid-air images formed by these applications are not limited to the current appli-

cations but also can be applied to future possible applications for glasses-free MR

interactions. Therefore, the findings and discussion of this thesis will be helpful to

further implementation of optical designs for glasses-free MR interactions.
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6.2 Future work

The results of discussion on this thesis revealed the limitations of current implemen-

tations and showed a direction for future work.

Scalability in implementation

To support various usage of mid-air images, high scalability is required in visual im-

ages and optical design in the implementation processes. However, current imaging

optics have only few options in size and shape. Although the system size was the-

oretically calculated in various scale, the size of actual implementation was limited

to certain scale. Moreover, imaging optics (i.e. HSMs, DCRA, and AIP) were made

with glass so that it was so hard to change their shape according to various require-

ments on implementation. If imaging optics (i.e. HSMs and RIOs) can be made

with DIY-able material such as resin or cuttable sheet and provide a variety of sizes

and shapes, imaging optics can provide a variety of sizes and shapes. Such DIY-able

imaging optics will enable more rapid prototyping of optical designs and improve the

scalability of MR interactions.

Enhancement of visual expression

Visual expression of mid-air images also needs improvement in several points.

Fixed imaging positions suggest a problem to be solved in the future work. To

provide a dynamic MR interaction, mid-air images need to be placed in various posi-

tions with movements. In the current optical design of MRsionCase and HoVerTable,

if displays move and change the position, mid-air images also move to the correspond-

ing positions. Especially, in HoVerTable, moving displays can easily move the mid-air

images on the tabletop surface. The moving images will enrich visual expression on

tabletop displays with extending the display area of mid-air images to complete 3D

119



space. Moreover, the direct link between the positions of display and mid-air im-

ages will provide more interactive applications that encourage users’ participation.

For example, users can directly move a character, shown from mid-air images, with

manipulating the display instead of a gamepad.

In MARIO and HoVerTable, horizontal and vertical images are combined and

linked to each other with providing a high sense of reality from mid-air images. How-

ever, the horizontal images were limited to the physical surface due to the use of

image projection. If the horizontal images are presented with mid-air images and

move in vertical direction, two layers of mid-air images can be displayed with enhanc-

ing degree of freedom in movement over 3D space completely beyond the limitations

of physical displays or surfaces.

Along with image superimposition by mid-air images, projection mapping will

enable more direct visual presentation onto physical objects. For example, a static

exhibit can provide dynamic visual expression with the projection of moving images:

The color and apperance of the exhibit can be changge. This dynamic visual e↵ects

will help users to interactively appreciate the exhibit from various perspectives.

Another issue is occlusion expression when multiple layers of mid-air images are

overlaid. The optical design of MRsionCase and HoVerTable could provide two layers

mid-air images. When these mid-air image layers are overlaid, the lights of the overlaid

images are added to each other since the mid-air images are transparent. This makes

the overlaid images brighter, and thus the visibility of the images decreases. To solve

this problem, the addition of lights between the overlaid images needs to be controlled

with adjusting the transparency of the mid-air images.

Feedbacks from mid-air images to the real world will be a challenging issue for

a sense of reality. As introduced, the goal of MR interactions is to provide a high

sense of reality from visual images with a seamless connection between the images

and physical objects. In MARIO and HoVerTable, visual images are displayed as an
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output to users’ actions. To establish a complete connection between visual images

and physical objects, the feedback from mid-air images to the physical objects also

needs to be implemented. Although artificial shadows on the real blocks seemed

e↵ective, more active feedback such as tactile stimuli and physical forces will improve

the sense of reality with mid-air images. For example, a mid-air image might move

a physical block place on the table or a mid-air character bounces on a user’s hand

with a weight. The author believes that such bi-directional feedback between mid-air

images and physical objects will enhance a sense of reality with removing the border

between the real and virtual world.

Use of various imaging sources

This thesis used ordinary displays as a light source for mid-air images. However, the

application of mid-air images can be diversified when more various lights are used as

a lighting source. The DCRA and AIP can form a mid-air “image” with reflecting

and converging other electromagnetic waves even with infrared rays. Thus, users can

feel heat from mid-air images if infrared ray sources are used along with displays.

Moreover, additional information (e.g. 3D position data) can be encoded into mid-

air images. For example, if a mid-air image consists of a pattern of high-frequency

flickering lights, the pattern can convey additional information along with the mid-air

image. Since human’s eye cannot detect the high-frequency patterns, additional in-

formation can be provided without visual disturbance. Moreover, if the position data

can be combined with mid-air images, the MR system does not need additional sen-

sors for object detection so that more various interactions using physical objects will

be possible. In this way, the use of other imaging sources provides various information

from mid-air images.
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Toward wide and everyday usage

There are practical limitations for everyday usage of the proposed optical designs for

mid-air images. Most of all, the cost for imaging optics, especially novel RIOs, is much

higher (⇠$10k) than ordinary displays since the production of the imaging optics are

at an early stage. Moreover, the size of mid-air images are small for practical use in

comparison with ordinary displays such as LCD monitors or TV screens. The size

of DCRA and AIP was limited to 150 (W)⇥150 mm (H) and 360 (W)⇥360 mm

(H), respectively. Since the size of mid-air images depends on that of imaging optics,

larger imaging optics are necessary to form large mid-air images. For example, in

order to form a 2-m mid-air image for a life-sized figure, the size of RIO should be

at least 2 m to 2.8 m. These limitations of RIOs will be solved as the production

process matures. Cost-e↵ective optical design and larger size of mid-air images will

be used in practical applications such as digital signage systems and visual e↵ects in

performance stages. Such everyday usage of mid-air images will seamlessly connect

the physical and information world, and enables people to interact with visual images

as they do with ordinary objects by making the two worlds indistinguishable.
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Appendix A

Exhibitions

Proposed MR interactions in this thesis have been demonstrated from exhibition

venues.

A.1 MRsionCase

A.1.1 Digital Contents Expo 2012

Digital contents Expo (DCExpo) is an annual event to introduce media and contents

technology. DCExpo 2012 was held at the National Museum of Emerging Science

and Innovation (Miraikan) from October 25th to 27th in 2012. Since DCExpo is an

open event, guests at DCExpo come from various fields of background such as art,

research, entertainment and broadcasting.

In DCExpo, MRsionCase was presented as a museum showcase (Figure A.1). The

exhibit was a dogu, which is an ancient Japanese clay doll. In order to provide

viewers related information about the exhibit, its history, place of excavation and

special points are superimposed onto it.
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(a) Users look into the implementation of MRsionCase.

(b) Users see the exhibit with surrounding MRsionCase.

Figure A.1: Exhibition of MRsionCase at Digital Contents Expo 2012 (Tokyo, Japan).

A.1.2 ACM SIGGRAPH Asia 2012

ACM SIGGRAPH Asia is an academic conference which mainly focuses on computer

graphic and interactive techniques held in Asia-pacific region.

SIGGRAPH Asia 2012 was held in Singapore Expo from November 28th to De-

cember 1st, 2012. MRsionCase is selected for live demonstration in Emerging Tech-

nologies site, oral presentation in Technical Briefs, and poster presentation in Poster

sessions.
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In the demonstration, MRsionCase was introduced as a digital signage showcase.

The exhibit was a spider-man figure. Video clips and text information were superim-

posed onto the figure to provide relevant information with the figure and the story of

movie. In addition to superimposed images, narrations and theme songs were played

from hyper directional loudspeakers for auditory information.

A.2 MARIO

A.2.1 12th Media Laboratory Exhibition at Miraikan

MARIO was exhibited at a permanent exhibition, 12th Media Laboratory Exhibition,

in National Museum of Emerging Science and Innovation (Miraikan) as shown in

Figure A.2. The exhibition was lasted for six months from July 1st, 2013 to January

14th, 2014. During the exhibition, over 110,000 people came to the exhibition booth.

MARIO system was experienced by a lot of guest from various age groups, including

kids to elderly people.

In this exhibition, children was considered as a main target of guests. Thus, the

height of interaction table was set to 120 cm from the floor. The character was

carefully selected with a chick character having pretty appearance and somewhat

clumsy movement.

The operation of exhibition was supported by science communicators, technical

sta↵s, and volunteers in Miraikan. Operation sta↵s recorded a daly brief after fin-

ishing everyday’s exhibition. The record was a good reference when analyzing users’

behavior during their usage of MARIO.

Despite the limited viewing angle of MARIO system, it was frequently observed

that many pairs of guests played with MARIO with each other by moving wooden

blocks and looking for the Hiyoko character in mid-air. Collaborative work performed

in MARIO system by multiple users will be an interesting theme for further study.
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(a) Exhibition booth.

(b) A kid plays with MARIO.

Figure A.2: Exhibition of MARIO at 12th Media Laboratory Exhibition in Miraikan
(Tokyo, Japan).

A.2.2 Innovative Technologies 2013

Innovative Technologies is a Japanese annual event to pick up innovative technologies

in Japan and introduce them to domestic and foreign people.

MARIO was honorably selected as one of the Innovative Technologies in 2013 by

Japanese Ministry of Economy, Trade, and Industry (Figure A.3). Selected technolo-

gies were accompanied with public demonstration during the event. The event was

held in Miraikan from October 24th to 27th, 2013.
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(a) Exhibition booth.

(b) A user interacts with the mid-air char-
acter with a hand.

Figure A.3: Exhibition of MARIO at Innovative Technologies 2013 (Tokyo, Japan).

Preparing for a demonstration at Innovative Technologies, second version of

MARIO system was made. Compared to Media Laboratory exhibition, which mainly

focuses on children, the main target of Innovative Technologies is adults. Thus, the

second system was designed a little bit higher than its prior version. The projector

was also installed at higher place to improve object detection precision.
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However, parts such as a projector, a monitor, and a linear actuator were identical

to those used in the previous system. Sharing the parts, a high level of compatibility

between two MARIO systems could be maintained.

During the exhibition, MARIO was featured as a near-future display and interac-

tion technology by television and internet media. Most guests asked a question about

the practical usage of MARIO system, for example, as an entertainment or digital

signage system.

A.2.3 ACE 2013 Creative Showcase

MARIO was accepted from ACE 2013 Creative Showcase. ACE 2013 is an interna-

tional conference which mainly focuses on entertainment applications using computer

and human interactions. Thus, participants of ACE have a deep interest in entertain-

ment and interactive technologies.

Figure A.4: Exhibition of MARIO at ACE 2013 (Twente, The Netherlands).

Creative showcase session includes on-site demonstration (Figure A.4). The

demonstration was held in November 14th, 2013 at University of Twente, Nether-
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land. Since ACE was a single-tracked conference, all participants could see and

experienced the demonstration systems.

In Miraikan exhibition, MARIO system was housed in the wooden case. The case

could isolate illumination condition inside the system from the outside illuminations.

However, the system exhibited in ACE did not have no outer housing for higher trans-

portation e�ciency. Thus, MARIO was placed in a dark area of the demonstration

floor in order to enable viewers to see a mid-air character more clearly.

Since most viewers in ACE were expected as adults, a higher version of MARIO

system was exhibited at ACE, which was the same one exhibited at Innovative Tech-

nologies. However, some viewers were too tall beyond the expectation. They should

adjust their head position to see the mid-air character. Some viewers found out that

the mid-air image were easily seen from further position from the system due to the

limitation on viewing angle of a mid-air image.

During the demonstration, most viewers showed their surprise after interacting

with a character appeared in mid-air. Some visitor expressed his impression with

saying “It is a crazy display.”

All participants of ACE had a vote for selecting best demonstration. MARIO was

honorably chosen as an awardee of Best Demo Gold Award by participants’ vote.

Through MARIO, a game stage was extended to the real world with a mid-air image

coming out of the boundary between computer monitor and users’ world. The author

considers that, in ACE conference, such “mixed” quality of MARIO system that could

contribute to a new entertainment application was highly praised.

A.2.4 Japan Expo 2014

Japan Expo is an annual event to introduce Japanese culture and technologies to

overseas. The events are held twice a year in Europe and USA.
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MARIO was invited to Japan Expo, held in Paris, as a part of technical showcase

(Figure A.5). Visitors of Japan Expo come from various backgrounds. However, most

of them have a common interest on Japanese culture.

(a) A lot of visitors experienced MARIO.

(b) A kid plays with the mid-air character on this hand.

Figure A.5: Exhibition of MARIO at Japan Expo 2014 (Paris, France).

Actually, most visitors came to the event with even wearing a costume of “anime”

characters. They seemed very familiar with Japanese culture. Some of them could

speak and understand Japanese as well.

Unlike to Dutch people, French people were little bit shorter. Thus, visitors had

little problem to see a mid-air character despite its limited viewing angle.
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It was very interesting to see users’ reactions to MARIO system from the exhibi-

tion. Some users yelled at the character by showing their surprise when the character

jumped onto their arm. Other users even flicked o↵ the character with an action

of big surprise. Many people commented that MARIO system was “really weird”

with a positive meaning. This “weird” experience was the MARIO system aimed by

superimposing a mid-air character onto the real world.

During the exhibition, it was often observed that French people tend to use their

hands for interacting with Hiyoko character than blocks. Most visitors showed interest

in grabbing and touch the character by hands. Only few people moved the wooden

blocks for interaction. Although it was an empirical observation, this is the opposite

to the case of Japanese visitors in Miraikan. The characteristics of users might bring

a di↵erent way of usage on the same system.

A.2.5 CEATEC 2014

CEATEC is the biggest technical showcase event in Japan. CEATEC 2014 was held

in Makuhari Messe from October 7th to 11th, 2014. Many visitors came from IT

companies, and thus they had professional background and interest in engineering,

technologies, and business.

MARIO was invited as a near-future entertainment application using mid-air im-

ages instead of 2D displays (Figure A.6). The system was the same version presented

at Innovative Technologies and ACE 2013, a higher one, since the main target of

visitors were considered as adults.

Most people could experience the interaction with Hiyoko character by moving

blocks or using their hands. Although it was informal observation, women and chil-

dren more likely to use hands and grasp the mid-air character compared to men.

Especially, many women visitors enjoyed the interaction with saying the character

was cute.
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(a) Exhibition site of CEATEC 2014 (Makuhari Messe)

(b) A user experiences MARIO with manip-
ulating physical blocks.

Figure A.6: Exhibition of MARIO at CEATEC 2014 (Chiba, Japan).

After exhibition, some company had contacted with a future usage of MARIO

system. They showed a deep interest in utilizing MARIO as a digital signage system

for advertisement and promotion events.
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Appendix B

Sound Presentation from

MRsionCase

This chapter will introduce directional sound presentation in MRsionCase from the

collaborative work with Shun Nagao.

As a complement to visual information, the use of sound presentation in MR sys-

tems has been proposed [65, 66]. For example, LISTEN [67] provides an adaptive

audio guide with 3D sound in exhibitions. The 3D e↵ect improves the spatial consis-

tency between sound and exhibits. However, a viewer must wear headphones during

the exhibition. To eliminate this requirement and to provide spatially consistent

sounds, hyper directional loudspeakers (HDLs) [68] can be used. Invoked comput-

ing [69] places a sound source on physical objects by reflecting the directional sound

from HDLs onto the objects. A rotating platform installed on a ceiling enables the

directional sound to be reflected and directed to any point as a sound source. This

approach could create a sound field over a large area (e.g., a room). However, in MR-

sionCase, we installed HDLs inside showcases for compact system implementation.
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Figure B.1: Vertical sound separation system. Two sets of HDLs are installed with
di↵erent reflecting angles.

B.1 Auditory System Design

An auditory system is designed for vertical sound separation to provide di↵erent au-

ditory information in di↵erent directions and heights while making the sound appear

to come from the exhibit itself. In our auditory system, we add a new function to

HSMs: reflecting directional sound on the HSM surface.

Figure B.1 shows the auditory system design. Since two sets of HDLs are installed

above the HSM with di↵erent reflecting angles, directional sounds are directed to dif-

ferent heights. Assuming that parents and children will be viewing the showcase at

the same time, di↵erent audio guides will be heard in accordance with the viewer’s

height. As a result, this auditory system design realizes targeted information presen-

tation and device-free usage.

B.2 Results

To confirm the vertical sound separation, the sound pressure level every 10 cm in

the vertical range from 100 to 220 cm was measured at 1 m from MRsionCase. As
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Figure B.2: Sound pressure level distribution by height.

a sound source, 1-kHz white noise from each of the HDLs is used. A Brüel & Kjær

2250 sound level meter was used as the measuring instrument. The results of sound

pressure level are plotted in Figure B.2. The red line represents the pressure level of

sound from HDL 2 in Figure B.1, which is intended for short people (i.e., children),

and the blue line represents that from HDL 1 in Figure B.1, which is intended for

taller people (i.e., adults). The red line has a distinct peak at 140 cm, and the blue

one has a distinct peak at 170 cm, with the di↵erence over 10 dB to each other.

Furthermore, only one directional sound is dominant to its counterpart in each region

(100 to 140 and 160 to 190 cm, respectively) as audible sound over 55 dB. This

means that two di↵erent audio guides are separated to be distinguished from each

other. Thus, di↵erent auditory content can be delivered to short and tall viewers.
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Appendix C

Calibration between Mid-air

Images and Real Space

This chapter will introduce a calibration method between mid-air images and real

space used in MARIO from the collaborative work with Issei Takahashi.

In MARIO system, there are di↵erent coordinate systems for display, depth sensor

and real space. Thus, calibration between these coordinate systems is required to form

mid-air images with a high level spatial consistency.

C.1 Coordinate System Setting

As for mid-air images, we set three coordinate systems for display (D), depth sensor

(M) and real space (R) as shown in Figure C.1(a). D is defined as the space in which

mid-air images can be formed (an orange box in Figure C.1(a)). Its origin is located

at the left rear corner of the bottom of the imaging space. x- and y-axis are set for

horizontal and vertical directions respectively, and z-axis for depth direction. M is

defined as the measurable space of the depth sensor. Its origin is at the IR-camera

of the depth sensor. z-axis is along with the perpendicular line to the table, which is

the same direction of depth measurement. R is for real space. Its origin is defined at
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(a) Coordinate system setting. (b) A pointing tool for a mid-air image.

Figure C.1: Calibration of coordinate systems in MARIO system.

the left front corner of the table. xy-plane represents the table surface and z-axis for

the height from it.

The goal of this calibration is to calculate a transformation matrix from M to D

(TDM).

C.2 Calibration Method

When considering this calibration, however, we faced a problem: mid-air images

cannot be detected by an IR-based depth sensor since they have no physical shape.

In order to overcome this problem, we devised a new pointing tool which enables a

depth sensor to detect the position of mid-air images (Figure C.1(b)). The pointing

tool has four markers at the corners which can be detected by RGB-camera of the

depth sensor. In the center, there is an upright screen with semi-transparent di↵usion

sheet. Thus, we can find the imaging position when the screen and the mid-air image

are fitted in at the same depth. Since we designed the center of the screen to be

identical to the center of four markers, the depth sensor can find the position of the

mid-air image by detecting the pointing tool. The coordinates of RGB- and IR-camera

were aligned before calibration process.
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Calibration process is performed as follows:

1) Place the pointing device in R with given position.

2) Record the position of the pointing device from the depth sensor in M (pM
i ).

3) Arrange a mid-air image to the center of the pointing device by adjusting the

imaging position, and then record the position of the mid-air image in D (pD
i ).

4) Repeat the step 1) to 3) N times at di↵erent positions in R.

pM
i , pD

i (i = 1, 2, ..., N) and TDM are defined as C.1. Since the values in pM
i

and pD
i include errors, we applied singular value decomposition (SVD) method to

calculate TDM which minimizes squared di↵erences using C.2 and C.3.
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NX
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kp0D
i � pD

i k2 (C.3)

At this time, we used 125 points in 200 ⇥ 200 ⇥ 200 mm-cube for calibration

(N = 125).

As for shadow projection, the projector can be assumed as a virtual light source

in D from its position measured in R. Then, a shadow will be projected according

to the mid-air image positions in D, which is sent to the projector from the mid-air

imaging display.
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