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Abstract

The majority of the baryons in the Universe are in the form of di↵use plasma, i.e. inter-
galactic medium (IGM), which permeates the space between galaxies. Most of the IGM that
is currently observable resides in clusters of galaxies, where it is referred to as intracluster
medium (ICM). The fundamental microphysical properties of the IGM/ICM, such as viscos-
ity, magnetic fields, and turbulence, however, still remain poorly constrained, despite their
importance for both astrophysics and cosmology.

In order to investigate the microphysics of the ICM observationally, we focus on X-ray
substructure in galaxy clusters, especially on “cold front”s, which are the interface between a
lower temperature, denser gas parcel and a more rarefied, hotter ambient medium. Although
studies of X-ray substructures have been routinely done so far, most of them have focused only
on the substructure itself. In this thesis, we have extended the point of view to both “higher-
order substructure”, i.e., substructures in the substructure, and “lower-order substructure”,
i.e., the relation between multiple substructures, and attempted to draw new constraints on
the ICM microphysics. We have selected three systems; Abell 85, the Perseus cluster, and
Abell 3667, all of which are among the brightest, and host prominent X-ray substructures.

In Abell 85, we have found a huge spiral pattern in the main cluster, as well as a smooth
edge and a peculiar bent morphology in the subcluster currently falling in. We suggest that
the spiral is due to gas sloshing induced by a previous merger, and the morphology of the
subcluster is likely to result from the interaction between the subcluster and the main cluster
gas sloshing. We suggest that this observation demonstrates the interaction between multiple
X-ray substructures, so far an overlooked point of view, which provides us with information
about the configuration of magnetic fields and their dynamical impact.

We have found that Abell 85 also hosts a long stripped tail of the subcluster, while the
subcluster’s cool core is located at the leading edge of the subcluster. The length of the
stripped tail may imply its long life time, and thus the suppression of strong turbulence and
di↵usion. The core at the leading edge indicates that the subcluster gas has been almost
completely stripped during its infall, which poses a challenge to recent simulations which
find that the core usually survives major mergers, indicating the insu�ciency of the simple
hydrodynamic approximation employed by the models.

In the Perseus cluster, we have found a significant double-layered structure in the eastern
cold front. Through thermodynamic studies, we have revealed that the double-layered struc-
ture is consistent with being a Kelvin-Helmholtz instability (KHI) layer on the sloshing cold
front. This is the first case where a KHI layer candidate itself is examined thermodynamically,
resulting in stronger evidence for the existence of such an instability layer. In addition, we
have found a pressure deficit in the KHI layer with respect to the ambient medium, which
could be supported by magnetic fields or turbulence. We have found that the turbulent heat-
ing resulting from the collapse of KHI may balance radiative cooling, and that the estimated
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turbulent heating rate agrees within an order of magnitude with the previous estimate per-
formed with a completely di↵erent method. Our results therefore stress the importance of
the turbulent heating in the context of the cooling problem in the cores of galaxy clusters,
and indicate that the turbulence triggered by sloshing-induced KHIs may have nonnegligible
contributions to the ICM turbulence, which has not been considered extensively.

Also in the Perseus cluster, we have found feather-like structures below the western cold
front. We suggest that this is due to gas depletion resulting from magnetic field amplification
associated with the sloshing motion of the ICM. Based on the scenario, we have estimated the
ambient magnetic field strength using such an X-ray substructure through thermodynamic
properties for the first time.

In Abell 3667, we have found that the cold front is not monotonically smooth but fluctu-
ating. This indicates that KHIs are not completely suppressed on the cold front as opposed
to the previous interpretations of the complete suppression of the KHI. This is the first obser-
vational indication of developing KHIs on a merger cold front. Based on this argument, we
have presented the value of the ICM e↵ective viscosity for the first time. The viscosity value
is consistent with the previous observational upper and lower limits, possibly indicating the
intriguing universality of the ICM e↵ective viscosity.

All of our results can be discussed from one underlying aspect, i.e., the insu�ciency of
the simple hydrostatic description of the ICM. Our studies have o↵ered some of the first
quantitative estimates of the fundamental microphysical properties of the ICM, stressing the
necessity for a hydrodynamic, or magnetohydrodynamic treatment of the ICM. We think it is
observations with these points of view that are essential for the quantitative understanding
of the most dominant baryons in our Universe.
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Chapter 1

Introduction

The growth of cosmic structure is driven by the gravity of dark matter, which is invisible,
and the most dominant mass component in the Universe. Baryonic matter represents only a
small fraction of the entire mass component (⇠15%, Allen et al., 2011; Komatsu et al., 2011;
Planck Collaboration et al., 2013), and the majority of the baryonic component is thought to
be in the form of a di↵use medium that fills the space between galaxies (intergalactic medium,
IGM), following the cosmic structure.

Among gravitationally collapsed structures, clusters of galaxies are the largest and most
recently formed (and still forming). They evolve to the typical mass of 1014-15M� via accretion
of smaller structures and successive mergers of smaller clusters or groups (Sarazin, 2002).
Most of the IGM currently observable resides in galaxy clusters where it is referred to as
intracluster medium (ICM).

Due to the very deep gravitational potential and merger shocks, the ICM has been heated
to extremely high temperatures (107-8 K), and shines brightly at X-ray wavelengths. Indeed,
galaxy clusters are one of the most luminous classes of objects in the X-ray sky, and thus have
been among the main targets in the field of X-ray astrophysics since the first extragalactic
X-ray detection of M87 in the Virgo cluster (Byram et al., 1966).

Although most of the baryons reside in the IGM/ICM, many questions remain about the
physics of this di↵use plasma. The most fundamental and important open issues regard the
basic microphysical properties of the IGM, such as its e↵ective viscosity, thermal conductivity,
geometry and strength of the magnetic fields, turbulence, mixing timescale, and heating-
cooling balance.

The ICM microphysics naturally plays an important role in studies of astrophysical phe-
nomena. For example, cluster mergers are the most energetic events in the Universe, where
a tremendous amount of gravitational energy (⇠ 1064 erg) is released in the ICM (Sarazin,
2002); the gravitational energy dissipates into other forms of energy such as heat, turbu-
lence or particle acceleration. In the cluster cores, on the other hand, active galactic nuclei
(AGN) inject mechanical energy into the surrounding ICM, quenching the star formation by
heating or pushing out the gas, and preventing the runaway cooling of the ICM around the
core (McNamara & Nulsen, 2007). The problems of how e�ciently the energy dissipation
happens, what fraction of the energy is channeled into each form, and how the energy is
transported through the ICM, all highly depend on the microphysics of the ICM, and still
remain uncertain.

Another area where microphysics plays an important role is cosmology. As galaxy clusters
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are the largest virialized structures, their mass function is very sensitive to the underlying
cosmology (Allen et al., 2011). Since the cluster mass and its X-ray observables are tightly
correlated, X-ray observations of galaxy clusters are one of the most important cosmological
probes. However, X-ray mass estimations of galaxy clusters are usually made under the
assumption of hydrostatic equilibrium, and thus any deviation from the equilibrium, such
as electron-ion nonequilibrium, non-thermal pressure support, or inhomogeneity of the ICM,
may cause biases and preclude accurate measurements (Reiprich et al., 2013).

As shown above, it is essential to understand the physical properties of ICM from many
points of view. However, the ICM is di�cult to model because of its complex magnetohydro-
dynamic nature (Kitayama et al., 2014) and, therefore, as the extreme conditions in the ICM
cannot be reproduced in a laboratory, we need to investigate these microphysical properties
observationally.

When a dynamical or thermodynamic disturbance, such as a merger or an outburst of
the central AGN, occurs in a system, the ICM therein must respond to the disturbance. The
complex morphology of the resulting X-ray substructures provides indirect clues about the
ICM microphysics.

Previous studies of X-ray substructures have been routinely done so far, but most of them
have focused only on the substructure itself. In this thesis, we extend the point of view
to both “higher-order” (i.e., substructures in the substructure) and “lower-order” (i.e., the
relation between multiple substructures), and examine the constraints that can be placed on
the plasma properties, such as viscosity, magnetic fields and the survivability of gas structures.
We mainly focus on “cold front”s, which are the interface between a lower temperature, denser
gas parcel and a more rarefied, hotter ambient medium, typically resulting from a merger of
two systems. We selected three systems, each of which provides advantages over any other
targets in certain aspects and all of which are among the brightest galaxy clusters showing a
given type of substructure.

The first target is Abell 85, which is one of the most complexly interacting systems in the
X-ray sky, and thus the most suitable system to study various substructures associated with
the interaction, including cold fronts and shocks. We combine the data from all the three
latest X-ray observatories and study the complex system comprehensively.

The second target is the Perseus cluster, which is the X-ray brightest, and one of the
most deeply observed targets with Chandra. By exploiting the highest-quality Chandra data
currently available, we studied the thermodynamic aspects of fine substructures which emerge
in connection with cold fronts for the first time.

The last target is Abell 3667, which hosts the most prominent cold front. We investigate
the front from an overlooked point of view, i.e., the azimuthal variation, and investigate the
hydrodynamic aspects of the ICM in unprecedented detail.

This thesis is organized as follows; in Chapter 2, we briefly review observational aspects
and important physical properties of galaxy clusters and ICM. In Chapter 3, we introduce
the three latest X-ray satellites, whose data we used, and each of which has its advantages
depending on the situation. In Chapter 4, we summarize the analysis techniques which are
important in the subsequent chapters. In Chapters 5, 6, and 7, we present our analysis and
results obtained for Abell 85, the Perseus cluster, and Abell 3667, respectively. In Chapter 8,
the conclusions are presented with future prospects.



Chapter 2

Review: galaxy clusters and
intracluster plasma

2.1 The Universe and galaxy clusters

The current widely-accepted picture of the Universe is that it is well described with the ⇤-
CDM cosmological model with its curvature being flat, consisting of ⇠70% of dark energy,
⇠25% of dark matter, and ⇠5% of baryonic matter (Planck Collaboration et al., 2014). The
large-scale structure of the Universe, in which we see filamentary overdensities as well as
voids, is called “cosmic web”.

Clusters of galaxies are currently known to be the largest gravitationally bound objects
in the Universe. The masses of galaxy clusters are typically in the range of 1014-15 M�, and
the systems have typical sizes of ⇠2 Mpc. A galaxy cluster typically consists of ⇠85% dark
matter, ⇠12% di↵use hot plasma, and ⇠3% galaxies and stars (Sarazin, 2011). They are
located at the knots of the cosmic web, continuously growing because of the accretion flow
along the cosmic web.

A galaxy cluster typically contains several tens to hundreds of bright galaxies, and more
fainter galaxies (Sarazin, 2011). Indeed, clusters of galaxies were initially identified as re-
gions of galaxy overdensities. The first systematic survey of these galaxy overdensities was
performed by Abell (1958) in the optical wavelength, resulting in the so-called “Abell cata-
logue”, which is still one of the most important galaxy cluster catalogs.

2.1.1 X-ray observational history of galaxy clusters

The first extragalactic X-ray detection of M87 in the Virgo cluster (Byram et al., 1966)
with a rocket experiment was followed by X-ray detections of the Coma cluster and the
Perseus cluster (Kellogg et al., 1971). Cavaliere et al. (1971) suggested a hypothesis that
galaxy clusters are generally X-ray emitters. This hypothesis was confirmed by the first
X-ray satellite Uhuru (Forman et al., 1978), which observed X-rays from 16 Abell clusters
(Kellogg et al., 1973). Since then, galaxy cluster studies have been a major class of X-ray
astrophysics.

Initially, the X-ray emission mechanism from galaxy clusters was a matter of debate,
where the two major candidates were (1) inverse Compton scattering of CMB photons and (2)
thermal bremsstrahlung radiation (Brecher & Burbidge, 1972). The discovery of an emission
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feature which coincides with the line emission due to FeXXV and FeXXVI transitions by Mitchell
et al. (1976) from the Perseus cluster through the Ariel 5 rocket experiment strongly supported
the scenario of X-ray emission from galaxy clusters being predominantly due to thermal
bremsstrahlung.

Successive X-ray satellites such as HEAO-1 (Peterson, 1975), Einstein (Giacconi et al.,
1979), ROSAT (Aschenbach et al., 1981), ASCA (Tanaka et al., 1994), Chandra (Weisskopf
et al., 2000), XMM-Newton (Jansen et al., 2001) and Suzaku (Mitsuda et al., 2007) have
been extending our knowledge on galaxy clusters (Bradt et al., 1992). Einstein, which is
the first satellite equipped with an X-ray telescope (Wolter Type I), enabled us for the first
time to regularly study extended gas in galaxy clusters with dramatically improved sensitivity
compared to previous missions (Helfand et al., 1980), and revealed that the morphology of
X-ray emitting gas in galaxy clusters shows a remarkable variety (Murray, 1980; Forman &
Jones, 1982).

ROSAT is known for the X-ray all-sky survey in the soft X-ray energy range (0.1-2 keV),
using the Position Sensitive Proportional Counter (PSPC), which has a large field of view of
⇠2� diameter, a relatively high on-axis angular resolution of ⇠25 arcsec, and a large e↵ective
area of ⇠300 cm2 at 1 keV. The all-sky survey results are still referred to as the highest-
sensitivity, highest-angular-resolution soft X-ray all-sky survey to date.

Apart from the all-sky survey, it also provided many suggestive results on gas structure
in galaxy clusters. For example, Huang & Sarazin (1996) observed the Hercules cluster using
the ROSAT High Resolution Imager (HRI), and revealed the cluster to have various scales of
substructures, and Boehringer et al. (1993) found X-ray cavities corresponding to the radio
lobes in the center of the Perseus cluster, which showed clear evidence of the interaction
between relativistic particles and ICM for the first time.

ASCA was the first X-ray satellite to employ CCD technology as a focal plane detector. Its
Solid-state Imaging Spectrometer (SIS) o↵ered for the first time opportunities of simultaneous
imaging and spectroscopy in a relatively wide (0.4-10 keV) energy range. Temperature map-
ping, and thus the studies based on associating substructure with thermodynamics, became
available. The ASCA observations revealed that most of the clusters are far from isothermal,
and have significant temperature substructure such as merger shocks, even when the surface
brightness is nearly symmetric (e.g., Henriksen & Markevitch, 1996; Markevitch et al., 1998;
Churazov et al., 1999).

Another topic in whichASCAmade breakthroughs is elemental abundance studies. Thanks
to the CCD technology, measurements of the abundances of the elements other than iron be-
came possible for the first time. For example, Fukazawa et al. (1998) measured the abundances
of silicon and iron, and found that while the iron abundances depend weakly on the tempera-
ture of the ICM, the silicon abundances seem higher in the hotter clusters than in the cooler
clusters, suggesting the di↵erence in the fractions of type-Ia and type-II SNe contributing to
the metal enrichment process, depending on the cluster richness.

Thanks to the largest e↵ective area and the refined CCDs with a good angular resolution,
XMM-Newton has been one of the most important recent X-ray missions. Werner et al.
(2008) found the first observational evidence of X-ray emission from cosmic filaments between
Abell 222 and Abell 223. With the Reflection Grating Spectrometer, Peterson et al. (2003)
found the severe deficit of emission lines predicted from the cooling-flow model, strongly
suggesting the non-existence of strong cooling flows in cluster cores, while Pinto et al. (2014)
discovered OVII emission lines for the first time, which however suggests the existence of a
certain amount of cool gas. Sanders et al. (2010) put direct limits on turbulent broadening
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of emission lines from ICM for the first time.
Chandra’s unprecedented angular resolution revealed surprising substructures, e.g., bub-

bles of a variety of sizes (Fabian et al., 2000, 2006, 2011a), filaments (Fabian et al., 2008,
2011b), ripples (Fabian et al., 2006), and cold fronts (Markevitch et al., 2000; Vikhlinin et al.,
2001a). It also enabled us to study substructures within a substructure, e.g., in X-ray tails
(Randall et al., 2008; Sun et al., 2010) and around cold fronts (Mazzotta et al., 2002; Werner
et al., 2016). In some cases, the length scale resolved with Chandra is comparable to the
collisional length scale, and thus studies regarding the plasma physics of the ICM were made
possible for the first time (Ettori & Fabian, 2000; Vikhlinin & Markevitch, 2002; Markevitch
& Vikhlinin, 2007). Markevitch et al. (2002) found a first clear example of a shock front in a
galaxy cluster, and the result in combination with weak lensing mass data led to one of the
most important evidences for the existence of dark matter (Markevitch et al., 2004).

With the low and stable background of Suzaku, our knowledge on galaxy clusters has been
extended out to the virial radii, where the cluster emission is very faint (Reiprich et al., 2009;
George et al., 2009; Simionescu et al., 2011; Werner et al., 2013b). The entropy profiles were
found to deviate from the theoretical expectation (George et al., 2009; Kawaharada et al.,
2010; Simionescu et al., 2011; Walker et al., 2013), indicating the presence of some mechanisms
which cause biases of the measurement, e.g., accretion shock, nonthermal pressure, or gas
inhomogenieties. Studies of merger shocks associated with radio relics have been established
(Akamatsu et al., 2012a,b; Akamatsu & Kawahara, 2013). Metal abundance profiles suggest
the early enrichment of the elements before the cluster formation (Werner et al., 2013b; Sasaki
et al., 2014; Simionescu et al., 2015).

Despite these continuous progresses of X-ray studies, a number of questions are still to be
answered. One of the most important but still insu�ciently revealed aspects of galaxy clusters
is the microphysical properties of the ICM. Although they are gradually becoming accessible
with the advent of latest X-ray missions, especially Chandra, the physical properties of the
ICM are still investigated in rather qualitative manner. The main reason for this situation is
that we virtually lack dynamical information of the ICM.

ASTRO-H and future missions

ASTRO-H (Takahashi et al., 2014), which is the sixth Japanese X-ray satellite and is planned
to be launched in 2016, is equipped with four instruments; Soft X-ray Spectrometer (SXS,
Mitsuda et al., 2010), Soft X-ray Imager (SXI, Tsunemi et al., 2010), Hard X-ray Imager (HXI,
Kokubun et al., 2010) and Soft Gamma-ray Detector (SGD, Tajima et al., 2010; Ichinohe et al.,
2016). Among the instruments, SXS is most expected to make a breakthrough, enabling
turbulent strength and gas bulk motions of galaxy clusters to be measured for the first time
(Kitayama et al., 2014). Measurements of gas motion also complement the high angular
resolution observations by reducing the uncertainties due to the lack of dynamical information,
and thus it is also expected that the studies of the ICM microphysics become more accurate
and quantitative.

There are some other planned missions; eROSITA (Predehl et al., 2014), which is sched-
uled to be launched in 2017, is the first mission which will perform an X-ray all sky survey
after ROSAT. With the sensitivity of ⇠30 times that of ROSAT, it will certainly increase both
the quality and quantity of the X-ray cluster data especially for cosmological use. Athena
(Barcons et al., 2015) is the largest X-ray observatory in the 2020s. Although the planned
launch year of 2028 is not a very near future, its large e↵ective area (15 times that of XMM-
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Newton), high grasp (a few times that of eROSITA), high angular resolution (5-10 arcsec,
uniformly within r = 30 arcmin), and high spectral resolution (better than ASTRO-H SXS)
are worth waiting for.

2.1.2 Cluster merger

Galaxy clusters grow via accretion of and mergers with smaller systems (Sarazin, 2002).
Cluster mergers with the mass ratio of ⇠ 1 are called “major merger”s and they are the
most energetic events in the Universe, where a tremendous amount of gravitational energy of
⇠1065 erg is released.

The impact of a merger on the systems should depend on the properties of the ICM
(e.g., the initial temperature structure, the magnetic field configuration, and the degree of
relaxation) as well as the parameters of the merger (e.g., the impact parameter and the mass
ratio). Cluster mergers are thus expected to be highly complex phenomena, and indeed there
have been observations of merging clusters of various X-ray morphology (e.g., Abell 3667,
Vikhlinin & Markevitch 2002; the bullet cluster, Markevitch et al. 2002; Abell 85, Ichinohe
et al. 2015).

2.1.3 Galaxy clusters as a cosmological probe

As galaxy clusters are the largest gravitationally bound objects, their constituents are thought
to be fair samples of the matter content in the Universe. Zwicky (1937) applied the virial
theorem to the Coma cluster, and revealed that the gravitational potential of the system is
much larger than one can expect from the optical luminosity, suggesting the presence of dark
matter.

At present, there is a lot of observational evidence for the existence of dark matter,
from e.g. galactic rotation curves, (e.g. Begeman et al., 1991), gravitational weak lensing
(e.g. Clowe et al., 2006) or the observation of the cosmic microwave background (CMB, e.g.
Komatsu et al., 2011; Planck Collaboration et al., 2014). However, the physical properties of
dark matter remain one of the fundamental mysteries in the field of physics, except that the
dark matter is thought to consist of cold, almost collisionless particles (Jenkins et al., 1998;
Markevitch et al., 2004; Garrett & Dūda, 2011).

Since the indication of dark matter, galaxy clusters have been one of the most fruitful
cosmological probes (Allen et al., 2011). The ROSAT observation of the Coma cluster showed
that the cosmic baryon fraction is ⌦b ⇠ 0.05 for the first time (White et al., 1993). The weak-
lensing mass map of the Bullet Cluster clearly showed the existence of dark matter, and its
collisionless nature (Markevitch et al., 2004). Examining the mass function of galaxy clusters
to test the cosmological model is also a powerful tool (e.g., Burenin et al., 2007; Vikhlinin
et al., 2009a,b).

Hydrostatic equilibrium

Assuming the ICM is in hydrostatic equilibrium in the cluster gravitational potential �, the
pressure p and the mass density ⇢ of the ICM should satisfy the hydrostatic equation,

rp = �⇢r�. (2.1)
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Assuming spherical symmetry and the ICM to be an ideal gas, the radial mass profile of the
cluster M(r) is calculated using

M(r) = �kT (r)r

µmpG

✓
d ln ⇢(r)

d ln r
+

d ln kT (r)

d ln r

◆
, (2.2)

where kT is the radial temperature profile, µ = 0.6 is the mean atomic weight, mp is the
proton mass and G is the gravitational constant (Markevitch & Vikhlinin, 2007). Both ⇢(r)
and kT (r) are X-ray observables, and thus one can measure the mass of the cluster from the
X-ray radial thermodynamic profiles.

One important caveat is that the assumption of hydrostatic equilibrium is probably inaccu-
rate, especially at the outskirts of clusters (Reiprich et al., 2013). Deviations from hydrostatic
equilibrium such as electron-ion nonequilibrium (e.g. Hoshino, 2012), non-thermal pressure
support (Lau et al., 2009; Kawaharada et al., 2010, e.g.,), or inhomogeneity of the ICM (e.g.,
Nagai et al., 2007b; Simionescu et al., 2011), may cause biases in the estimation of the true
mass of galaxy clusters. An improved understanding of the microphysical properties of this
plasma (see also Section 2.2.1) can help us to better gauge the impact of these biases.

Self-gravitating system and beta model

When particles are bound together by their own gravity, it is called a self-gravitating system.
Assuming that a system consists of a single species of collisionless particles of mass m, velocity
dispersion �2, and number density n, the equation of state is given by p = �2mn. From the
hydrostatic equation, the radial density profile is calculated using

n(r) = n0 exp


��(r)

�2

�
. (2.3)

Combining the relation above with the Poisson equation �2�(r) = 4⇡Gmn(r), the density
profile approximately follows the King model;

n(r) = n0(1 + (r/rc)
2)�3/2, (2.4)

where rc is the characteristic radius called “core radius” (King, 1962).
Where gas and collisionless particles coexist in the same gravitational potential, two hy-

drostatic equations lead to an equation

� kTg

µmp

d

dr
ln(ngTg) = ��2 d

dr
lnn, (2.5)

where the subscript g denotes the physical values of gas. Assuming that the gas is isothermal
and the collisionless particles follow the King profile, the gas density is given by

ng(r) = n0

�
1 + (r/rc)

2
��3�/2

, (2.6)

where � = µmp�
2/kTg and called “beta model”. The beta model describes well the obser-

vations of outer radii of clusters, but deviates from the observation of cluster cores (Sarazin,
2011).
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2.2 Intracluster plasma

The tremendous amount of gravitational energy (⇠1065 erg) released during cluster mergers
dissipates into other forms of energy, such as particle acceleration, turbulence or heat. Cur-
rently it is not understood in detail how this energy is distributed into the di↵erent channels,
but most of the energy is converted into heat via merger shocks propagating through the
ICM.

Heated by the merger shocks, the ICM temperature reaches T ⇠ 107-8 K, corresponding
to the thermal energy of kT ⇠ keV, and the ICM is almost completely ionized. On the other
hand, the ICM density is extremely rarefied, with the typical electron number density being
ne ⇠ 10�4-�2cm�3. These extreme conditions, which cannot be reproduced in laboratory
experiments, make the ICM an interesting target also from the point of view of plasma
physics.

2.2.1 Microphysical properties

Coulomb collision

Because of its high temperature, the ICM is almost completely ionized. In this case, energy
transport takes place mostly through Coulomb collisions. Assuming the Maxwellian energy
distribution of electrons, the Coulomb mean free path of electrons is expressed as

�e =
33/2(kT )2

4⇡1/2nee4 ln⇤
⇠ 15 kpc

✓
kT

7 keV

◆2 ⇣ ne

10�3 cm�3

⌘�1
, (2.7)

where kT is the electron temperature, ne is the electron density, e is the elementary charge
and ln⇤ ⇠ 40 is the Coulomb logarithm (Sarazin, 2011; Markevitch & Vikhlinin, 2007).
The Coulomb mean free path of protons is same as that of electrons (�e = �p) because the
collisional timescale is proportional to the square root of the particle mass, while the kinematic
velocity is proportional to the inverse of the particle mass.

Since the Coulomb mean free path is shorter than most of the length scales in clusters,
generally the ICM can be treated as a collisional fluid, which follows the hydrodynamic
equations. However, in several cases where the length scale of a structure is shorter than or
comparable to the ICM Coulomb mean free paths (e.g. interaction between a galaxy and the
ICM), the ICM may need to be treated as a collisionless fluid.

Equilibration timescale

When a population of plasma particles is in a non-Maxwellian distribution, the population
gradually relaxes into the Maxwellian distribution. The equilibration timescale of such elec-
trons ⌧eq(e, e) is expressed by

⌧eq(e, e) ⇠ 9.8⇥ 104 yr

✓
kT + kTf

8 keV

◆3/2✓ n+ nf

10�3 cm�3

◆�1

, (2.8)

where kT and n are temperature and density of electrons, and kTf and nf are temperature
and density of field particles (Spitzer, 1965; Sarazin, 2011), with the Coulomb logarithm
ln⇤ = 40 assumed (Petrosian et al., 2008). The equilibration timescale between electrons
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and protons is longer: ⌧eq(e, p) = (mp/me)1/2⌧eq(p, p) = (mp/me)⌧eq(e, e) ⇠ 1836⌧eq(e, e),
where mp and me are the masses of protons and electrons respectively.

The electrons are quickly relaxed into a Maxwellian distribution of temperature Te with
the timescale of ⌧eq(e, e), then the ions are subsequently relaxed into the distribution of
temperature Ti. Te and Ti are usually di↵erent, and these two Maxwellian distributions are
relaxed into a Maxwellian with a timescale of ⌧eq(e, p).

Since these ⌧eqs are smaller than the typical cluster age of 109 yr, the ICM particles are
expected to be in kinetic equilibrium with a single kinetic temperature. However, in some
cases where a deviation from the equilibrium has taken place recently (e.g. cluster outskirts
or just behind shock fronts), the particle population may still remain out of equilibrium, or
at least the temperatures may be di↵erent between the electrons and the ions.

Radiative cooling

The ICM radiatively loses its energy by emitting X-ray photons, which is called “radiative
cooling”. As the most dominant radiative process of the ICM is thermal bremsstrahlung,
which roughly scales as the product of electron density and ion density nine, the cooling
function ⇤ (energy loss rate per unit volume; erg/s/cm3) is usually normalized by the densities;
⇤ = ⇤Nnine, where ⇤N is the normalized cooling function.

The internal energy per unit volume u, divided by the cooling function characterizes the
timescale with which the gas loses its energy significantly. This timescale is called “cooling
timescale” and expressed as

⌧cool =
u

⇤
=

3

2

ne + ni

neni

kT

⇤N
. (2.9)

Using ⇤N ⇠ 1022.75 erg cm3 s�1 for the solar-metal-abundance gas with the temperature of
several keV (Sutherland & Dopita, 1993), the cooling time is⇠ 2 Gyr(kT/5 keV)(ne/10�2 cm�3)�1,
where ne = 1.2ni is assumed.

Generally the density of the ICM is 10�2-�4 cm�3, and thus the cooling time is longer
than the typical cluster age of order Gyr, which means that the ICM virtually does not cool.
However, around the cluster core (r . 100 kpc), the density is ⇠ 10�1 cm�3 and thus the
cooling time is shorter than the cluster age. This may cause a “cooling catastrophe”, a cooling
instability where the cluster core loses its energy, is cooled down, shrinks, and loses the energy
more rapidly, probably resulting in a very rapid complete energy consumption.

The first idea proposed to solve the problem was that a significant amount of gas is
streaming to the core to support the energy loss, and called “cooling flow” (e.g. Fabian &
Nulsen, 1977; Fabian, 1994). The cooling flow scenario has been tested by many observations;
Edge (2001) measured the cold molecular gas mass for 16 central cluster galaxies, and found
that the estimated cold gas mass represents only 5-10% of the previous estimations of the mass
deposited by the cooling flows. Based on ASCA’s CCD imaging spectroscopy in a wide energy
range, Makishima et al. (2001) pointed out that the cooling flow rates are significantly lower
than the previous estimates. Using the Reflection Grating Spectrometer on XMM-Newton,
Peterson et al. (2003) found that many of the spectral lines characteristic of low temperature
X-ray gas do not exist in the spectra of the cluster cooling flow regions. Pinto et al. (2014)
found OVII emission lines for the first time from individual objects, suggesting the presence
of a certain amount of cool gas, but far below cooling flow rate predictions.

The absence of strong cooling flow is now widely accepted, and mechanisms suppressing the
cooling are broadly examined. As the heating source, Takahara & Takahara (1981) proposed
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the heat conduction from the periphery of the core, while Tucker & Rosner (1983) proposed
the the energy input from the central AGN (Active Galactic Nucleus). Totani (2004) proposed
that relativistic particles produced by neutralino annihilation may provide heat, and Fujita
et al. (2004) proposed that the fluid instability may cause “tsunami”s and help heat to be
transported from the periphery of the core. As the mechanism which transport the heat from
the source to the cool core, Fabian et al. (2006) proposed sound waves and weak shocks, while
Zhuravleva et al. (2014) suggested the turbulent energy dissipation.

Magnetic field

The ICM is in a plasma state, and thus is inevitably permeated by magnetic fields. Although
it is di�cult to determine the magnetic field strength directly, there have been a variety
of attempts to constrain the magnetic field strength in clusters of galaxies. Most of the
observations suggest that the ICM is significantly magnetized, with the ambient magnetic
field strength of order of µG, while in some special cases, magnetic fields can be stronger to
several tens of µG (Carilli & Taylor, 2002; Clarke, 2004).

When polarized radio emission from a celestial source passes through the magnetized
plasma, the plane of polarization will be rotated. As the two polarization modes have di↵erent
phase velocities, the overall position angle will be also rotated. The intensity of the rotation
is expressed by the Rotation Measure (RM);

RM = 811.9

Z L

0
neB||dl rad/m

2, (2.10)

where the integration is performed along the line-of-sight length of the volume of the mag-
netized plasma L, ne is the electron density in cm�3, and B|| is the line-of-sight mag-
netic field strength in µG (Clarke, 2004). The change in the position angle is expressed
as �� = RM�2 rad, where � is the radio wavelength, and thus the magnetic field strength
can be measured by selecting several observational wavelengths appropriately.

Dreher et al. (1987) measured the rotation measure of the Cygnus A radio galaxy, and
estimated the magnetic field strength in the Cygnus A cluster at 2-10 µG. Since this obser-
vation, Faraday rotation measurement has been a standard tool for measuring the cluster
magnetic fields, in the cases where radio sources exist (e.g., ⇠30µ G for the tangled com-
ponent in Hydra A, Taylor & Perley 1993; 3.9-5.4µG in the Coma cluster, Bonafede et al.
2010).

Another method with which we are in principle able to measure the magnetic field strength,
is to incorporate radio data. Di↵use radio emission has been extensively observed in galaxy
clusters. The radio emission in clusters is roughly classified into two categories; one is radio
haloes, which have a relatively symmetric shape and are often found around cluster cores.
The other one is radio relics, which have a more irregular shape and are often found in the
cluster periphery. The di↵use radio emission is thought to originate from the synchrotron
emission from relativistic electrons. The mechanism of producing such relativistic electrons
has long been a matter of debate, and several hypotheses have been proposed (e.g., turbulent
acceleration of electrons for the origin of radio haloes, Brunetti et al. 2001; shock acceleration
of particles for the origin of radio relics, Akamatsu et al. 2012a,b; Akamatsu & Kawahara
2013).

The population of relativistic electrons attributed to the synchrotron emission can scatter
the CMB (Cosmic Microwave Background) photons via inverse Compton scattering. The



2.2 Intracluster plasma 11

emissivity of inverse Compton emission is proportional to the energy density of the CMB,
while that of the synchrotron emission is proportional to the energy density of the magnetic
field. Usually, synchrotron emission emerges in the radio band while the corresponding inverse
Compton emission does in the X-ray band. The power-law indices ↵ of these two spectra are
same and assuming ↵ = �1, the magnetic field strength is calculated using

B = 1.7(1 + z)2
✓

Sr⌫r
SX⌫X

◆1/2

µG, (2.11)

where z is the redshift of the cluster, Sr and SX are the radio and X-ray flux densities
measured at the frequencies of ⌫r and ⌫X (Carilli & Taylor, 2002). Therefore, when both
emission components exist in a single spectrum, one can estimate the magnetic field strength
by comparing the flux density of the synchrotron radiation with that of inverse Compton
emission.

Because of the absence of the exponential cuto↵ in the spectra, inverse Compton emission
is expected to be comparable to or to overwhelm the thermal bremsstrahlung emission in the
hard X-ray band. Hard X-ray emission has been detected in several targets (e.g., the Coma
cluster, Wik et al. 2009; Gastaldello et al. 2015; Abell 3667, Nakazawa et al. 2009; the bullet
cluster, Wik et al. 2014). However, all of the hard X-ray detections are basically consistent
with the hot thermal bremsstrahlung, and thus estimating the magnetic field strength using
inverse Compton emission has not been successful until now. Instead, using the upper limits
on the inverse Compton emission strength, several lower limits on the magnetic field strength
have been placed, typically in the range of 0.1� 1µG.

In the presence of such magnetic fields, charged particles gyrate around the magnetic field
lines. The typical gyroradius of a thermal electron or proton is expressed as

rg =

p
3mkT

|q|B c0 = 10�10-�9 kpc

✓
kT

4.0 keV

◆1/2✓ B

nG

◆�1

, (2.12)

where m is the particle mass, kT is the temperature of the particle distribution, |q| is the
absolute value of the charge of the particle, B is the magnetic field strength, and c0 is the
speed of light. The gyroradius is far shorter than any scales of interest in galaxy clusters, and
thus transport processes across magnetic lines are generally negligible in clusters of galaxies.

Viscosity

In the existence of shear flow, the fluid viscosity is important at the interface. The force F
exerted on a unit volume of the fluid at the interface is expressed as

F = µ

✓
r2v +

1

3
r(rv)

◆
, (2.13)

where µ is the dynamic viscosity of the fluid, and v is the fluid velocity, where the volume vis-
cosity is assumed to be zero. In the absence of magnetic fields, the fiducial dynamic viscosity
of a plasma is expressed by the temperature dependent isotropic Spitzer-like viscosity;

µ =
0.406

p
mi(kT )5/2

Z4e4 ln⇤
⇠ 8000g/cm/s

✓
kT

10 keV

◆5/2

, (2.14)



12 2. Review: galaxy clusters and intracluster plasma

where mi is the ion mass, kT is the plasma temperature, Ze is the charge of the ion, and
ln⇤ = 40 is assumed (Spitzer, 1965; Sarazin, 1986; Roediger et al., 2013a). This viscosity
value does not depend on the density, while strongly depends on the temperature.

When magnetic fields exist, the viscosity depends both on the direction of the magnetic
field lines and the velocity. However, in the case that the ratio of the gyrofrequency ! to the
collisional frequency 1/⌧ is smaller than unity !⌧ ⌧ 1, the trajectories of the particles are
almost straight, and thus the e↵ect of the magnetic fields is still small. In the existence of
strong magnetic fields !⌧ � 1, the viscosity for the velocity gradient parallel to the magnetic
field is same as the Spitzer value, while the viscosity for the velocity gradient perpendicular
to the magnetic field is smaller by ⇠ 1/(!⌧)2 (Spitzer, 1965; Braginskii, 1958).

Viscosity may contribute to heating the ICM via friction or drag force between the member
galaxies and ICM (Hunt, 1971; Sarazin, 1986). Viscosity can suppress fluid instabilities and
slow down the energy transport at the interface of two gas phases e.g. the ICM and interstellar
medium in a galaxy, or bubble blown by the central AGN and the ICM (Sarazin, 1986; Sijacki
& Springel, 2006). Although the e↵ect of viscosity on the ICM substructures has not been
widely studied theoretically due to numerical limitations, recent numerical simulations have
shown the importance of the e↵ect of physical viscosity regarding e.g. the morphology and
the survival time of substructure, or entropy generation in clusters (e.g., Sijacki & Springel,
2006; Roediger et al., 2013b, 2015b).

Observationally, the e↵ective value of the ICM viscosity has not been extensively studied.
Fabian et al. (2003) associated the structure of a filament in the Perseus cluster with a buoyant
bubble and inferred the lower limit of the dynamic viscosity ⌫ = µ/⇢ > 4⇥ 1027 cm2/s, while
Schuecker et al. (2004) set an upper limit ⌫ < 3 ⇥ 1029 cm2/s from the pressure power
spectrum of the Coma cluster. Recently, by comparing the observational morphology of X-
ray substructure with numerical simulation results, it has been suggested that the e↵ective
viscosity appears to be reduced by a factor of .0.1 from the Spitzer value (e.g., Roediger
et al., 2013a, 2015b; Werner et al., 2016; ZuHone et al., 2015).

Thermal conductivity

In the presence of a temperature gradient, heat is conducted down the temperature gradient.
When the typical scale height of the temperature gradient T/|rT | is longer than the Coulomb
mean path of the particles and thus the ICM can be treated as a fluid, the heat flux is expressed
by

Q = �rT, (2.15)

where  is the thermal conductivity of the ICM. For a Lorentz gas, the thermal conductivity
L is given by;

L = 20

✓
2

⇡

◆3/2 (kTe)5/2kp
mee4Z ln⇤

, (2.16)

where kTe is the electron temperature, k is the Boltzmann constant, me is the electron mass,
e is the elementary charge, Z is the atomic number of the ion. For an actual gas, the heat
conductivity  is reduced by a factor of order unity �T ;  = �TL (Spitzer, 1965; Sarazin,
1986).

According to Cowie & McKee (1977), when the mean free path is comparable to or larger
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than the temperature scale height, the heat flux is saturated to the value

Qsat = 0.4

✓
2kTe

⇡me

◆1/2

nekTe. (2.17)

In the existence of magnetic fields, the thermal conductivity also varies depending on the
direction with respect to the magnetic field lines, similarly to the case of viscosity.

ICM thermal conductivity has been investigated/measured in some systems, by using the
sharp temperature gradients of the cold fronts (e.g., Abell 3667, Vikhlinin & Markevitch 2002;
Xiang et al. 2007; Datta et al. 2014; Abell 2142, Ettori & Fabian 2000). It has been suggested
that the heat conduction is suppressed by a factor of order 0.001-0.01, which is also a similar
case to the case of viscosity.

Turbulence

As mentioned in Section 2.2.1, the ICM viscosity has been estimated to be suppressed signifi-
cantly. In this case, the Reynolds number of the system Re = ⇢UL/µ, where ⇢ is the number
density of the fluid, and U and L are the characteristic velocity and length scale, is expected
to be high, leading to the emergence of turbulent flows.

The turbulent energy is transferred from a certain injection scale to smaller scales (so-
called “inertial scale”) and eventually dissipates into heat. Assuming the turbulent properties
during the inertial scale are universal, spatially isotropic and homogeneous, the kinetic energy
spectrum of hydrodynamic turbulence is expressed by the Kolmogorov spectrum;

E(k1) = CK✏2/3k
�5/3
1 , (2.18)

where k1 is the wavenumber corresponding to the length scale of the turbulence, CK ⇠ 1.65
is the Kolmogorov constant, and ✏ is the density-normalized dissipation rate (Schekochihin
et al., 2009; Brandenburg & Nordlund, 2011; Zhuravleva et al., 2014).

Turbulent motion contributes to the total pressure as a nonthermal pressure component,
and thus a↵ects the mass estimation of galaxy clusters (Evrard, 1990; Rasia et al., 2004;
Brüggen & Vazza, 2015). From numerical simulations, the turbulent pressure support has
been estimated at 5-20% of the total pressure, depending on the situation (Faltenbacher et al.,
2005; Lau et al., 2009). Also, the turbulent cascade is one of the candidates which transports
the kinetic energy of the gas to the thermal energy, balancing the radiative cooling of the
ICM (Zhuravleva et al., 2014).

There have been several observations that support the existence of turbulence in the ICM.
Churazov et al. (2004) found the lack of evidence for the e↵ect of resonant scattering in the
Perseus cluster, and suggested the presence of gas motion with a range in velocities of at least
half of the sound speed. Schuecker et al. (2004) investigated the pressure fluctuation power
spectrum of the Coma cluster and found the spectrum to be consistent with the prediction
of Kolmogorov-type turbulent spectrum. Churazov et al. (2008) compared the gravitational
potential profile inferred using X-ray and optical data, and suggested that the contribution of
the non-thermal pressure is ⇠10% of the thermal pressure. Recently Zhuravleva et al. (2014)
have inferred the turbulent velocity power spectra of the Perseus cluster and the Virgo cluster
directly for the first time, and shown that the observed power spectra are consistent with the
Kolmogorov-type spectrum.

As turbulence is random motion of the fluid particles, the turbulent strength manifests
itself as the broadening of the X-ray spectral lines. However, until now, X-ray high resolution
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spectroscopy has been exploiting the technique of dispersive spectrometers, which is not the
most suitable technique for spatially extended objects like clusters. Despite that, using the
Reflection Grating Spectrometer of XMM-Newton, Sanders et al. (2010) performed a high-
resolution X-ray spectroscopic study of the core of Abell 1835, which is a luminous, relatively
high-redshift (z = 0.2523) cluster, and set an upper limit on the line broadening by line-of-
sight velocity to be 274 km/s, and deduced that the ratio of turbulent energy density to the
thermal energy density is < 13%. Through resonance scattering, the relative intensity of the
X-ray spectral lines also provides information about the turbulent strength (Churazov et al.,
2004; Werner et al., 2009; de Plaa et al., 2012; Zhuravleva et al., 2013).

This kind of direct measurement of fine spectroscopic features will arrive at the next stage
with the microcalorimeter (Soft X-ray Spectrometer, SXS; Mitsuda et al., 2010), onboard the
ASTRO-H satellite (Takahashi et al., 2014), which is being launched in 2016. SXS is not a
dispersive spectrometer and thus enables the velocity broadening to be measured without the
restriction from the spatial extension of the target (Kitayama et al., 2014).

2.2.2 Radiation from hot di↵use ICM

Thermal bremsstrahlung

Because of its low density, the ICM is generally assumed to be optically thin except for the
energies corresponding to the resonance lines (Böhringer & Werner, 2010). In consequence,
the radiation from the ICM is mainly due to thermal bremsstrahlung. The emissivity of
thermal bremsstrahlung ✏ff⌫ is

✏ff⌫ =
25⇡e6

3mc3
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2⇡

3km
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T�1/2Z2nenie
�h⌫/kT g̃ff , (2.19)

where m is the electron mass, T is the temperature, Z is the atomic number of the ions, ne

and ni are the number densities of electrons and ions, and g̃ff is a velocity averaged Gaunt
factor, which depends on the temperature and the spectral frequency ⌫ but is generally of
order unity (Rybicki & Lightman, 1979). Except for the weak energy dependence of the Gaunt
factor ḡff ⇠ E�0.4, the functional form depends on the energy only through the exponential.
As a consequence, the spectrum continuum is flat and simply shows a cut o↵ around the
corresponding energy (see also Figure 2.1). By integrating ✏ff⌫ over the spectral frequency, we
obtain the bolometric emissivity ✏ff / neniT

1/2Z2ḡB, where ḡB ⇠ 1.2 is a frequency average
of the velocity averaged Gaunt factor.

Line emission

On top of the bremsstrahlung continuum, we also see many emission lines, which reflect
the elemental composition of the ICM. For the typical cluster temperature of 2 � 8keV,
the strongest line feature is K↵ emission around 6.4-6.9 keV, mainly from helium-like and
hydrogen-like iron atoms. There are plenty of other lines at lower energies from other lighter
species such as carbon, nitrogen, oxygen, neon, magnesium, silicon, sulfur, argon, or calcium,
as well as L lines of iron and nickel. Generally these lines become more prominent at lower
temperatures.

The main ionization mechanism of the ICM atoms is collisional ionization;

e+Xi ! e+ e+Xi+1, (2.20)
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Figure 2.1 ICM energy spectra for di↵erent ICM properties. Top: di↵erent temperature,
where the metal abundance is fixed to 0.75 Solar (Lodders, 2003). Bottom: di↵erent metal
abundance, where the temperature is fixed to 2.0 keV. The y-axis is arbitrary, but proportional
to erg/s/cm2/keV.

where e is an electron and Xi is an atom X having been ionized i times. The main recombi-
nation mechanisms are radiative and dielectronic recombination;

e+Xi+1
�
! Xi⇤⇤� ! Xi + �(s), (2.21)

where � denotes a photon and ⇤⇤ denotes the doubly excited state.

As the above processes are not the inversion of each other, the ionization state of the
ICM is not the one which is achieved in thermodynamic equilibrium with Saha’s equation,
but the one which is achieved in collisional ionization equilibrium. In this case, the ionization
state does not depend on the particle density, but only on the temperature and the metal
abundance. Figure 2.1 shows the ICM energy spectra in various setups of the ICM properties.
It is clearly seen that the strength of each line is determined by the ICM temperature and
the abundance of each element.

2.3 X-ray substructure

We observe various morphological features associated with dynamical/thermodynamic dis-
turbances in the ICM, with various scales ranging from kpc to Mpc. Here we introduce X-ray
substructures which are often found in galaxy clusters. Figure 2.2 shows examples of such
X-ray substructure in the literature.
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Figure 2.2 Top left: shock front and cold front in the Bullet Cluster, taken from Markevitch
(2006). Top right: gas sloshing in Abell 2204, taken from Sanders et al. (2005). Middle
left: stripped tail in Abell 3627, taken from Sun et al. (2010). Middle right: AGN-related
substructures around M87 in the Virgo cluster, taken from Forman et al. (2005). Bottom
left: linear structures in the Coma cluster, taken from Sanders et al. (2013). Bottom right:
stripped tail and developing instabilities (“horn”s) around M89 in the Virgo cluster, taken
from Roediger et al. (2015b).
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2.3.1 Shock fronts

Supersonic motion in the ICM drives shock fronts, which propagate through the ICM, heating
and compressing the gas behind them. As a result, the shock front appears as a sharp jump
of the surface brightness and thermodynamic properties. Shocks, especially merger shocks
and accretion shocks in the cluster outskirts, release tremendous energy, and thus should be
one of the most important processes for injecting gravitational energy into the ICM. Around
the core of a cluster, bubbles blown by the central AGN may also produce shocks (Randall
et al., 2015).

The Mach number M of the shock can be calculated using the Rankine-Hugoniot jump
condition for monoatomic (� = 5/3) gas,

T1

T0
=

(M 2 + 3)(5M 2 � 1)

16M
(2.22)

where T1 and T0 are the temperature after and before the shock front (Landau & Lifshitz,
1959; Markevitch & Vikhlinin, 2007).

The most prominent shock front may be the merger-induced bow shock in the Bullet
Cluster (1E 0657-56, Markevitch et al. 2002; see also Figure 2.2 top left), providing an estimate
of the velocity of the infalling subcluster. This resulted in a sensitive and direct upper limit
on the dark-matter self-collisional cross section by combining the velocity with the weak
gravitational lensing observation of the system (Markevitch et al., 2004). Although shock-
heated regions have been observed in many galaxy clusters (see the review by Markevitch
& Vikhlinin, 2007), shock fronts exhibiting both sharp temperature and density jumps are
rather rare (e.g., Abell 520, Markevitch et al. 2005; Abell 754, Macario et al. 2011; Abell 2146,
Russell et al. 2010).

2.3.2 Cold fronts

Initially, surface brightness drops in X-ray images were usually thought to result from shock
fronts (e.g. Markevitch et al., 1999). Chandra observations of Abell 2142 (Markevitch et al.,
2000) and Abell 3667 (Vikhlinin et al., 2001a) surprisingly revealed that, although the sys-
tems host surface brightness edges, the outer and inner temperatures of these edges are in
an opposite sense than expected in the situation where they were shocks. Rather, these sur-
face brightness jumps are the interface between a dense, cooler subcluster core and ambient
medium, and are called “cold front”s.

A cold front usually forms when a volume of dense cold gas is moving through rarefied hot
ambient medium. Across the cold front, the density abruptly drops where the temperature
and the entropy abruptly increase. As the temperature and the density change in an opposite
sense, the pressure is almost continuous across the cold front, in contrast to shock fronts.
Figure 2.3 schematically shows the di↵erence between a shock front and a cold front.

One of the remarkable aspects of cold fronts is their sharpness. Indeed most of the cold
fronts are sharp both in terms of the density jump and the temperature jump, which indicates
that the transport processes such as di↵usion and heat conduction are suppressed. The
apparent smooth interfaces of the fronts indicate that fluid instabilities are also suppressed.
These features are very suggestive regarding the underlying ICM microphysics, and actually
many studies have been done in this respect (e.g., Ettori & Fabian, 2000; Vikhlinin et al.,
2001b; Vikhlinin & Markevitch, 2002).
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Figure 2.3 Comparison between a shock front and a cold front. n and kT are the gas density
and the gas temperature. p = nkT and s = kTn�2/3 are the pressure and the entropy of the
gas. The subscripts 1 and 2 denote the brighter part and the fainter part in X-ray images,
respectively.

As the number of observations increase, cold fronts are found to be ubiquitous, actually
more frequent than shock fronts (Owers et al. 2009b; Ghizzardi et al. 2010; see also the review
by Markevitch & Vikhlinin 2007). Even a shock front accompanying a cold front has been
observed (e.g., Markevitch et al. 2002; Macario et al. 2011; see also Figure 2.2 top left).

Cold fronts are generally classified into two categories. The first category are cold fronts
formed directly because of a cold gas parcel flying through the ambient medium, referred
to as “merger cold front”s. This type of cold fronts are found in several systems, especially
in merging systems (e.g., Abell 3667, Vikhlinin et al. 2001a; the Bullet Cluster, Markevitch
et al. 2002; M89 in the Virgo cluster, Machacek et al. 2006; Abell 754, Macario et al. 2011).

The other type of cold fronts are not directly related to mergers/infalls, but due to the
motion of the ICM in the gravitational potential. They are called “sloshing cold front”s,
and are often found around the cores of clusters which show no signs of recent mergers (e.g.,
Abell 2142, Markevitch et al. 2000; Abell 1795, Markevitch et al. 2001; RXJ1720.1+2638,
Mazzotta et al. 2001). There are many mechanisms which can induce the motions of the
ICM, but it has been shown numerically that a past merger event is an important mechanism
(e.g., Ascasibar & Markevitch 2006; Roediger et al. 2011; ZuHone et al. 2011; see also the
next section).

Fluid instabilities associated with cold fronts

Generally, at the interface between two fluid layers, instabilities may develop, among which
two major types are Rayleigh-Taylor instability (RTI) and Kelvin-Helmholtz instability (KHI).
In the presence of gravity, when the less dense gas layer is gravitationally below the denser
gas layer, RTIs will develop. As cluster gravitational fields and the direction of increasing gas
density are usually both toward the center, RTIs are not expected to be important (this is
not necessarily the case for other kinds of substructure, e.g. AGN bubbles).

On the other hand, in the presence of finite shear flow, KHIs will emerge. Generally, shear
flow of relative speed V between two inviscid, incompressible gas phases of di↵erent density
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(⇢1, ⇢2) induces exponentially developing KHIs on all length scales. The growth time of the
perturbation of scale � is

⌧KHinvisc =
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◆�1

, (2.23)

where � = (⇢1+⇢2)2/⇢1⇢2, which means the perturbations on smaller scales grow faster than
the larger scales do (Roediger et al., 2013b; Chandrasekhar, 1961).

Observationally, KHIs along sloshing cold fronts have been indicated in the literature
mostly based on the morphological resemblance between X-ray images and numerical simu-
lation results (e.g., Roediger et al., 2012, 2013a; Werner et al., 2016). On the other hand,
KHIs along merger cold fronts have not been observed yet, while they have been occasionally
found at their outermost azimuths (e.g., Mazzotta et al. 2002; Roediger et al. 2015a; see also
Figure 2.2 bottom right).

2.3.3 Gas sloshing

When a merger occurs with a non-zero impact parameter, gravitational pull is exerted on both
the ICM and the dark matter potential. During the merger, the dark matter particles, being
collisionless, move toward the other cluster freely, while the ICM particles cannot because of
collisional friction. As a result, the ICM distribution lags behind the dark matter potential,
and gains angular momentum with respect to the dark matter potential.

Because of the angular momentum, the ICM starts to swirl in the potential. The swirling
motion propagates subsonically, outward from the center of the cluster. In consequence,
the ICM exhibits a characteristic morphology, namely, a spiral when the merger plane is
perpendicular to the line-of-sight direction, or concentric arcs when the merger plane is parallel
to the line-of-sight direction (for an example of sloshing spiral, see Figure 2.2 top right). Since
the spiral arm is made of dense cold gas originating from the cluster core, the resulting radial
thermodynamic profile is represented by alternating bright cold gas and dim hot gas. The
spirals are often delineated by cold fronts.

Gas sloshing has been observed mainly around the core of galaxy clusters as shown in the
previous section. However, recent observations have been revealing the existence of very large
(&500 kpc) scale gas sloshing (Simionescu et al., 2012; Paterno-Mahler et al., 2013; Rossetti
et al., 2013; Walker et al., 2014; Ichinohe et al., 2015).

2.3.4 Gas stripping

When a gravitationally bound volume of gas is subjected to a flow of the ambient medium,
the volume experiences ram pressure ⇢v2, where ⇢ is the mass density of the ambient medium,
and v is the flow speed. Ram pressure acts as another pressure component, and when the
gravity is insu�cient to hold the gas, the gas starts to be stripped o↵ gradually, starting
from the outer shell where the gravity is weak. This phenomenon is known as “ram pressure
stripping” and has been observed widely from galaxy scales to cluster scales (e.g., M89 galaxy
in the Virgo cluster, Machacek et al. 2006; ESO 137-001 galaxy in Abell 3627, Sun et al. 2010;
Abell 2142, Eckert et al. 2014; Abell 85, Ichinohe et al. 2015; see also Figure 2.2 middle left).



20 2. Review: galaxy clusters and intracluster plasma

2.3.5 AGN-related substructure

The AGN residing in the central elliptical galaxy in the cluster core launches powerful jets
and injects mechanical energy into the ICM. The AGN-ICM interaction causes various X-ray
substructure to emerge in the cluster centers (Figure 2.2 middle right).

Around cluster cores, roughly circular regions much fainter than the ambient gas have
been observed widely. Many of these regions, also referred to as X-ray cavities, coincide with
strong radio emission, suggesting these structures are bubbles inflated by the jets from the
central AGN, filled with relativistic particles (e.g., McNamara & Nulsen, 2007; Fabian et al.,
2006). X-ray cavities with no strong radio counterpart emission have also been observed (e.g.,
Fabian et al., 2006, 2011a), and are thought to be bubbles which are inflated by past AGN
activities and where the relativistic particles can no longer be seen due to synchrotron losses.
These bubbles can drive weak shocks and sound waves into the ICM (Fabian et al., 2006;
Sanders & Fabian, 2007; Randall et al., 2015, e.g.,). The jet itself has also been observed (e.g.
Forman et al., 2005).

When these bubbles of relativistic plasma detach from the jet and rise buoyantly through
the cluster’s atmosphere, they can displace and uplift the core gas (Churazov et al., 2001).
Structures associated with this uplift have been observed (e.g., Forman et al., 2005); some of
them are highly filamentary, indicating the importance of magnetic fields (e.g., Forman et al.,
2007).

2.3.6 Linear structure

In addition to the above-mentioned filamentary structure associated with AGN outbursts,
other types of coherent structures have been observed on larger scales.

Sanders et al. (2013) found linear structures in the Coma cluster (Figure 2.2 bottom left).
These features probably originate from the stripped tail of merging subclusters. What is
intriguing is the coherent length scale of the features, which implies a long lifetime of these
features, and thus the suppression of the turbulence and conduction in the Coma cluster core,
in spite of the apparent unrelaxed morphology of the Coma cluster. Werner et al. (2016)
have found linear structures just below the cold front in the Virgo cluster. These features are
qualitatively similar to the recent simulations of magnetized gas sloshing (e.g. ZuHone et al.,
2011), and thus imply magnetic field amplification below the cold front.

2.3.7 Numerical simulations in the X-ray substructure studies

Observed X-ray substructures are usually too complex for simplified analytic modeling, and
thus numerical simulations based on fluid equations are recently one of the major tools for
studying ICM substructure. While numerical simulation codes had been available before, in-
depth numerical studies of X-ray substructure have been developed relatively recently, driven
both by the developments in computational capability and by the improvement in quality
of X-ray imaging data after the launch of Chandra and XMM-Newton. Almost all kinds of
X-ray substructure mentioned in the previous sections have been examined with the help of
numerical simulations (e.g., AGN bubble, Churazov et al. 2001; Brüggen & Kaiser 2002; gas
sloshing, Tittley & Henriksen 2005; ram-pressure stripping Roediger & Hensler 2005; mergers
and shocks, Springel & Farrar 2007).

Numerical methods have also played a significant role in studies of cold fronts. A few years
after the discoveries of cold fronts (Markevitch et al., 2000; Vikhlinin et al., 2001a), Heinz
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Figure 2.4 Top: numerical simulation of the formation of a merger cold front, reproduced
from Heinz et al. (2003) and taken from Markevitch & Vikhlinin (2007). Bottom: numerical
simulations of the development of KHIs along a sloshing cold front with di↵erent sets of
microphysical parameters, taken from Roediger et al. (2013a).
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et al. (2003) numerically simulated the formation of a merger cold front. They predicted that
the low-entropy gas is uplifted during the formation of the cold front, and illustrated this
scenario using the XMM-Newton data of Abell 3667. Ascasibar & Markevitch (2006) first
showed that gas sloshing and the associated cold fronts can be easily induced even via minor
mergers, which explains the reason of the ubiquity of cold fronts. Figure 2.4 shows examples
of such numerical simulations of cold fronts.

Comparisons between the observed X-ray morphology, which represents the actual ICM
physics, and the numerical simulation results, with which we can examine the e↵ect of each
ICM property, have been done in order to infer the underlying physics of the ICM. How-
ever, most of them have been rather qualitative until now. In this context, Roediger et al.
(2011) comprehensively studied a cluster merger and the resulting sloshing cold fronts, and
showed that the sloshing scenario can reproduce the observed morphology of the Virgo cluster
quantitatively for the first time.

Recently, numerical simulations which incorporate the ICM microphysics such as magnetic
field (ZuHone et al., 2011; Parrish et al., 2012; Shin & Ruszkowski, 2014; ZuHone et al., 2015),
viscosity (Reynolds et al., 2005; Parrish et al., 2012; Roediger et al., 2013a, 2015b; ZuHone
et al., 2015), and thermal conductivity (Parrish et al., 2009, 2012; ZuHone et al., 2013) have
been a major topic. However, all of them have been performed in a parametric manner, that
is, searching the parameter space varying the e↵ective value of these microphysical properties
to find the set of parameters that reproduces the X-ray morphology resembling the observed
one best. Direct constraints of such parameters from observations are still an open problem,
some of which the present thesis is going to address.



Chapter 3

Instruments

In this chapter, we summarize the basic information of the instruments whose data are used in
subsequent chapters. Unless otherwise noted, the information is based on “The Chandra Pro-
posers’ Observatory Guide” (Chandra IPI Teams, 2014), “XMM-Newton Users Handbook”
(XMM-Newton Community Support Team & XMM-Newton Science Operations Centre Team,
2014), or “The Suzaku Technical Description” (Pottschmidt et al., 2015).

3.1 Chandra

The Chandra X-ray observatory (CXO, Weisskopf et al., 2000) was launched in July 23,
1999, as one of NASA’s great observatories satellite series. Figure 3.1 shows a schematic
illustration of the entire satellite system, with some of the subsystems labeled. The most
advantageous characteristic of Chandra compared to other satellites is its remarkable angular
resolution, with a half-power diameter (HPD) of the on-axis point spread function (PSF)
of below 0.5 arcsec, achieved by the Wolter Type-I X-ray telescope, High Resolution Mirror
Assembly (HRMA, van Speybroeck et al., 1997).

In addition to the high angular resolution X-ray telescope (HRMA), it also employs two
grating systems for high-resolution spectroscopy. The Low Energy Transmission Grating
(LETG, Brinkman et al., 2000) and the High Energy Transmission Grating (HETG, Canizares
et al., 2005) both o↵er resolving powers in excess of 500 in the energy range of 0.07-0.15 keV
and 0.4-10.0 keV respectively.

Chandra employs two types of main focal plane detectors. The first type is CCD (Advanced
CCD Imaging Spectrometer, ACIS; Garmire et al., 2003), which performs simultaneous imag-
ing and spectroscopic observations. The other type is microchannel plate (High Resolution
Camera, HRC; Murray et al., 2000), which is formally designed to be the focal plane detector
of LETG, and which realizes wide-field and high-spatial-resolution observations, but without
the spectral resolution comparable to CCDs. Note that, in the present thesis, we used the
combination of the HRMA and the CCDs, for the purpose of imaging spectroscopy.

3.1.1 HRMA

The High Resolution Mirror Assembly (HRMA) is a logical successor of the X-ray telescopes
utilized for the Einstein (Giacconi et al., 1979) and ROSAT (Aschenbach et al., 1981) missions.
It consists of four pairs of concentric Wolter Type-I mirrors (Aschenbach, 1985), where four
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Figure 3.1 Schematic illustration of Chandra, taken from Chandra IPI Teams (2014).

Figure 3.2 Illustration of the High Resolution Mirror Assembly (HRMA), taken from Chan-
dra IPI Teams (2014).
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Figure 3.3 Left: on-axis point spread function (PSF) of HRMA. Right: o↵-axis encircled
energy radii plotted against the source o↵-axis angle. Both figures are taken from Chan-
dra IPI Teams (2014).

paraboloid mirrors and four hyperboloid mirrors, each of which is coated with iridium on a
binding layer of chromium, are nested. Figure 3.2 shows the illustration of HRMA.

Figure 3.3 left shows the on-axis point spread function (PSF) of HRMA. The radius of
the 50% enclosed-counts fraction aperture is less than 0.5 arcsec over most of the energy
band, comparable to the ACIS pixel size of 0.492 arcsec. While the radius of the . 75%
enclosed-counts fraction aperture is relatively constant, that of & 80% highly depends on the
energy, because the focal length of higher energies are di↵erent than the HRMA common focal
length. Figure 3.3 right shows the o↵-axis point spread function (PSF) of HRMA. Although
the PSF broadens toward the o↵-axis, the radius of the 90% enclosed-counts fraction aperture
is less than 30 arcsec, which is better than the on-axis one of the telescope for XMM-Newton
(⇠ 50 arcsec, see also Figure 3.8).

Figure 3.4 left shows the on-axis e↵ective areas of HRMA. The geometrical e↵ective area
of HRMA is 1145 cm2, while < 10% of the geometrical area is obstructed by supporting
structure. In combination with ACIS-S or ACIS-I, the on-axis e↵ective area is & 50 cm2 in
the energy range of 0.6-7.5 keV. Figure 3.4 right shows the o↵-axis e↵ective areas of HRMA.
The e↵ective area gradually decreases toward the o↵-axis, depending on the photon energy.

3.1.2 ACIS

The Advanced CCD Imaging Spectrometer (ACIS) consists of ten planar CCDs. Four of
them are arranged in a square (2⇥2 array) and referred to as ACIS-I, while the other six are
arranged in a 1⇥6 array and referred to as ACIS-S. Each CCD chip has 1024⇥1024 pixels,
with the pixel size of 0.492 arcsec. The configuration of the ACIS is schematically shown in
Figure 3.5. In addition to serving as the main focal plane detector of HRMA, ACIS-S can
also serve as the main detector for the LETG or HETG. Two of the ACIS-S chips (S1 and
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Figure 3.4 Left: on-axis e↵ective areas for various combinations between optics and focal
plane. Right: o↵-axis e↵ective areas plotted against the source o↵-axis angle. Both figures
are taken from Chandra IPI Teams (2014).
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Figure 3.5 Schematic illustration of the configuration of the Advanced CCD Imaging Spec-
trometer (ACIS), taken from Chandra IPI Teams (2014).

S3) are back-illuminated (BI) chips, while the other eight chips (I0, I1, I2, I3, S0, S2, S4 and
S5) are front-illuminated (FI) chips.

Figure 3.6 left shows the typical quantum e�ciency of the ACIS-S chips. At higher
energies, the quantum e�ciency of the FI chips is better than that of the BI chips, while it
is opposite at lower energies. The S3 chip is thicker than the S1 chip, thereby more e�cient
at higher energies. Figure 3.6 right shows the energy resolution of the ACIS chips during the
pre-launch phase. The typical energy resolution (FWHM) is ⇠ 100 eV and ⇠200 eV for FI
and BI chips, respectively.

3.2 XMM-Newton

XMM-Newton (Jansen et al., 2001) was launched on December 10, 1999, as one of ESA’s four
“cornerstone” missions in the Horizon 2000 Science Programme. Figure 3.7 shows a sketch of
the payload of XMM-Newton. One of the most advantageous characteristics of XMM-Newton
compared to other X-ray missions is the large e↵ective area, provided by the three X-ray
focusing telescopes (Aschenbach, 2002), each of which has a geometrical area of 1550 cm2.

In addition to three CCD units (European Photon Imaging Camera (EPIC) MOS1, MOS2
and pn; Turner et al., 2001; Strüder et al., 2001), XMM-Newton is equipped with two essen-
tially identical reflection grating spectrometers (Reflection Grating Spectrometer, RGS; den
Herder et al., 2001), which provide a high-resolution spectroscopic capability with the resolv-
ing power in the range of 200-800, and also with an Optical Monitor (OM, Mason et al., 2001),
which enables for the first time strictly simultaneous X-ray and optical/UV observations. All
the six instruments can operate simultaneously, unlike Chandra, which requires one optics
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Figure 3.6 Left: on-axis e↵ective areas for ACIS chips. right: pre-launch energy resolution of
ACIS chips. Both figures are taken from Chandra IPI Teams (2014).

Figure 3.7 Sketch of XMM-Newton, taken from XMM-Newton Community Support Team &
XMM-Newton Science Operations Centre Team (2014).
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Figure 3.8 On-axis point spread function (PSF) of the X-ray telescope of EPIC MOS1, taken
from XMM-Newton Community Support Team & XMM-Newton Science Operations Centre
Team (2014).

and one focal plane detector module to be specified for each single observation.

3.2.1 X-ray Telescopes

XMM-Newton is equipped with three X-ray telescopes, each of which consists of fifty-eight
co-axial Wolter Type-I X-ray mirrors. Two of them have grating assemblies in their light
paths, in order to share the telescope between one CCD module (EPIC MOS1 or MOS2) and
one RGS module. 44% of the incoming light is transmitted to the CCD module at the main
focal plane (EPIC MOS1 or MOS2). The light path of the other telescope is not obstructed
and thus all the photons are focused onto one of the CCD modules (EPIC pn).

Figure 3.8 shows the on-axis point spread function (PSF) of the MOS1 X-ray telescope.
The half-power diameters (HPD) of the telescopes are 16.6� 17.0 arcsec for 1.5 keV photons,
and degrade toward the larger o↵-axis angles. Note that the performances of the telescopes
corresponding to the MOS1, MOS2 and pn detectors are di↵erent from each other, but gen-
erally show similar profiles.

Figure 3.9 left shows the on-axis net e↵ective areas of the XMM-Newton X-ray telescopes,
and Figure 3.9 right shows the o↵-axis vignetting e↵ect. The telescopes are most e�cient in
the energy range of 0.2-10 keV, with the MOS+pn total e↵ective area of & 100 cm2.

3.2.2 EPIC

The European Photon Imaging Camera (EPIC) consists of three CCD camera arrays for X-
ray imaging spectroscopy. Two of the arrays are Metal Oxide Semiconductor (MOS) CCD
arrays, and the other one is referred to as pn CCD array. Each MOS CCD array consists of
seven independent front-illuminated CCDs with 600⇥600 pixels and the pixel size of 1.1 arcsec,
whereas the pn CCD array consists of twelve independent back-illuminated CCDs with 200⇥64
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Figure 3.9 Left: on-axis net e↵ective areas (including the e↵ect of quantum e�ciency). Right:
o↵-axis vignetting factor plotted against the source o↵-axis angle. Both figures are taken from
XMM-Newton Community Support Team & XMM-Newton Science Operations Centre Team
(2014).

Figure 3.10 Schematic view of the arrangement of the MOS (left) and the pn (right) CCD
arrays, taken from XMM-Newton Community Support Team & XMM-Newton Science Op-
erations Centre Team (2014).
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Figure 3.11 Quantum e�ciency of the EPIC MOS1 (left solid line), the EPIC MOS2 (left
dashed line) and the EPIC pn (right). Both figures are taken from XMM-Newton Community
Support Team & XMM-Newton Science Operations Centre Team (2014).

pixels and the pixel size of 4.1 arcsec. Figure 3.10 shows the arrangement of the MOS and
pn CCD arrays.

Figure 3.11 shows the quantum e�ciency of both the MOS and pn CCD arrays. The
quantum e�ciencies of the pn CCDs are generally better than those of MOS CCDs. Fig-
ure 3.12 shows the energy resolution of both the MOS and pn CCD arrays. At the lower
energies, the MOS energy resolution is better than that of pn, while it is similar to or slightly
worse than that of pn above ⇠ 7 keV.

3.3 Suzaku

Suzaku (Mitsuda et al., 2007) is the fifth of the Japanese X-ray satellite series, launched in
August 8, 2005. Figure 3.13 shows the schematic pictures of Suzaku. The most advanta-
geous characteristic of Suzaku is its low and stable background thanks to its low earth orbit
(⇠550 km). Suzaku is equipped with four CCD modules (X-ray Imaging Spectrometer, XIS;
Koyama et al., 2007) together with four corresponding X-ray telescopes (X-Ray Telescope,
XRT; Serlemitsos et al., 2007), and a non-imaging Hard X-ray Detector (HXD, Takahashi
et al., 2007), allowing wide-energy-band simultaneous (0.2-600 keV) observations. It is also
equipped with an X-Ray Spectrometer (XRS, Kelley et al., 2007), which would have been
the first soft X-ray calorimeter in orbit, but which is no longer operational because of the
accidental leak of liquid helium.

3.3.1 XRT

Each of the four X-ray telescopes (XRT) consists of 175 nested reflectors made of aluminum,
coated with gold. The total geometrical area per telescope is 873 cm2. Figure 3.14 left shows
the on-axis PSF of XRT. The HPD of XRT is 1.8-2.3 arcmin, which does not significantly
vary within the Suzaku X-ray energy range of 0.2-12 keV.
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Figure 3.12 Energy resolution of the EPIC MOS1 (left) and the EPIC pn (right). The dif-
ference of the color reflects the distance from the readout nodes and event selection criteria.
Both figures are taken from XMM-Newton Community Support Team & XMM-Newton Sci-
ence Operations Centre Team (2014).

Figure 3.13 Schematic pictures of Suzaku, taken from Pottschmidt et al. (2015).



3.4 Comparison 33

Figure 3.14 Left: on-axis point spread function (PSF) of XRT. Right: on-axis e↵ective area
of XRT, in combination with XIS CCD chips. Both figures are taken from Pottschmidt et al.
(2015).

Figure 3.14 right shows the on-axis e↵ective area of XRT. The geometrical e↵ective area
is 440 cm2 at 1.5 keV and 250 cm2 at 8 keV per telescope. In combination with the FI CCD
chips, the net e↵ective area per telescope is 340 cm2 and 150 cm2 at 1.5 keV and 8 keV, while
it is 390 cm2 and 100 cm2 at 1.5 keV and 8 keV in combination with the BI CCD chip. The
e↵ective area decreases toward the o↵-axis, and becomes about a half at the chip edge.

3.3.2 XIS

The X-ray Imaging Spectrometer (XIS) consists of four CCDs, three of which are front-
illuminated chips (XIS0, XIS2, XIS3), and the other one of which is a back-illuminated
(XIS1) chip. Each chip has 1024⇥1024 pixels, with the pixel size of 1.04 arcsec, resulting in
the chip field-of-view of 18 arcmin⇥18 arcmin. Figure 3.15 shows a photo of one of the four
XIS modules. The XIS2 chip is entirely no longer operational after 2005 November due to
micro-meteorite hits.

Figure 3.15 shows the energy resolutions of the XIS CCDs at 5.9 keV. The energy res-
olutions depend on time, but generally within the range of 150-200 eV. XIS employs the
technology of Spaced-row Charge Injection (SCI), where electrons are injected periodically to
fill up the charge traps occurring due to the space cosmic-ray radiation environment, which
cause the degradation of the energy resolution. The break in the middle row in Figure 3.15
represents the change in the amount of SCI.

3.4 Comparison

Figure 3.16 shows a comparison of the X-ray background count rate between di↵erent X-ray
satellites. Figure 3.17 shows the comparison of the e↵ective area and the grasp. Table 3.1
shows a summary of the basic parameters of the CCD/Telescope combination of each satellite.

From the point of view of galaxy cluster observations, Chandra is the best satellite for
investigating in detail the small-scale substructure of bright targets in detail thanks to its
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Figure 3.15 Left: photo of an XIS module. Right: Suzaku XIS energy resolutions at 5.9 keV
(Mn K↵). The discontinuity in the middle row represents the change in the amount of
Spaced-row Charge Injection (SCI). Both images are taken from Pottschmidt et al. (2015).

Figure 3.16 Comparison of X-ray background counting rate as a function of energy, taken
from Mitsuda et al. (2007).
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Figure 3.17 Left: comparison of the e↵ective area. Right: comparison of the grasp.
Both figures are taken from ASTRO-H o�cial homepage (http://astro-h.isas.jaxa.jp/
researchers/sim/effective_area.html).

Table 3.1. CCD/Telescope information

Parameter Chandra XMM-Newton Suzaku

Mirror PSF (FWHM) <0.5 arcsec 6 arcsec 1.8-2.3 arcmin
Energy range 0.1-10 keV 0.15-12 keV 0.2-12 keV

E↵ective area (1 keV) 555 cm2 (ACIS-S) 4650 cm2 1760 cm2

Energy resolution FI: ⇠60 eV (1 keV) MOS: ⇠70 eV (1 keV) 50 eV (0.65 keV)
BI: ⇠140 eV (1 keV) pn: ⇠90 eV (1 keV)

Single chip FOV 8.30⇥8.30 MOS: 10.90⇥10.90 180⇥180

pn: 13.60⇥4.40

Multiple chip FOV ACIS-I: 170⇥170 ⇠300 diameter 180⇥180

ACIS-S: 510⇥8.30



36 3. Instruments

splendid angular resolution. Suzaku is the best instrument for investigating the faint outskirts
of galaxy clusters thanks to its low and stable background as well as its relatively large e↵ective
area. XMM-Newton is the best instrument for performing spectroscopic studies of bright
cluster centers thanks to the large e↵ective area and the relatively good angular resolution.
Suzaku and XMM-Newton are suitable for investigating the elemental composition thanks
to their relatively high energy resolutions. With the large e↵ective area and grasp, XMM-
Newton is also suitable to collect large samples of galaxy clusters or survey a number of
targets, where it is also an advantage that all the instruments onboard XMM-Newton can
operate simultaneously including RGS and OM.



Chapter 4

Methods and techniques

In this chapter, we describe the data reduction/analysis methods and techniques which are
common or important in the subsequent chapters.

4.1 General

Unless otherwise noted, the error bars correspond to 68% confidence level for one param-
eter. Throughout the thesis, we assume the standard ⇤CDM cosmological model with the
parameters of (⌦m,⌦⇤, H0) = (0.3, 0.7, 70 km/s/Mpc).

4.1.1 Forward fitting

An X-ray photon emitted from celestial objects interacts with a detector not only via direct
photoabsorption. It may interact with the detector via Compton scattering, resulting in a
partial energy deposition. It is also possible that the photon first interacts with some other
material, e.g., the frames of the detectors, then a part of its initial energy is absorbed by the
detector.

In this case, the spectra which we observe are expressed as Di =
P

j RijFj , where Di

is the data we obtain, Fj is the physical energy spectrum from the object, and Rij is the
response matrix which represents the probability that a photon of energy Fj is detected in
the detector as energy Di. As the unique inverse of the matrix Rij does not always exist, the
energy spectrum cannot be deduced directly and it is impossible to compare the data with
the spectral model directly.

Thus, in order to compare a spectral model to the data at hand, the spectral model F 0
j

is first convolved with the response D0
i =

P
j RijF

0
j , and the convolved model is compared

to the data Di. This method is called forward fitting, and is the de-facto standard in X-ray
astronomy.



38 4. Methods and techniques

4.2 Data reduction

4.2.1 Chandra data reduction

We reprocessed the archival standard level 1 event lists produced by the Chandra pipeline
in the standard manner1 using the CIAO software package and the CALDB to apply the
appropriate gain maps and the latest calibration products.

We removed bad pixels and also applied the standard data grade selections. We examined
the light curve of each observation in the 0.3-10 keV energy band with the standard time
binning method recommended in the CIAO o�cial analysis guides, to exclude periods of
anomalously high background. Blank-sky background files provided by the Chandra team
were processed in a similar manner and were scaled by the ratio of the photon counts in the
data to those in the background in the high energy band (9.5-12 keV) where the e↵ective area
of the telescope is e↵ectively zero.

4.3 Data analysis

4.3.1 Chandra flat-fielded image

We created the exposure and vignetting corrected, background subtracted Chandra images
(flat-fielded image). To synthesize each full-band (0.6-7.5 keV) image, we first splitted the
entire energy band into thirteen narrower energy bands (0.6-0.8, 0.8-1.0, 1.0-1.2, 1.2-1.5, 1.5-
2.0, 2.0-2.5, 2.5-2.75, 2.75-3.0, 3.0-3.5, 3.5-4.0, 4.0-6.0, 6.0-7.0 and 7.0-7.5; all in keV), and
generated the background subtracted image and the corresponding exposure map for each
narrow energy band2. These narrow-band images are combined together to form a full-band
image.

4.3.2 Unsharp-masking

Unsharp-masking is an imaging technique which is used to emphasize the edges in the image.
In order to emphasize the low-contrast surface brightness structures, we created the unsharp-
masked images by dividing the � = �1 Gaussian smoothed flat-fielded image by the � = �2
Gaussian smoothed one, where �1 < �2. In this case, roughly speaking, the edge features
between the length scales of �1 and �2 are emphasized. The values of �1 and �2 are di↵erent
for the di↵erent targets analyzed and given in the corresponding subsequent chapters.

4.3.3 Thermodynamic mapping

To explore the two-dimensional thermodynamic structure, we conducted (projected) thermo-
dynamic mapping. We adopted the contour binning algorithm (Sanders, 2006), which divides
the entire field of view into smaller regions, based on the statistical error of each bin calcu-
lated from the raw and the background counts, so that all the bins have similar statistical
signal-to-noise (S/N) ratio.

For each of the bins, we extracted the spectra and fit them using a single-temperature
thermal plasma model absorbed by the Galactic absorption (i.e. assuming that the spec-
tra are represented by single-temperature thermal plasma). We translated the best-fitting

1CIAO 4.7 Homepage, Data Preparation; http://cxc.harvard.edu/ciao/threads/data.html
2CIAO 4.7 Homepage, Imaging; http://cxc.harvard.edu/ciao/threads/imag.html
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Figure 4.1 Conceptual illustration of deprojection, taken from “deproject v0.1.3 documenta-
tion”3.

normalization value to the physical number density of the ICM, assuming that the ICM is
uniform along the line-of-sight, that the line-of-sight depth of the ICM is also uniform over
the entire field of view with the value of l, and that the electron density ne and hydrogen
ion density nH satisfy a relation ne = 1.2nH . The calculated density n is combined with
the best-fitting temperature value kT for the calculation of the pressure (p = nkT ) and the
entropy values (s = kTn�2/3).

Note that, although the uniform line-of-sight depth assumption is arbitrary, it should
not significantly bias conclusions based on the variations in the thermodynamic maps. On
the other hand, because we observe emission measure weighted thermodynamic quantities,
projection e↵ects in the presence of multiphase gas may bias our quantitative measurements.

4.4 Techniques

4.4.1 Deprojection analysis

Clusters of galaxies are spatially extended not only in the sky plane, but also in the line-of-
sight direction. Since the radiation from the ICM is optically thin, the energy spectrum F⌫(E)
which we observe is the integral of the bremsstrahlung emission from each volume element
along the line-of-sight;

F⌫(E) /
Z

V
✏ff⌫ dV ⇠

Z

V

n(V )2p
kT (V )

e�E/kT (V )dV, (4.1)

where n(V ) and kT (V ) are the ICM density and temperature, which depend on the position.
It is clear that the actual spectrum that we observe does not have a form of (kT )�1/2n2e�E/kT ,
indicating that the temperature derived from the spectrum assuming the ICM being single-
temperature thermal plasma is significantly biased unless the ICM is isothermal, which is
unlikely especially when we observe near the cluster center. However, if the projected 3-
dimensional geometry of the ICM is known, or by assuming it, we can mitigate the above-
mentioned projection e↵ect. This technique is called “deprojection”, and is widely used in
the study of di↵use objects.

3http://cxc.harvard.edu/contrib/deproject/
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The conceptual illustration of deprojection is shown in Figure 4.1. In this case, assuming
that the cluster is spherically symmetric and the ICM in each shell is isothermal, the observed
spectrum in the annulus i is proportional to

P5
j=i Vji✏

ff
⌫,j , where Vji is the line-of-sight volume

of the spherical shell j, projected onto the annulus i, and ✏ff⌫,j is the ICM emissivity in the
spherical shell j. Since Vji can be calculated analytically, the contribution from each shell
can be decomposed.



Chapter 5

Substructures in Abell 85

Most of the contents in this chapter are taken from Y. Ichinohe, N. Werner, A. Simionescu,
S. W. Allen, R. E. A. Canning, S. Ehlert, F. Mernier, T. Takahashi, “The growth of the galaxy
cluster Abell 85: mergers, shocks, stripping, and seeding of clumping”, Monthly Notices of
the Royal Astronomical Society, Oxford Journals, 448(3), pp2971-2986, 2015 (Ichinohe et al.,
2015). XMM-Newton data reduction is done by F. Mernier. Suzaku data reduction and
analysis are done by A. Simionescu.

5.1 Overview

Abell 85 (z = 0.055, Oegerle & Hill, 2001) is the seventeenth brightest cluster of galaxies in
the X-ray sky (Edge et al., 1990). It has been observed with various X-ray instruments, e.g.
Chandra (Kempner et al., 2002), XMM-Newton (Durret et al., 2003, 2005a), Suzaku (Tanaka
et al., 2010), and also in other wavelengths, e.g. radio (Slee et al., 2001; Schenck et al., 2014).
The main cluster hosts an X-ray bright, metal rich, “cool core”, and a recent optical study
(López-Cruz et al., 2014) has shown its brightest central galaxy, Holm 15A, is the largest one
known so far.

Abell 85 is also one of the most complex interacting systems known. Currently, at least
two subclusters are falling into the main cluster: one from the south and the other from the
southwest (Kempner et al., 2002; Durret et al., 2005a). Additionally, the ICM distribution
shows an indication of sloshing (Laganá et al., 2010).

The subcluster falling in from the south (S subcluster) also has a bright central galaxy
surrounded by cool X-ray gas. It has a clear tail structure, extending to the southeast,
previously seen in both Chandra and XMM-Newton images. Previous Suzaku observations
(Tanaka et al., 2010) detected a possible shock front in the northeast of the subcluster.

The second subcluster located towards the southwest (SW subcluster) has not previously
been studied in detail, but Schenck et al. (2014) revealed the gas in the interface between the
main cluster and this subcluster to have a high temperature. This region may be caused by
a shock front induced by the SW subcluster merger, but associated radio emission has not
been detected except for relic structures which are located at ⇠150 kpc west of the interface
region.

The above mentioned remarkable dynamical activities make Abell 85 an excellent system
to investigate the X-ray substructure in galaxy clusters and its role with respect to the ambient
medium or interaction between di↵erent substructures. We study the system comprehensively,
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Table 5.1. Data

Satellite Obs ID Date Detector Net exposure time (ksec)a

Chandra 15173 2013-08-14 ACIS-S 39
Chandra 15174 2013-08-09 ACIS-S 36
Chandra 16263 2013-08-10 ACIS-S 37
Chandra 16264 2013-08-17 ACIS-S 34
Chandra 904 2000-08-19 ACIS-S 37

XMM-Newton 0065140101 2002-01-07 EPIC 12
XMM-Newton 0065140201 2002-01-07 EPIC 12
XMM-Newton 0723802101 2013-06-16 EPIC 97
XMM-Newton 0723802201 2013-06-18 EPIC 98

Suzaku 12025 2007-01-05 XIS 82
Suzaku 12033 2012-12-31 XIS 127
Suzaku 12036 2013-01-03 XIS 50

Note. — (a) The net exposure time is after the data screening.

by using all the latest X-ray satellites, namely, Chandra, XMM-Newton, and Suzaku. Four
of the Chandra pointings, two of the XMM-Newton pointings, and two of the Suzaku are all
taken recently, which enables us to study this system with an unprecedented detail.

Unless otherwise noted, we used SPEX (version 2.04.01, Kaastra et al., 1996) for the
spectral fitting to minimize the modified C-statistic estimator (Cash, 1979; Nousek & Shue,
1989), which is the Poisson likelihood statistics, because some of the spectral bins contain very
few counts. The error bars are calculated from the interval where the fit statistics increases
by 1, which approximately corresponds to 1� confidence interval (Cowan, 1997; Arnaud et al.,
2011). We used the chemical abundance table determined by Grevesse & Sauval (1998).

5.2 Observations and data reduction

5.2.1 Chandra observations

We reprocessed the standard level 1 event lists of four newly observed pointings (ObsID 15173,
15174, 16263 and 16264) and one archival observation (ObsID 904) produced by the Chandra
pipeline. The details of the data reduction are shown in Section 4.2.1. The software versions
were CIAO 4.6, and CALDB 4.6.2. The net exposure times of each observation are summarized
in Table 5.1.

Imaging analysis

We created the flat-fielded Chandra image as described in Section 4.3.1. Figure 5.1 shows the
flat-fielded Chandra image (left, 0.6-7.5 keV). Also shown is the SDSS optical r-band image of
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Figure 5.1 Left: � = 0.98 arcsec Gaussian smoothed, exposure and vignetting corrected,
background subtracted Chandra image of Abell 85 (0.6-7.5 keV). The cross represents the
position of the central cD galaxy of the main cluster. Right: SDSS r-band optical image of
the same sky region overlaid with Chandra X-ray contours.
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Figure 5.2 Left: � = 5.6 arcsec Gaussian smoothed, Chandra relative deviation image with
respect to the best-fitting 2D elliptical double beta model. We illustrate the eight directions
for which projected radial profiles are extracted in Section 5.4.2 with the white lines. Right:
� = 8.3 arcsec Gaussian smoothed, XMM-Newton relative deviation image. The white circle
denotes the radius of 600 kpc from the main cluster core, and the cyan square denotes the
FOV of the Chandra relative deviation image. There is a dark narrow structure (Dark band)
at the interface region of the main cluster and the SW subcluster.
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the same field overlaid by Chandra X-ray contours (right, Eisenstein et al., 2011; Ahn et al.,
2014).

To emphasize the small azimuthal asymmetries which cannot be clearly seen in the original
images because of the overall surface brightness gradient, we created relative deviation images
of the system with respect to the best-fitting 2D elliptical double beta model. We used
SHERPA for fitting the sum of two 2D elliptical beta models: beta2d+beta2d. The centre
positions (xpos, ypos), ellipticities (ellip) and roll angles (theta) were bound between the
two beta models. Based on the Chandra image, the best fit ellipticity of the cluster is 0.17, and
its long axis extends at 25 degrees clockwise from the north. After the best-fitting parameters
were determined, we divided the original images by the best-fitting models. In Figure 5.2, we
show the relative deviation images.

Thermodynamic mapping

We created the thermodynamic maps as described in Section 4.3.3. The assumed line-of-sight
depth is l = 1 Mpc. The S/N ratio of each bin is about 33 (density) or 70 (temperature,
pressure and entropy), corresponding to about 1100 counts/bin and 4900 counts/bin, respec-
tively. The resulting thermodynamic maps are shown in Figure 5.3. The black ellipses are
the point sources which were detected and excluded using the wavdetect tool in the CIAO

software package with the scales of 1, 2, 4, 8, 16 pixels. We visually eliminated the false
detections within 200 arcsec from the main cluster core and the S subcluster core.

In the spectral fitting, the redshift was fixed to 0.055 and the hydrogen column density
was set to 2.8⇥1020 cm�2, determined by the LAB (Leiden/Argentine/Bonn) radio HI survey
(Kalberla et al., 2005). We obtain typical fitting errors of 5% for the density map, and 10%
for the temperature, pressure and entropy maps1. Figure 5.5 shows the example fitting results
for the region on the main cluster core and the highest temperature region.

In order to emphasize the small azimuthal variations of these quantities, we also created
the trend-divided thermodynamic maps shown in Figure 5.4. The scatter plots of each physical
quantity versus distance from the main cluster core were fitted with a function using the form
f(r) = A(1 + (r/B)2)(�3C/2)(1 + (r/D)2)(�3E/2), where A, B, C, D, E are free parameters,
and r is the distance from the cluster centre. After the f(r) was determined, the typical
values of the respective physical quantities were calculated for every region taking r as the
distance between the cluster centre and the geometrical centre of the region. Trend-divided
maps were then created by dividing the original quantities by the typical value at the given
radius.

5.2.2 XMM-Newton observations

Three out of the four Abell 85 observations with XMM-Newton (Jansen et al., 2001) were
pointed at the cluster center and one observation was aimed ⇠25 arcmin southeast of the
core (Table 5.1), allowing us to look for extended emission in the south. The two deepest
exposures were taken for the CHEERS2 project (de Plaa & Cheers Collaboration in prep.,
Mernier et al., 2015; Pinto et al., 2015); the two older exposures were previously analysed

1Throughout this chapter we use C-statistic estimator for the fitting, which does not give concise goodness-
of-fit values. We tried the spectral fitting using the same data with �2 estimator, and confirmed that we will
obtain similar results, and that the typical reduced �2 is 0.99 for the typical NDF of 97.

2CHemical Evolution Rgs cluster Sample
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Figure 5.3 Projected thermodynamic maps of Abell 85. The S/N values used to create these
images were 33 (around 1100 counts) for the density map and 70 (around 4900 counts) for
others. Typical errors were 5% for density and 10% for other quantities. We assume a
uniform line-of-sight depth of l = 1 Mpc over the entire field of view. The unit of density
(left top), temperature (right top), pressure (bottom left) and entropy (bottom right) are
cm�3⇥(l/1 Mpc)�1/2, keV, keVcm�3⇥(l/1 Mpc)�1/2 and keVcm2⇥(l/1 Mpc)1/3, respectively.
The cross denotes the central cD galaxy of the main cluster. Two subclusters (S subcluster
and SW subcluster) and their tails are clealry seen. High-temperature regions (Hotspot and
Dark band) are also observed.
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Figure 5.4 Trend-divided thermodynamic maps of Abell 85. The arrangement is same as
Figure 5.3.
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Figure 5.5 Examples of the spectral fitting. Left: the spectra extracted from the core of the
cluster (just below the cross in Figure 5.3). Right: the spectra extracted from the highest
temperature region (white region in the circle denoted as “Hotspot” in Figure 5.3 top right).
The black crosses are the data, the red curves are the model, and the blue histograms are the
background.

by Durret et al. (2003). In all the observations the EPIC instruments were operating in Full
Frame mode, except in the two deepest exposures where pn was operating in Extended Full
Frame mode.

The data were reduced using the XMM-Newton Science Analysis System (SAS) v13. The
data reduction is adapted from Mernier et al. (2015). In summary, after having processed the
data using the SAS tasks emproc and epproc, we filtered the event files to exclude the soft-
proton flares by building 2-� clipping Good Time Interval (GTI) files, both in the hard band
(10-12 keV for MOS and 12-14 keV for pn) and the broad 0.3-10 keV band, because flares also
occur in the soft band (De Luca & Molendi, 2004). We then created one image per instrument
and per observation. The image extraction was restricted to the 400–1250 eV band, where the
instrumental background is relatively low and uniform across the detectors. Using closed-filter
observations, rescaled using the out-of-field-of-view count rates, we corrected each image for
instrumental background. We combined the resulting images and corrected them for exposure
and vignetting. The final image is shown in Figure 5.6.

The relative deviation image shown in the right panel of Figure 5.2 has been produced
by dividing the final flat-fielded XMM-Newton image by the best-fit 2D elliptical double beta
model using the SHERPA package. The best fit parameters of the model are consistent with
the values obtained by fitting the Chandra image.

5.2.3 Suzaku observations

We reduced the data from three Suzaku observations of Abell 85: one pointing centred on the
core of the cluster, and two additional pointings o↵set approximately 26 and 43 arcmin south
of the cluster’s X-ray peak. The data are summarized in Table 5.1 (see also Figure 5.6 for
the pointing locations). Here, we concentrate on the data obtained with the X-ray Imaging
Spectrometer (XIS) detectors 0, 1, and 3.

The data were reduced using the tools available in the HEAsoft package (version 6.16)
to create a set of cleaned event lists with hot or flickering pixels removed. All standard
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Figure 5.6 � = 25 arcsec Gaussian smoothed, exposure map corrected XMM-Newton EPIC
(MOS+pn) image of Abell 85. The four XMM-Newton datasets have been combined (Ta-
ble 5.1). The overlaid white dashed squares represent the Suzaku pointings.
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recommended screening criteria were applied3. We only included observation periods with
the geomagnetic cut-o↵ rigidity COR>6 GV. We used the latest calibration files that account
for the modified non-X-ray background of the XIS1 detector following the increase in the
charge injection level of 2011 June 1; in addition, for the XIS1 spectral analysis, we excluded
two columns adjacent on each side of the charge-injected columns (the standard is to exclude
one column on either side). We followed this methodology because the injected charge may
leak into these additional columns and cause an increase in the instrumental background. We
applied the contamination layer calibration from 2013 August 13.

We used the Suzaku mosaic to extract spectra from annuli centred on the cluster centre,
(↵, �) = (0 : 41 : 50.756,�9 : 18 : 03.49). Bright point sources were identified visually,
cross-checked using the existing XMM-Newton mosaic, and removed from the analysis. The
S subcluster seen in the Chandra image was removed as well. The projected and deprojected
profiles of the thermodynamic properties were obtained with the XSPEC spectral fitting pack-
age (version 12.8.2; Arnaud, 1996). We used the projctmodel to deproject the data under the
assumption of spherical symmetry. Sets of spectra extracted from concentric annuli were mod-
elled simultaneously in the 0.7-7.0 keV band. We modelled each shell as a single-temperature
thermal plasma in collisional ionization equilibrium using the apec code (Smith et al., 2001),
with the temperature and spectrum normalization as free parameters. The Suzaku spectrum
normalizations throughout this paper are normalised to an extraction area of 202⇡ arcmin2.
Unless otherwise noted, the metallicity was set to 0.3 Solar (see Werner et al., 2013b). The
Galactic absorption column density was fixed to the average value measured from the LAB
survey (Kalberla et al., 2005).

The instrumental background was subtracted in the standard way, using the task xisnxbgen
which constructs a background spectrum based on the latest Night Earth observation files.
The cosmic X-ray background (CXB) model consisted of a power-law emission component
that accounts for the unresolved population of point sources, one absorbed thermal plasma
model for the Galactic halo (GH) emission, and an unabsorbed thermal plasma model for the
Local Hot Bubble (LHB). The parameters of the power-law were fixed based on the best-fit
results obtained by Simionescu et al. (2013), who analysed regions free of cluster emission
in a large Suzaku mosaic centred around the Coma cluster. We note that similar values for
the CXB power-law are also obtained by Urban et al. (2014) who analysed a Suzaku Key
project mosaic centred on the Perseus cluster. The parameters for the LHB were fixed based
on the all-sky average reported by Kuntz & Snowden (2000) using ROSAT data. Since the
temperature of this component is only 0.08 keV, the signal that it contributes in the energy
band 0.7-7.0 keV used for spectral fitting is negligible, therefore the best-fitting results are
practically insensitive to large uncertainties on the normalization of this component. The tem-
perature and normalization of the GH component were determined by fitting Suzaku spectra
from an annulus free of cluster emission with inner and outer radii of 45 and 52 arcmin from
the cluster core. The metallicity of the GH and LHB components were both assumed to be
Solar.

The pointing in our mosaic located furthest from the centre of Abell 85 (the 46 arcmin
o↵set), which was used to determine the best-fitting GH parameters, contains an X-ray bright
star within the field of view that could be a↵ecting the results. To mitigate this, we extracted
a spectrum of this star and empirically modelled it with a power-law plus apec model; we

3Pottschmidt K., XIS Data Analysis, http://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/abc/node9.html
(2013).
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Figure 5.7 Left: Closeup Chandra image of the S subcluster (� = 4.0 arcsec Gaussian
smoothed). Middle: Chandra relative deviation image of the same sky region (� = 6.8 arcsec
Gaussian smoothed). Right: SDSS r-band optical image of the same sky region. The cross
represents the position of the brightest central galaxy of this subcluster. The clumps in
the subcluster tail and the nearby point sources are denoted with dashed and solid circles,
respectively.

then ran ray-tracing simulations to estimate the level and spectrum of the scattered light
from this source, and included this in our spectral fitting of the GH parameters. We find
that the contribution of the stray light from the star amounts to only 5% of the total cosmic
X-ray background flux in the 0.7-2.0 keV band. However, adding a cluster component above
the CXB in the outer pointing in the mosaic in an annulus spanning 35-39 arcmin, we find
that the contribution from the star can represent up to 30% of this additional signal. We
thus do not report any measurements of the cluster thermodynamic properties based on the
outermost pointing – only the centre and the 23 arcmin o↵set observations are used to derive
the cluster properties.

5.3 Results

In the Chandra image and the thermodynamic maps (Figure 5.1 left, Figure 5.3, Figure 5.4),
two subclusters are clearly seen in addition to the brightest main cluster (see also e.g. Durret
et al., 2005a); one is ⇠500 kpc south of the main cluster core (S subcluster) and the other is
⇠350 kpc southwest of the core (SW subcluster).

5.3.1 The southern merger

S subcluster and a “hotspot”

Figure 5.7 shows a closeup view of the S subcluster. We see a contact discontinuity (brightness
edge) at the north of its core. The X-ray brightness peak of the subcluster is spatially
coincident with the position of its central dominant galaxy. The core appears extended to the
south. From the core of the subcluster, a bright tail extends in the southeastern direction. The
north edge of the tail extends from the core to the east for 200 kpc, and appears remarkably
straight and smooth. In contrast, the southwestern edge appears blurred, indicating that the
ICM transport properties are di↵erent along these two edges. About 150 kpc southeast of the
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core, the tail appears bent (see also the thermodynamic maps in Figure 5.3). The tail shows
an abrupt brightness drop at ⇠200 kpc from the core.

The thermodynamic maps (see Figure 5.3 and Figure 5.4) show that the subcluster has
a low-temperature, low-entropy core from which the broad low-entropy gas tail extends in
the southeastern direction. The pressure of the S subcluster gas is higher than that of other
regions at the same distances from the main cluster core. The radial change of the pressure
along a line from the main cluster core to the S subcluster is gradual while the temperature,
the density and the entropy profiles change abruptly at the brightness edge of the S subcluster.

Furthermore, a region of high-temperature and high-entropy gas, a “hotspot”, is seen
between the subcluster and the main cluster, to the northeast of the subcluster core (see also
Tanaka et al., 2010).

Clumpy gas and the SE brightness excess

In the Chandra closeup image (Figure 5.7), we see three gas clump candidates – X-ray bright
sources in the tail with no optical counterparts within a 3 arcsec radius. They have been
detected with the wavdetect tool (along with the point sources, see Section 5.2.1) at a higher
than 3� significance.

Figure 5.8 top shows the surface brightness profiles (projected for 4 arcsec width) across
the clump candidates. The projected profile of each clump candidate is well fitted with a
Cauchy plus linear function. The FWHM of all three clump candidates calculated using the
widths of the best-fitting functions are in the range of 2.1–2.8 arcsec for the Cauchy profile,
which is about 1� larger than the PSF model or the FWHM of the nearby point sources shown
in Figure 5.7, except source ‘d’. The luminosities of the clumps are ⇠ 1–2⇥ 1040 erg s�1.

As seen in Figure 5.6, a surface brightness excess extends from the tail of the S subcluster
all the way out to ⇠ r500 (SE brightness excess). This brightness excess has been previously
reported based on both ROSAT and XMM-Newton observations (Durret et al., 1998, 2003,
2005b).

Deprojected profile out to the outskirts

In Figures 5.9 and 5.10, we present the projected and deprojected thermodynamic profiles
measured along the direction of the infall of the S subcluster using the Suzaku data. The
low-entropy S subcluster has been excised from the Suzaku data analysis, otherwise, it would
have dominated the ICM signal at those radii, and would have caused a severe departure from
spherical symmetry making the deprojection analysis practically meaningless. The curves in
the deprojected pressure and entropy profiles are the theoretically predicted profiles calculated
following Nagai et al. (2007a) and Pratt et al. (2010), respectively. We fitted the pressure
profile with the model leaving r500 as a free parameter, with other parameters fixed to the
values presented in Planck Collaboration et al. (2014). M500 is expressed self-consistently as
a cubic function of r500, with the normalization of M500/r500

3 = 7.2 ⇥ 1014M�/(1.33 Mpc)3

(Mantz et al., 2010b,a). The best-fitting value of r500 = 1.2±0.04 Mpc and the corresponding
M500 are also used in the entropy model.

As seen in both the projected and deprojected profiles, the temperature remains above
⇠4 keV out to r200. The deprojected density decreases monotonically to r200, but flattens out
in the outermost data point that lies beyond r200. We note that we have used an extrapolation
of the best-fitting beta model for the density (obtained ignoring the innermost two data points
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Figure 5.8 Top: Surface brightness profiles of the clumps shown in Figure 5.7. Bottom: Surface
brightness profile (projected psf including multiple observations) of an arbitrary nearby X-ray
point source calculated using the CIAO psf module.

Figure 5.9 Suzaku projected radial profiles. The panels are XSPEC normalization per unit
area and temperature from top to bottom.
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dip

Figure 5.10 Suzaku deprojected radial thermodynamic profiles. The panels are density, tem-
perature, pressure and entropy from top to bottom. The curve on the pressure profile is the
best-fitting theoretical pressure profile (Nagai et al., 2007a), with the parameters estimated
in Planck Collaboration et al. (2014). The line on the entropy profile is the theoretically
predicted entropy profile (Pratt et al., 2010).
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representing the cool core) in order to correct the density profile for the e↵ect of projected
emission from gas beyond the outer edge of the measurements.

The deprojected entropy profile shows an expected low-level excess above the expected
power-law behaviour near the cluster core, which is attributable to additional heating due to
the AGN feedback and ongoing mergers; at larger radii, the measured entropy agrees with the
model out to r200, with the exception of a dip found around 1.3 Mpc (⇠ r500) and which is
probably associated with the low-surface brightness extension of the tail of the S subcluster.

Previous studies (e.g. Simionescu et al., 2011; Walker et al., 2013; Morandi & Cui, 2014;
Urban et al., 2014) have revealed a flattening of the measured entropy profile in other clusters
with respect to the expected model, starting at around ⇠0.75r200. In the case of Abell 85, by
contrast, the deprojected entropy profile remains in good agreement with the model until r200
and turns over only beyond that radius. However, the large error bars on the last two data
points inside r200 do not rule out a flattening of the entropy in Abell 85 in agreement with
that observed in other systems. Moreover, the outermost data point in our profile shows an
unusually high density (in most other systems, the density profile is monotonically decreasing
even beyond r200). If therefore the density in this outermost data point is biased high, either
by the presence of an unresolved group or due to an unusually high clumping factor that is
not azimuthally representative, the measured entropy immediately inside r200 could be biased
high as a consequence.

5.3.2 Main cluster features

The main cluster has an asymmetric surface brightness morphology in which the core gas
extends farther towards the northern direction whereas the outer gas extends south (Figure 5.1
left).

Large scale spiral

In the Chandra relative deviation image (Figure 5.2 left), we see an apparent brightness
excess spiral, starting north of the core and extending counter-clockwise outward from the
core. In the XMM-Newton relative deviation image (Figure 5.2 right), we can see that this
spiral extends out to ⇠600 kpc. This indicates ongoing gas sloshing, and the appearance
of the spiral feature suggests that the interaction plane is close to the plane of the sky
(Roediger et al., 2011). Sloshing motions extending to large radii have previously been seen
in the Perseus cluster (Simionescu et al., 2012), Abell 2142 (Rossetti et al., 2013), Abell 2029
(Paterno-Mahler et al., 2013) and RXJ 2014.8-2430 (Walker et al., 2014).

In the trend-divided density map (Figure 5.4), an obvious counter-clockwise spiral feature
of higher density gas can be seen around the main cluster core, corresponding to a sloshing
spiral in the relative deviation images. Indications for this spiral structure are also seen in the
temperature and entropy maps but cannot be seen in the pressure map. Instead of the spiral
feature, the trend-divided pressure map displays an asymmetric morphology with a pressure
excess in the southern and southeastern direction from the main cluster core.

Main cluster core

Closeup images (an X-ray image and a relative deviation image) of the main cluster core are
shown in Figure 5.11. We see a surface-brightness cavity at 20 kpc south of the core. In
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Figure 5.11 Left: Closeup image of the main cluster core(� = 2.0 arcsec Gaussian smoothed).
Right: Relative deviation image of the same region (see also Figure 5.2). The cross corresponds
to the central cD galaxy.

addition to the cavity, we see two arc-shaped brightness edges in the image. One is located
northwest of the brightness peak, while the other is at r = 35 kpc to the south.

5.3.3 SW subcluster and the dark band

The temperature and entropy of the SW subcluster are relatively low, but it does not have
a cool core (it has no surface brightness peak or an obvious central dominant galaxy). It
has a di↵use, low-temperature and low-entropy tail extending to the west, and its pressure is
consistent with that of the surrounding gas (Figure 5.3).

About 250 kpc southwest of the main cluster core, at the interface between the sloshing
spiral and the SW subcluster, we see a straight, dark narrow structure (Dark band) with
a width of ⇠50 kpc and a length of ⇠300 kpc which divides the SW subcluster from the
sloshing gas of the main cluster (Figure 5.2). The part of the spiral adjacent to the Dark
band is brighter than the other parts of the spiral. The regions corresponding to the Dark
band have relatively high temperatures (Figure 5.3).

5.4 Discussion

5.4.1 The infall of the S subcluster

Dynamics of the S subcluster

In the temperature map (Figure 5.3 upper right), we see a high-temperature region (hotspot)
in the northeast of the S subcluster. This hotspot has been first observed by XMM-Newton
(Durret et al., 2005a). Tanaka et al. (2010), who conducted a subsequent Suzaku observation,
proposed a scenario that the hot gas results from the merger of the S subcluster, colliding
with the main cluster from the southwest.

In our thermodynamic maps (Figure 5.3), the low entropy tail of the subcluster extends
to the southeast. It is thus more plausible that the subcluster is moving northwestward
rather than northeastward as proposed in Tanaka et al. (2010). The tail is comprised of



5.4 Discussion 57

two gas components of di↵erent entropy: higher entropy gas extending broadly (⇠800 keV
cm2 ⇥ (l/1 Mpc)1/3; green bins associated with the S subcluster in the bottom right panel
of Figure 5.3), and lower entropy gas terminating at ⇠200 kpc from the subcluster’s core
(⇠400 keV cm2⇥ (l/1 Mpc)1/3; blue bins associated with the S subcluster in the bottom right
panel of Figure 5.3), similar to what we see in the X-ray image (Figure 5.7). This indicates
the scenario that, while the relatively higher entropy gas has been stripped from the outer
X-ray halo of the S subcluster, the dense low-entropy gas is being stripped from its cool core
remnant. The emissivity of the stripped higher entropy gas may be lower than that of the
low entropy tail, resulting in an abrupt drop in surface brightness at the end of the tail.

Destruction of the cool core

Because the innermost low-entropy core of the subcluster along with its brightest central
galaxy precedes the stripped tail, the cool core of the subcluster has likely been almost
completely destroyed before reaching its current radius, r ⇡ 500 kpc of Abell 85. The possible
gas clumps that we identified within the low entropy tail have no optical counterparts. Their
luminosities of LX = 1–2 ⇥ 1040 erg s�1 are consistent with the luminosities of the coronae
of late type galaxies (Sun et al., 2007), indicating that they might have been stripped o↵ the
member galaxies of the infalling group.

Excluding the immediate surrounding of the brightest central galaxy of the merging sub-
cluster, its projected temperature is ⇠4.5 keV. However, since this value is the emission
weighted average of the ambient ICM and the stripped tail, the temperature is probably
overestimated. To estimate the e↵ect, we chose two bins representing the cluster ambient gas
and the subcluster tail gas as shown in Figure 5.12, and fitted the spectra for the subcluster
tail bin using the main cluster gas spectra as background. The spectrum of the main cluster
gas bin was fitted with a single temperature plasma model. The temperature obtained for the
main cluster gas bin was used as one of the temperature components of the two temperature
plasma model with which we fitted the spectrum of the subcluster tail gas bin.

The best-fitting temperature of the tail changes from kT = 4.5+0.4
�0.3 keV with the single

temperature model to kT = 2.7+0.5
�0.4 keV with the two temperature model. Under the as-

sumption that the stripped tail gas did not mix with and did not get conductively heated
by the ambient medium, we can use this temperature to estimate the mass of the infalling
subcluster. For the 2.7 keV temperature, the mass-temperature scaling relation by Arnaud
et al. (2005) predicts M500 ⇡1.3⇥1014M�. Mantz et al. (2010a) estimated the main cluster
mass as M500 ⇡ 7.2⇥ 1014M�, which implies a merger mass ratio of ⇠ 5.5.

Since this 2.7 keV temperature is extracted for the vicinity of the cool core region of the
subcluster and this temperature is not necessarily representative of the subcluster as a whole,
the mass of the subcluster may be underestimated. However, regardless of the exact mass
ratio, this may demonstrate that cool cores can be e↵ectively stripped during mergers.

Recently, observations of the Ophiuchus cluster have shown that sloshing induced by
major late time mergers may even destroy the cool core of the main cluster (Million et al.,
2010). These observations pose a challenge to simulations (e.g. Burns et al., 2008), which
find that cool cores usually survive late major mergers. This indicates that the microphysical
properties of the ICM is more complex than the simple ideal fluid approximation typically
employed by these numerical models.
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Figure 5.12 Closeup image of the temperature map. Two bins (Main cluster gas bin and
Subcluster gas bin) are used to estimate the projection e↵ect of the subcluster tail gas in
Section 5.4.1. The bottommost black wedge (Shock-heated wedge) is used to extract the
properties of the shock-heated gas and the white wedges (Pre-shock wedge) are used to eval-
uate the pre-shock gas properties in Section 5.4.3. The overlaid rectangular regions are used
to extract the thermodynamic profiles in Section 5.4.3. The black ellipse denotes the putative
shock region, and the white rectangles correspond to the Dark band.
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Stripped tail and gas clumping

ROSAT and XMM-Newton images of Abell 85 (Durret et al., 1998, 2003, 2005b) have shown a
large-scale brightness excess structure extending to the southeast of the S subcluster. Durret
et al. (2003) estimated the temperature of this structure as ⇠2 keV and proposed that it
may be either due to the di↵use emission of a large scale structure filament connecting to
the cluster, due to a chain of small groups of galaxies, or due to the stripped gas from the
infalling S subcluster. Boué et al. (2008) conducted an optical study and concluded that the
structure is consistent with groups falling into the main cluster.

However, the temperature profile measured by Suzaku shows kT > 4 keV out to r200. This
temperature is a factor of two higher than the previous measurement of ⇠2 keV at the same
radius. This discrepancy may be the result of the di↵erence in the background treatment.
While Durret et al. (2003) used blank-sky templates, we determined our local background
using the outermost regions of the Suzaku observation. We find that the Galactic foreground
component toward Abell 85 is a factor of three higher than the average value across the
sky (Kuntz & Snowden, 2000). Using background templates will therefore underestimate the
background and lead to a lower best-fitting temperature in the low surface brightness cluster
outskirts.

If most of the excess emission were due to groups, we would expect kT ⇡ 1 keV for a
typical group mass. The Suzaku spectra are inconsistent with such low temperature emission
and they show that the temperature of the southern surface brightness excess is consistent
with the projected temperature of the bright stripped tail of the S subcluster observed by
Chandra. Thus, the SE brightness excess is probably also associated with the stripped gas of
the infalling S subcluster.

Although the line-of-sight geometrical configuration is uncertain, this long tail may imply a
long lifetime of the tail structure, indicating that strong turbulence or di↵usion are suppressed.
Also recently, long tails of stripped gas that survive within the ambient ICM for over 600 Myr
have been detected in the outskirts of the cluster Abell 2142 (Eckert et al., 2014) and in the
Coma cluster (Sanders et al., 2013).

This interpretation is also supported by the dip in the deprojected entropy profile. The
location of this dip at r500 corresponds to the apparent termination of the SE brightness
excess. The dip, therefore, may be caused by the projection of the low-entropy, bright tail gas
against a background of high-entropy, faint main cluster gas. Note that this interpretation
does not contradict the galaxy overdensity found in the southeast (Boué et al., 2008) because
cluster mergers usually happen along large-scale filaments (in the cosmological sense), and
we expect more galaxies along filaments than other directions.

The fact that the stripped tail of the infalling southern subcluster in Abell 85 is seen
across a radial range of over 700 kpc, as well as the recent observations of the long trails of
stripped gas in other systems (Sanders et al., 2013; Eckert et al., 2014), indicate that the
stripping of infalling subclusters may seed gas inhomogeneities in the outskirts of clusters.
The presence of gas clumping in cluster outskirts is seen in simulations (e.g. Roncarelli et al.,
2006, 2013; Nagai & Lau, 2011; Vazza et al., 2013), and X-ray observations of clusters out
to their virial radii have indirectly shown that clumping becomes significant at r > 0.5r200
(Simionescu et al., 2011; Walker et al., 2013; Morandi & Cui, 2014; Urban et al., 2014). In the
case of Abell 85, the deprojected entropy profile remains in good agreement with the expected
power-law model until r200, which would imply, at face value, that in this system clumping
is not significant at radii r500 < r < r200. However, this conclusion cannot be drawn robustly
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because the large error bars on the last two data points inside r200 do not rule out a flattening
of the entropy in Abell 85 in agreement with that observed in other systems. Moreover, this
profile is extracted along the path of the S subcluster, which is clearly an unrelaxed direction.
This may lead to the break of the assumption of the spherical symmetry in deprojection.

5.4.2 Gas motion and interaction

Gas sloshing in the main cluster

The images and thermodynamic maps of Abell 85 show spiral like features indicative of gas
sloshing (see Figure 5.2 and Figure 5.4). For detailed simulations and discussion on gas
sloshing, see e.g. Tittley & Henriksen (2005), Ascasibar & Markevitch (2006), Roediger et al.
(2011), ZuHone et al. (2011).

Here we show an azimuthally resolved study of this sloshing spiral. In Figure 5.13, we
display the projected radial profiles for the surface brightness and several thermodynamic
quantities for the eight directions shown in Figure 5.2. For comparison, two profiles of an
opposite direction pair (e.g. N and S) are drawn in each panel. The overlaid red/blue
rectangles represent the radial intervals where the profile drawn in the corresponding color is
brighter in the relative deviation images.

For most of the regions, the surface brightness profiles and the temperature profiles show
an anticorrelation typical of sloshing phenomena, namely, alternating bright cooler regions and
dim hotter regions (see e.g. Tittley & Henriksen, 2005). The resulting pressure profiles, each of
which is a simple product of density and temperature in these regions, are consistent between
the two opposite directions (see annotations in Figure 5.13). However, beyond ⇠120 kpc of
the NE-SW and the N-S directions (the blue rectangles in the NE-SW and N-S profiles), the
surface brightness profiles corresponding to the outermost part of the spiral arm are brighter
than those of the opposite directions, while the temperature profiles are either similar or the
brighter part is hotter, resulting in a clear discrepancy in the pressure profiles between two
opposite directions (see also Figure 5.4).

The high-pressure gas is most likely shock-heated and compressed by the infalling two sub-
clusters. Both subclusters have associated putative shock-heated regions (see Section 5.4.3)
and we can expect shock-heated gas anywhere around the region of interaction. The fact
that these two subclusters are both located in the southwestern half of the main cluster is
consistent with the higher pressure in the southwestern part of the spiral.

Gas sloshing and the morphology of the S subcluster

The bright stripped tail of the S subcluster shows a bent structure and has a 200 kpc long,
relatively smooth and sharp northern edge, as described in Section 5.3.1. Figure 5.14 shows the
surface brightness profiles across the northern and southwestern edges. While the brightness
of the southwestern edge changes gradually, the profile across the north edge is steep, with a
width of ⇠10 kpc.

The typical temperature and density of the ambient ICM around the northern edge are
⇠10 keV and ⇠10�3 cm�3, respectively, so the Coulomb mean free path is estimated as
� ⇡ 30 kpc. This value is larger than the width of the northern edge of ⇠10 kpc, indicating
suppression of transport processes.

Ordered flows of the ambient ICM from west to east, resulting from sloshing, can con-
sistently explain both the smooth brightness edge and the bent morphology. It has been
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Figure 5.13 Radial projeced thermodynamic profiles for eight directions illustrated in Fig-
ure 5.2 left. Two profiles for an opposite direction pair are drawn in each panel. Individual
panels are surface brightness (cie normalization per unit area), temperature and pressure,
respectively from top to bottom. The black vertical lines represent the approximate locations
of the spiral edges. The red and blue rectangles correspond to the spiral arm, whose colors
correspond to the color of the brighter direction of the two directions in the relative deviation
images (Figure 5.2). The grey rectangles in the upper left panel and bottom right panel
represent the Dark band illustrated in Figure 5.2 right and the S subcluster, respectively.
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Figure 5.14 Surface brightness profiles across two edges shown in Figure 5.7. The red and
black points correspond to the north edge and the southwestern edge respectively. The profiles
are drawn with the directions shown by the arrows in Figure 5.7. The red rectangle denotes
the north edge.

shown in simulations that sloshing causes ordered gas motion, and that magnetic fields are
stretched and regulated by the velocity field (Ascasibar & Markevitch, 2006; Roediger et al.,
2011; ZuHone et al., 2011, 2015). As the sloshing spiral in Abell 85 extends out to ⇠600 kpc,
there may be a non-negligible flow around the S subcluster, from west to east. The tail of the
subcluster may be bent and blown eastward by this flow, which could have a radial gradient.
In the same time, the ordered magnetic field lines, stretching from west-to-east could suppress
conduction and thermodynamic instabilities, keeping the northern edge smooth.

VLA radio observations presented by Schenck et al. (2014) have revealed a bright radio
galaxy between the S subcluster and the main cluster. This galaxy appears both in the X-ray
and optical image, and a wide-angled radio tail extends to the east from the location of the
galaxy. The tail is oriented parallel to the northern edge of the subcluster, which is compatible
with the west-to-east velocity field and supports the above scenario.

The interaction between the sloshing gas and the tail of the subcluster can explain the
overall properties of the system consistently and allow us to draw conclusions about the
magnetic field geometry and its dynamical impact. Considering that galaxy clusters grow by
accretion, we can expect that such a phenomenon is universal. However, to our knowledge,
this is the first such interpretation because interactions between multiple X-ray substructures
so far have been an overlooked point of view. Simulations of gas sloshing have so far mainly
focused on binary mergers within relatively small radii. Future large scale sloshing simulations
conducted out to large radii with magnetic fields, as well as multiple merger simulations
focusing on the gas dynamics, will enable us to investigate the gas interaction quantitatively
and will bring a deeper understanding as to how the gas evolves to a relaxed system.
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Figure 5.15 Projected thermodynamic maps around the main cluster core. Upper five maps
are the original maps and lower four are the trend-divided ones. Panels are the maps of
density (cm�3 ⇥ (l/1 Mpc)�1/2), temperature (keV), pressure (keV cm�3 ⇥ (l/1 Mpc)�1/2) ,
entropy (keV cm2 ⇥ (l/1 Mpc)1/3) and Fe abundance in the unit of solar value respectively
from left to right. The rightmost panel of the lower row is the closeup X-ray image of the core
(see also Figure 5.11). Typical errors are 5% for the density map, 20% for the Fe abundance
map, and 10% for all other maps. The dashed curves represent the temperature and entropy
edges.

Gas sloshing in the core of the main cluster

The thermodynamic maps of the same region as Figure 5.11 are shown in Figure 5.15. We see
sharp edges at 15 kpc north and 35 kpc south of the main cluster core both in the temperature
map and the entropy map, which correspond to the brightness edge in the image. They can
be interpreted as cold fronts originating from the core gas sloshing, which is connected to the
larger scale spiral out to several hundreds of kpc.

We detect a surface brightness cavity in the cluster core (Figure 5.11), which is also known
to host di↵use radio emission (Schenck et al., 2014). The surface brightness of the cavity is
0.87±0.02⇥10�6 ph s�1 cm�2 arcsec�2, which is significantly (more than 5�) fainter than the
surrounding ambient gas whose surface brightness is 1.03±0.02⇥10�6 ph s�1 cm�2 arcsec�2.
The cavity is probably due to a bubble blown by the AGN hosted by Holm 15A. The lack of
a counterpart bubble may be due to the core gas sloshing which could hide the cavity.

5.4.3 Shock features

The origin of the hotspot

The only merging system that could have shock heated the gas to produce the “hotspot”
is the infalling southern subcluster. Although the cool core remnant of this system is o↵set
to the west of the hot spot, the dense low entropy gas associated with the tail seen in the
Chandra image might be driving a shock as it is falling to the north.

If the hotspot (Figure 5.3, Section 5.3.1) is due to previous shock heating, the required
Mach number of the shock M can be calculated using the Rankine-Hugoniot jump condition.
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For � = 5/3 gas, the ratio between the shock-heated gas temperature T2 and the pre-shock
gas temperature T1 is determined through the equation

T2

T1
=

(M 2 + 3)(5M 2 � 1)

16M
, (5.1)

where M is the Mach number of the shock. In Figure 5.12, we display the regions used
to calculate the shock Mach number. The black wedge indicates the shock-heated region,
and the white wedges are used to estimate the pre-shock gas temperature. The extracted
temperatures are kT1 = 7.8 ± 0.2 keV and kT2 = 11.5+0.8

�0.7 keV, and the resulting Mach
number is M = 1.5± 0.1, corresponding to a shock velocity of ⇠2200 km s�1.

Since this pre-shock region is arbitrary, we evaluated the systematic uncertainty by split-
ting the pre-shock region into five smaller wedges as shown in Figure 5.12. The obtained
pre-shock temperature range of kT1 ⇡ 6–9 keV corresponds to a Mach number in the range
of M ⇡ 1.3–1.8, which is consistent with previous studies (e.g. Tanaka et al., 2010; Schenck
et al., 2014).

Although currently the hotspot appears displaced from the line of the S subcluster’s
motion, it is most likely due to the shock driven by the infall of the S subcluster. Gas
sloshing (Section 5.4.2) can both redistribute the main cluster gas from an axisymmetric
configuration and the associated ordered motion can displace the hotspot along the velocity
field.

The mean line-of-sight velocity of Abell 85 is 16507±102 km s�1 (Oegerle & Hill, 2001), and
the line-of-sight velocity of the brightest central galaxy of the S subcluster is 16886±35 km s�1

(Beers et al., 1991). The subcluster’s relative line-of-sight velocity to the main cluster is thus
estimated as 379±107 km s�1. Assuming that the shock velocity of ⇠2200 km s�1 represents
the total velocity, the subcluster’s motion is close to the plane of the sky.

The dark band and the SW subcluster

The fact that the gas associated with the dark band is hotter than the gas at other azimuths
at the same radius (approximately as hot as the southern hotspot) suggests that it has been
shock heated. To investigate the profiles across the “dark band”, we chose rectangular regions
parallel to the interface (rectangles in Figure 5.12), and extracted the thermodynamic profiles
shown in Figure 5.16. In these profiles, the dark band is highlighted by a shaded grey
rectangle. Figure 5.17 shows the example fitting results for the seventh and thirteenth (from
the left) regions.

We see clear excess both in the temperature and the entropy of the Dark band, which sug-
gests the presence of shock-heated gas. However, because this region is the interface between
the sloshing gas and the subcluster, it is di�cult to identify the pre-shock gas unambiguously.

Assuming the gas has been shock heated, we estimate the Mach number M in the same
way presented in the Section 5.4.3. We combined the fifth, sixth, seventh and the eighth
rectangular regions from left in Figure 5.12 and 5.16 as the shocked gas region and refitted
the spectrum. The temperature derived for this region is kT2 = 9.1+0.5

�0.4 keV. As for the
pre-shocked gas, we took a rectangular region which has the same shape and size as the
shocked gas region, at the opposite position with respect to the central cD galaxy of the main
cluster. The temperature of this region is kT1 = 6.5+0.4

�0.3 keV. The resulting Mach number is
M =1.4±0.1.
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Figure 5.16 Thermodynamic profiles along the line perpendicular to the interface between
the sloshing arm and the SW subcluster. Regions are visualized in Figure 5.12. The grey
rectangle represents the Dark band.
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Figure 5.17 Examples of the spectral fitting. Left: the spectra extracted from the seventh
region. Right: the spectra extracted from the thirteenth (from the left) region. The black
crosses are the data, the red curves are the model, and the blue histograms are the background.

5.5 Summary

In this chapter, we investigate the galaxy cluster Abell 85 comprehensively. The main results
of this work are summarized below.

1. We see a relatively large scale (⇠600 kpc) brightness excess spiral in the system, which
strongly indicates that the ICM is sloshing in the gravitational potential of the cluster.
The sloshing was likely triggered by previous merger events, in addition to the two
currently ongoing mergers.

2. The S subcluster has a peculiar morphology with a clear south-eastern tail that ends in
an abrupt surface-brightness drop. One of the edges of the tail is smooth over 200 kpc,
with the edge width of ⇠10 kpc, which is narrower than the Coulomb mean free path
of the electrons in the main cluster gas, while the other edge is blurred and bent.

3. We propose a scenario which explains the overall properties of the system consistently.

(a) The sloshing was triggered several Gyrs ago, establishing ordered gas motions and
ordered magnetic fields.

(b) The outer gas of the subcluster has been stripped earlier, and the low-entropy core
gas is currently being stripped.

(c) The stripped gas is being blown and bent by the ordered velocity field induced by
the sloshing. At the same time, the ordered magnetic field lines that are stretched
and oriented along the spiral, are suppressing transport processes across the sharp
edge.

4. We suggest that the S subcluster core is almost entirely stripped of the low-entropy
gas, demonstrating a case of e�cient destruction of a cool core during a merger. This
observation poses a challenge to simulations, which find that cool cores usually survive
late major mergers, and indicates that the microphysical properties of the ICM is more
complex than the simple ideal fluid approximation typically employed by these numerical
models.
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5. The tail of the S subcluster hosts X-ray bright gas clump candidates that are not
associated with galaxies. The tail appears to continue out to around r500 of the main
cluster. The stripped tail of the infalling southern subcluster seems to continue across a
radial range of over 700 kpc, which indicates that the stripping of infalling subclusters
may seed gas inhomogeneities. The length of the tail may imply a long lifetime of the
tail structure, indicating that strong turbulence or di↵usion are suppressed.

6. Beyond the stripped tail, which extends to r500, the deprojected entropy profile along
the infall direction is consistent with the theoretical prediction out to r200. However,
due to the large errorbars we cannot rule out flattening as observed in other systems.

7. We confirm a previously known hotspot to the north-east of the S subcluster. The
required Mach number to shock-heat the hotspot is in the range of 1.3 < M < 1.8,
which is consistent with the previous observations.

8. The interface between the SW subcluster and the main cluster has a high temperature
and high entropy and might have been shock-heated by the merger of the subcluster.
The estimated merger Mach number of the SW subcluster is M = 1.4± 0.1.

9. We see cold fronts around the core of the main cluster where we see an X-ray faint
cavity in the south which is probably due to an AGN blown bubble. The counterpart
bubble may be hidden by the dense gas displaced by sloshing.
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Chapter 6

“Feather”s and cold fronts in the
Perseus cluster

6.1 Overview

The Perseus cluster is a nearby (z = 0.0183, Fabian et al., 2006), massive (M200 = 6.65 ⇥
1014M�, Simionescu et al., 2011), and the brightest cluster of galaxies in the X-ray sky (Edge
et al., 1990). It had been known as one of the Abell catalogue clusters (Abell 426), and is
one of the galaxy clusters from which extended X-ray emission was detected in the earliest
period (Kellogg et al., 1971). Because of its proximity and X-ray brightness, it has been the
most extensively studied galaxy cluster in the X-ray wavelength.

The Perseus cluster is a relatively relaxed, cool-core cluster, and its X-ray morphology
is strongly centrally peaked on the position of its brightest cluster galaxy (BGC) NGC1275
(3C84, Fabian et al., 1981). NGC1275 is a giant elliptical galaxy, which is classified as a
Seyfert Type 1.5 active galaxy (Yamazaki et al., 2013), and which hosts an X-ray and radio
bright active galactic nucleus (AGN). It is also the brightest radio galaxy in GeV gamma-ray
wavelength detected with Large Area Telescope onboard the Fermi Gamma-ray Telescope
(Abdo et al., 2009; Atwood et al., 2009). NGC1275 is surrounded by filamentary H↵ emission
(Kent & Sargent, 1979; Fabian et al., 2011b), which are thought to be stabilized by magnetic
fields (Fabian et al., 2008).

Many X-ray cavities have been observed around the core of the Perseus cluster. The
innermost cavities are filled with radio lobes (Boehringer et al., 1993; Churazov et al., 2000;
Fabian et al., 2000), suggesting that they are bubbles inflated by the jet from the central AGN,
being filled with relativistic particles. This is one of the most critical observations regarding
the AGN feedback mechanism as the heat source of the ICM to prevent the radiative cooling
catastrophe (so-called “cooling flow problem”). The outer cavities are “ghost” cavities, which
are not associated with radio emission peaks (Fabian et al., 2006, 2011a). The ghost cavities
are though to be devoid of the relativistic particles, and thus related to the past activities of
the central AGN.

A deep Chandra observation of the core of the Perseus cluster revealed the existence of
weak shocks and ripples (Fabian et al., 2006). The ripples seem to be propagating outward,
which are thus likely to be sound waves associated with the bubbles, transporting the energy
input from the bubble to the ICM (Sanders & Fabian, 2007).

The X-ray morphology around the core is observed to be asymmetric, with a spiral-like arm
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extending anticlockwise from the vicinity of the center (Churazov et al., 2000, 2003; Sanders
& Fabian, 2007; Fabian et al., 2011a). The thermodynamic structures (Fabian et al., 2006)
indicate that the spiral is a sloshing cold front (Ascasibar & Markevitch, 2006; Markevitch &
Vikhlinin, 2007) due to a previous merger. XMM-Newton and ROSAT observations found that
the X-ray morphology is asymmetric also in larger scales (Churazov et al., 2003; Simionescu
et al., 2012), which is probably related to the innermost spiral pattern.

In addition to the apparent X-ray structures, there have been several indications for the
internal/line-of-sight gas motions in the Perseus cluster. Churazov et al. (2004) suggested a
lack of resonance scattering in the core of the Perseus cluster, which is intriguing because it
implys gas motion in the core with the velocity of the order of half of the ICM sound speed.
Tamura et al. (2014) hinted at gas bulk motion with a small radial velocity of 150-300 km s�1

at 2-4 arcmin west of the core. Zhuravleva et al. (2014) inferred the turbulent power spectra of
ICM from the X-ray surface brightness fluctuations, and suggested that the turbulent heating
can balance the ICM radiative cooling. All of the observations will probably be tested by the
upcoming ASTRO-H satellite.

The observations of the outskirts of the Perseus cluster using Suzaku and XMM-Newton
have provided one of the most detailed views of the ICM at large radii of galaxy cluster. The
thermodynamic profiles out to the virial radii indicate that the ICM is inhomogeneous at large
radii (Simionescu et al., 2011; Urban et al., 2014), which is one of the most actively discussed
topics these days. Werner et al. (2013b) showed that the iron abundance is remarkably
uniform from the center to the virial radii independent of the azimuthal directions with the
value of ⇠0.3 Solar. Matsushita et al. (2013) showed that both the iron-mass-to-light ratio
(IMLR) and the silicon-mass-to-light ratio (SMLR) increase with radius. Both observations
support the scenario that the ICM was enriched before the cluster formed.

Although a number of observations have been done and many features are investigated in
detail from kpc scales to Mpc scales as mentioned above, there are a lot of features which still
remain to be studied. Among such structures, we selected two structures which are relatively
close to the core (within <100 kpc from the center), and both seem to be related to the above-
mentioned sloshing cold front. Because of the brightness and the depth of observation, we
think that the Perseus cluster is the best system to study thermodynamics (i.e. spectroscopic
properties) of each substructure associated with cold fronts. Note that, the Virgo cluster,
which is the third brightest, but the nearest galaxy cluster, is probably most suitable for
studies of very small physical length scale structure, and actually has recently studied by
Werner et al. (2016).

For the spectral fitting, we used XSPEC (version 12.8.2, Arnaud, 1996) to minimize �2.
We used the chemical abundance table determined by Lodders (2003).

6.2 Observations and data reduction

The Perseus cluster has been observed many times with Chandra. The primary focal plane de-
tector has been either the ACIS-S or the ACIS-I, and the aim points are significantly di↵erent
between the ACIS-S coordinated observations and ACIS-I coordinated observations. There-
fore we did not combine the data from the ACIS-S coordinated observations and the ACIS-I
coordinated observations, but analyzed these two datasets of these coordinated observations
separately.

For the ACIS-S coordinated observations, we selected fourteen ObsIDs (1513, 3209, 4289,
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Table 6.1. Data

Satellite Obs ID Date Detector Net exposure time (ksec)a

Chandra 1513 2000-01-29 ACIS-S 24
Chandra 3209 2002-08-08 ACIS-S 96
Chandra 4289 2002-08-10 ACIS-S 95
Chandra 4946 2004-10-06 ACIS-S 24
Chandra 4947 2004-10-11 ACIS-S 30
Chandra 4948 2004-10-09 ACIS-S 119
Chandra 4949 2004-10-12 ACIS-S 29
Chandra 4950 2004-10-12 ACIS-S 88
Chandra 4951 2004-10-17 ACIS-S 96
Chandra 4952 2004-10-14 ACIS-S 164
Chandra 4953 2004-10-18 ACIS-S 30
Chandra 6139 2004-10-04 ACIS-S 56
Chandra 6145 2004-10-19 ACIS-S 85
Chandra 6146 2004-10-20 ACIS-S 47
Chandra 11713 2009-11-29 ACIS-I 112
Chandra 11714 2009-12-07 ACIS-I 92
Chandra 11715 2009-12-02 ACIS-I 73
Chandra 11716 2009-10-10 ACIS-I 40
Chandra 12025 2009-11-25 ACIS-I 18
Chandra 12033 2009-11-27 ACIS-I 19
Chandra 12036 2009-12-02 ACIS-I 48
Chandra 12037 2009-12-05 ACIS-I 85

Note. — (a) The net exposure time is after the data screening.

4946, 4947, 4948, 4949, 4950, 4951, 4952, 4953, 6139, 6145 and 6146) which have the satellite
exposure time of above 10 ksec and are taken relatively long after the launch, in order to lessen
the e↵ect of the software/calibration uncertainty of the satellite initial-phase operation. For
the ACIS-I coordinated observations, we selected eight ObsIDs (11713, 11714, 11715, 11716,
12025, 12033, 12036 and 12037) with similar criteria to the ACIS-S case. The details of the
data reduction are shown in Section 4.2.1. The software versions were CIAO 4.7, and CALDB

4.6.5.

The net exposure times of each observation after the screenings are summarized in Ta-
ble 6.1. The resulting total net exposure time is⇠1 Msec for the ACIS-S dataset and⇠500 ksec
for the ACIS-I dataset. Since the Perseus cluster is the brightest cluster and the exposure
times of the order of 500 ksec-1 Msec are longest-class exposure times, these data can be
regarded as the highest-quality Chandra cluster data currently available.



72 6. “Feather”s and cold fronts in the Perseus cluster

200 kpc

ACIS-S

200 kpc

ACIS-I

Figure 6.1 � = 0.98 arcsec Gaussian smoothed, exposure and vignetting corrected, background
subtracted Chandra images (0.6-7.5 keV) for the ACIS-S dataset (Left) and the ACIS-I dataset
(Right).

6.3 Data analysis

6.3.1 Imaging analysis

We created the flat-fielded Chandra images of both the ACIS-S and the ACIS-I datasets as
described in Section 4.3.1. The resulting images for both the ACIS-S and the ACIS-I datasets
are shown in Figure 6.1 and 6.2. The on-axis directions of each of the observations are aligned
within ⇠10 arcsec from its BCG NGC1275 in the case of the ACIS-S datasets, whereas they
are displaced at most ⇠7 arcmin in the case of the ACIS-I datasets. Since the misalignment
of the on-axis direction can cause worse angular resolutions (this e↵ect can be easily seen in
Figure 6.2), we decided to use only the ACIS-S datasets in the all subsequent analyses.

We created an unsharp-masked image with �1 = 2 pixel and �2 = 20 pixel (see Sec-
tion 4.3.2). The unsharp-masked image is shown in Figure 6.3 left. Also, in order to em-
phasize the low-contrast azimuthal variations, we created a relative deviation image. The
entire field of view was splitted into annuli with the width of 1 arcsec, which are concentered
on the cluster center (position of NGC1275), and the average surface brightness value was
calculated for each annulus. The value in each pixel in the flat-fielded image was divided by
the corresponding average value, resulting in the relative deviation image shown in Figure 6.3
right.

6.3.2 Thermodynamic mapping

We created the thermodynamic maps as described in Section 4.3.3. The assumed line-of-
sight depth is l = 1 Mpc. The S/N ratio of each bin is about 100, corresponding to about
10000 counts/bin. The resulting temperature, pressure and entropy maps are shown in Fig-
ure 6.4. The black circles are the positions of point sources which are visually identified and
subtracted.
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Brightness edge
(Cold front)
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ACIS-I

Figure 6.2 The zoom-in images of Figure 6.1. The arrangement is same as Figure 6.1.
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Unsharp-masked image

Feather-like
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Double-layered front
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Double-layered front

Smooth front

Relative deviation image

Figure 6.3 Left: unsharp-masked image created by dividing the � = 2 pixel Gaussian smoothed
image by the � = 20 pixel Gaussian smoothed image. Right: � = 0.98 arcsec Gaussian
smoothed relative deviation image with respect to the radial average.
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Figure 6.4 Projected thermodynamic maps assuming a uniform ICM line-of-sight depth of
l = 1 Mpc. Left: projected temperature map in the unit of keV. Middle: projected pressure
map in the unit of keVcm�3 ⇥ (l/1 Mpc)�1/2. Right: projected entropy map in the unit of
keVcm2 ⇥ (l/1 Mpc)1/3.
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Figure 6.5 Examples of the spectral fitting. Left: the spectra extracted from below the
northwestern cold front. Right: the spectra extracted from above the northwestern cold
front. The + markers are the data, the curves are the model, and the ⇥ markers are the
background.
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In the spectral fitting, the redshift was fixed to 0.0183 and the hydrogen column density
was set to 1.38 ⇥ 1021 cm�2, determined by the LAB (Leiden/Argentine/Bonn) radio HI
survey (Kalberla et al., 2005). We obtain typical fitting errors of 2% for the density map, and
4% for the temperature, pressure and entropy maps. The typical reduced �2 is 1.01, with the
typical NDF of 210. Figure 6.5 shows the example fitting results for the regions which are
marked with the green stars in Figure 6.11 left.

6.4 Results

6.4.1 Global morphological features

In the flat-fielded image (Figure 6.2), the unsharp-masked image (Figure 6.3 left) and the
relative deviation image (Figure 6.3 right), we see plenty of structures. Since many of the
features have already been mentioned and explored in the literature (e.g. Churazov et al.,
2000, 2003; Fabian et al., 2006; Sanders & Fabian, 2007), here we point out the structures
which have not been mentioned or are related to our subsequent detailed analyses.

In the relative deviation image (Figure 6.3 right), we see a clear spiral-like pattern which
has been mentioned in the literature (e.g. Churazov et al., 2003; Fabian et al., 2006; Sanders
& Fabian, 2007). Delineating the outer edge of the spiral, we see a brightness edge which
starts about 50 kpc west of the core and extends anticlockwise to about 70 kpc north-east of
the core in the flat-fielded image (Figure 6.2), which is more apparent in the unsharp-masked
image (Figure 6.3 left).

This spiral-like structure and the edge are also apparent in the projected temperature
and entropy maps (Figure 6.4). The fact that the gas beneath the edge is cooler and has
lower-entropy than above the edge, as well as the fact that no clear pressure structure along
the edge is seen, indicate that the edge is a cold front, originating from the sloshing motion
of cool gas in the core (Ascasibar & Markevitch, 2006; Markevitch & Vikhlinin, 2007).

The west half of the front seems relatively smooth, while the east half of the front exhibits
a more complex, double-layered structure, indicating the existence of developing instability
which may be due to the sloshing motion of the ICM. We would like to point out the simi-
larity between this cold front and the numerical simulation result by Roediger et al. (2013a)
(Figure 6.6 middle). They attributed this phenomenon to the di↵erence of mean shear at
di↵erent azimuths of the front.

In the unsharp-masked image, underneath the west half of the front, we see feather-
like structures, namely alternating bright and faint regions which have not been reported
previously in the literature. Recently Werner et al. (2016) found similar structures just below
the northwestern cold front in the Virgo cluster.

6.4.2 Double-layered structure of the eastern cold front

Figure 6.7 shows the close-up view of the eastern part of the cold front, where we see a peculiar
double-layered structure. The overlaid partial annuli are adjusted so that their curvature
matches the curvatures of the two fronts, and thermodynamic properties are extracted from
these regions.

We extracted the surface brightness profile across these two fronts. Since the radius of the
90% enclosed-counts fraction aperture near the front is ⇠ 2 arcsec, we used 2 arcsec radial
binning. The extracted surface brightness profile is shown in Figure 6.8 top left.



76 6. “Feather”s and cold fronts in the Perseus cluster

Figure 6.6 Synthetic X-ray images for the low- (middle panel) and high-viscosity (bottom
panel) sloshing cold front, in arbitrary logarithmic scale. The top panel is the closeup view of
the cold front denoted in the dashed rectangle in the middle panel. These figures are taken
from Roediger et al. (2013a).
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Figure 6.7 Same as Figure 6.3, zoomed in on the double-layered structure. Green partial
annuli denote the regions from which spectra are extracted (see Figure 6.8.)

In order to estimate the positions of the breaks, we fitted the surface brightness profile
using a projected double-broken power law model (see Chapter 7, Sections 7.4.2 and 7.5.3 for
details). The center of the spherical symmetry is set to the concenter of the sectors. The model
marginally describes the profile with �2/NDF = 64.0/37 and strongly prefers the double-
broken power law model to the single-broken power law model by ��2/�NDF = 79.4/3.
The positions of the two breaks are r12 = 82.0 ± 1.0 arcsec and r23 = 106.5 ± 0.5 arcsec
respectively for the inner and outer breaks. These error ranges are overlaid in Figure 6.8 as
the grey vertical bands.

For each region in Figure 6.7, we extracted spectra and fitted them using an absorbed
single-temperature thermal plasma model; phabs(apec). The hydrogen column density nH

is fixed to the average value of 0.196⇥1022 cm2. We calculated the pseudo density ñ from
the best-fitting normalization of apec ✏, using ñ =

p
✏/A where A is the area of the corre-

sponding region. Using the pseudo density, the pseudo pressure and the pseudo entropy are
also calculated using ñkT and kT ñ�2/3. The resulting (pseudo) thermodynamic profiles are
shown in Figure 6.7. The typical reduced �2 of the spectral fits is 1.01, with the typical NDF
of 310. Figure 6.9 shows the example fitting results for the eleventh and twentieth regions
from the innermost region in Figure 6.7.

The temperature profile are almost continuous at the first break and shows a rapid increase
at the second break, while the Fe abundance is almost continuous over the entire radial change.
Although almost continuous, we see some indications for the change in the temperature slopes
and the existence of a mild jump around the first break. Although the pseudo pressure profile
shows no rapid changes or jumps around the breaks, it is not monotonic. The pseudo entropy
profile is qualitatively similar to the temperature profile.

We also plotted reference profiles in the temperature, the pressure and the entropy pro-
files, using the azimuthally averaged pseudo-temperature, pressure and entropy profiles. We
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Figure 6.8 Top left: surface brightness profile extracted across the double-layered structure.
The red curve is the best-fitting projected double-broken power-law model. Top right: pseudo-
density profile. Middle left: projected temperature profile. Middle right: projected Fe abun-
dance profile. Bottom left: pseudo-pressure profile. Bottom right: pseudo-entropy profile.
The solid/dashed curves are reference profiles calculated using the azimuthally averaged pro-
file over 60�-150�/the entire azimuths. The gray vertical bands denote the positions of the
breaks in the surface brightness profile.
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Figure 6.9 Examples of the spectral fitting. Left: the spectra extracted from the eleventh
region. Right: the spectra extracted from the twentieth region. The + markers are the data,
the curves are the model, and the ⇥ markers are the background.

splitted the entire field of view into annular grids, whose radial and azimuthal widths are
10 arcsec and 10� respectively, which are concentered on the cluster center. From each grid,
we extracted spectra and analyzed them in the same way mentioned in the paragraphs above,
resulting in thirty-six thermodynamic values per radial annulus. We averaged them to ob-
tain the radial thermodynamic profiles. We calculated the thermodynamic values at the
corresponding radius for each bin in the sectors from which the thermodynamic profiles are
extracted (Figure 6.7), and averaged them in the sector to estimate the reference values. Since
the projected pressure map shows a significant asymmetry as shown in Figure 6.4, we calcu-
lated the averaged thermodynamic profiles in two ways; (1) averaged over all the azimuths
and (2) averaged over the azimuthal range of 60�-150�. The reference profiles based on the
average over all the azimuths are plotted using the dashed curves and the ones using the
azimuthal range of 60�-150� are plotted using the solid curves in Figure 6.8.

The overall pressure profile is lower than the 0�-360� reference profile (dashed line). In
addition, we see a dip between the two breaks and a hump just outside the second break
compared to the 60�-150� reference profile (solid line). The temperature and the entropy
profiles are systematically lower than the reference profiles and seem to overtake the reference
profiles around the second break.

6.4.3 Feather-like structures

Figure 6.10 shows the same images as Figure 6.3, zoomed-in to the vicinity of the feather-
like structures, together with the SDSS r-band optical image (Eisenstein et al., 2011; Ahn
et al., 2014). The alternating bright and faint regions are clearly seen in the unsharp-masked
image (left panel). Among the structures which are apparent in the unsharp-masked image,
the central faint region (brightness dip; denoted by the white rectangle) exhibits the most
prominent contrast against the surrounding ICM, which even can be seen in the low-contrast
relative deviation image (middle panel).

Figure 6.11 shows the closeup view of the projected thermodynamic maps (Figure 6.4).
Northeast and south of the white rectangle, we see arms with low temperature and low
entropy, which seem to correspond to the bright arms in the unsharp-masked image. We also
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Figure 6.10 The closeup view of the unsharp-masked image (left), the relative deviation
image (middle) and the SDSS r-band optical image of the corresponding sky region. The
white rectangle in each image denotes the position of the brightness dip.
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Figure 6.11 The closeup view of the projected temperature (left), pressure (middle) and
entropy (left) maps (Figure 6.4). The white rectangle in each image denotes the position of
the brightness dip. The green star markers denote the regions of which example spectra are
shown in Figure 6.5.
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see an indication of pressure deficit around the brightness dip in the pressure map.
To investigate the spectral properties of the feather-like structures, it is necessary to

determine the regions from which the spectra are extracted. However, the shapes of the
feather-like structures are not at all regular. In order to determine the regions for such
complex structures, we prepared a grid of regions by slicing a sector centered on the cluster
center. The region is sliced in intervals of 2 arcsec in the radial direction, and 1� in the
azimuthal direction. This gridding method makes it relatively easy to take into account the
e↵ect of the overall radial gradient of the physical properties of the ICM if the cluster is
symmetric.

Based on the unsharp-masked image, for each feather, we selected the grid elements which
are located on the structure, and combined them to treat as a single region. Figure 6.12
shows the seven regions, created with the above procedure to follow the apparent structure.
We number the regions from 0 to 6, from the north-eastern region to the southmost one.

For each region, we extracted spectra and fitted the data with an absorbed single-temperature
thermal plasma model; phabs(apec). We let all the parameters vary except for the redshift
which is fixed to 0.0183. The typical reduced �2 is 1.24, with the typical NDF of 425.

Figure 6.13 shows the resulting (pseudo) thermodynamic properties of each feather region.
In plotting them, the volume is calculated in two ways to check the systematic e↵ect caused
by the assumption of the geometrical setup of the ICM. In the first method, the volume is
calculated assuming a unit uniform line-of-sight depth and the results based on this volume
are shown in black in Figure 6.13. In the other method, it is calculated by summing up all
the pseudo volume elements determined by each grid element. For each single grid element,
which has a shape of partial annulus, the pseudo volume is calculated using 4⇡/3 · (r2out �
r2in)

3/2/360, where rout and rin are the outer and the inner radii of the grid element and 360
in the denominator represents the azimuthal fraction of each grid (1�). This pseudo volume
corresponds to the volume of the spherical shell whose cross-sectional shape in the sky is the
shape of the grid. The results based on this volume are shown in red in Figure 6.13. The
volume calculation method only causes an overall shift in the normalization of the resulting
thermodynamic properties but does not a↵ect the relative trends.

Despite the apparent feathers in the unsharp-masked image, we find no strong fluctuations
in any thermodynamic properties, except for the region 3 (the brightness dip) which shows
a clear density drop as expected from the previous images, e.g. Figure 6.10 middle. The
temperatures are consistent with each other. The pressure and the entropy show, respectively,
a drop and a rise in region 3. We also see an indication of a temperature drop in the regions 2
and 4, which may represent the low-temperature arms previously mentioned in Section 6.4.3.

Generally, regions 0, 1 and 2 show similar thermodynamic properties to each other, as
do regions 4, 5 and 6, while region 3 seems to exhibit anomalous thermodynamic properties.
Thus, in the subsequent sections, we focus on the region 3 (the brightness dip) as the most
prominent one of the feathers, and investigate it more in detail.

6.4.4 Brightness dip in detail

Thermodynamic properties in the dip

To investigate the ICM properties in the brightness dip (region 3) in detail, we rechose the
regions based on the relative deviation image, because the unsharp-masked image is essentially
an edge-enhanced image and thus is not suitable for considering the absolute brightness of the
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Figure 6.12 The regions for spectral extraction, overlaid on the unsharp-masked image. The
regions are numbered from 0 to 6 from the north-eastern region to the southmost one.
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Figure 6.13 Pseudo/projected thermodynamic properties of the feather-like structures. Top
left: pseudo density calculated using ✏/V , where ✏ is the apec normalization and V is the
volume of the ICM in the corresponding sky region, where a uniform line-of-sight depth is as-
sumed (black) or the pseudo volumes are summed up (red). Top right: projected temperature,
Middle left: pseudo pressure calculated using ñkT , where kT is the projected temperature
and ñ is the pseudo density. Middle right: pseudo entropy calculated using kT ñ�2/3, where
kT is the projected temperature and ñ is the pseudo density. Bottom left: Fe abundance.
Bottom right: hydrogen column density. The units are keV, Solar and 1e22 cm�2 for the
temperature, Fe abundance and hydrogen column density. The units of the pseudo density,
pressure and entropy are arbitrary.
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Figure 6.14 The regions employed in a detailed study of the brightness dip, overlaid on the
relative deviation image. These regions are numbered from 0 to 2 from north to south.
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Figure 6.15 Best-fitting parameters of the single temperature model phabs(apec). Top left:
the apec normalization divided by the region area. Top right: the temperature. Bottom
left: the Fe abundance. Bottom right: the hydrogen column density. Black: allowing all the
parameters to vary except for the redshift (fixed to 0.0183). Red: allowing the temperature,
the Fe abundance, and the normalization to vary. The hydrogen column density was fixed to
the average value of the results shown in black.

structures. Figure 6.14 shows the regions employed for the detailed study. We number these
regions from 0 to 2 from north to south. The areas of the regions 0 and 2 are double compared
to that of the region 1 for each radius, lessening the uncertainty due to the di↵erence of the
radial dependency of the region shape between the regions. We used only the outer part of
the brightness dip because at the inner radii, the strong azimuthal variation of the absolute
brightness would probably make the detailed study complex.

For each region, we extracted spectra and fitted the data with an absorbed single-temperature
thermal plasma model; phabs(apec). We modeled each region independently with allowing
all the parameters to vary except for the redshift. The resulting parameters are shown in
Figure 6.15 in black. Although the normalization shows clear deficit from the trend in the
brightness dip region (region 1), we do not see significant deviations of the other quantities.

For comparison, we modeled each region independently, allowing the temperature, the Fe
abundance and the normalization to vary. The hydrogen column density was fixed to the
average value of the results shown in black; 0.171⇥1022cm�2. The results are shown in red in
Figure 6.15.

The best-fitting normalization, Fe abundance and temperature agree within the error.
Moreover, the �2 values shown in Table 6.2 indicate that allowing the hydrogen column
density to vary does not significantly improve the fits. Further considering that it is unlikely
that the hydrogen column density changes within this (<0.5 arcmin) length scale, we fix
hydrogen column density to 0.171⇥1022cm�2 in all the subsequent analyses.
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Table 6.2. �2/NDF

Fitting condition region 0 region 1 region 2 sum

1T 510.60/420 401.58/377 509.87/421 1422.05/1218
1T (nH fixed) 511.35/421 401.58/378 510.48/422 1423.41/1221
2T (nH fixed) 458.02/419 390.18/376 453.14/420 1301.34/1215

6.5 Discussion

6.5.1 Double-layered structure

As shown in Section 6.4.2, the projected double-broken power law model represents the surface
brightness profile around the eastern part of the cold front (Figure 6.7) better than the single-
broken power law model does. Although the best-fitting parameters other than the break radii
are uncertain because the assumption of the spherical symmetry in the projection is probably
inaccurate, it is very plausible that the underlying density profile also hosts a double-layered
structure similar to the surface brightness profile or the images.

Kelvin-Helmholtz instability

Generally, at the shock front, when the density shows a drop, the temperature, the pressure
and the entropy also show a drop because a shock front propagating through the ICM heats
and compresses the gas behind it. In contrast, since cold fronts are merely the interface
between a cold gas parcel and hot ambient medium, when the density exhibits a drop, the
temperature and the entropy exhibit a jump, resulting in an almost continuous pressure profile
across the front.

As shown in Figure 6.8, at the first break, we see no rapid changes in thermodynamic
properties except for the changes in the slopes of the density and the temperature profiles.
This means that, although it is possible that the underlying density structure might host not
only a change in gradient but also a jump, the density structure is not strongly associated
with either shock or cold fronts. On the other hand, at the second break, the temperature
and the entropy show a clear increase and the pressure seems continuous, suggesting that the
second break is a cold front.

Therefore, the gases below and above the first break probably have similar origins to each
other, and have a di↵erent origin from the gas beyond the second break. Such a situation can
be realized where Kelvin-Helmholtz instabilities (KHIs) are developing on top of the cold front:
The first break was originally a cold front due to the sloshing motion of the gas induced by
a previous merger event, which currently manifests itself with the spiral-shaped morphology.
Due to the shearing motion of the gas, KHIs have been set o↵ and are currently developing,
where the second break represents the current maximum height of the KHI eddies. Since
the KHIs mix the gas inside the front into the ambient gas, the thermodynamic properties
inside and outside the first break are not discontinuous. The indications for the change in
the temperature slopes at the first break may reflect that the gas between the first and the
second breaks was dominated by the ambient gas before the onset of KHIs. This situation is
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Figure 6.16 Schematic illustrations of the double-layered structure due to the developing KHIs
on top of the sloshing cold front.

schematically drawn in Figure 6.16 left.
In order to test the scenario, we examined the multi-temperature property of the cor-

responding region. We combined together the sectors between the two breaks (region 1;
see Figures 6.7 and 6.8). Also, we combined together the sectors beyond the outer breaks
(region 20; see Figures 6.7 and 6.8). Furthermore, we combined together the sectors be-
low the first break (inner gas region, region 3; see Figures 6.7 and 6.8). These regions are
shown in Figure 6.17. We extracted spectra using these regions and fitted them using single-
temperature (1T; phabs(apec)) and two-temperature (2T; phabs(apec+apec)) models. Note
that three-temperature modeling does not improve the fit (��2 < 1), and thus we conclude
that two-temperature modeling is necessary and su�cient to fit these datasets. Figure 6.18
shows the fitting results for the regions in Figure 6.17.

In addition to the above three regions, we defined a reference region (region 2), whose
shape is identical to region 1 (pressure dip region), at 20� clockwise from region 1 with
respect to the cluster center. This reference region is taken not to intersect the front, and
thus expected to represent the ambient medium at similar radii.

Table 6.3 shows the fitting results. Both the spectra of regions 1 and 3 strongly prefer
two-temperature modeling (��2/�NDF = 27.03/2 and 44.87/2), while those of regions 2 and
20 do not very much (��2/�NDF = 9.24/2 and 6.17/2).

The best-fitting temperatures of the regions 2 and 20 (1T modeling) are ⇠ 6 keV, which
is consistent with the temperature of the outskirts of the cluster (5-7 keV; Simionescu et al.,
2011). Considering that these regions do not significantly prefer 2T modeling, it is likely that
both the regions represent the ambient hotter component. However, on the other hand, the
best-fitting temperatures are inconsistent with each other. This discrepancy is likely due to the
deviation from the simple two-temperature picture (outer hot gas and inner cool gas) assumed
in the spectral modeling. The actual temperature profile of the ambient gas is expected to
vary continuously, and therefore the ambient gas components which are projected along the
line-of-sight should di↵er from radius to radius. This represents the systematic uncertainty
originating from our geometrical assumption and region selections. As the uncertainty is
smaller than the di↵erence of the temperatures of the two components in the 2T fitting, we
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Table 6.3. Summary of the two-temperature fitting results

Fitting condition kT1 (keV) ✏1 (10�3)a kT2 (keV) ✏2 (10�3)a

1T, region 1 4.93± 0.05 1.64± 0.01 N/A N/A
1T, region 2 5.81± 0.08 1.29± 0.01 N/A N/A
1T, region 20 6.17± 0.05 2.80± 0.01 N/A N/A
1T, region 3 4.25± 0.03 1.49± 0.01 N/A N/A
2T, region 1 5.91+0.36

�0.21 1.31+0.07
�0.15 2.74+0.36

�0.14 0.33+0.15
�0.07

2T, region 2 8.07+1.95
�0.75 0.67+0.11

�0.27 4.32+0.63
�0.24 0.63+0.26

�0.15

2T, region 20 8.79+2.41
�1.06 0.92+0.52

�0.41 5.32+0.35
�0.37 1.88+0.43

�0.51

2T, region 3 5.66+0.56
�0.44 1.02+0.16

�0.19 2.65+0.36
�0.26 0.48+0.17

�0.16

Fe abundance (Solar) nH (1022 cm2) �2/NDF

1T, region 1 0.68± 0.02 0.195± 0.003 477.67/430
1T, region 2 0.59± 0.03 0.193± 0.003 439.71/430
1T, region 20 0.61± 0.02 0.198± 0.002 438.03/433
1T, region 3 0.68± 0.02 0.195± 0.003 501.43/426
2T, region 1 0.67± 0.02 0.195± 0.003 450.64/428
2T, region 2 0.61± 0.03 0.193± 0.003 430.47/428
2T, region 20 0.62± 0.02 0.197± 0.002 431.86/431
2T, region 3 0.65+0.03

�0.02 0.194± 0.003 456.56/424

Note. — (a) apec normalization; ✏ = 10�14
R
nenHdV/4⇡[DA(1 + z)2] where DA

is the angular diameter distance to the source (cm), ne and nH are the electron and
hydrogen ion densities (cm�3)
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Figure 6.17 The regions used for examining the multi-temperature property of the double
layered structure, overlaid on the relative deviation image (left) and the temperature map
(right), (see also Figures 6.3 and 6.4).

expect that the systematic uncertainty does not significantly a↵ect our subsequent arguments.

The best-fitting temperature and normalization of the hotter component for region 1 (2T
modeling), are consistent with those for the 1T modeling in region 2 (reference region, scaled
by the ratio of areas (0.98)), suggesting that the hotter component of region 1 represents the
ambient medium at this radius. Furthermore, the temperatures of both the hotter and cooler
components are consistent between regions 1 and 3, suggesting that the two temperature
components which constitute each region are similar between the two regions. Given that
the hotter components probably represent the ambient medium, it is likely that the cooler
component of region 1 represents the gas originating from region 3 (inner gas region).

This supports the interpretation of the double-layered structure being a developing KHI,
where the hotter component represents the ambient medium, while the cooler component rep-
resents the gas which is originally inside the cold front, being mixed into the ambient medium
via the currently developing KHI, whichever situation (1T or 2T) the ambient medium is
actually in. This picture is schematically drawn in Figure 6.16 right.

By numerical simulations, Roediger et al. (2013a) indeed showed that KHIs can be induced
along the edge of the sloshing spiral under certain conditions, and that in such cases, the
surface brightness profile hosts characteristic multiple edges, similarly to our case. It is also
suggested by Roediger et al. (2013a,b) that the distance between the edges is about a fourth
to a half of the scale length of the KH rolls. In our case, the distance between the two breaks
is 25 ± 1 arcsec, corresponding to the actual distance of 9.1 ± 0.4 kpc, while the azimuthal
extension of the double-layered structure is 30-40 kpc, which is consistent with the prediction
from the simulation. Therefore, we suggest that this double-layered structure originates from
the sloshing cold front accompanied by developing KHIs.

To our knowledge, this is the first observation in which the thermodynamic properties
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Figure 6.18 Examples of the spectral fitting. The panels correspond to the spectra extracted
from the regions 1, 2 and 3 in Figure 6.17 from top to bottom. The left panels are the results
of 1T fitting, while the right panels are the results of 2T fitting. The + markers are the data,
the curves are the model, and the ⇥ markers are the background.
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of the KHI layer candidate itself is investigated, resulting in a rather robust and consistent
interpretation being drawn. Note that we found similar multiple-edge structures also in the
surface brightness profile across the cold front in a merging cluster Abell 3667. See Chapter 7,
Section 7.5.3 for details.

Pressure deficit and nonthermal pressure supports

Based on the KHI scenario, here we investigate the ICM microphysical properties. As shown
in Figure 6.8, the pressure between the two breaks seems to be insu�cient to balance the
reference pressure. Assuming that the gas is uniform over the line-of-sight depth of L, the
pseudo-density ñ is translated to the physical density value of n = 36ñ(L/67 kpc)�1/2cm�3,
where 67 kpc corresponds to the approximate distance of the structure from the cluster center
(⇠3 arcmin). Similarly, the physical value of the pressure deficit �p corresponding to the
deficit of pseudo-pressure �p̃ ⇠ 0.1⇥ 10�3 is �p ⇠ 3.6⇥ 10�3 keV cm�3(L/67 kpc)�1/2.

In the case of the two-temperature modeling (see Table 6.3), assuming that the cooler
component of the gas inside region 1 is uniform over the line-of-sight depth of L1, the
normalization of the apec ✏1 is translated to the physical density value of n1 = 9.7+1.2

�0.9 ⇥
10�3(L1/67 kpc)�1/2cm�3. Similarly, that of the hotter component ✏2 is translated to n2 =
8.3+0.2

�0.5 ⇥ 10�3(L2/350 kpc)�1/2cm�3, where 350 kpc corresponds to the core radius rc =
15.85 arcmin of the best-fitting �-model for the northeastern direction obtained by Urban
et al. (2014). Accordingly, the pressure of each component is estimated at p1 = 2.6+0.5

�0.3 ⇥
10�2(L1/67 kpc)�1/2keV cm�3 and p2 = 4.9± 0.3⇥ 10�2(L2/350 kpc)�1/2keV cm�3.

Although there are geometrical uncertainties, in both cases, the pressures seem to disagree
with each other by a factor of order 10�2 keV cm�3, with the gas between the two breaks or
the cooler component having a lower pressure.

There are some candidates which can support the pressure deficit. The first one is magnetic
pressure. In this case, assuming that the pressure deficit is fully supported by the magnetic
pressure, B2/8⇡ = �p yields the magnetic field strength of B = 10 � 40 µG, where p =
(ne + ni)kT is the pressure, assuming equal temperature between electrons and ions, and
ne = 1.2ni.

As the sloshing induces gas motion, ram pressure can be another candidate. In this case,
⇢V 2 = �p leads to the flow speed of V ⇠ 400 km/s, where the mass density ⇢ = µmpne with
mp being the proton mass and µ = 0.6 being the mean particle weight.

KH eddies collapse into smaller-scale eddies and ultimately dissipate into heat, and the
gas will be turbulent during the dissipation. Therefore, it is interesting to estimate whether
or not the turbulent heating can balance the radiative cooling at this radius, assuming that
the current size of the structure and the current flow speed represent the driving scales of
turbulence. According to Zhuravleva et al. (2014), the turbulent heating rate Qturb can
be estimated using Qturb = CQ⇢V

3
1d/l, where CQ ⇠ 5 is a fiducial constant related to the

Kolmogorov constant and may di↵er by a factor ⇠ 2, V1d is the one-component velocity
of the turbulence, and l is the corresponding spatial scale. Using l = 30 � 40 kpc and
V1d ⇠ 400 km/s, the heat input rate can be estimated at Qturb ⇠ 3⇥ 10�26 erg/cm3/s.

On the other hand, the cooling rate of the gas Qcool = ⇤neni is estimated at ⇠ 1.4 ⇥
10�27erg/cm3/s, where ⇤ is the normalized cooling function calculated in Sutherland & Dopita
(1993), with the temperature of several keV and with approximating the ICM having a Solar
metal abundance. Considering the uncertainties (e.g., geometry and the value of CQ), we
can only suggest that this cooling rate is comparable to . Qturb, meaning that the turbulent
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heating is able to balance the radiative cooling.
The magnetic pressure support and the turbulent pressure support can coexist, and it is

di�cult to disentangle the two factors. However, it is worth pointing out that our estimated
value of Qturb ⇠ 3⇥ 10�26 erg/cm3/s agrees within an order of magnitude with the previous
estimation of Qturb ⇠ 10�26 erg/cm3/s (Zhuravleva et al., 2014), although these two esti-
mations are performed on the same target but in a completely di↵erent way: the previous
estimation by Zhuravleva et al. (2014) has been done using the surface brightness fluctua-
tions in a statistical manner, while we estimate it thermodynamically from a single distinct
substructure. This may indicate the importance of turbulent heating regarding the cooling
problem of cluster cores.

The density of the gas and the strength of shear flows are di↵erent from system to system,
and the scale of the instability depends on the gas property at the corresponding position.
Therefore, our arguments above are valid only for the double-layered structure in the Perseus
cluster, and thus the estimated value itself is not necessarily expected to be universal. In-
stead, this result indicates that the turbulence triggered by sloshing-induced KHIs may have
nonnegligible contributions to the ICM turbulence, which has not been considered extensively.
It is possible that the gravitational energy injected by minor mergers supports the heat input
into the ICM because gas sloshing is easily triggered by minor mergers that are constantly
happening during the growth of galaxy clusters.

Convergent flows

Although the azimuthal average of the temperature and the entropy profiles (solid curves in
Figure 6.8) increase monotonically toward the larger radii, our profiles do not seem to follow
them. Instead, the temperature and the entropy profiles seem flat beyond the second break.
At the same time, they may also indicate a signature of flattening between the first and the
second break (80-100 arcsec).

These profiles indicate the existence of convergent gas flows at the second break, where
the hot and high-entropy gas is moving inward from the outside and the cold and low-entropy
gas is moving outward from the inside. Such convergent gas flows around sloshing cold fronts
have been observationally suggested (Werner et al., 2016) and also actually indicated in the
numerical simulations (e.g. Ascasibar & Markevitch, 2006; Roediger et al., 2011). Note that
the reason of the flattening of the thermodynamic profiles inside the second break being not
as clear as those outside the second break may be the complex gas flow due to the developing
KHI eddies. The pressure enhancement above the second break may also be related to the
convergent flow.

6.5.2 Feathers

Multi-temperature nature

In Section 6.4.4, we investigate the thermodynamic properties of the brightness dip by mod-
eling the ICM simply as single-temperature plasma. However, the reduced �2 values shown
in Table 6.2 indicate the insu�ciency of the single-temperature modeling. Therefore, here we
investigate the multi-temperature properties of the structures.

This method might also allow us to distinguish or restrict some of the possible scenarios
for the origin of the brightness dip. For example,
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Figure 6.19 Best-fitting parameters of the two-temperature plasma model fitting. Top left: the
normalized apec normalization of the low temperature component. Top right: the normalized
apec normalization of the high temperature component. Bottom left: the temperatures of
the two apec components. Bottom right: the Fe abundance of the two apec components.

1. if the brightness dip is caused by an additional, hot and tenuous gas layer, fitting the
dip with an additional temperature component would be preferable compared with the
surrounding gas.

2. if the brightness dip is caused by the depletion of the gas because of nonthermal pressure
support by e.g. magnetic pressure or relativistic particles, the temperature structure is
expected to be consistent across the structures, whereas the normalization is expected
to be lower in the brightness dip.

3. if the brightness dip is caused by the gas rarefaction due to e.g. sound waves or shock
waves, the temperature would show variations corresponding to the changes in density.

We note that previous studies, e.g. Fabian et al. (2006); Sanders & Fabian (2007), have
suggested the multi-phase structure of the ICM, which supports our attempt on studying
multi-temperature properties.

We modeled each dataset with a two-temperature plasma model; phabs(apec+apec).
In the fitting, we bound the Fe abundances of the two apec components. The best-fitting
parameters are shown in Figure 6.19. For every region, the fits were indeed improved by
&3� level with the two-temperature modeling (��2 = 53.33, 11.40 and 57.34 for regions 0,
1 and 2 for �NDF=2), as shown in Table 6.2. We also tried three-temperature modeling
using apec(phabs+phabs+phabs), and found that this modeling does not improve the fit
significantly (��2 < 2 for all the regions). We conclude that two-temperature modeling is
necessary and su�cient to fit these datasets. Figure 6.20 shows the fitting results for the
regions in Figure 6.14.

The best-fitting temperatures agree within the error for both the hotter and cooler com-
ponents. The normalization is also consistent across the regions for both the hotter and cooler
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Figure 6.20 Examples of the spectral fitting. The panels correspond to the spectra extracted
from the regions 0, 1 and 2 in Figure 6.14 from top to bottom. The left panels are the results
of 1T fitting, while the right panels are the results of 2T fitting. The + markers are the data,
the curves are the model, and the ⇥ markers are the background.
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Table 6.4. Summary of the two-temperature fitting results

Parameter region 0 region 1 region 2

Fe abundance 0.73± 0.02 0.76± 0.03 0.74+0.03
�0.02

kTlo 2.67+0.11
�0.09 2.99+0.23

�0.27 2.72+0.36
�0.10

kThi 5.44+0.42
�0.34 5.44+0.67

�0.41 6.06+1.14
�0.48

Normalized ✏lo
a 2.16+0.29

�0.23 ⇥ 10�2 2.30+0.50
�0.48 ⇥ 10�2 2.30+0.73

�0.29 ⇥ 10�2

Normalized ✏hi
a 2.17+0.30

�0.27 ⇥ 10�2 1.62+0.48
�0.50 ⇥ 10�2 2.11+0.29

�0.73 ⇥ 10�2

Note. — (a) apec normalization; ✏ = 10�14
R
nenHdV/4⇡[DA(1 + z)2]

where DA is the angular diameter distance to the source (cm), ne and nH

are the electron and hydrogen ion densities (cm�3), divided by the area of
the region in arcmin2.

components. This seems at a first glance contradictory to the results of single-temperature
modeling (Figure 6.15). However, based on the Figure 6.15, the di↵erence of the apec nor-
malization can be naively estimated at ⇠0.4⇥10�2, which is smaller than the fitting errors
shown in Figure 6.19, which simply means the data quality is insu�cient to resolve the deficit
of the normalization in the two-temperature modeling.

Projected geometry and the origin of the brightness dip

As shown in the previous section, all of the three regions (dip and neighboring areas) are well
described by a two-temperature plasma model. The temperature of the hotter component is
⇠6 keV and that of the cooler component is ⇠2.7 keV, being similar in all the regions. More-
over, these temperature values are consistent with the temperature values of the previously
shown eastern double-layered structure (Section 6.5.1). Given that the feathers are below the
western cold front, it is very likely that the cooler component represents the gas below the
front, while the hotter component represents the ambient gas, similarly to the double-layered
structure case.

As shown in the optical image in Figure 6.10, we do not see any corresponding optical
structures around the brightness dip region, suggesting the brightness dip is purely an ICM
substructure, i.e., not a structure generated by stars or galaxies, but simply due to the
distribution of the di↵use gas. The temperatures of both the hotter and cooler components
agree with each other between the three regions. This indicates that the brightness dip
region is not associated with a temperature structure such as shock-heated or adiabatically
compressed gas. We can also infer that the brightness dip is not a structure caused by
the external gas component from a separate subcluster because it is likely that the external
gas component has a di↵erent temperature, and in such a case, we could have detected its
signatures, e.g. the three-temperature model improving the fit, or very di↵erent temperature
values of both the hotter and cooler components.

The brightness dip is apparently dark, and single-temperature fitting results suggests that
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Figure 6.21 Schematic illustration of the possible geometrical situation in the brightness dip
region.

the normalization at the dip is lower than the surroundings. Therefore, although the data
quality is insu�cient to resolve the normalization di↵erence in the two-temperature fitting,
we suggest that the brightness dip is most probably a region where the gas, whose properties
are similar to the surroundings, is simply depleted in terms of the line-of-sight volume or the
density. This situation is schematically shown in Figure 6.21.

Magnetic field strength

Based on the gas depletion scenario, here we investigate the microphysical properties of the
ICM. As shown in Figure 6.3, the feather-like structures exist just beneath the western cold
front. We would like to point out the similarity of these structures to the recent simulations
of the gas sloshing of magnetized plasma (e.g. ZuHone et al., 2011, 2015; Werner et al., 2016).
The simulations suggest that when a tangential flow due to the sloshing motion exists and
the plasma is magnetized, the magnetic fields therein are stretched and amplified along the
flow direction even if the magnetic fields were initially tangled. The stretched magnetic fields
push out the gas around them with the amplified magnetic pressure, resulting in a fluctuation
of the surface brightness which represents in projection the alignment of the magnetic fields
inside the projected volume of the ICM.

Assuming that the ICM is uniform in each region and has a line-of-sight depth of L, the
deficit of the apec normalization of ⇠0.4⇥10�2 shown in Figure 6.15 is translated to the deficit
of the physical density of �n ⇠0.004 cm�3(L/45 kpc)�1/2, where 45 kpc is the distance of
the brightness dip from the cluster center (⇠2 arcmin). Given the temperature uniformity,
the physical density deficit directly indicates the deficit of the physical pressure

�p ⇠ 0.01 keV cm�3(L/45 kpc)�1/2(kT/2.7 keV), (6.1)

where kT is the gas temperature, which should be supported by some other pressure compo-
nent other than thermal pressure.
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Considering the apparent similarity between the Perseus cluster (e.g. Figure 6.3) and the
numerical simulation result by Werner et al. (2016) as well as other results of magnetized gas
sloshing simulations in the literature (e.g. ZuHone et al., 2011, 2013), the most natural physical
mechanism operating to support the gas pressure is magnetic pressure. The �p = B2/8⇡
relation immediately yields the magnetic field strength;

B ⇠ 30 µG(L/45 kpc)�1/4(kT/2.7 keV)1/2. (6.2)

The estimated magnetic field strength (25-40 µG, depending on the temperature of the
depleted gas) seems rather high, considering that the ambient magnetic field in the ICM has
been estimated at around several µG (Carilli & Taylor, 2002; Bonafede et al., 2010, 2013).
However, there have been observations which indicate ambient ICM magnetic field strengths
of . 40µG (e.g. Taylor & Perley, 1993; Allen et al., 2001; Carilli & Taylor, 2002). Also,
there have been observations which indicate ICM magnetic field strengths of 20� 70µG (e.g.
Taylor et al., 2007; Fabian et al., 2008; Werner et al., 2013a) in association with H↵ filaments.
Furthermore, there have been simulations which suggest the ambient magnetic field can be
enhanced by some factors from several µG, especially in the clusters which show dynamical
activity such as gas sloshing (e.g. ZuHone et al., 2011, 2013, 2015).

Given that the Perseus cluster indeed shows many signs of dynamical activity, and that
this kind of feather-like structures have not been seen ubiquitously (to our knowledge, Werner
et al. (2016) is the only case; the feathers in Werner et al. (2016) are brighter than the
surrounding medium, meaning a weaker magnetic field value, which is the opposite case to
ours), it is very likely that we are indeed looking at an extreme situation, and thus we think
this estimation is not implausible. Although there are several uncertainties (e.g., the gas
depletion scenario, and the projected geometry), to our knowledge, this is the first example
of measuring the ambient magnetic field strength of the ICM from the ICM substructure
through thermodynamic properties.

Other candidates for the pressure support

The above scenario where the brightness dip is attributed to the magnetic fields amplified
due to the gas motion is consistent with previous studies and simulations. However, other
sources of pressure, such as non-thermal pressure support by relativistic particles or turbulent
pressure support by gas motion, may also play a role. Importantly, we cannot reject some of
these other scenarios, at least with the current observations.

One viable alternative scenario is that the brightness dip is a ghost bubble which repre-
sents a past activity of the central active galaxy, similarly to the other brightness cavities
shown in Figures 6.2 and 6.3. Since such ghost cavities simply push out the gas, the result-
ing thermodynamic structure should be similar to the case of magnetic field amplification.
However, given its relatively small size compared to the other bubbles, we do not think this
is the case, because if the gas depletion were due to the ghost cavity, it would have had time
to expand to the size similar to the other cavities, during its buoyant uplift.

Turbulence is another candidate, but it seems unlikely that turbulence is localized to
within such a small and clearly confined region, and we do not think this is the case either.
We can in principle test this scenario by measuring the width of the emission lines, which will
become available after the ASTRO-H era.
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6.6 Summary

In this chapter, we investigate the sloshing cold front around the core of the Perseus cluster,
exploiting the highest-quality Chandra data currently available. The main results of this work
are summarized below.

1. The western part of the front is relatively smooth, while the eastern part exhibits a
double-layered structure. We point out the similarity of the appearance of the front to
recent numerical simulation results for the first time. This observation indicates that
the double-layered structure results from KHIs.

2. We find two significant edges in the surface brightness profile across the eastern fronts.
The distance between the edges is about one fourth of the azimuthal extent of the
structure, which is consistent with the prediction by numerical simulations of KHIs on
cold fronts.

3. The emission from the KHI layer candidate is well described by a two-temperature
plasma model, which is consistent with the prediction from the KHI scenario. This
can be interpreted as the situation where the hotter component represents the ICM in
the cluster outskirts and the cooler component represents the ICM originating from the
core, and these are projected along the line-of-sight.

4. With the above supporting facts, we suggest that the double-layered structure results
from KHIs developing on the sloshing cold front. This is the first thermodynamic
study of the KHI layer candidate itself, resulting in a rather robust and consistent
interpretation being drawn.

5. Based on the KHI scenario and assuming the projected geometry, we point out that the
pressure in the KHI layer appears lower than the surrounding gas by ⇠ 10�2 keV cm�3.
We proposed magnetic pressure and ram pressure as the physical mechanisms which
support the pressure deficit. Currently, it is di�cult to disentangle these two phenom-
ena.

6. Based on the KHI scenario, we point out that the turbulent heating rate of 3 ⇥
1026 erg/cm3/s, estimated assuming that the KHIs eventually dissipate into heat, can
balance the radiative cooling at this radius. The heating rate agrees within an order of
magnitude with the previous estimation performed with a completely di↵erent method.
This may indicate the importance of turbulent heating regarding the cooling problem
of cluster cores and that the turbulence triggered by sloshing-induced KHIs may have
nonnegligible contributions to the ICM turbulence, which has not been considered ex-
tensively.

7. We find feather-like structures below the western front. These features are qualitatively
similar to the recent simulations of magnetized gas sloshing. Thermodynamic properties
of the feathers support the scenario where the darkest feather is caused simply by gas
depletion. Under this assumption, we estimated the ambient magnetic field strength at
⇠30 µG. This is the first estimation of ambient magnetic field strength using such an
X-ray substructure through thermodynamic properties.



Chapter 7

Cold front in Abell 3667

7.1 Overview

Abell 3667 is a nearby (z = 0.055, Sodre et al., 1992) non-cool-core cluster of galaxies, and
the fifteenth brightest one in the X-ray sky (Edge et al., 1990). It is known for the various
indications of its recent merger in a wide range of electromagnetic wavelengths: radio, optical
and X-ray.

Early optical and X-ray observations of the system revealed an elongated and double-
peaked X-ray morphology in the northwest-southeast direction, in which the locations of the
two brightest galaxies coincide with the two X-ray peaks (Sodre et al., 1992). A more in
depth optical study by Owers et al. (2009a) showed that the member galaxy distribution is
significantly bimodal, and the o↵set of the peculiar velocities of the two galaxy distributions
is ⇠500 km/s.

In the radio band, its most prominent feature is the northwestern extended radio emission
(Rottgering et al., 1997). This feature is classified as a radio relic, and is the brightest one
among such features. The radio spectral index shows steepening from the outer edge toward
the cluster center, indicating the aging of the non-thermal electrons (Hindson et al., 2014).
At the opposite side of the radio relic with respect to the cluster center, less prominent radio
relics are also observed (Rottgering et al., 1997). Roettiger et al. (1999) numerically studied
the system and indicated that these relics are one of the consequences of merger activity.
In addition to the relics, it has been suggested recently that Abell 3667 also hosts another
type of di↵use radio emission, which connects these relics (radio bridge), and which may be
associated with the ICM turbulence due to this merger (Carretti et al., 2013; Riseley et al.,
2015). The overall radio structure is aligned well with the major axis of the X-ray emission
and the axis of the galaxy bimodality.

The northwestern radio relic is extensively studied also in the X-ray band. Finoguenov
et al. (2010); Sarazin et al. (2013) investigated the thermodynamic structure around the relic
using XMM-Newton, and observed a sharp drop of the temperature and the surface brightness,
indicating that the origin of the relic is a merger shock with the Mach number of M ⇠ 2.
Subsequent Suzaku observations also confirmed the result (Akamatsu et al., 2012a; Akamatsu
& Kawahara, 2013), further indicating that the plasma may be out of thermal equilibrium
in this region. Its non-thermal nature has also been extensively explored, but the problem
of whether the X-ray emission associated with the relic is thermal or non-thermal is still to
be resolved (Fusco-Femiano et al., 2001; Rephaeli & Gruber, 2004; Nakazawa et al., 2009;
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Finoguenov et al., 2010; Akamatsu et al., 2012a).

Initially, the X-ray brightness edge opposite to the northwestern relic was thought to be
also a shock front (Markevitch et al., 1999). The Chandra observation of the brightness drop
surprisingly revealed that this is not the case, but instead, the edge is a “cold front” which
is the interface between a cool, dense gas volume and the hot, tenuous ambient medium
(Vikhlinin et al., 2001a). Abell 3667 is one of the first clusters in which a cold front was
observed while, to date, it is known that cold fronts are more ubiquitous than shock fronts
(Markevitch & Vikhlinin, 2007; Owers et al., 2009b).

The thinness of the cold front, which cannot be resolved even with the Chandra angular
resolution, has been o↵ering us a wealth of indications regarding ICM microphysics. Vikhlinin
et al. (2001a) first suggested that transport processes are heavily suppressed across the inter-
face, and also pointed out the absence of hydrodynamic instabilities at the front. Vikhlinin
et al. (2001b) estimated the magnetic field strength required to keep the front hydrodynam-
ically stable. Vikhlinin & Markevitch (2002) considered the role of gravity for the stability,
while Churazov & Inogamov (2004) suggested the intrinsic width of the interface can also sta-
bilize the front. Mazzotta et al. (2002) pointed out a signature of a possible very-large-scale
developing instability.

The cold front is also studied numerically by e.g., Heinz et al. (2003), and the predictions
are confirmed by deeper data: the thermodynamic maps based on the XMM-Newton and
Chandra observations revealed that cold, low-entropy and high-metallicity gas is uplifted
toward the tip of the front (Briel et al., 2004; Lovisari et al., 2009; Datta et al., 2014), while
the shape of the front itself was observed to be mushroom-like (Owers et al., 2009b).

Because of its prominence and proximity, this cold front is a rather well studied one, as
mentioned above. However, the data still seem to be insu�ciently studied. The main reason is
that the studies done so far have been neglecting the azimuthal information of the front. Since
hydrodynamic instabilities occur on the interface, the azimuthal variation should contain a
lot of information about the microphysical properties of the ICM, in the similar way as the
radial information does. Abell 3667 is relatively nearby, and the front is very prominent, with
a large opening angle, which make it the ideal target for such a study regarding the azimuthal
variation.

For the spectral fitting, we used XSPEC (version 12.8.2) (Arnaud, 1996) to minimize �2.
We used the chemical abundance table determined by Lodders (2003).

7.2 Observations and data reduction

Abell 3667 has been observed nine times in total using the Chandra ACIS-I detectors. We
selected eight ObsIDs (513, 889, 5751, 5752, 5753, 6292 and 6295) which have the satellite
exposure time of above 10 ksec. The details of the data reduction are shown in Section 4.2.1.
The software versions were CIAO 4.7, and CALDB 4.6.5. The net exposure times of each
observation after screening are summarized in Table 7.1. The resulting total net exposure
time is ⇠500 ksec.
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Figure 7.1 � = 0.98 arcsec Gaussian smoothed, exposure and vignetting corrected, background
subtracted Chandra image (0.6-7.5 keV) of Abell 3667. The location of the cold front is
denoted in green. The overall morphology is comma-shaped (see the white rotated comma).
The cold front is mushroom-shaped (see the white rotated mushroom shape and also the
fourth panel in Figure 2.4 top).
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Table 7.1. Data

Satellite Obs ID Date Detector Net exposure time (ksec)a

Chandra 513 2000-11-03 ACIS-I 43
Chandra 889 2001-09-22 ACIS-I 50
Chandra 5751 2006-06-21 ACIS-I 126
Chandra 5752 2006-06-21 ACIS-I 59
Chandra 5753 2006-06-21 ACIS-I 74
Chandra 6292 2006-06-21 ACIS-I 45
Chandra 6295 2006-06-21 ACIS-I 47
Chandra 6296 2006-06-21 ACIS-I 49

Note. — (a) The net exposure time is after the data screening.

7.3 Data analysis

7.3.1 Imaging analysis

We created the flat-fielded Chandra image as described in Section 4.3.1. The resulting image
is shown in Figure 7.1.

We created an unsharp-masked image with �1 = 5 pixel and �2 = 50 pixel (see Sec-
tion 4.3.2). The unsharp-masked image is shown in Figure 7.2 left. Also, in order to emphasize
the low-contrast azimuthal variations, we created a relative deviation image by dividing the
flat-fielded image by the best-fitting two-dimensional elliptical beta model. We used CIAO’s
modeling and fitting package SHERPA to fit the model beta2d to the observed flat-fielded
image. The resulting relative deviation image is shown in Figure 7.2 right.

7.3.2 Thermodynamic mapping

We created the thermodynamic maps as described in Section 4.3.3. The assumed line-of-
sight depth is l = 1 Mpc. The S/N ratio of each bin is about 150, corresponding to about
23000 counts/bin. The resulting temperature, Fe abundance, pressure and entropy maps are
shown in Figure 7.3. The black ellipses are the positions of point sources which are detected
using the wavdetect tool in the CIAO software package with the scales of 1, 2, 4, 8, 16 pixels.

In the spectral fitting, the redshift was fixed to 0.055 and the hydrogen column density
was set to 4.5⇥1020 cm�2, determined by the LAB (Leiden/Argentine/Bonn) radio HI survey
(Kalberla et al., 2005). We obtain typical fitting errors of 4% for the temperature, pressure
and entropy maps, and 20% for the Fe abundance map. The typical reduced �2 is 1.07, with
the typical NDF of 350. Figure 7.4 shows the example fitting results for the regions which
are marked with the green stars in Figure 7.3 top left.
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Figure 7.2 Left: unsharp-masked image created by dividing the � = 5 pixel Gaussian smoothed
image by the � = 50 pixel Gaussian smoothed image. Right: � = 0.98 arcsec Gaussian
smoothed relative deviation image with respect to the best-fitting 2D elliptical beta profile.
The location of the cold front is denoted in green. The white ellipse in the left-hand panel
denotes the brightness dip mentioned in Section 7.4.1. The green cross in the right-hand
panel is the peak of the best-fitting 2D elliptical beta profile.
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Figure 7.3 Projected thermodynamic maps assuming a uniform ICM line-of-sight depth of
l = 1 Mpc. Top left: projected temperature map in the unit of keV. Top right: projected
Fe abundance map with respect to the solar abundance by Lodders (2003). Bottom left:
projected pressure map in the unit of keVcm�3 ⇥ (l/1 Mpc)�1/2. Bottom right: projected
entropy map in the unit of keVcm2 ⇥ (l/1 Mpc)1/3. The location of the cold front is denoted
in green. The green star markers denote the regions of which example spectra are shown in
Figure 7.4.
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Figure 7.4 Examples of the spectral fitting. Left: the spectra extracted from below the cold
front. Right: the spectra extracted from near the cluster center. The + markers are the data,
the curves are the model, and the ⇥ markers are the background.

7.4 Results

7.4.1 Global morphological features

In every image (i.e. Figure 7.1 and 7.2), the abrupt surface brightness drop, which azimuthally
extends for ⇠500 kpc, is clearly visible on the southeastern part of the cluster (see the green
sectors in the images). This brightness edge is also clearly visible in the projected temperature,
metallicity and entropy maps (Figure 7.3 top left, top right and bottom right). The absence
of the corresponding feature in the pressure map (Figure 7.3 bottom left) shows that the
pressure is almost continuous at the interface. All of these features are typical of cold fronts
(Markevitch & Vikhlinin, 2007).

The interface appears abrupt in terms of the drop of the surface brightness. On the other
hand, it seems to have an azimuthal variation in terms of the radii or the curvature radius,
which has not been explicitly pointed out previously. The surface-brightness contrast across
the interface is strong towards southeast, but gradually weakened to the north and south
along the front, forming a mushroom-like shape (see the white rotated mushroom shape in
Figure 7.1 and also the fourth panel in Figure 2.4 top). The mushroom-like shape is also clear
in the relative deviation image (Figure 7.2 right). We also see in the relative deviation image
a region of the enhanced brightness just beneath the interface.

Overall shape of the cluster is comma-shaped, where a brightness dip exists to the north of
the cluster’s brightness peak, and a brightness excess, which seems to extend anti-clockwise
from the brightness peak, exists further out (see the white rotated comma in Figure 7.1).
These dip and excess are more visible in the relative deviation image (see the annotations in
Figure 7.2 right). This feature was first mentioned in Mazzotta et al. (2002) who suggested
that this shape is due to the development of hydrodynamic instability.

On the brightness peak, there is a surface brightness dip extending from the northeast to
the southwest, which is clearly visible as a dark region just at the northwest of the brightness
peak in the unsharp-masked image (see the white ellipse in Figure 7.2 left), and has not been
mentioned in the literature. Note that this is not a spurious feature due to e.g., chip gaps or
dead strips. We confirmed this feature in the raw count image of the ObsID 889 dataset, in
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2 arcmin 2 arcmin

Figure 7.5 Same as Figure 7.2. The overlaid green sectors denote the regions from which the
surface brightness profiles are extracted (see also Figures 7.6 and 7.7)

which the feature is almost entirely on the active surface of the CCD chip.
In the temperature map, we see relatively cool gas extending broadly from near the cold

front towards the west, and also see hot gas residing to the northwest (see around the green
star markers in Figure 7.3 top left). Despite these relatively clearly separated two temper-
ature components, we do not see such bimodalities in the entropy and the metallicity maps
(Figure 7.3 bottom right and top right). The relatively regular and centrally-peaked shape of
the overall pressure morphology (see Figure 7.3 bottom left) suggests that the ICM motions
are subsonic in the dark matter potential well within this length scale, while the pressure dis-
tribution is highly elliptical with the major axis almost perpendicular to the cold front. We
also see the lowest-temperature/entropy, highest-metallicity gas concentrating just beneath
the front, enhancing the thermodynamic contrast across the interface. These morphologi-
cal thermodynamic structures are consistent with previous observations using XMM-Newton
(Briel et al., 2004; Lovisari et al., 2009) or Chandra data with di↵erent datasets or methods
(Mazzotta et al., 2002; Datta et al., 2014).

7.4.2 Surface brightness properties

Surface brightness profile

We see above that the interface is very smooth but seems to show azimuthal variations. In
order to investigate the cold front, we extracted surface brightness profiles across the front.
The partial-annulus-shaped regions used to extract surface brightness profiles are shown in
Figure 7.5. We determined the center of these partial annuli so that their radial directions
are roughly perpendicular to the cold front. The narrower sectors have an opening angle of
5� and the wider sectors are 15� wide, corresponding to 22 kpc and 67 kpc at the radius of
the front.

To model the shape of the surface brightness profiles quantitatively, we assumed that
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the underlying radial density profile n(r) is expressed as a broken power law with a jump of
normalization at the break;

n(r) =

8
>><

>>:

j12n0

✓
r

r12

◆�↵1

(r  r12)

n0

✓
r

r12

◆�↵2

(r12 < r)

, (7.1)

where r12 and j12 are the radius of the break and the amplitude of the jump there, n0 is the
overall normalization, and ↵1 and ↵2 are the power-law slopes of the density profile inside
and outside the front.

Ignoring line emission, the emissivity of the ICM is described using the emissivity of
thermal bremsstrahlung radiation ✏ = ⇠(T, Z)n2, where n is the density and ⇠(T, Z) is a coef-
ficient which weakly depends on temperature and metallicity. Assuming spherical symmetry
and approximating ⇠ to be constant, the surface brightness profile S(x) can be obtained by
integrating the density profile along the line-of-sight direction y;

S(x) = 2A

Z 1

0
n2(r)dy = 4A

Z 1

0

x(1 + s2)n(x(1 + s2))p
s2 + 2

ds, (7.2)

where x is the coordinate along which the surface brightness profile is extracted, A is a
constant which includes both the e↵ect of ⇠ and the e↵ect of / r�2 decrement of the intensity
and s is a transformed variable using r =

p
x2 + y2 = x(1 + s2). We fitted this model to

the extracted profiles using the Minuit2 fitting library integrated in the ROOT data analysis
framework to minimize �2.

The surface brightness profiles extracted for wider sectors and their best-fitting projected
broken power-law models are shown in Figure 7.6. The profiles and the shapes of their best-
fitting model show azimuthal variations. The surface brightness drop is very steep especially
in the azimuthal range of 195�-270�, which was already apparent in the images (see e.g.
Figure 7.5 right).

Azimuthal variations

Figure 7.7 shows the azimuthal variations of the best-fitting parameters of our assumed density
model (Equation 7.1). The black/red and the gray/magenta points represent the best-fitting
parameters for the surface brightness profile extracted for the wider (15�) sectors and the
narrower (5�) sectors.

All of the parameters show significant azimuthal variations. The azimuthal profile of the
jump j12 is clearly peaked at around 210�-240�, and has a relatively symmetric shape. The
overall trend is the same in the profile of finer azimuthal resolution (5�, grey), but there seem
to be a systematic hump and a systematic dip of the jump amplitude around 220�-225� and
235�-250�, respectively.

Although the profile of the break r12 is more or less constant at azimuths of 170�-300�,
it shows an indication of a downward-convex shape, which may or may not be attributed
to the misalignment between the sectors and the cold front. On top of the convex shape, it
shows azimuthal variations of relatively large length scale, about 15�-25�. Figure 7.8 shows
the DCT (Discrete Cosine Transform) power spectrum of the break radii calculated using the
data points in the azimuthal range of 165�-270�, where the jump j12 is & 2. We see significant
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Figure 7.6 The surface brightness profiles extracted using 15� sectors. The red curves are the
best-fitting projected broken power law models.
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Figure 7.7 The azimuthal variations of the best-fitting parameters of the projected broken
power law models. Top row: the jump j12 in density at the break, Second row: the radius
of the break r12, Third row: the slope inside/outside the interface (↵1, ↵2). Bottom row:
the normalization inside/outside the interface (j12n0, n0). In the bottom two panels, the
red/magenta points represent the values inside the break, where the black/gray points repre-
sent the values outside the break. The di↵erence between black and gray or between red and
magenta is the opening angle of the sectors (15� and 5�).
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Figure 7.8 DCT (Discrete Cosine Transform) power spectrum of the break radii in the az-
imuthal range of 165�-270�. The black points are the power spectrum derived from the current
data. The red points are the power spectrum derived from a mock dataset, which does not
fluctuate with the average value and the average error.

excesses which are inconsistent with the power spectrum representing the model that does
not fluctuate (red). This means that the break radii actually fluctuate with position angle.

The profile of the outer power-law slope ↵1 shows moderate changes, whereas that of
the inner power-law slope ↵2 shows an asymmetric, two-peaked shape. The inner power-law
slopes become even positive around the highest contrast part of the front, implying the density
increases toward the front, as indicated in the relative deviation image (enhanced-brightness
region in Figure 7.2 right).

7.4.3 Thermodynamic properties

Thanks to the high-quality deep observation of ⇠500 ksec, we are able to investigate the
deprojected thermodynamic properties with an azimuthal resolution of 15� for a single cold
front (see Section 4.4.1 for the concept of deprojection). Figure 7.9 shows the 10 directions
from each of which we extracted a deprojected thermodynamic profile. We used the model
projct to incorporate the e↵ect of the projection of outer gas volumes, under the assumption
of spherical symmetry. We fixed the metallicity to the values obtained from the projected
thermodynamic profiles. In the spectral fitting, the typical reduced �2 is 1.02, with the typical
NDF of 1500. Figure 7.10 shows the example fitting results for the deprojection analysis.

Figures 7.11 and 7.12 show the deprojected thermodynamic profiles, where 0 arcsec in the
x axes corresponds to the location of the interface. Figure 7.13 shows the azimuthal variations
of the thermodynamic quantities just under and above the interface, together with the ratio
of the inner quantity to the outer quantity.

Generally, at the high-contrast parts of the front (195�-270�), clearly both the density
and the temperature show a jump by a factor of ⇠2-3. Since the jumps of the density
and the temperature are in the opposite sense, the entropy also exhibits a huge jump and
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Figure 7.9 The flat-fielded image (left) and the projected temperature map (see also Fig-
ures 7.1 and 7.3). The overlaid green sectors denote the regions from which the deprojected
thermodynamic profiles are extracted (see also Figures 7.11, 7.12 and 7.13)
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Figure 7.10 Examples of the deprojection analysis. Left: the spectra extracted from the 225�-
240� azimuth. Right: the spectra extracted from the 285�-300� azimuth. The + markers
are the data, the curves are the model, and the ⇥ markers are the background. Di↵erent
colors correspond to di↵erent radial ranges (black, red, green, blue, cyan and magenta from
outermost to innermost).
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Figure 7.11 The deprojected thermodynamic profiles. In each panel, the subpanels show the
density, the temperature, the pressure and the entropy from top to bottom.
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Figure 7.12 Figure 7.11, continued.
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Figure 7.13 The azimuthal variations of the thermodynamic quantities just inside (black) and
outside (red) the front. The left panels show the azimuthal variations of the density, the
temperature, the pressure and the entropy from top to bottom. The right panels show the
ratio of the inner value to the outer value for the corresponding quantities.
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the pressure shows an almost continuous profile. Underneath the front, the entropy and
the temperature profiles seem to show downtrends toward the interface, while the density
profiles show uptrends. On the other hand, at the low-contrast part of the front (195� <
and <270�) the temperatures show milder jumps, resulting in relatively bigger/smaller jumps
in the pressure/entropy profiles. These ratios are consistent with the results by Owers et al.
(2009b) who examined the front focusing only on the highest-contrast part (about 210�-240�).

7.5 Discussion

7.5.1 Origin of the cold front

When a volume of gas, stratified in its gravitational potential well, is subjected to ambient
flow, a very sharp cold front will quickly form (Markevitch & Vikhlinin, 2007). It is because
the denser part of the gas feels smaller deceleration by ram pressure than the more di↵use part
of the gas, and thus the denser part will be uplifted relatively to the more rarefied ambient
part toward the interface (see also Figure 2.4 top panels).

It has also been shown in a number of numerical simulations that, in such a situation, the
shape of the front will be mushroom-like when it is seen from a direction perpendicular to the
flow direction (Heinz et al., 2003; Roediger et al., 2015a,b). This is because the flow velocity
along the interface increases toward the large angles, and as a result, the hydrodynamic
instability quickly develops at the larger angles.

In addition to the mushroom-shape of the surface brightness profile, the front also shows
a characteristic thermodynamic structure. That is, the dense core gas with low-entropy and
high-metallicity is gradually uplifted during the motion, and finally reaches the leading edge of
the front. This leads to the thermodynamic structure where the lowest-entropy/temperature
and highest-metallicity gas is just below the front.

In our case, as seen in Figures 7.1 and 7.2, the shape of the front is clearly mushroom-
shaped, and the edges of the front seem to be dissolved into the ambient medium. The
deprojected thermodynamic profiles (Figures 7.11, 7.12 and 7.13) as well as the projected
ones (Figure 7.3) clearly display the thermodynamic structure typical of uplifted core gas. In
addition, the pressure map which is highly elongated in the northwest-southeast direction,
and also a number of observational indications, e.g. the galaxy distribution which is well
aligned along the major axis (Proust et al., 1988; Owers et al., 2009a) and the radio relics
located to northwest and southeast (Rottgering et al., 1997), suggest that the cold front is
forming because of a merger very close to the sky plane.

We would also like to point out the striking similarity of our X-ray image (Figure 7.1) to
the numerical simulation by Roediger et al. (2015b) who modeled the inviscid stripping of an
initially extended atmosphere subjected to the ambient flow during the initial relaxation phase
(Figure 7.14). The cold front in Abell 3667 is especially similar to the inviscid simulation
result at ⇠780 Myr (Figure 7.14 top row, third column) in two perspectives; (1) the opening
of the front or the angle where the stripping starts, and more importantly, (2) the variations
of the front radii whose length scale is smaller than the opening angle of the entire cold front
(sub-opening-angle scale variation).

It is also shown in the numerical simulations by Roediger et al. (2015b) that the impact of
the inclination angle of the line-of-sight direction with respect to the direction perpendicular
to the merger plane is relatively strong above ⇠30�, for which case the interface becomes less
pronounced and the sub-opening-angle scale variations are no longer clearly visible.
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Figure 7.14 X-ray images (0.7-1.1 keV) of simulated gas-stripped galaxy taken from Roediger
et al. (2015b). The upper/lower panels are for the inviscid/viscous (Re=46 at pericenter,
0.1 Spitzer viscosity) atmosphere.
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Given all the arguments above, we suggest that the front is formed via a merger event
taking place nearly in the sky plane. Note that gas sloshing parallel to the line of sight
direction is another possible interpretation (Kitayama et al., 2014). To test these di↵erent
scenarios, the best way is to measure the line-of-sight velocity inside and outside the interface
by Doppler shift measurements. It is not possible with current X-ray spectroscopy using
CCD, but the Soft X-ray Spectrometer (SXS) onboard the ASTRO-H satellite may allow
them to be measured (Kitayama et al., 2014). The sloshing interpretation is also challenged
to be able to reproduce all the observed signatures which are remarkably consistent with the
merger scenario.

7.5.2 Gas dynamics

From the thermodynamic information, we can estimate the velocity of the cool gas relative
to the ambient medium (Vikhlinin et al., 2001a; Landau & Lifshitz, 1959). By approximating
the cool gas as a blunt body subjected to an ambient flow, and neglecting the change in
the gravitational potential along the streamline, the ratio of the pressure of the flow at the
stagnation point p0 (i.e. next to the tip of the front) to the pressure of the flow in the free
streaming region p1 (i.e. far above the front) is a function of the cloud velocity v;

p0
p1

=
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2
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, (7.3)

where � = 5/3 is the adiabatic index of the monoatomic gas and M1 = v/cs is the Mach
number of the free stream, with cs being the free-stream sound speed.

It is di�cult to measure p0 because the stagnation point is physically small, but assuming
pressure balance between the inner and the outer gas, we can infer p0 from the pressure inside
the front. One caveat is that, since the ICM is a plasma, the e↵ect of the magnetic draping
layer at the interface may contribute to the pressure balance. However, it is highly unlikely
that the magnetic pressure overwhelms the gas pressure, so this e↵ect should be small.

Assuming that the azimuthal range of 210�-240� represents the tip of the front and us-
ing p0 ⇠ 0.0134 ± 0.0004 keV cm�3 (average of the bins just below the front) and p1 ⇠
0.0092+0.0005

�0.0004 keV cm�3 (average of the outermost bins) from the deprojected thermodynamic
profiles (Figures 7.11, 7.12 and 7.13), the Mach number of the free stream is calculated at
M1 = 0.70 ± 0.06. This value is consistent with the previous estimation by Datta et al.
(2014) but smaller than the previous estimation of 1.0±0.2 by Vikhlinin et al. (2001a); this
discrepancy may be due to the indirect measurement of ne by Vikhlinin et al. (2001a), who
inferred the density assuming that the surface brightness profile follows a � model.

The sound speed cs1 in the free stream is calculated using cs1 =
p
�kT1/µmp, where kT1

is the temperature of the free stream, and µ = 0.6 is the mean particle weight with respect
to the proton mass mp. Using kT1 = 6.9+0.4

�0.3 keV and M1 = v/cs1, the velocity of the cool
gas is estimated at v = 950± 80 km s�1.

Owers et al. (2009a) have shown from optical observations that the member galaxy distri-
bution of Abell 3667 shows a significant bimodality. The di↵erence of the peculiar velocities
between the two components is about 500 km s�1. Assuming that the merger which induced
the cold front is between two gas components which correspond to the two galaxy popula-
tions, and that the galaxy peculiar velocity di↵erence is same as the ICM peculiar velocity
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di↵erence, the inclination angle ✓ of the trajectory of the cool gas against the sky plane is
estimated at ✓ ⇠ tan�1(500/

p
9502 � 5002) ⇠ 30�, which is relatively large but is marginally

consistent with the inclination angle allowed for the sub-opening-angle scale variations to be
visible (see also Section 7.5.1).

Comments on the previously suggested bow shock

Vikhlinin et al. (2001a) measured the cold gas to be transonic with the Mach number of
M = 1.0± 0.2, and indicated the existence of a possible bow shock. The position of the bow
shock corresponds to r ⇠ 200 arcsec and ✓ ⇠ 225� � 285� (i.e., between the first and the
second bins in the last panel of Figure 7.11 and the panels of the top row of Figure 7.12).
We do not find corresponding systematic thermodynamic structures associated with the bow
shock candidate, which is consistent with our subsonic Mach number measurement.

7.5.3 Kelvin-Helmholtz instability

Sub-opening-angle scale variations

What makes the front in Abell 3667 apparently di↵erent from other cold fronts are its varia-
tions on azimuthal scales smaller than the opening angle of the entire front (sub-opening-angle
scale variation). This variation may have been missed in other cold fronts because the studies
of cold fronts done so far have been focusing mainly only on the width of the front, simply
neglecting the azimuthal information by extracting the surface brightness profile from much
wider sectors (e.g. Owers et al., 2009b; Ghizzardi et al., 2010; Datta et al., 2014).

As we pointed out in Section 7.4.2, the radii of the front show azimuthal variations,
and the variation is similar to the inviscid simulation results (Figure 7.14 upper panels).
Actually, high-viscosity (Re=46 at pericenter, 0.1 Spitzer viscosity) simulation results are
qualitatively inconsistent with our observations because they predict much smoother interfaces
(Figure 7.14 lower panels). This suggests that the Reynolds number of the ICM is much higher
in Abell 3667.

Roediger et al. (2015b) suggests that, in the inviscid stripping, the momentum transfer
between two gas phases occurs via Kelvin-Helmholtz instabilities (KHIs), while in the viscous
case, it does via viscosity. The simulation results (Figure 7.14 upper panels) clearly show KHIs
occurring close to the tip of the front and developing toward the edge, strongly suggesting
that our azimuthal variations of the interface are the signatures of the onset of developing
KHIs.

However, what is intriguing is that although the interface does show these azimuthal
variations, it does not seem to show variations below the length scale of ⇠10�, or equivalently
⇠45 kpc, dissimilar to the inviscid simulation results, where we see the onset of KHIs for very
small scales. This discrepancy indicates that the ICM is indeed viscous to some extent and
the growth of KHIs on smaller scales is suppressed by the viscosity.

Multiple edges

Although fitting the surface brightness profiles with a projected broken power law model
(Equation 7.1) yields reasonable fits as shown in Figure 7.6, we see some systematic residuals
in the sectors of 210�-225� and 225�-240�. Indeed, each fit improves by > 3� level when the
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Figure 7.15 The top two panels are the same as shown in Figure 7.6. In the bottom two
panels, the best-fitting projected double-broken power law models are overlaid instead of the
best-fitting projected single-broken power law.

surface brightness profiles are fitted with a projected double-broken power law model using
the radial density profile of

n(r) =

8
>>>>>>><

>>>>>>>:

j12j23n0

✓
r12
r23

◆�↵2
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r

r12

◆�↵1

(r  r12)

j23n0
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r

r23

◆�↵2

(r12 < r  r23)

n0

✓
r

r23

◆�↵3

(r23 < r)

, (7.4)

where r12/r23 are the radii of the inner/outer breaks, j12/j23 are the jumps at the inner/outer
breaks, n0 is the normalization and ↵1/↵2/↵3 are the innermost/middle/outermost power-
law slopes (��2 = 29.7 and 16.6 for �NDF= 3 respectively for the sectors 210�-225� and
225�-240�, compared to the single-broken power law model).

Figure 7.15 shows the fitting results using the projected double-broken power law model.
Clearly the residuals are mitigated. The density jumps are significant; j12 = 1.68+0.31

�0.23 and

j23 = 1.65�0.23
�0.22 for the 210�-225� sector and j12 = 1.21 ± 0.07 and j23 = 2.59 ± 0.10 for the

225�-240� sector.
Recently it has been suggested by Roediger et al. (2013a) that, when there are developing



120 7. Cold front in Abell 3667

Figure 7.16 Thermodynamic profiles in the two directions where we see multiple edges in the
corresponding surface brightness profiles (Left: 210�-225� and Right: 225�-240�). The panels
are the pseudo density, the temperature, the pseudo pressure and the pseudo entropy from
top to bottom. The vertical gray bands denote the edges in the surface brightness profiles.
See also Figure 6.8 and the corresponding text.

KHIs at a cold front, the surface brightness profile across the front exhibits multiple edges,
similarly to our case. The di↵erences in radii between the breaks are �rbreak ⌘ r23 � r12 =
0.26+0.02

�0.04 arcmin and �rbreak = 0.46+0.03
�0.05 arcmin respectively for the sectors 210�-225� and

225�-240�, which correspond to the actual lengths of �rbreak = 17+1
�3 kpc and �rbreak =

30+2
�3 kpc.

Roediger et al. (2013a,b) further suggested that the separation between the edges corre-
sponds to about a fourth to a half of the scale length of the KH rolls. From �rbreak values,
the scale length of the KH rolls is thus estimated at around 30-120 kpc, which is consistent
with the sub-opening-angle scale variation of the interface.

Figure 7.16 shows the thermodynamic profiles for the corresponding sectors. In the profiles
extracted for the sector 210�-225� (Figure 7.16 left), we see a jump of the temperature and
entropy at the inner edge while they are continuous at the outer edge, which means that the
thermodynamic properties between the edges are similar to those of the outer ambient gas.
Given that the break radii are di↵erent between the sectors 210�-215� and 215�-225� as shown
in Figure 7.7, it is likely that the multiple edges in this direction are caused by the fluctuation
of the break radii and the thermodynamic properties between the edges are dominated by the
outer ambient gas.

In contrast, in the profiles extracted for the sector 225�-240� (Figure 7.16 right), we see a
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Figure 7.17 The break radii shown in di↵erent azimuthal resolution. 5�, 2.5� and 1.25� from
top to bottom. The black curves denote the “sequential humps” (see the text below).

jump of the temperature and entropy at the outer edge while they are continuous at the inner
edge. Moreover, the pressure profile seems to exhibit a deficit between the edges. We would
like to point out the qualitative similarity of the surface brightness and the thermodynamic
structures between this interface and the double-layered structure in the Perseus cluster (see
Section 6.4.2). As shown in Figure 7.7, the break radius measured in the 15� resolution
are consistent with the break radii measured in the 5� resolution. This means that both
the multiple edges and the thermodynamic structure in this direction are not attributable
to the simple azimuthal resolution e↵ect unlike the case of the 210�-225� sector (previous
paragraph), strongly indicating the existence of a projected KHI layer.

All these measurements are consistent with the scenario that KHIs are developing on the
interface. To our knowledge, this is the first observational indication of KHIs along a merger
cold front (not at the edges).

Detailed view of the fluctuation of break radii

The length scales of the fluctuation of the break radii appear to be limited in the range of 10�-
25� when we look at the azimuthal profile in the 5� resolution (see gray points in Figure 7.7).
Here we investigate the properties of the fluctuation by examining the azimuthal profile with
finer angular resolutions.

Figure 7.17 shows the azimuthal profile of the break radii (165�-270�) extracted in 5�, 2.5�,
and 1.25� resolutions (see also the second panel of Figure 7.7 for the 5� and 15� profiles). We
find that the overall shapes of the profiles are similar to each other. However, in the finer
resolution profiles, we find substructures which are missed even in the 5� profile.

In the 2.5� resolution profile, we find sequential hump-like structures, which are missed in
the 5� profile (see the curves in Figure 7.17). The widths of the humps seem to be smaller in
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the outer azimuths.
In the 1.25� profile, we also see the similar sequential hump-like structures, although they

are less prominent due to the larger errorbars. The fact that the humps are less prominent in
this resolution indicates that the data quality is insu�cient for . 1.25� resolutions. Therefore,
although it is likely that the humps are actually present, we cannot infer either low-level
existence or nonexistence of the smaller scale structures.

ICM e↵ective viscosity

Assuming that KHIs are actually developing on the interface and that the scales of the
fluctuations (sequential humps) represent the length scales of the KHI eddies, we can extract
implications for the e↵ective viscosity of the ICM.

In general, finite shear flow induces exponentially developing KHIs. If the gas were inviscid
and incompressible, KHIs would develop on all length scales. However, the growth of the
perturbation is suppressed when the Reynolds number Re of the ICM in the hot layer (outside
the interface) is below the critical value

Re =
⇢�V

µ
< Recrit ⇠ 64

p
�, (7.5)

where ⇢ is the density, � is the length scale, V is the shear strength, µ is the viscosity,
⇢1 and ⇢2 are the densities of the two gas phases on the two sides of the interface, and
� = (⇢1 + ⇢2)2/⇢1⇢2 (Roediger et al., 2013b; Chandrasekhar, 1961)1.

This relation means that for a fixed viscosity, the di↵erence of the shear strengths results in
the di↵erence of the length scales of the KHI modes which can develop. In other words, when
a value of the e↵ective viscosity µ is given, the perturbation of length-scale � is suppressed if
� < �crit = µRecrit/⇢V .

When a sphere is subjected to incompressible ideal flow, the speed of the fluid on the
sphere v(✓) is expressed using v(✓) = 3V sin ✓/2, where V is the speed of the flow and ✓ is
the angle between the flow and the direction of the radius vector of a given position on the
sphere. Therefore, assuming that the interface is spherical, we can calculate the flow speed
at each azimuth.

Figure 7.18 shows the �crit values at each azimuth for various viscosity values. In plotting
them, we assumed that the axis of symmetry with respect to the ambient flow is at 225�.
For the density values, we used the deprojected ones (see Section 7.4.3). The black crosses
roughly represent the sequential humps that we pointed out in the previous section.

The instabilities whose length scales are < �crit must be suppressed. However, we indeed
see several instability candidates (humps; the black crosses in Figure 7.4.3). Therefore, the
viscosity above ⇠ 200 g/cm/s is unlikely because we would not find the sequential humps
with such high viscosity values. Consequently, we obtain a conservative upper limit of the
ICM viscosity at ⇠ 200 g/cm/s.

As shown in the previous section, the length scales of sequential humps seem to be smaller
in the outer azimuths. This may indicate that the smaller humps are actually not present in
the inner azimuths because they are stable under the corresponding shear at that azimuth,
although we cannot rule out the possibility that the smaller humps that we are not able to

1Roediger et al. (2013b) estimated the value of 64 with a simple analytic argument. They o↵ered some
more conservative estimations of Recrit = 10

p
� or 16

p
�, but given that we do not see developing KHIs in

Figure 7.14 bottom rows (Re = 46), we think these critical Reynolds numbers are too conservative.
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Figure 7.18 �crit values at each azimuth for various viscosity values. The instabilities whose
length scales are �crit must be suppressed. The black crosses represent the sequential humps
that we pointed out in the previous section.

detect or resolve exist on top of a larger hump. In this case, the viscosity below ⇠ 25 g/cm/s
is not preferred because we might see humps with the scales smaller than actually observed.
Combining this with the above upper limit, we can naively limit the ICM e↵ective viscosity
within the range of 25� 200 g/cm/s.

On one hand, the estimated viscosity depends on the numerous assumptions that we
made (e.g., geometry, KHI scenario and existence and scales of the humps). In addition,
it is di�cult to break it down into the many kinds of physical processes which may a↵ect
the e↵ective value. For example, the perturbations on smaller scales are suppressed not only
by viscosity, but also by e.g. the surface tension at the interface or the finite width of the
interface (Landau & Lifshitz, 1959; Churazov & Inogamov, 2004; Roediger et al., 2013b).
The instabilities at larger scales can be suppressed by e.g. the compressibility of the fluid
or the gravity (Vikhlinin & Markevitch, 2002; Churazov & Inogamov, 2004; Roediger et al.,
2013b). The magnetic field which inevitably exists also plays a role; it might be acting as a
surface tension term, or the e↵ect of anisotropy of the viscosity (Braginskii viscosity) may be
nonnegligible (ZuHone et al., 2015).

On the other hand, however, to our knowledge, this is the first case where the ICM
viscosity is presented in a limited range. Previous studies have focused only on the ex-
istence/nonexistence of a physical phenomenon (e.g., KHI) and have not looked into the
properties of the phenomenon itself (e.g., the scales of KHI), resulting in presenting only one
of the lower or upper limits. We think that this di↵erence clearly shows the importance of
our new perspective of higher-order substructure.

To interpret our estimated e↵ective viscosity of the ICM, we compare the estimated viscos-
ity of ⇠ 100 g/cm/s to the fiducial viscosity of plasma, expressed as the isotropic Spitzer-like
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temperature-dependent viscosity (Spitzer, 1965; Sarazin, 1986; Roediger et al., 2013a)

µ = 5200 g/cm/s

✓
kT

8.4 keV

◆5/2

, (7.6)

where 8.4 keV is the typical temperature just outside the interface and the Coulomb logarithm
ln⇤ = 40 is assumed. Our estimated value is suppressed by between one and two orders
of magnitude compared to the isotropic Spitzer-like temperature-dependent viscosity. This
suppression is likely due to the magnetic field lines parallel to the interface which freeze in the
ambient flow along the interface. Because of the small gyroradii, momentum transfer across
the field lines should be reduced. Note that, the existence of such a layer of magnetic field
lines is consistent with the widths of the interface that are thinner than the Coulomb mean
free paths (see Section 7.5.4).

Generally, the ICM viscosity should depend on other physical parameters such as the
gas temperature and the strength and configuration of the magnetic field. Therefore, it
is not necessarily expected that the estimated value is universal. On the other hand, the
suppression of the e↵ective viscosity from the Spitzer value at the interface of cold fronts
(previous paragraph) has indeed been suggested by several observations and numerical sim-
ulations (e.g. Werner et al., 2016; Roediger et al., 2013a,b). Moreover, interestingly, the
corresponding dynamic viscosity ⌫ = µ/⇢ ⇠ 7 ⇥ 1028 cm2/s is consistent with the previous
upper limit ⌫ < 3 ⇥ 1029 cm2/s (Coma cluster, Schuecker et al., 2004) and the lower limit
⌫ > 4⇥1027 cm2/s (Perseus cluster, Fabian et al., 2003), which are estimated for di↵erent tar-
gets and in di↵erent methods. These facts may imply the universality of the e↵ective viscosity
of the ICM, and if this is the case, our work provides the first observational estimation of the
ICM e↵ective viscosity which has been one of the fundamental but unknown microphysical
parameters of the ICM.

Possible Karman vortex

We point out the comma-like shape of the main cluster in Section 7.4.1 (Figure 7.1). This
makes us imagine the similarity to the Karman vortex. Using the viscosity value obtained in
the previous section µ ⇠ 100 g/cm/s, the Reynolds number corresponding the comma-shape
whose spatial scale is ⇠ 500 kpc and assuming a speed of 950 km/s is estimated at Re ⇠ 2100.
In the case of a sphere, the Karman vortex street is established if ⇠ 300 < Re < 3.7 ⇥ 105,
and if 650 < Re the vortex street becomes turbulent (Kiya et al., 2001). Thus, it is possible
that the Karman vortex has been established in this system.

The vortex shedding frequency f = SV/�, where S is the Strouhal number and S ⇠ 0.2
for the Karman vortex regime, is calculated at f ⇠ 0.4 Gyr�1. Since the typical dynamical
timescale of galaxy clusters is of order Gyr, there must not be multiple Karman vortices,
which is consistent with our observation. Note that, if we use the Spitzer viscosity in the
calculation above, it does not yield the Reynolds number within the Karman vortex regime
(Re ⇠ 40).

7.5.4 Thickness of the front

Cold fronts have been of interest because of their thinness (e.g. Markevitch & Vikhlinin,
2007). Indeed, as shown in Figure 7.6, some of the profiles show a remarkable brightness drop
especially in the azimuthal range of 195�-270�.
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Table 7.2. �2/NDF for the Gaussian-convoluted projected broken power-law fitting

� (arcsec) 195�-210� 210�-225� 225�-240� 240�-255� 255�-270�

0 (no convolution) 251.787/187 266.02/184 209.651/178 197.76/163 240.288/163
2 252.832/187 261.966/184 212.302/178 200.339/163 240.143/163
4 254.801/187 253.79/184 218.817/178 202.895/163 241.004/163
6 257.796/187 247.713/184 228.228/178 207.243/163 243.735/163
8 262.325/187 245.204/184 238.627/178 213.562/163 248.385/163

One mechanism which should take place and contribute to the smearing of the interface
is Coulomb di↵usion across the interface. The Coulomb mean free path of electrons (� for
each side and �a!b across the interface from side a to side b) can be calculated using

8
>><

>>:

� = 15 kpc

✓
kT

7 keV

◆2 ⇣ ne

10�3 cm�3

⌘�1

�a!b = �b
Ta

Tb

G(1)

G(
p

Ta/Tb)

, (7.7)

where G(x) = (erf(x)� xerf 0(x))/2x2 and erf(x) is the error function (Spitzer, 1965; Marke-
vitch & Vikhlinin, 2007).

Since usually �in!out is longer than �out!in at cold fronts, here we consider �in!out as
the typical length scale for Coulomb collision for smearing the front, because the di↵usion
across the interface should contribute to the smearing most. Using the observed values
(see Figures 7.11, 7.12 and 7.13), �in!out,195��210� ⇠ 7.4 kpc, �in!out,210��225� ⇠ 6.5 kpc,
�in!out,225��240� ⇠ 8.2 kpc, �in!out,240��255� ⇠ 8.7 kpc and �in!out,255��270� ⇠ 9.4 kpc.
These length scale values are generally similar to the previous estimates (e.g. Vikhlinin et al.,
2001a; Markevitch & Vikhlinin, 2007).

Assuming the Maxwellian distribution of electrons, the typical velocity of the electrons is
calculated using

v̄rms =
p
hv2i =

p
3kT/me = 50 kpc/Myr

✓
kT

4.0 keV

◆1/2

. (7.8)

Therefore the collisional time is �/v̄rms ⇠ 0.2 Myr, which is far shorter than the dynamical
timescale of ⇠Gyr, implying that the front width should be at least several times �in!out if
the Coulomb di↵usion is not suppressed.

In order to test the necessity of the smearing of the model profiles, we fitted a Gaussian-
convoluted, projected broken power law2, with the width of the Gaussian fixed to certain
values, to the same profiles shown in Figure 7.6. The selected widths of the Gaussian are

2A “Gaussian-smeared, projected density profile” and a “projected, Gaussian-smeared density profile” are
formally di↵erent. However, the width derived using the former model is at least larger than the one using the
latter model. This means our upper limit of the width of the interface derived using the former model is the
most conservative upper limit. Therefore the actual interface may be thinner, strengthening our argument for
the suppression of the Coulomb di↵usion.
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� = 2, 4, 6, 8 arcsec. The best-fitting parameters are similar to the fitting that does not
include Gaussian convolution (Section 7.4.2), and the resulting �2/NDF values are shown in
Table 7.2.

Except for the 210�-225� sector, which is one of the two sectors where we see the multiple
edge structure, we can roughly estimate the upper limits of the Gaussian width required on
the model at . 4 arcsec. These upper limits are smaller than the Coulomb mean free path
of & 7 arcsec, which indicates a strong suppression of the Coulomb di↵usion for each single
azimuth. This argument is consistent with the previous arguments where the thickness of the
front is examined using wider sectors (e.g. Vikhlinin et al., 2001a; Vikhlinin & Markevitch,
2002; Datta et al., 2014).

One mechanism which can suppress the di↵usion across the interface is the magnetic field.
At the interface where strong shear flows take place, we can expect the magnetic field lines,
which are frozen in the flow, extending along the flow, to be parallel to the interface. Such
magnetic field lines can easily suppress the di↵usion even if the magnetic field is very weak
and dynamically negligible, because the typical gyroradius rg of the thermal electrons is very
short;

rg =

p
3mekT

|q|B c0 = 10�10 kpc

✓
kT

4.0 keV

◆1/2✓ B

nG

◆�1

⌧ kpc, (7.9)

where q is the elementary charge, c0 is the speed of light, and B is the magnetic field strength.
Thus, it is very likely that the Coulomb di↵usion is (almost) completely suppressed across
the interface.

Note that the radius of the 90% enclosed-counts fraction aperture near the front is ⇠
2 arcsec, roughly corresponding to the Gaussian � of 1.2 arcsec, marginally comparable with
the apparent broadening of the interface (� . 4 arcsec). Therefore it is more plausible that the
apparent finite width of the interface, if any, is due to the PSF e↵ect as well as the projection
e↵ect. The observed KHIs developing on the front (Section 7.5.3) might also contribute to
the possible broadening of the interface.

7.5.5 Gas mixing at the mushroom edge

As shown in Figure 7.13, the temperature and the entropy jumps are relatively moderate
at the edge of the front (i.e. 165�-195�, 270�-300�) compared with the tip of the front (i.e.
195�-270�). Given that these edge azimuths correspond to the edge of the mushroom-shape
in the image (see Figures 7.1 and 7.9), this di↵erence is probably due to the mixing of the
gas induced by the fully developed, turbulent KHIs.

7.6 Summary

In this chapter, we investigate the merger cold front in the galaxy cluster Abell 3667, from
a new point of view, focusing on the azimuthal variation. The main results of this work are
summarized below.

1. We point out the striking similarity of the cold front in Abell 3667 to the recent numerical
simulation of inviscid gas-stripping for the first time. This indicates that the front is
formed by a merger which takes place nearly in the sky plane, and also the e↵ective
viscosity of the ICM is suppressed to some extent.
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2. By extracting the azimuthally resolved surface brightness profile, we find that the radii
of the interface fluctuate with position angle. This fact has never been considered so
far.

3. We find multiple edges in the surface brightness profiles of some of the azimuths. The
ratio of the distance of the edges to the typical scale of the fluctuation in the azimuthal
direction is consistent with the prediction from the numerical simulation results of the
KHIs on cold fronts. In one direction, we find that the surface brightness profile and the
corresponding thermodynamic structure are qualitatively similar to those of the double-
layered interface found in the Perseus cluster, which we interpret as a KHI layer.

4. With the above supporting facts, we propose the scenario that KHIs are developing on
the cold front in Abell 3667. This is the first observational indication of developing
KHIs on a merger cold front.

5. Based on the assumption that KHIs are actually developing on the interface and that
the apparent length scales of the sequential humps represent the minimum allowed
length scales of the instability at the corresponding azimuths, we estimated the e↵ective
viscosity of the ICM at ⌫ ⇠ 7 ⇥ 1028 cm2/s. This is the first case where the value of
the ICM e↵ective viscosity is observationally presented in a limited range (not a single
upper/lower limit).

6. Our estimated viscosity value is suppressed by between one and two orders of magni-
tude compared to the fiducial Spitzer viscosity, as indicated in previous observations
and simulations, probably because of the magnetic field lines. The estimated value
is consistent with the previous lower and upper limits. These facts may indicate the
intriguing universality of the e↵ective viscosity of the ICM, which need not be universal.

7. We propose a scenario that the comma-shaped morphology of the cluster is due to
Karman vortex.

8. We find that the Coulomb di↵usion is probably suppressed for each single azimuth.
This may be attributed to magnetic fields parallel to the front, which can suppress the
Coulomb di↵usion almost completely.

9. We find that the temperature and the entropy jumps are moderate at the edges of the
front. This is likely due to the mixing of the gas via fully developed turbulent KHIs.
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Chapter 8

Conclusion

In this thesis, we investigate X-ray substructure in galaxy clusters in order to infer the mi-
crophysical properties of the ICM. We mainly focus on “cold front”s, which are the interface
between a lower temperature, denser gas parcel and a more rarefied, hotter ambient medium,
extending the point of view to both “higher-order” and “lower-order” structure. Our main
achievements are listed up below:

• In Abell 85, we find a smooth edge in one of the two subclusters currently falling in,
which is smooth over 200 kpc. The width of the edge is ⇠10 kpc, which is narrower
than the electron Coulomb mean free path at this position (⇠30 kpc). We suggest
that this results from the ordered magnetic field lines induced by the main cluster
large-scale (⇠600 kpc) gas sloshing, demonstrating the interaction between multiple
X-ray substructures for the first time, so far an overlooked point of view. Given that
clusters grow via mergers, such a phenomenon should be universal, and thus it indicates
the importance of such substructure-substructure interactions in the context of cluster
hierarchical evolution.

• We suggest that the subcluster gas is almost completely stripped during its infall in
Abell 85. This poses a challenge to recent simulations which find the core usually
survives major mergers, indicating that the microphysical properties of the ICM is
more complex than the simple ideal fluid approximation typically employed by these
numerical models. The stripped tail seems to extend over ⇠700 kpc out to r500, which
may imply a long lifetime of the tail, and thus the suppression of strong turbulence and
di↵usion.

• In the Perseus cluster, we find a significant double-layered interface. From thermody-
namic studies, we find that the double-layered interface is consistent with being a KHI
layer on the sloshing cold front. This is the first case where a KHI layer candidate itself
is examined thermodynamically, resulting in stronger evidence for the existence of such
an instability layer. We find pressure deficit of the order of ⇠ 10�2 keV cm�3 in the KHI
layer with respect to the ambient medium, which could be supported by magnetic fields
or ram pressure. Based on the KHI scenario, we estimate the turbulent heating rate
resulting from the collapse of the KHI at 3⇥10�26 erg/cm3/s, and find that it may bal-
ance radiative cooling. We also find the estimated turbulent heating rate agrees within
an order of magnitude with the previous estimate performed on the same system with
a completely di↵erent method. This indicates the importance of the turbulent heating
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in the context of the cooling problem in the cores of galaxy clusters, and also that the
turbulence triggered by sloshing-induced KHIs have nonnegligible contributions to the
ICM turbulence, which has not been considered extensively.

• In the Perseus cluster, we find feather-like structures below the sloshing cold front.
From thermodynamic studies, we find that the structure is consistent with being due
simply to gas depletion, which originates from magnetic field amplification associated
with the sloshing motion of the ICM, which has been indicated in the literature. Based
on this scenario, we for the first time estimated the ambient magnetic field strength at
⇠ 30 µG using such an X-ray substructure through thermodynamic properties.

• In Abell 3667, we for the first time point out that the radii of the cold front fluctuate
with position angle. Observational results are consistent with the scenario that KHIs
are developing on the cold front. This is the first observational indication of developing
KHIs on a merger cold front. Based on the assumption that KHIs are actually developing
on the interface and that the apparent length scales of the fluctuations represent the
minimum allowed length scales of the instability at the corresponding azimuth, we
estimated the physical value of the e↵ective viscosity at ⌫ ⇠ 7⇥ 1028 cm2/s. This is the
first case where the value of the ICM viscosity is observationally presented in a limited
range. The viscosity value is suppressed by between one and two orders of magnitude
compared to the fiducial Spitzer viscosity, as indicated in previous observations and
simulations, probably because of the magnetic field lines. The estimated viscosity is
consistent with the previous observational upper and lower limits, possibly indicating
the intriguing universality of the ICM e↵ective viscosity, which need not be universal.

Although all of the new insights regarding the ICM microphysics obtained here appear
to be independent from each other, all of them can be discussed from one underlying aspect,
i.e., the insu�ciency of the simple hydrostatic description of the ICM. Indeed, the aim of the
data analysis performed in this work was to highlight the hydrodynamic behavior of the ICM.

Until now, most of the ICM studies have focused on the thermodynamic properties and
the elemental composition, treating the plasma as an ideal fluid and largely lacking infor-
mation about the associated gas motions. Our studies by comparison have o↵ered some of
the first quantitative estimates of its fundamental microphysical properties, e.g., the viscos-
ity, turbulence, and magnetic field strength, stressing the necessity for a hydrodynamic, or
magnetohydrodynamic treatment of the ICM.

As our observed phenomena and estimated quantities are some of the first examples and
currently it is di�cult to draw conclusions about their generality or universality. However, by
actually observing them and estimating the physical parameters, we think we have introduced
new plausible observational points of view (higher-order and lower-order substructure) with
which we might be able to estimate the ICM microphysical parameters even in other targets
under the condition of su�ciently good data. Numerical simulations are recent major tools
and are also important, but usually they are qualitative. We think it is observations with
these points of view that are essential for the quantitative understanding of the most dominant
baryons in our Universe.

Future prospects

The ICM microphysics plays a key role in the fields of astrophysics and cosmology. On one
hand, from the astrophysical point of view, cluster mergers are the most energetic events in
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the Universe, which release tremendous gravitational energy that is channeled into other forms
of energy, such as heat, turbulence, or particle acceleration. However, the problem of how
the energy is transported and dissipated in the ICM highly depends on the ICM microphysics
and still remains uncertain. On the other hand, from the cosmological point of view, the
cluster mass function constructed from X-ray mass estimates is one of the most important
cosmological probes. However, the biases caused by the microphysical properties of the ICM,
such as electron-ion nonequilibrium, non-thermal pressure, or gas inhomogeneity, make the
X-ray mass estimates uncertain.

Therefore, our work has impacts not only on the problem of understanding the physics of
the most dominant baryon in the Universe, but also on solving other important problems in
the fields of astrophysics and cosmology.

Although we unveil a variety of unknown aspects of the ICM, significant further progress
is expected with the dynamical information of the ICM, which is available after the launch
of ASTRO-H. The Soft X-ray Spectrometer (SXS) installed onboard ASTRO-H allows high-
resolution spectroscopy of galaxy clusters, and enables the Doppler shift, as well as the width
of spectral lines to be measured.

The measurement of the Doppler shift of spectral lines o↵ers information regarding the
relative line-of-sight velocity of di↵erent ICM components in the same system. For example,
by measuring the line-of-sight velocity of the S subcluster with respect to the main cluster,
we can infer the angle of motion with respect to the sky plane and from this infer the actual
length of the smooth northern edge and the stripped tail in Abell 85. Although Abell 85 is
a complex system, this may lead to quantitative estimates of the lifetime of these structures,
and thus quantitative constraints on the turbulence and di↵usion e�ciency of the ICM. Also,
by measuring the line-of-sight velocity of the gas just below and above the cold front in
Abell 3667, we can test our interpretation of the cold gas volume moving mostly in the sky
plane. The competing scenario of gas sloshing parallel to the line-of-sight can also be tested.

On the other hand, the measurement of the width of spectral lines provides information
about turbulent motion, which has not been accessible so far. For example, by measuring
the turbulent strength at the stripped tail in Abell 85, we could check the hypothesis of the
turbulence being weak. However, in most cases, the angular resolution of SXS (1.3 arcmin
HPD) is insu�cient to resolve the substructures we studied in this work, and thus the direct
measurement of the turbulence would still be di�cult. Instead, the information about the
turbulent strength obtained for other parts of the cluster or other targets complements the
information on the ICM microphysical properties drawn with studies of X-ray substructure,
and may help us to draw a comprehensive view of the ICM microphysics. Direct studies
of turbulence and ICM motion in small-scale structures will be available after the launch of
Athena, which will o↵er the microcalorimeter energy resolution with a good angular resolution
of a few arcsec.
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