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Abstract

In transition-metal dichalcogenides, strong hybridization between d orbital of

transition-metal and p orbital of ligand leads to rich and interesting physi-

cal properties such as unique charge modulation, excitonic insulator, and un-

conventional superconductivity. IrTe2 exhibits a structural phase transition

around 280K from a trigonal to a triclinic structure. At the low temperature

phase, the stripe-type charge ordering with Ir - Ir dimers occurs. Pyon et al.

and Yang et al. have discovered superconductivity in Ir1−xPtxTe2 when the

stripe-type charge ordering is suppressed by Pt doping.

In this thesis, we have studied the electronic structure of layered transition-

metal dichalcogenides superconductor Ir1−xPtxTe2 by core-level x-ray pho-

toemission spectroscopy and angle-resolved photoemission spectroscopy. In

Chapter 4, we have performed x-ray photoemission spectroscopy in order to

investigate the core-level electronic structure of Ir1−xPtxTe2. At high temper-

ature phase, the core-level photoemission spectra show that the valences of Ir

and Te are close to Ir3+ and Te1.5−, respectively. This indicates the strong

hybridization between the Ir 5d and Te 5p orbitals. In going from the high

temperature phase to the low temperature phase, the Ir 4f core-level splitting

is clearly observed, suggesting the appearance of Ir4+/Ir3+ charge ordering. In

Chapter 5, we have performed the photon energy dependence of the angle-

resolved photoemission spectroscopy using a synchrotron light source in order

to investigate the valence-band electronic structure of Ir1−xPtxTe2 above and

below the structural phase transition. At the high temperature phase, the

three-dimensional Fermi surfaces of Ir1−xPtxTe2 derived from the Ir 5d and Te

5p orbitals are observed. Across the structural phase transition, the dimen-

sionality of the Fermi surface drastically changes from three-dimensional to

two-dimensional, which is basically consistent with the band structure calcu-

lation. In addition to the bulk state, we have found a novel one-dimensional

band dispersion, which originates from the surface state. In Chapter 6, we

have studied the spatial distribution of the electronic structure in IrTe2 ac-

companied by the structural phase transition. The stripy domains are clearly

observed at the low temperature phase. The domains consist of the dark and

bright regions which can be assigned to the two phases with and without the

stripe-type charge order, respectively. In Chapter 7, we have investigated the

superconducting gap structure of Ir0.95Pt0.05Te2, which shows the superconduc-

tivity at 3.1K, using a laser-based angle-resolved photoemission spectroscopy



and succeeded in directly observing the superconducting gap. The Fermi sur-

face dependence of the superconducting gap clearly shows the anisotropic su-

perconducting gap of Ir0.95Pt0.05Te2. The unconventional superconductivity in

Ir0.95Pt0.05Te2 would be induced by the inter or intra band interaction and/or

the spin-orbit interaction of Ir 5d and Te 5p orbitals.
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Chapter 1

Introduction

The discovery of high-Tc superconductivity in cuprates and iron pnictides or

chalcogenides has generated interest in understanding the interplay between

the superconductivity and the other ordered states, for example antiferromag-

netism, orbital or charge order, and structural transition, etc. These ordered

states in the vicinity of the superconductivity imply the importance of spin-

charge-orbital degrees of freedom. In many of the high-Tc superconductors,

chemical doping suppresses the ordered state and induces superconductivity.

The important issues of how these other ordered states compete or coexist

with superconductivity is still being debated.

Transition-metal (TM) dichalcogenides with MX2, where M is a transition-

metal in group 4-12 elements, and X is a chalcogen in group 16 elements,

are typical examples that the charge modulation such as charge density wave

competes or coexists with superconductivity. 1T-type (CdI2-type) and 2H

type (MoS2-type) are well known as crystal structures of the transition-metal

dichalcogenides. The 1T- and 2H-type transition-metal dichalcogenides are

layered compounds which are made up of edge-sharing MX6 octahedra and

face-sharing MX6 prisms as shown in Figs. 1.1(a) and (b). Both of them consist

of a triangular lattice of M ions. Considering the octahedral coordination

for the M ion of the 1T-type structure, the five TM d orbitals degenerate

in spherical symmetry are split into doubly degenerate eg (x2 − y2, 3z2 − r2)

orbitals and triply degenerate t2g (xy, yz, zx) orbitals in octahedral symmetry.

In the octahedral symmetry, the t2g orbitals are located in lower energy than

the eg orbitals as shown in Fig. 1.1 (a). On the other hand, the d orbitals in the

2H-type structure are split into single a1g (3z2−r2) orbital, doubly degenerate

eg (x2−y2, xy) orbitals, and doubly degenerate eg (xz, yz) orbitals as shown in

Fig 1.1 (b). These d orbitals hybridize with the p or s orbitals of ligand. Figures

1.1 (c) and (d) show the schematics of band dispersions of typical transition

metal dichalcogenides 1T-MX2 (M= Ti and Ta, X= S, Se, and Te). According

1



2 Chapter 1. Introduction

Figure 1.1: Schematics of ligand field effect and crystal structures of (a) 1T-

type and (b) 2H-type transition-metal dichalcogenide. Schematics of band

dispersions of (c) 1T-TiX2 and (d) 1T-TaX2 (X= Ligand).
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to the ligand elements, the overlap between the d orbitals of transition metal

and the p orbitals of ligand increases in going from S to Se to Te. The strength

of hybridization can be tuned by a charge-transfer energy ∆ from the ligand

p orbitals to the transition-metal d orbitals. In general, the charge-transfer

energy ∆ tends to decrease in going from oxides to chalcogenides [1]. As

a result, the density of states near the Fermi level is contributed by the p

orbtials of ligand as well as the d orbtials of transition-metal. Therefore,

the inter or intra band interaction, which includes not only the d orbitals of

transition-metal but also the p orbitals of ligand, leads to rich and interesting

physical properties such as unique charge modulation, excitonic insulator, and

unconventional superconductivity. Here, we summarize the physical properties

of transition-metal dichalcogenides in Table 1.1.

Table 1.1: Transition-metal dichalcogenides with charge density wave and su-

perconductivity. Here, TCDW and TSC are the transition temperature of charge

density wave and superconductivity, respectively.

Group Compound TCDW Superstructure TSC Ref.

4 1T-TiSe2 202K 2a × 2a × 2c 1.8K1,4.1K2 [2–4]
5 1T-VS2 305K 3

√
3a × 3

√
3a - [5]

5 1T-VSe2 112K 4a × 4a × 3.3c - [6]
5 1T-TaS2 543,350,183K

√
13a ×

√
13a - [7]

5 1T-TaSe2 473K
√

13a ×
√

13a - [8]
5 1T-TaTe2 170K 3a - [9]

5 2H-TaS2 70K 3a × 3a 0.8K, 4.5K2 [10–12]
5 2H-TaSe2 122, 90K 3a × 3a - [13]
5 2H-NbSe2 33K 3a × 3a 7.2K [13,14]
6 1T-CrSe2 190K 3a × 3a × 3c - [15]
9 1T-IrTe2 280K 5a × b × 5c - ,3.1K2 [16,17]
10 1T-PdTe2 - - 1.7K, 2.4K2 [18,19]
11 1T-AuTe2 - 2.1a × b × 2.2c 2.3K1, 4.0K2 [20,21]

1Under high pressure, 2 Chemical doping or intercalation

In this thesis, we focus on the transition-metal dichalcogenide supercon-

ductor Ir1−xPtxTe2. The parent material IrTe2 exhibits the structural phase

transition accompanied by the stripe-type charge modulation with Ir-Ir dimers

[17,22,23].
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Figure 1.2: Electronic resistivity of (a) IrTe2 and (c) 1T-TaS2. Magnetic sus-

ceptibility of (b) IrTe2 and (d) 2H-TaSe2. [16, 25,26]

In Figs. 1.2 (a) and (b), the temperature dependences of electronic resistiv-

ity and magnetic susceptibility for IrTe2 show a hump and a step-like reduction

across the structural phase transition, respectively [16]. These behaviors are

interpreted in terms of CDW instability and often observed in the typical

transition-metal dichalcogenides in Figs. 1.2 (c) and (d) [16, 25, 26]. Further-

more, the superconductivity is observed in IrTe2, when the structural phase

transition is suppressed by chemical substitution or intercalation [17, 21, 24].

The chemical intercalated IrTe2 is very similar to the superconductor CuxTiSe2

[4].

In the transition-metal disulfides/diselenides such as TaS2, TaSe2, TiSe2,

the charge density wave can be described by three modulation vectors. By

contrast, the stripe-type charge-orbital ordering of IrTe2 is sufficiently char-

acterized by a single modulation vector q = (1/5, 0,−1/5). Interestingly, the

stripe-type charge modulation of IrTe2 is robust under high pressure. This

behavior of IrTe2 is completely different from the other transition-metal disul-

fides or diselenides. Thus, the unique charge modulation with Ir-Ir dimers is

realized in Ir1−xPtxTe2.
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Since the spin-orbit interaction is proportional to the atomic number Z,

the effect of spin-orbit interaction cannot be ignored in Ir1−xPtxTe2 and may

introduce exotic superconducting state. Moreover, Ir1−xPtxTe2 has the small

charge-transfer energy as we discussed above. Therefore, the density of states

near the Fermi level could be contributed by the Te 5p orbtials of ligand as

well as the Ir 5d orbtials.

In order to investigate the electronic structure of Ir1−xPtxTe2, we have per-

formed core-level x-ray photoemission spectroscopy (XPS) and angle-resolved

photoemission spectroscopy (ARPES). First, the other experimental and theo-

retical studies for Ir1−xPtxTe2 and the general principles of experimental meth-

ods will be briefly reviewed in Chapters 2 and 3. In Chapter 4, we present

the results of the core-level photoemission spectroscopy. In Chapter 5, we

show the ARPES results of Ir1−xPtxTe2. We discuss the 3-dimensional na-

ture of Ir1−xPtxTe2 and the effects of spin-orbit interaction. In Chapter 6, we

show the spatial distribution of the photoemission spectrum for IrTe2 with the

structural phase transition. The stripe domains are clearly observed below the

structural phase transition. In Chapter 7, we show the Laser-ARPES results

of Ir1−xPtxTe2. We observed the anisotropic superconduting gap. Unifying

those results, summary and concluding remarks are given in Chapter 8.
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Chapter 2

Physical properties of

Ir1−xPtxTe2

2.1 Structural phase transition of IrTe2

A layered transition-metal (TM) dichalcogenide IrTe2 is a typical layered com-

pound, which has a triangular lattice of Ir ions by edge-sharing IrTe6 octahedra

as shown in Fig. 2.1. IrTe2 exhibits a structural phase transition from a trigo-

nal CdI2-type structure to a triclinic P1 structure accompanied by anomalies

of electronic resistivity and magnetic susceptibility [1–3]. The temperature

dependence of the electronic resistivity and the magnetic susceptibility are

displayed in Fig. 2.2 [3]. The electronic resistivity shows a hump-structure

at 275K on cooling, and at 280K on heating, indicating the metal to metal

transition. On the other hands, the magnetic susceptibility shows a step-like

structure and a broad range hysteresis between 100K and 280K. Toriyama et al.

and Pascut et al. have revealed the presence of Ir-Ir dimers with a modulation

vector q1/5 = (1/5, 0,−1/5) by synchrotron radiation x-ray diffraction [4,6,7].

Figure 2.1 (b) shows the crystal structure of IrTe2 at the low temperature

phase.

Recently, x-ray diffraction, scanning tunneling microscopy (STM), and de

Haas-van Alphen (dHvA) oscillation have observed the different dimer pat-

terns from the known q1/5 type. K. -T. Ko et al. have proposed that the

periodicity of superstructure changes from q1/5 to q1/8 with decrease of tem-

perature using the x-ray diffraction measurement [12]. The dHvA oscillation

study has revealed the q1/5 and q1/8 type superstructures [13, 14]. In addition

to these results, the various superstructures of the charge modulation vector

qn = (3n+2)−1 are identified by the STM measurements [16–18]. The period-

icity of the modulation vector at the low temperature phase depends on the

postcooling procedures in the crystal growth, either quenching or slow cool-

9



10 Chapter 2. Physical properties of Ir1−xPtxTe2

Figure 2.1: (a) Crystal structure of high temperature phase. (b) Crystal struc-

ture of low temperature phase [2, 4] visualized by using the software package

VESTA [5]. Black box line indicates the unit cell.

Figure 2.2: Temperature dependence of (a) electronic resisitivity and (b) mag-

netic susceptibility of Ir1−xPtxTe2 [3]
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Figure 2.3: Electronic resistivities of (a) Quanched sample and (b) Slow cooled

sample [13].

ing, while these samples are synthesized the Te-flux method [13]. These two

types of IrTe2 show the completely different electronic resistivity as shown in

Fig. 2.3. It should be noted that the electronic resistivity of our sample, which

we used in this study, is close to that of the quenched sample.

2.2 Band-structure calculation of IrTe2

Figures 2.4 (a) and (b) show the band structure calculation of the high temper-

ature phase and the low temperature phase, respectively [4]. The calculated

Fermi surfaces of IrTe2 at the high temperature phase consist of two hole-like

bands and reveal the strongly three-dimensional structure, suggesting the rich

dispersion along the kz direction. The three-dimensionality of Fermi surface

implies that the large Te - Te interaction between the layers. Indeed, Te 5p

orbitals mainly contribute to the density of states at Fermi level [15]. Cao

et al. have proposed that the calculated phonon dispersion of IrTe2 at the

high temperature phase does not show the Kohn anomalies [21]. By contrast,

the tilted two-dimensional Fermi surfaces emerge at low temperature phase,

which indicates the switching of the conducting planes by the formation of Ir-Ir

dimers as shown in Fig. 2.4. Fermi surfaces of the low temperature phase are

composed of the warped quasi-one dimensional sheets and the small cylindri-

cal sheets in Fig. 2.4. The partial density of states at low temperature phase

exhibits the bonding and anti-bonding states derived from the Ir-Ir dimers [7].
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Figure 2.4: Calculated Fermi surfaces for (a) the high temperature phase and

(b) the low temperature phase. Relation between the high temperature phase

(black) and the low temperature phase (blue). [4]

Figure 2.5: Schematic phase diagram of IrTe2
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Figure 2.6: (a) Lattice parameters at 300K as a function of x for Ir1−xPtxTe2,

Ir1−xPdxTe2, and Ir1−xRhxTe2 [2,3,6,8]. (b) Electronic specific heat coefficient

γ and Debye temperature ΘD for Ir1−xPtxTe2 as a function of x [2].

2.3 Mechanism of structural phase transition

in IrTe2

IrTe2 exhibits the structural phase transition with the anomalies of electronic

resistivity and magnetic susceptibility. The hump structure of electronic resis-

tivity and the step-like reduction of the magnetic susceptibility with the struc-

tural phase transition are often observed in the charge density wave (CDW)

materials. Yang et al. have suggested that the structural phase transition

is driven by Fermi surface instabilities of Ir 5d orbitals [6]. However, the

gap opening expected for the CDW was not observed in optical conductiv-

ity and angle-resolved photoemission spectroscopy [2, 22] which is consistent

with NMR spectra [19]. A number of different mechanisms, including the

orbital-induced Peierls instability [20,22], the local bonding instabilities of Te

5p orbitals [2,9,11,21], the van Hove singularity at the Fermi level [23],the for-

mation of Ir-Ir dimers [4,7,17], and the order-disorder transition [24], have been

proposed to explain the origin of the structural phase transition. However, the

driving force of the structural phase transition is still controversial.

2.4 Superconductivity in Ir1−xPtxTe2

Pyon et al. and Yang et al. have discovered superconductivity in IrTe2 when

the structural phase transition is suppressed by Pt or Pd substitution for Ir or

intercalation of Pd [2,3,6]. Superconductivity also emerges by Rh substitution

or Cu intercalation [8,9]. The superconducting temperature Tc of Ir1−xPtxTe2
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Figure 2.7: (a) Field dependence of normalized residual liner term κ0/T , (b)

Typical STS spectrum at 0.4K [25,26]

reaches maximum of ∼ 3.1K for x=0.04. In contrast, the intercalation of Mn,

Fe, Co, and Ni destroys not only superconductivity but also the structural

transition [10]. The structural phase transition temperature increases with the

anion-substitution or the application of hydrostatic pressure [11]. This behav-

ior contrasts with TiSe2, which shows that the pressure suppresses the struc-

tural phase transition and induces superconductivity. A phase diagram of the

substituted or intercalated IrTe2 is schematically presented in Fig. 2.5. Fig-

ure 2.6 (a) shows the lattice parameters a and c of polycrystalline Ir1−xPtxTe2,

Ir1−xPdxTe2, and Ir1−xRhxTe2 as a function of x. The lattice parameters a (c)

for Ir1−xPtxTe2 and Ir1−xPdxTe2 increase (decrease) monotonically, while that

of Ir1−xRhxTe2 does not change appreciably with x. Interestingly, the doping

level of Rh is three times higher than that of Pt in order to suppress the struc-

tural phase transition [8]. This suggests that the suppression of the structural

phase transition is related to the change of the volume of the unit cell. The

electronic specific heat coefficient γ and the Debye temperature ΘD show the

peak and the dip structure, indicating the phonon softening. In addition, the

value of ∆Cp(Tc)/γTc ∼1.5 for Ir1−xPtxTe2 estimated by specific heat jump at

Tc is comparable to the BCS weak coupling limit ∼1.43. Thermal conductivity

measurement shows that the field dependence of normalized residual liner term

κ0/T is similar to that of s-wave superconductor Cu0.06TiSe2, suggesting the

nodeless superconductivity in Ir1−x Ptx Te2 [25]. These results are consistent

with the superconducting gap measurement by scanning tunneling microscopy

and spectroscopy (STM/STS) [26].
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Chapter 3

Experimental methods and

principles

In this chaper, we describe the general principles and experimental setup of

photoemission spectoscopy [1–3].

3.1 Principle of photoemission spectroscopy

Photoemission spectroscopy is a very effective technique of measurement that

can directly observe the electronic structure of materials. The method of

photoemission spectroscopy employs an external photoelectric effect that a

solid emits electrons when the surface of solid is irradiated with sufficiently

high energy photon hν. The energy conservation rule is held which gives a

relationship between the kinetic energy Ev
kin of the emitted electron in the

vacuum, the photon energy hν, the work function Φ of the surface, and the

binding energy of the electron in the solid EB. The kinetic energy Ev
kin is

writtten as

Ev
kin = hν − EB − Φ. (3.1)

In actural experiments, the kinetic energy Ekin measured from EF rather than

Ev
kin is directly observed. Therefore, it is convenient to use

Ekin = hν − EB. (3.2)

One can plot the count rate of photoelectrons as a function of EB that cor-

responds to the energy distribution of occupied states such as valence band

and core-levels as shown in Fig. 3.1. In the one-electron approximation, the

binding energy EB takes the form

EB = −εk (3.3)

19
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Figure 3.1: Schematic diagram of photoemission spectroscopy [1].

where εk is Hatree-Fock orbital energy. This relationship is called Koopman′s

theorem.

3.2 Spectral function and self-energy

The photoemission intensity is expressed by

I(k, ω) ∝ |Mk
i,f |2A(k, ω). (3.4)

Here, the matrix element is Mk
i,f , which will be mentioned in section 3.4, and

the spectral function is A(k, ω). The spectral function is given by

A(k, ω) = − 1

π
ImG(k, ω). (3.5)
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The Green′s function G0(k, ω) for free electrons is

G0(k, ω) =
1

ω − εk + iδ
, (3.6)

where εk is one-particle energy. The spectral function for free electrons is

A(k, ω) = δ(ω − εk). In general, the presence of electron correlation, the

Green′s function and the spectral function are expressed by the self-energy

Σ(k, ω) = Σ′(k, ω) + iΣ′′(k, ω):

G0(k, ω) =
1

ω − εk − Σ(k, ω)
, (3.7)

A(k, ω) = − 1

π

Σ′′(k, ω)

[ω − εk − Σ′(k, ω)]2 + [Σ′′(k, ω)]2
. (3.8)

The real part of the pole of Eq. 3.7, ω = ε∗k is determined by solving the

equation ω − εk − Σ′(k, ω) = 0, which gives the peak of A(k, ω) and the band

dispersion of quasiparticles. Here, the renormalization factor is defined by

Zk(ω) =

[
1 − ∂Σ′(k, ω)

∂ω

]−1

. (3.9)

Considering the weak electron correlation, the spectral function becomes

A(k, ω) = Acoh(k, ω) + Aincoh (3.10)

= −Zk(ε
∗
k)

π

Zk(ε
∗
k)Σ

′′(k, ω)

[ω − ε∗k]
2 + [Zk(ε∗k)Σ

′′(k, ω)]2
+ Aincoh. (3.11)

Eq. 3.10 indicates that the spectral function has the spectral weight with

Zk(ε
∗
k)(< 1) at ε = ε∗k, and the life time 1/τk represents the −2ZkΣ

′′.

Note that the above discription ignored the extrinsic effects such as the

finite energy and momentum resolutions. The realistic photoemission intensity

is expressed by

Iexp(k, ω) ∝
∫

dω′dk′I(k′, ω′)gE(ω − ω′)gk(k − k′) + B, (3.12)

where g(x − x′) is the resolution function, and B is the background derived

from the secondary electrons.

3.3 Angle-resolved photoemission spectroscopy

Angle-resolved photoemission spectroscopy is one of the most effective tool

to investigate not only the density of states but also the band dispersion,
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Fermi surface, and electron correlation. Here, we briefly review the princi-

ple of ARPES. In the photoexcitation process, the wave vector of electron

should be conserved except for the reciprocal lattice vectors since the photon’s

momentum hν/c is negligibly small compared with the electron’s. Thus, we

obtain

Kf = Ki + G (3.13)

where Ki, Kf and G are the wave vector of the initial state in the solid, the final

state of electron, and the reciprocal lattive vector (2nxπ/a, 2nyπ/b, 2nzπ/c),

respectively. When the photoelectron escapes from the solid to vaccum, the

surface parallel component of the wave vector is conserved, while the surface

perpendicular component is lost due to the work function Φ. therefore,

k‖ = Ki‖ + G‖ (3.14)

where k is the wave vector of photoelectron outside the solid. Figure 3.2 shows

the geometry of ARPES experiment. We define that the emission direction of

photoelectron is specified by the polar θ and azimathal φ angles. The wave

vector k of emitted photoelectron can be expressed by the kinetic energy Ev
kin

of the emitted electron in the vaccum as

kx =

√
2mEv

kin

~
sin θ cos φ, (3.15)

ky =

√
2mEv

kin

~
sin θ sin φ, (3.16)

kz =

√
2mEv

kin

~
cos θ. (3.17)

Finally, Eq. (3.15) and (3.16) may be rewritten by Eq.(3.1) as

kx =

√
2m(hν − φ − EB)

~
sin θ cos φ +

2nxπ

a
, (3.18)

ky =

√
2m(hν − φ − EB)

~
sin θ sin φ +

2nyπ

b
, (3.19)

where nx and ny are arbitrary integers. Figure 3.3 shows the schematic of the

mapping of band dispersions. As for the component kz of perpendicular to

the surface, that is k⊥, it is not conserved during the photoemission process.

However, one can obtain kz using the method of perpendicular emission. This

method assumes a nearly free electron dispersion modified by the potential

barrier of the inner potential V0(= Φ + µ − E0 = Evac − E0) as the final bulk

state as shown in Fig. 3.4. Therefore, kz (= k⊥) can be expressed as

kz =

√
2m((hν − φ − EB) cos2 θ) + V0

~
. (3.20)

Consequently, we can observe the whole band dispersion and Fermi surface by

changing the polar θ, azimuthal φ angles, and photon energy.
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Figure 3.2: Geometry of an ARPES experiment in which the emission direction

of the photoelectron is specified by the polar (θ) and azimuthal (φ) angles [1].

Figure 3.3: Schematic diagram showing the principle of ARPES. The band

dispersion in the material is directly mapped by the ARPES spectra.
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Figure 3.4: Kinematics of the photoemission process within the three-step

nearly-free-electron final state model: (a) direct optical transition in the solid

(the lattice supplies the required momentum); (b) free-electron final state in

vacuum; (c) corresponding photoelectron spectrum, with a background due to

the scattered electrons (EB = 0 at EF ) [3].

3.4 Transition matrix element

In section 3.2, we discussed the photoemission intensity which includes the

matrix element Mk
i,f . The matrix element Mk

i,f strongly depends on the photon

energy and the polarization of the incoming photon. The transition probability

of the photoelectron in solids is expressed by Fermi′s golden rule:

wfi =
2π

~
| 〈ΨN

f |Hint |ΨN
i 〉 |2δ(EN

f − EN
i − hν) (3.21)

=
2π

~
|Mk

i,f |2δ(EN
f − EN

i − hν) (3.22)

Here, the electron-photon interaction is treated as a perturbation given by

Hint = − e

2mc
(A · p + p · A) = − e

mc
A · p. (3.23)

Therefore, the matrix element is represented by

|Mk
i,f |2 = | 〈φk

f |A · p |φk
i 〉 |2 (3.24)

∝ | 〈φk
f | ε · r |φk

i 〉 |2, (3.25)

where ε is a unit vector along the polarization direction of the vector potential

A. The photoemission intensity increases when the wave functions of ∇φi and
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Figure 3.5: (a) Schematics of the overlap between the initial state and final

state. (b) Calculation of the photoionization cross sections for Ir and Te atoms

[4].

φf overlap each other. The schematics of the overlap between the initial state

and final state are displayed in Fig. 3.5 (a). In case of the localized (iternelant)

electrons such as d and f electrons (s and p electrons), the photoionization

cross section should be larger (smaller) with increase of the photon energy.

Figure 3.5 (b) shows the calculation of the photoionization cross sections for

Ir and Te atoms [4].

3.5 Electron escape depth

When an electron in a solid absorb the photon energy hν, the electron move

into a vacuum. In this prosess, the electron is inelasticallly scattered due to

the electron-electron or electron-phonon interaction and has the finite escape

depth of the electron λ. The electron-phonon scattering contributes to the

escape depth below the phonon frequencies. Thus, the escape depth of the

electron λ mainly depends on the inelastic electron-electron scattering. In

general, the cross section of the inelastic scattering σ is represented by the

dielectric function ε(q, ω). The cross section σ of electron-electron interaction
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Figure 3.6: Mean free path of an electron in respect to its energy in various

solids taken from [2].

is given by
dσ

dΩdE
∝ 1

q2
Im

[
− 1

ε(q, ω)

]
, (3.26)

where q is the momentum and ω is the energy loss of the electron. The

electron in solid can be described as the free-electron gas within 10 ∼ 1000

eV. In the free-electron gas, the imaginary part of inverse dielectric function

Im(−1/ε(q, ω)) is determined by the plasma frequency, which is a function of

the electron density or the mean electron-electron distance rs, and the damp-

ing rate of plasmon. Therefore, the escape depth of the electron λ is described

by the mean electron-electron distance rs:

λ−1 ∼
√

3
a0R

Ekin

rs
−3/2log

[(
4

9π

)3/2
Ekin

R
rs

2

]
(3.27)

, where a0=0.529 Å, R=13.6 eV, rs is measured in units of Bohr radius a0,

and Ekin is the kinetic energy of photoelectrons. Figure 3.6 shows the mean

free path of the photoelectron as a function of the electron energy. Here,

the electron energies excited by typical photon sources are indicated by the

vertical lines. The photoemission measurement often uses the excitation light

with hν = 10 ∼ 1000 eV. The mean free path is about 10 Å at the longest

when the kinetic energy is ∼ 1000 eV. Thus, the photoemission spectroscopy

is a surface sensitive measurement. However, we can investigate the bulk and

the surface properties, in order to select the suitable photon energy.　
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3.6 Energy resolution

Photoemission measurements were performed using a hemispherical electron

analyzer. The resolution of the electron analyzer is theoretically estimated by

∆Eana = Ep

(
∆slit

2R
+

α2

4

)
∼ Ep

∆slit

2R
. (3.28)

Here, Ep is the pass energy, ∆slit is the slit width, R is the mean radius of the

two hemispheres, and α is the acceptance angle of the entrance slit. We have

performed the angle-resolved photoemission spectroscopy using VG-Scienta

SES2002, R4000, and HR8000. The parameters and the estimated energy

resolution of the electron analyzer is shown in table 3.1.

Table 3.1: Parameters and energy resolution of the electron analyzer

SES2002 R4000 　HR8000

Pass energy Ep ≥ 1.0 eV ≥ 1.0 eV ≥ 0.5 eV

Radius of analyzer R 200 mm 200 mm 200 mm

Slit width ∆slit ≥ 200 µm ≥ 100 µm ≥ 50 µm

Energy resolution ∆Eana ≥ 500 µm ≥ 250 µm ≥ 62.5 µm

Table 3.2: Energy resolutions of the typical photon sources

Photon Source Photon energy hν Energy resolution ∆Ehν

Mg Kα 1252.6 eV 700 meV

Al Kα 1486.6 eV 850 meV

He Iα 21.2 eV 1.1 meV

Xe Iα 8.4 eV 600 µeV

Synchrotron ≥7 eV ≥250 µeV

VUV laser 6.994 eV 260µeV

The total energy resolution is determined by the energy resolution of the

electron analyzer ∆Eana, the energy resolution of the photon source ∆Ehν , and

the external factors ∆Eetc:

∆Etotal =
√

∆Eana
2 + ∆Ehν

2 + ∆Eetc
2. (3.29)

Table 3.2 shows the energy resolution of the photon source. Therefore, we can

theoretically estimate the total energy resolution using equation (3.29).
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Figure 3.7: Photogragh of XPS setup.

The actual values of the total energy resolution are experimentally esti-

mated using the observed photoemission spectrum near the Fermi level of the

metallic sample such as gold. The observed Fermi-edge cuttoff is fitted by the

Fermi-Dirac distribution function convoluted with a Gauss function of the full

width at half maximum (FWHM). The FWHM is the adjustable parameter

and corresponding to the total energy resolution.

3.7 Experimental setups

3.7.1 X-ray Photoemission Spectroscopy

X-ray photoemission spectroscopy (XPS) has been performed using JOEL JPS-

9200 with a monochromatized Al Kα (hν = 1486.6 eV) and Mg Kα (hν

= 1253.6 eV) x-ray sources. The picuture of the XPS set up is displayed

in Fig. 3.7. The total energy resolution using the monochromatized Al Kα

(unmonochromatized Mg Kα) sources is about 0.6 eV (1.0 eV). The base

pressure of the chamber was in the 10−7 Pa range. Measurement temperature

can be varied from ∼ 20 to 300 K using dilution refrigerator.

3.7.2 ARPES at Hiroshima Syncrotron Light Source

BL-9A

Angle-resolved photoemission spectroscopy (ARPES) has been performed at

HiSOR BL-9A in Hiroshima Synchrotron Radiation Center (HSRC) in Hi-

roshima University [5]. The optical layout of the BL-9 beamline is displayed in

Fig. 3.8. The beamline is a helical/linear switchable undulator beamline with

a spherical greating (G) in the 4 - 40 eV energy range. The 3 m off-plane Ea-
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Figure 3.8: Photograph of HiSOR BL-9A main chamber and a schematics of

the optical system of the 3 m off-plane Eagle monochromator at HiSOR BL-9.

Figure 3.9: Photograph of PF BL-28 and a schematics of the optical system

at PF BL-28A

gle monochromator is adopted as its main optical system. The photon-energy

range available for photoemission experiment is 7-32 eV. The end station is

equipped with a VG-SCIENTA R4000 analyzer for angle-resolved photoemis-

sion experiments, which is a 200 mm mean radius spectrometer. The base

pressure of the spectrometer was 10−9 Pa range. The samples can be cooled

using a liquid He refrigerator.

3.7.3 ARPES at Photon Factory BL-28A

Angle-resolved photoemission spectroscopy (ARPES) has been performed at

Photon Factory BL-28A in High Energy Accelerator Research Organization

(KEK). The beamline is a helical/linear switchable undulator beamline with
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Figure 3.10: Schematics of Elettra beamline: (a) the optical system, (b)

Schwarzchild objective and (c) Main chamber. [6]

a spherical greating Monochromator (SGM) in the 32 - 800 eV energy range,

as shown in Fig. 3.9. The photon-energy range available for photoemission

experiments is 32 - 90 eV The end station is equipped with a VG-SCIENTA

SES2002 analyzer for angle-resolved photoemission experiments in Fig. 3.9.

The angular resolution was set to ∼ 0.3◦. The base pressure of the spectrometer

was 10−10 Torr range. The samples can be cooled from 9 to 300K using liquid

He refrigerator.

3.7.4 Photoemission Microscopy at Elettra SPEM beam-

line

Photoemission microscopy is a powerful tool to observe the spacial distribu-

tion of photoemission spectrum. The photoemission microscopy has been per-

formed at SPEM beamline in Elettra sincrotrone Trieste. The sub-micron size

beam spot is obtained by a Schwarzschild objective as shown in Fig. 3.10(a-b).

The photon-energy available for photoemission microscopy experiment is 27

and 74 eV. The sample focusing and imaging are carried out using the XYZR

scanning stage in Fig. 3.10(c). The base pressure of main chamber was 10−10

Torr range. The samples can be cooled using liquid He or liquid N2.
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Figure 3.11: (a) Schematic of Laser-ARPES system at ISSP Shin group, (b)

Photoemission spectrum of Au [7].

3.7.5 Laser-ARPES at ISSP, Shin-group #3

High energy resolution was realized by Laser light source, because of the sharp-

ness of line width. Laser angle-resolved photoemission spectroscopy(Laser-

ARPES) has been performed at Shin group in Institute of Solid States Physics

(ISSP), University of Tokyo, using a VG-Scienta HR8000 analyzer and a VUV-

laser of 6.994 eV as a photon source. The angular resolution was set to ∼ 0.1◦.

All the polarization of the light is able to adjust a half-wave (λ/2) plate and a

quarter-wave (λ/4) plate. Figure 3.11 shows the schematic of Laser-ARPES

apparatus, which achieves the lowest temperature of 1.5K and the highest

energy resolution of 70µeV by using a Fermi-Dirac distribution function con-

voluted with a Gaussian of FWHM as shown in Fig. 3.11.
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Chapter 4

Core-level electronic structure

of Ir1−xPtxTe2

Before presenting the angle-resolved photoemission spectroscopy result, we

describe the fundamental electronic structure of IrTe2 and Ir0.95Pt0.05Te2 using

the x-ray photoemission spectroscopy (XPS).

4.1 Experimental Setups

Single crystal samples of IrTe2 and Ir0.95Pt0.05Te2 were prepared using a self-

flux method [1, 2]. X-ray photoemission spectroscopy (XPS) measurements

were performed using a JPS 9200 spectrometer equipped with a Mg Kα x-ray

source (hν = 1256.6 eV). The total energy resolution was about 0.8 eV. The

base pressure of the chamber was in the 10−7 Pa range. The single crystals of

IrTe2 and Ir0.95Pt0.05Te2 were cleaved at 300K under the ultrahigh vacuum and

the spectra were acquired within 24 hours after the cleavage. Binding energies

were calibrated using the Au 4f core-level of the gold reference sample.

4.2 Results and Discussion

Core-level Ir 4f spectra for single crystals IrTe2 and Ir0.95Pt0.05Te2 show the Ir

4f7/2 and Ir 4f5/2 peaks due to the spin-orbit interaction as shown in Fig. 4.1

(a). The Ir 4f core-levels of IrTe2 and Ir0.95Pt0.05Te2 are compared with that

of CuIr2S4 [3]. The formal valences of Ir for IrTe2 and CuIr2S4 are Ir4+ and

Ir3.5+, respectively. At 300K, the Ir 4f7/2 peaks of IrTe2 and Ir0.95Pt0.05Te2 are

located at the lower binding energy than that of CuIr2S4 with Ir3.5+, indicating

that the actual valences of Ir for IrTe2 and Ir0.95Pt0.05Te2 are close to Ir3+. This

is consistent with the Ir L3-edge x-ray absorption spectroscopy and the band-

35
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structure calculation for IrTe2 by Kamitani et al. [4]. On the other hand,

the line shapes of Ir 4f core-level peaks for IrTe2 and Ir0.95Pt0.05Te2 show the

asymmetric line shape commonly due to the screening effect, indicating that

the Ir 5d electrons contribute to metallic conductivity [5]. Therefore, the Ir

5d t2g orbitals of IrTe2 and Ir0.95Pt0.05Te2 are almost fully occupied, but not

completely. Since the valence of Ir is close to Ir3+, the valence of Te should

be Te1.5−, suggesting that the Te 5p orbitals are partially unoccupied. This

picture is consistent with the band structure calculation in which the density

of states near the Fermi level mainly consists of the Te 5p orbitals. The Te

3d core-level spectra for IrTe2 and Ir0.95Pt0.05Te2 are displayed in Fig. 4.1 (c).

The Te 3d5/2 and 3d3/2 peaks are clearly observed. The binding energy of Te

3d5/2 core-level is close to that of pure Te (573 eV), indicating that the Te

5p states are not fully occupied and contribute to the electronic states near

Fermi level. The x-ray absorption spectroscopy confirmed the existence of

Te 5p holes by the pre-edge structure of Te 3d [6]. Indeed, the valence-band

spectra of IrTe2 and Ir0.95Pt0.05Te2 exhibit a peak around ∼2.5 eV below Fermi

level, wheras the spectral weight near Fermi level is rather weak in Fig. 4.1

(c). At hν = 1253.6 eV, the photoionization cross section of Ir 5d is much

larger than that of Te 5p at this photon energy as shown in Fig. 3.5 (b). This

indicates that the electronic states at 2 - 3 eV below Fermi level are dominated

by Ir 5d, while that near Fermi level have more Te 5p character. These results

indicate the strong hybridization between the Ir 5d and Te 5p, namely that

the charge-transfer energy from Ir 5d to Te 5p is small.

The Ir 4f peak width for IrTe2 increases in going from 300K to 40K, while

that for Ir0.95Pt0.05Te2 does not change with temperature, which is consistent

with the our previous XPS results using polycrystalline IrTe2 [7]. On the other

hand, the Te 3d peaks of IrTe2 and Ir0.95Pt0.05Te2 do not show any such changes

with temperature as shown in Fig. 4.1 (c). The Ir 4f peak width increase of

IrTe2 is comparable to that of CuIr2S4, in which an Ir3+/Ir4+ charge ordering

was established with the metal to insulator transition [8]. The Ir 4f peaks for

IrTe2 at 40K can be decomposed into the two components, which are derived

from Ir4+ and Ir3+ components, suggesting the mixed valence state. As shown

in Fig. 4.1 (b), the solid curves indicate the results of Mahan’s line shape

fitting for IrTe2 at 300K and 40K [9]. The Ir 4f peaks at 300K can be easily

fitted using the single component of Ir3+. In going from 300K to 40K, the Ir4+

components appear at higher binding energy than the Ir3+ components. The

energy splitting between the Ir4+ and Ir3+ components for IrTe2 is ∼0.39 eV,

which is comparable to that of CuIr2S4 ∼0.4 eV. This is consistent with the

previous reported value [11, 12]. In general, the binding energy shift ∆E is
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represented by the formula below

∆EB = K∆Q + ∆VM − ∆ER (4.1)

where K is the coupling constant of coulomb interaction between the valence

electrons and core hole, Q is the local charge on the ion, VM is Madelung

potential, and ER is the screening of the core hole potential by conduction

electrons or extra. In IrTe2, the ∆ER should be small, owing to that the Ir

5d electrons are almost occupied. If the difference of Madelung potential VM

is neglected, the binding energy shift becomes ∆EB ∼ K∆Q. The coupling

constant K is expected to be ∼ 1, referred from the binding energy shift of

the different compounds with Ir3+ and Ir4+, respectively [10]. Therefore, the

difference of local charge ∆Q between the Ir3+ and Ir4+ sites is ∼0.39, which

agrees with the value ∼0.4 of Ir 4f core-level shift estimated by the band

structure calculation [13].

4.3 Conclusion

We have performed the core-level photoemission spectroscopy of IrTe2 and

Ir0.95Pt0.05Te2. At 300K, the valences of Ir and Te are close to Ir3+ and Te1.5−,

respectively. Therefore, the Te 5p and Ir 5d electrons contribute to the metallic

conductivity, owing to the small charge transfer energy. The temperature

dependence of Ir 4f core-level spectra shows that the Ir3+/Ir4+ charge ordering

established in the low temperature phase of IrTe2 is suppressed by Pt doping.

This indicates that the suppression of Ir3+/Ir4+ charge ordering is related to

the appearance of superconductivity.
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Figure 4.1: X-ray photoemission spectra taken at 300K and 40K. (a) Ir 4f

core-level spectra for IrTe2, Ir0.95Pt0.05Te2 and CuIr2S4. (b) Temperature de-

pendence of Ir 4f core-level for IrTe2. Solid lines indicate the fitted results. (c)

Te 3d core-level spectra for IrTe2 and Ir0.95Pt0.05Te2. (d) Valence band spectra

for IrTe2 and Ir0.95Pt0.05Te2.
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Chapter 5

Valence-band electronic

structure of Ir1−xPtxTe2

In this chapter, we present the results of angle-resolved photoemission spec-
troscopy (ARPES) using the synchrotron light source in order to investigate
the valence-band electronic structure of Ir1−xPtxTe2 above and below the struc-
tural phase transition. First, we discuss the electronic structure of high tem-
perature phase. In section 5.3.1, the doping effects of Ir1−xPtxTe2 are inves-
tigated. Then, we show the three-dimensional electronic structure and the
roles of spin-orbit interaction of Ir1−xPtxTe2 in the high temperature phase in
sections 5.3.2 and 5.3.3. Finally, the electronic structures of IrTe2 in the low
temperature phase are presented in section 5.3.4.

Main contexts of this chapter have been published as:

• “Important roles of Te 5p and Ir 5d spin-orbit interactions on multi-band

electronic structure of triangular Lattice superconductor Ir1−xPtxTe2” by D.
Ootsuki,T. Toriyama, M. Kobayashi, S. Pyon, K. Kudo, M. Nohara, T. Sugi-
moto, T. Yoshida, M. Horio, A. Fujimori, M. Arita, H. Anzai, H. Namatame,
M. Taniguchi, N. L. Saini, T. Konishi, Y. Ohta, T. Mizokawa,
Journal of Physical Society of Japan, 83, 033704 (2014),

• “Te 5p orbitals bring three-dimensional electronic structure to two dimensional

Ir0.95Pt0.05Te2” by D. Ootsuki,T. Toriyama, S. Pyon, K. Kudo, M. Nohara,
K. Horiba, M. Kobayashi, K. Ono, H. Kumigashira, T. Noda, T. Sugimoto,
A. Fujimori, N. L. Saini, T. Konishi, Y. Ohta, T. Mizokawa,
Physical Review B 89, 104506 (2014).
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5.1 Introduction

First, we would like to mention our previous ARPES study [9]. At hν=23 eV,

the multi-band Fermi surfaces with six-fold symmetry are observed at 300K,

which basically agrees with the band structure calculation. This indicates the

small effect of electron correlation in IrTe2. Across the structural phase tran-

sition, the inner Fermi surfaces are strongly modified and become the straight

Fermi surfaces. Considering the core-level electronic structure of Ir1−xPtxTe2,

as we discussed in chapter 4, and the multi-band Fermi surfaces obtained at

hν=23 eV, the three-dimensional electronic structure of Ir1−xPtxTe2 is ex-

pected. However, the three-dimensional nature of the Fermi surfaces has not

been investigated in Ir1−xPtxTe2. Therefore, we performed ARPES measure-

ments of Ir1−xPtxTe2 (x= 0.00 and 0.05) at various photon energies in order

to study the three-dimensional Fermi surfaces above and below the structural

phase transition.

5.2 Experiment

Single crystal samples of Ir1−xPtxTe2 were prepared using a self-flux method

[1, 2]. Angle-resolved photoemission spectroscopy (ARPES) measurements

were performed at beamline 9A of Hiroshima Synchrotron Radiation Center

(HiSOR) and beamline 28A of Photon Factry (PF). At HiSOR BL-9A, the

total energy resolutions were set to 8 - 23 meV for excitation energies of hν =

17 - 29 eV, respectively. At PF BL-28A, the total energy resolutions were set

to 20-30 meV for the excitation energies from 54 - 79 eV. The base pressures

of the spectrometer for HiSOR BL-9A and PF BL-28A were in the 10−9 Pa,

range. The single crystals of IrTe2 and Ir0.95Pt0.05Te2 which were oriented by

ex situ Laue measurements, were cleaved at 300K and 20K, respectively un-

der the ultrahigh vacuum and the spectra were acquired within 12 hours after

the cleavage. Binding energies were calibrated using the Fermi edge of gold

reference samples.

5.3 Results and discussion

5.3.1 Doping effect of Ir1−xPtxTe2 at high temperature

phase

Fermi surface maps and band dispersions along A-H direction for IrTe2 at

high temperature phase are compared with those of Ir0.95Pt0.05Te2 in Fig. 5.1.

The Fermi surface maps and band dispersions of IrTe2 and Ir0.95Pt0.05Te2 were
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Figure 5.1: Fermi surface maps for IrTe2 at 300K (a) and Ir0.95Pt0.05Te2 at 20K

(b). Dots lines indicate the Fermi surfaces obtained from the band-structure

calculation with the spin-orbit interaction. Band dispersions along A-H direc-

tion for IrTe2 at 300K (c) and Ir0.95Pt0.05Te2 at 20K (d). Solid lines indicate

the band dispersions obtained from the band-structure calculation with the

spin-orbit interaction.
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taken at 300K and 20K, respectively. The photon energy is set to hν=23 eV,

corresponding to the A point. Assuming the rigid band shift, the chemical

potential in Ir0.95Pt0.05Te2 is shifted upwards in the band structure for IrTe2,

since the Pt substitution introduces the 0.05 electrons per Ir into the Ir 5d

and Te 5p bands. The Fermi surfaces and band dispersions using the band

structure calculation with the spin-orbit interaction are shown as the dot lines

and solid lines, respectively in Fig. 5.1. The small hole pockets are formed by

the inner hole bands, while the large Fermi surface is formed by the outer hole

band. The observed inner and outer Fermi surfaces of Ir0.95Pt0.05Te2 become

smaller than that of IrTe2, reflecting the electron doping, and agree very well

with the band structure calculation. Indeed, the energy shift between IrTe2

and Ir0.95Pt0.05Te2 is consistent with the rigid band shift of the calculated

results, indicating that the Pt doping provides electrons to the Ir 5d and Te 5p

bands. It is notable that the Fermi surface and the band dispersion of the high

temperature phase stably exist to low temperature in Ir0.95Pt0.05Te2, indicating

that the Fermi surface and the band dispersion of the high temperature phase

are deeply related to the appearance of superconductivity.

As a result of electron doping, the inner hole pockets of Ir0.95Pt0.05Te2

become smaller than that of IrTe2. In the manner of the saddle point mech-

anism [6], the structural instability should be more enhanced than that of

IrTe2. However, the structural phase transition of Ir0.95Pt0.05Te2 is completely

suppressed. This indicates that the structural phase transition does not orig-

inate from the van Hove singularity. In addition, Kudo et al. have proposed

that Ir1−xRhxTe2 also exhibits structural phase transition and superconduc-

tivity (Tc=2.6K) [3]. The isovalent doping can suppress the structural phase

transition, suggesting that electron doping does not play a crucial role in the

suppression of the structural phase transition.

In Ir1−xRhxTe2, the doping level of Rh is three times higher than that of

Pt in order to suppress the structural phase transition. On the other hand, the

Pt and Pd doping easily destroy the structural phase transition. Considering

the lattice constant, the unit cell volume of Ir1−xRhxTe2 does not change with

the doping, while the change of the unit cell volume is large in Pt doping

[3–5]. Furthermore, the scanning tunneling microscopy (STM) reveals the

patch structure of the superconducting samples due to the chemical strain and

the local impurity state [7, 8]. Therefore, the local disorder is the key role of

the suppression of the structual phase transition.



5.3. Results and discussion 45

Figure 5.2: Fermi surface maps for Ir0.95Pt0.05Te2 in (a) kz - kx plane and (b)

kz - ky plane. kx, ky, and kz are electron momenta along the the Γ-K or A-H

direction, the Γ-M or A-L direction and the Γ-A direction, respectively. Dots

lines indicate the band-structure calculations with the spin-orbit interaction.

5.3.2 Three-dimensional electronic structure at high tem-

perature phase

At high temperature phase, as we mentioned in Chapter 2.2, the three- di-

mensional Fermi surfaces of Ir1−xPtxTe2 are predicted by the band structure

calculation, in spite of its layered structure [2, 14, 15]. It is important to in-

vestigate the electronic structure of high temperature phase, because the high

temperature phase is deeply related to the emergences of structural phase

transition and superconductivity.

Figure 5.2 shows the Fermi surface maps in the kx - kz plane (a) and the

ky - kz plane (b). The dots line indicates the band-structure calculation with

the spin-orbit interaction. The strongly three-dimensional Fermi surfaces are

observed and roughly consistent with the band-structure calculation with the

spin-orbit interaction. As shown in Fig. 5.3, the photon energy dependence of

the Fermi surface maps in the kx - ky plane is compared with the band-structure

calculations for various photon energies. In going from Fig. 5.3 (c) to (g), the

shape of calculated inner Fermi surface changes from the six-fold to three-fold

symmetry, while the outer Fermi surfaces are insensitive. The observed Fermi

surfaces are consistent with the band-structure calculation. According to the

calculation, the inner Fermi surface splits into the small pockets and the shape

of outer Fermi surfaces changes from the three-fold to six-fold symmetry in

the region between Figs. 5.3 (h) and (i). The observed inner and outer Fermi

surfaces in Figs. 5.3 (h) and (i), dramatically change with kz and basically
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Figure 5.3: Fermi surface maps for Ir0.95Pt0.05Te2 at hν = (a) 79 eV, (b) 76

eV, (c) 73 eV, (d) 70 eV, (e) 67 eV, (f) 64 eV, (g) 61 eV, (h) 58 eV, (i) 56 eV

and (j) 54 eV, respectively. Dots lines indicate the band-structure calculations

with the spin-orbit coulpling.

Figure 5.4: Second derivative plots of ARPES spectra for Ir0.95Pt0.05Te2 along

the cuts approximately in the Γ-K, A-H direction taken at hν = (a) 79 eV, (b)

76 eV, (c) 73 eV, (d) 70 eV, (e) 67 eV, (f) 64 eV, (g) 61 eV, (h) 58 eV, (i) 56

eV and (j) 54 eV, respectively.
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agree with the band structure calculation. The photon energy dependence

of the band dispersions is displayed in Fig. 5.4. The band dispersions above

-1.5 eV are sensitive to the photon energy, whereas the those below -1.5 eV

do not strongly depend on the photon energy. The band structures below

-1.5 eV, according to the band structure calculation, are derived from the Ir

5d t2g and the Te 5p orbitals. The Ir 5d t2g orbitals are split into the Ir 5d

a1g and Ir 5d e′g orbitals, under the trigonal ligand field of Ir1−xPtxTe2. As

shown in Fig. 5.5, the Ir 5d a1g and Te 5pz orbitals are directed in the out-of-

plane (z-axis) direction. The Te - Te 5pz orbitals have the larger Te 5p - 5p

transfer integrals between the IrTe2 layers. Thus, the three-dimensional Fermi

surfaces and band dispersions are made by the hybridization between the Ir

5d a1g orbital and the Te 5pz orbital. On the other hand, the Ir 5d eπ
g and

Te 5px+5py orbitals are expected to be two dimensional, because the Ir 5d

eπ
g and Te 5px+5py orbitals are directed in the in-plane (xy-plane) direction.

However, this situation is not consistent with the ARPES result. Considering

the small charge-transfer energy in Ir1−xPtxTe2, the Te 5p orbitals and Ir 5d

orbitals strongly hybridize to each other. Threrefore, all the Ir 5d t2g and the

Te 5p bands exhibit large three dimensionality in spite of the two dimensional

structure of Ir1−xPtxTe2.

5.3.3 Roles of spin-orbit interaction at high tempera-

ture phase

In this section, we compare the observed Fermi surfaces of Ir0.95Pt0.05Te2 with

the band-structure calculations, including the spin-orbit interaction. Figure

5.6 shows the photon energy dependence of Fermi surface maps for Ir0.95Pt0.05Te2

compared with the calculated Fermi surfaces with and without the spin-orbit

interactions. According to the electron doping, the band dispersions with

(without) spin-orbit interaction are shifted by 0.02768 eV (0.02832 eV) from

the undistorted IrTe2. As we mentioned above, the observed Fermi surface

maps for 23, 26, 29 eV agree well with the calculated Fermi surfaces with

spin-orbit interaction for kz = π/c, 9π/c, 8π/c, respectively. The calculations

with and without the spin-orbit interaction indicates that the effect of the

spin-orbit interaction is more significant for the inner Fermi surfaces than the

outer one. Compared with hν = 23 eV, the effect of spin-orbit interaction is

more effective at hν = 29 eV. At hν = 29 eV, there is a big difference between

the calculated Fermi surfaces without spin-orbit interactions and the ARPES

results. On the other hand, the Fermi surfaces calculated with the spin-orbit

interaction are consistent with the ARPES results.

Figures 5.7 (a1-3) and (b1-3) show the band dispersions along A-H and A-L
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Figure 5.5: (a) Crystal strcuture of trigonal Ir1−xPtxTe2. Shapes of Ir 5d t2g

(b) and Te 5p orbitals (c) under trigonal ligand field of Ir1−xPtxTe2. Arrows

indicate the local coordinate axes (x, y, z).

directions, compared with the band structure calculation with and without the

spin-orbit interaction. The spin-orbit interaction produces the band splitting

at -0.5 eV between the inner bands around the A point and that at -0.25 eV

between the inner and the outer bands in the A-H direction. As a result of

the band structure calculation, the inner bands near the A point are mainly

constructed from Te 5px and 5py orbitals. In going from the A point to the H

point, the inner bands tend to have some contribution of the Ir 5d eg orbitals.

On the other hand, the outer bands are derived from the Te 5pz orbitals with

some contribution of the Ir 5d a1g orbitals. Therefore, the band splitting at

-0.5 eV around A point and that at -0.25 eV between the outer and inner

bands can be attributed from to the px ± ipy type and pz ± ipx/pz ± ipy type

Te 5p spin-orbit coupling with some contribution Ir 5d spin-orbit coupling,

respectively.
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Figure 5.6: Fermi surface maps for Ir0.95Pt0.05Te2 at (a) 23 eV, (b) 26 eV,

and (c) 29 eV, respectively. Normalized Fermi surface maps for Ir0.95Pt0.05Te2

at(d) 23 eV, (e) 26 eV, and (f) 29 eV, respectively. Solid lines and Dots

lines indicate the band-structure calculations with and without the spin-orbit

interaction. The band-structure calculations with and without the spin-orbit

interaction for (g) 23 eV, (h) 26 eV, and (i) 29 eV.
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Figure 5.7: ARPES spectra of Ir0.95Pt0.05Te2 along (a1-3) A-H direction and

(b1-3) A-L direction compared with the band-structure calculations with and

without the spin-orbit interaction. The red dots and black curves indicate

the band dispersions calculated with and without the spin-orbit interaction,

respectively. ARPES spectra of Ir0.95Pt0.05Te2 along (c1-3) A-H direction

and (d1-3) A-L direction compared with the band-structure calculations with

(without) the Te 5p (Ir 5d) spin-orbit interaction and that without (with) the

Te 5p (Ir 5d) spin-orbit interaction. The red dots and black curves indicate

the band dispersions calculated with (without) the Te 5p (Ir 5d) spin-orbit in-

teraction and that without (with) the Te 5p (Ir 5d) spin-orbit interaction. The

green arrows indicate the spin-orbit splitting. The blue open circles and trian-

gles indicate the peak positions of the momentum distribution curves (MDC)

and the energy distribution curves (EDC), respectively.
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Figure 5.8: (a) Fermi surface maps for Ir0.95Pt0.05Te2 at 23 eV, and (b) Nor-

malized Fermi surface map for Ir0.95Pt0.05Te2 at 23 eV. The band-structure

calculation with (without) the Te 5p (Ir 5d) spin-orbit interaction and that

with (without) the Ir 5d (Te 5p) compared with the Fermi surface map at

23 eV. (c) The band-structure calculation with (without) the Te 5p (Ir 5d)

spin-orbit interaction and that with (without) the Ir 5d (Te 5p) for 23 eV.

In order to clarify the different roles of the Te 5p and Ir 5d spin-orbit-

coupling, Figures 5.8 and 5.7 (c1-3),(d1-3) show the Fermi surface maps and

the band dispersions of Ir0.95Pt0.05Te2 along the A-H and A-L directions, com-

pared with the band-structure calculations with (without) the Te 5p (Ir 5d)

spin-orbit interaction and that without (with) the Te 5p (Ir 5d) spin-orbit in-

teraction. The Fermi surface maps agree with the band-structure calculations

with (without) the Ir 5d (Te 5p) spin-orbit interactions than that with (with-

out) the Te 5p (Ir 5d) spin-orbit interaction in Fig. 5.8. This indicates that

the Ir 5d spin-orbit interaction is more important for the inner Fermi surfaces.

Although the Te 5p spin-orbit interaction induces the band splitting at -0.25

eV between the inner and outer bands in the A-H cut, the magnitude of the

splitting is much more enhanced by the inclusion of the Ir 5d spin-orbit cou-

pling. Therefore, the spin-orbit coupling between the Ir 5d a1g and Ir 5d eg

orbitals substantially contributes to the coupling between the inner and outer

bands, while the inner and outer bands are mainly characterized by the Te 5p

orbitals.

In Ir1−xPtxTe2, the inner and outer bands are very close to each other near

the Fermi level along the A-H direction, and the Te 5p and Ir 5d spin-orbit

interactions introduce the strong entanglement between the spin and orbital

parts of the electrons. The recent ARPES study on Sr2RuO4 revealed that

the strong spin-orbital entanglement provides mixing of spin-singlet and spin-

triplet Cooper pairs and may cause an exotic superconducting state [13]. Since

the magnitude of the spin-orbit interaction in Ir0.95Pt0.05Te2 is much stronger

than that in Sr2RuO4, one can expect stronger mixing between spin-singlet
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Figure 5.9: (a) Fermi surface map for IrTe2 at hν = 23 eV. (b) Relation between

the trigonal (black) and the triclinic (blue) Brillouin zone. (c) ARPES spectra

of IrTe2 along the Γ-K or A-H direction (kx direction) taken at 20 K and hν =

32, 29, 26, 23, 20, and 17 eV. The dotted lines roughly indicate the Fermi wave

number at which the surface band crosses the Fermi level. (d) Fermi surface

map in the kx - kz plane. kz is the electron momentum perpendicular to the

cleaved surface.

and spin-triplet Cooper pairing in Ir0.95Pt0.05Te2.

5.3.4 Electronic structure of IrTe2 at low temperature

phase

We have observed the drastic change of the Fermi surface with the structural

phase transition in the previous ARPES study [9]. These data were collected

at the photon energy hν = 23 eV which corresponds to the A point in the

hexagonal Brillouin zone. At the low temperature phase, the straight Fermi

surface was observed, indicating the Ir 5d and/or Te 5p orbital symmetry

breaking. This result is, however, inconsistent with the band structure calcu-

lation [10,11]. Therefore, we have measured the photon energy dependence of

ARPES in order to clarify the origin of the straight Fermi surface observed in

IrTe2. Figure 5.9 shows the Fermi surface map taken at hν = 23 eV and the
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band dispersions along A-H (Γ-K) direction taken at hν = 32, 29, 26, 23, 20,

and 17 eV. The Fermi surface map at hν = 23 eV exhibits the straight Fermi

surface which was reported in our previous ARPES study [9] in Fig. 5.9 (a). In

Fig. 5.9 (c), the one-dimensional band dispersions, which create the straight

Fermi surfaces, do not depend on the photon energy, while the spectral weight

depends on the photon energy. The Fermi surface map in kz − kx plane is

displayed in Fig. 5.9 (d). Here, kx is the momentum along A-H direction, and

kz is the momentum perpendicular to the surface. The red dots represent the

kF positions corresponding to the straight Fermi surfaces taken at hν = 32,

29, 26, 23, 20, and 17 eV. This result indicates that the straight Fermi sur-

faces do not change appreciably with the photon energy. In contrast, the other

complicated Fermi surfaces strongly depend on the photon energy. Therefore,

the straight Fermi surface originates from the surface state of IrTe2. On the

other hand, the complicated Fermi surfaces with the strong kz dependence can

be assigned to the bulk of IrTe2 with Ir/Te orbital and charge order.

• Surface state of IrTe2 at low temperature phase

First, we describe the surface state of IrTe2 at the low temperature phase.

The straight Fermi surfaces are derived from the very one-dimensional

band dispersion along the kx direction. Here, it should be noted that

the kink structures of the one-dimensional band dispersion are observed

near the Fermi level in Fig. 5.10. In order to determine the energy

scale of kink structures, we estimated the MDC peak width ∆k and

∆k multiplied by the group velocity vG. The energy positions of the

kink structures are located at ∼47 meV and ∼110 meV. Compared with

the bulk sensitive Raman spectroscopy, the energy scales of the kink

structures ∼47 and ∼110 meV are completely different from the reported

phonon modes of ∼21.7, ∼20.5, ∼16.9, ∼16.3, ∼15.6, and 14.6 meV [12].

This result suggests that the observed kink structures originate not from

the bulk state of the low temperature phase but from the surface state

with the relatively large phonon modes. In addition to the main one-

dimensional band dispersion, several branches are clearly observed well

below the Fermi level in Fig. 5.10. Figure 5.10 shows the photon energy

dependence of energy distribution curve (EDC) obtained from kx = -

0.17Å−1 in Fig. 5.10 (c). The peak structures of EDCs correspond to

the several branches of the one dimensional band dispersion and do not

depend on the photon energy. This indicates that these branches are the

surface states as well as the one-dimensional band dispersion. In order

to further clarify the several branches, we subtracted Shirley background
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Figure 5.10: (a) One-dimensional band dispersion along the A-H direction (kx

direction ) taken at hν = 23 eV. Red and blue dots represent the peak positions

obtained from MDCs and EDCs, respectively. (b) MDC peak width ∆k and

∆k multiplied by the group velocity vG. The positions of the kink structure at

∼ 47 meV and ∼ 110 meV are shown by the blue arrows. (c) The broad range

dispersion of (a) and the background substructed EDC. (d) Photon energy

dependence of EDCs obtained from kx= -0.017Å. Red dotted lines correspond

to the peak positions of EDCs.
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from EDC as shown in Fig. 5.10 (b). These branches suggest that the

electrons are confined along the y and z directions. Since the velocity

of the confined electron VF is ∼ 1 eV/Å−1 and the energy separation

between the neighboring branches ∆E is ∼ 0.15 eV, the length scale of

the confinement would be πVF /∆E ∼ 21 Å. This value is comparable to

the distance between the stripes of the Ir-Ir dimers at distorted phase.

Therefore, the one-dimensional band dispersion runs along the stripe of

Ir-Ir dimers and is accompanied by several branches which can be derived

from the quantization in the perpendicular direction to the stripe.

• Bulk state of IrTe2 at low temperature phase

As we mentioned above, the observed band dispersions can be distin-

guished into the surface state and the bulk state by using the photon

energy dependence. For example, the observed band dispersions at kx

∼ 0 and -0.4 Å for hν = 17 and 20 eV (marked by the closed triangles

in Fig. 5.9 (c)) disappear from the different photon energies. This in-

dicates that the obtained band dispersions include not only the surface

state but also the bulk state. Figure 5.11 shows the Fermi surface maps

and band dispersions taken at hν = (a) 32 eV, (b) 29eV , (c) 26 eV, (d)

23 eV, (e) 20 eV, and (f) 17 eV. The straight Fermi surfaces are clearly

observed from hν = 32 to 23 eV. Considering the Brillouin zone at low

temperature phase as shown in Fig. 5.11, the Fermi surfaces at hν = 20

and 17 eV should be the same Fermi surfaces at hν = 26 eV and 29 eV,

respectively. However, the shapes of Fermi surfaces of hν = 20 and 17

eV are appreciably different from those of hν = 32 - 23 eV. Although

the several branches of the one dimensional band dispersions, as we dis-

cussed above, are observed over the whole measured photon energy as

shown in Fig. 5.11, the spectral weights of the straight Fermi surface

of hν = 20 and 17 eV are relatively suppressed. The band dispersions

do not change in going from hν = 32 to 23 eV. In contrast, the band

dispersions at hν = 20 and 17 eV deviate from those of hν = 32 to 23

eV. In particular, the electron-like band around kx = 0 Å are observed in

hν = 20 eV (Fig. 5.11 (f3)). These results indicate that the bulk feature

of Fermi surfaces is emphasized in hν = 20 and 17 eV. Therefore, we

compare the observed Fermi surfaces taken at hν = 20 and 17 eV with

the calculated Fermi surfaces in order to determine the ground state of

low temperature phase. Figures 5.12 (a) and (c) show the Fermi surfaces

at hν = 20 eV and 17 eV, compared with the band structure calculation

with the superstructure q1/5 unfolded into the hexagonal Brillouin zone

for different kz in Figs. 5.12 (b) and (d) [10]. The observed Fermi sur-

faces maps taken at hν = 20 eV and 17 eV are in good agreement with
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Figure 5.11: (a) Relation between the trigonal (black) and the triclinic (blue)

Brillouin zone in kz - kx plane and kz - ky plane. Fermi surface maps, broad-

range band dispersions, and near-EF band dispersions taken at hν = (b1-b3)

32 eV, (c1-c3) 29eV , (d1-d3) 26 eV, (e1-e3) 23 eV, (f1-f3) 20 eV, (g1-g3) 17

eV, respectively.
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the calculated Fermi surfaces for kz = 0.4 and 0.3 [10]. The ARPES data

taken at hν = 20 eV and 17 eV are corresponding to the red and orange

arrows in the Brillouin zone at the low temperature phase in Fig. 5.12

(f). The band structure calculation predicts that the Fermi surfaces con-

sist of the five hole bands. The two cylindrical hole pockets are located

at the Y point. The M-shaped hole band dispersions along X′-V′ di-

rection cross the Fermi level near the X′ point and create the electron

pockets. The observed band dispersions in cuts #1 and #2 clearly show

the electron-like and the hole-like band dispersions. Compared to the

calculated Fermi surface, the electron-like band corresponds to the elec-

tron pocket around X′ point. On the other hand, the positions of hole

bands are roughly consistent with the band structure calculation. The

observed Fermi surfaces and band dispersions basically agree with the

band structure calculation with the superstructure q1/5. Consequently,

we conclude that the ground state at low temperature phase with the

modulation vector q1/5 is realized, which is consistent with the result of

x-ray diffraction measurement by Toriyama et al. [15].

5.4 Summary

We have performed the photon energy dependence of angle-resolved photoe-

mission spectroscopy using the synchrotron light source in order to investigate

the electronic structure of Ir1−xPtxTe2. First, we summarize the electronic

structure of the high temperature phase. At the high temperature phase, the

three-dimensional Fermi surfaces and the band dispersions of Ir1−xPtxTe2 qual-

itatively agree with the band structure calculation with the spin-orbit interac-

tion. The three-dimensionality comes from the strong Te 5p - 5p hybridization

and the heavily mixing between the Ir 5d t2g and Te 5p orbitals. The effects of

the Ir 5d and Te 5p spin-orbit interactions are emphasized in the region where

the inner and the outer bands close to each other, which may introduce the

exotic superconducting state.

Then, we summarize the electronic structure of the low temperature phase.

At the low temperature phase, the observed Fermi surfaces and band disper-

sions can be distinguished from the surface state and bulk state by using the

photon energy dependence. The straight Fermi surface, which made by the

very one-dimensional band dispersions, and the several branches do not change

with the photon energy suggesting the surface state. The one-dimensional band

dispersion exhibits the kink structures with the large phonon mode. In addi-

tion to the main one-dimensional band, the observed several branches suggest

that the electrons are confined along the y and z directions. The bulk fea-
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Figure 5.12: Fermi surface maps of IrTe2 for (a) hν = 20 eV and (c) 17 eV taken

at 20K. The photon energies of hν = 20 eV and 17 eV coressponds to kz ∼0.4

and 0.3, respectively. Band structure calculations with the superstructure q1/5

unfolded into the hexagonal Brillouin zone (b) kz = 0.4 and (d) 0.3 [10]. (e)

An enlarged view of Fermi surface maps (a) and (d). (f) Brillouin zone of

low temperature phase in kz - ky plane. Fermi surface maps for hν = 20 eV

and 17 eV are corresponding to the red and orange arrows. (g) Illustration of

the Fermi surface with the superstructure q1/5 at low temperature phase. The

band calculation [15] is used as reference. The green arrows correspond to the

cuts #1 - 4 of (e). (h)-(k) Band dispersions and its second derivative plots

along the cuts #1 - 4. The Fermi wave number kF is marked by the closed

triangle.
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tures of the Fermi surfaces and band dispersions are basically consistent with

the band structure calculation with the superstructure q1/5. Therefore, the

observed Fermi surfaces show the realization of a novel two-dimensional elec-

tronic structure which is totally different from the three-dimensional Fermi

surfaces of the high temperature phase. The drastic change of the dimension-

ality indicates that the charge-orbital ordering is governed by the local Ir-Ir,

Ir-Te, and Te-Te bonding.
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Chapter 6

Angle-resolved photoemission

microscopy of IrTe2

In this chapter, we describe the spatial distribution of electronic structure in

IrTe2 using the angle-resolved photoemission microscopy.

6.1 Introduction

In chapter 5, we have investigated the electronic structures of the high tem-

perature phase and the low temperature phase. The observed Fermi surfaces

at the high and low temperature phases are basically consistent with the pre-

diction of the band structure calculation by Toriyama et al. and Pascut et

al. [1, 2]. Across the structural phase transition, IrTe2 exhibits the drastic

change of the conducting planes with symmetry breaking. When a solid un-

dergoes a first order phase transition with some symmetry breaking, the high

temperature phase and the low temperature phases often coexist and form do-

mains with the finite temperature range. Therefore, we have investigated the

spatial distribution of the electronic structure by angle-resolved photoemission

microscopy.

6.2 Experiment

Single crystal samples of IrTe2 were prepared using a self-flux method as re-

ported in the literatures [3]. The photoemission microscopy results were ob-

tained on the spectromicroscopy beamline at the Elettra synchrotron facility at

Trieste [4]. Photons at 27 eV and 74 eV were focused through a Schwarzschild

objective, to obtain a submicron size spot. This allows us to map the inho-

mogeneous distribution of the electronic structure at the Fermi level as well
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as that of the core levels. For the present measurements the total energy res-

olution was about 50 meV while the angle resolution was limited to 1 degree.

The measurements were performed in ultra-high vacuum on an in-situ pre-

pared surfaces. A standard photoemission microscopy procedure was used to

remove topographic features from the images presented [5]. The single crystal

IrTe2 was cleaved at 300K under the ultra high vacuum.

6.3 Results and discussion

Figure 6.1 shows the temperature evolution of the photoemission intensity

images. Each pixel corresponds to the integrated value of the photoemission

intensity. At 300K, the photoemission intensity image does not show any real-

space structure as shown in Fig. 6.1 (a). When the sample was cooled to 286K,

the real-space stripy structures appear in the photoemission intensity image

(Fig. 6.1 (b).). The contrast between bright and the dark regions becomes

clear and the stripy domains are observed in going from 279K to 267K well

below the structural phase transition. The high and low intensities directly

reflect the difference of the electronic structure. Figure 6.2 (a) shows the

photoemission spectra at 300K and 267K. Each spectrum shows the several

structures (marked by the bars in Fig. 6.2 (a)).

The photoemission spectrum of the bright region at 267K is similar to

that taken at 300K. On the other hand, the photoemission spectrum at 300K

is different from that of dark region at 267K. The difference between these

photoemission spectra can be seen clearly. Compared with the photoemis-

sion spectrum at 300K, the structure from -0.7 eV to -1.7 eV is broadened

in the photoemission spectrum of the dark region, reflecting the formation of

the stripe-type charge ordering. The photoemission spectrum obtained from

the dark region at 267K is roughly consistent with the previous results of

the photoemission spectroscopy and the band structure calculation of the low

temperature phase [1, 2, 7].

In order to discuss the detail of the difference between the bright and dark

regions, we have performed the angle-resolved photoemission spectroscopy

(ARPES) at 300K and 230K. Here, we prepared the new cleavage surface and

confirmed the reproducibility of the photoemission spectra and the appearance

of the bright and dark stripes at 230K. The band dispersions at 300K and 230K

are displayed in Figs. 6.2 (b)-(d). The band dispersion at 300K qualitatively

agrees with the band structure calculation [9].

Across the structural phase transition, the band dispersion of the bright

region is basically similar to that of 300K. However, the difference between

the band dispersions of 300K and that of the bright and dark regions at 230K
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Figure 6.1: Image of photoemission intensity integrated in the energy window

from 0.1 to -2.3 eV, image of normalized photoemission intensity, distribution

of photoemission intensity, and volume plot of normalized photoemission inten-

sity taken at (a) 300K, (b) 286K, (c) 279K, (d) 267K, (e) 257K, (f) 284K, and

(e) 290K. (h) Temperature dependence of the relative population between the

bright and dark regions. The resistivity on cooling (blue circles) and heating

(Red circles) [3]. Color map indicates the difference between the resistivities

on cooling and heating.
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Figure 6.2: (a) Photoemission spectra at 300K and 257K. The data at 257K are

obtained from the bright and dark regions in Fig. 6.1 (e). (b) Band dispersion

at 300K. Band dispersions of (c) the bright region and (d) the dark region

at 230K. The dots curves indicate the band strcutrue calculation for hν = 27

eV [9]

exists. The energy splitting between the two spectral peaks around -1.0 eV at

the zone center increases in going from 300 K to 230 K (bright) to 230 K (dark).

This behavior agrees with the prediction by the band structure calculation,

reflecting the charge ordering at the low temperature phase [8]. Therefore,

the bright region below the structural phase transition would be different from

the high temperatrue phase, although the bright regions supposed to have the

electronic structures similar to the high temperature phase.

In the bright region, the energy splitting becomes smaller in going from

the dark region to the bright region marked by the green arrows in Figs. 6.2

(b)-(d). Based on this result, one can speculate the origin of the dark region.

One possibility is that the coexistance of the low temperature phases with the

superstructure q1/5 and the other modulation vector such as q1/8 induces the

reduction of the splitting width. Ko et al. have suggested the structural phase

transition from q1/5 to q1/8 phase with temperature by x-ray diffraction mea-

surement and also reported the difference of the photoemission spectra accord-

ing to the different superstructure [7]. However, the photoemission spectra of

the q1/5 phase and q1/8 phase do not show the splitting as we observed. There-

fore, we exclude the coexistence of the two low temperature phases. Another

possibility is that the anisotropic pressure effect from the neighboring dark

domains causes the splitting of the spectral weight, but the stripe-type charge

order is still suppressed in the bright region.
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Figure 6.3: Image of photoemission intensity integrated in the energy window

from 0.1 to -2.3 eV, image of normalized photoemission intensity, and volume

plot of photoemission intensity taken at (a) 276K, (b) 290K,(c) 261K

In the dark region, the band dispersion is similar to the previous ARPES

result in very low temperature which were discussed in chapter 5. However,

it should be noticed that the observed band dispersion should contain the

bulk and surface states as we mentioned in chapter 5. The surface states are

relatively emphasized near the Fermi level in the photon energy hν=27 eV.

However, the band structures well below the Fermi level depend on the photon

energy, reflecting the bulk states. Furthermore, the effect of the surface state

is avoided since the spectral features at the zone center in the dark region are

away from the one-dimensional band dispersion and its branches. Therefore,

the dark region corresponds to the stripe-type charge order phase with the

superstructure q1/5 which are identified by the various experiments [1, 2, 8, 10]

The direction of stripy domains can be rotated by annealing. After keep-

ing the sample at 300K for 8 hours, the sample was cooled to 276K and the

photoemission intensity image of the same region of Fig. 6.1 was taken which

is displayed in Fig. 6.3. The vertical stripy domains are observed at 276K.

Compared with the stripy domain in Fig. 6.1, the direction of the stripy do-

main is rotated by ∼120 degrees. Therefore, the direction of stripy domains is

closely related to the Ir - Ir bond direction. Most probably, the rotation of the

domains is governed by the rotation of the stripe-type charge order as shown

in Fig. 6.4. Indeed, these stripy domains are confirmed above and below the

structural phase transition in Figs. 6.3 (a)-(c). The normalized photoemission

intensity images are displayed in Fig. 6.3. In the normalized images, the do-

mains are not observed, while the raw data and the volume plots taken from

the raw data clearly show the difference between the bright and dark regions.

This indicates that the difference of the photoemission spectra between the
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Figure 6.4: (a) Crystal structure at low temperature phase with the super-

structure q1/5. Schematic picture at the low temperature phase rotated by (b)

tilted stripe and (c) vertical stripe, visualized by using the software package

VESTA [11].

Figure 6.5: Image of photoemission intensity integrated in the energy window

from 0.1 to -2.3 eV at 110K.
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bright and dark regions becomes small, compared with that of the tilted stripy

domains as shown in Fig. 6.1. This observation is consistent with the fact

that the vertical stripes are missing in Fig. 6.1 (b), where the stripy domains

along the other two directions are observed. The suppression of the difference

between the bright and dark regions can be explained by the polarization de-

pendence of the light. In the present experiment, the data were collected using

the linear polarized light, which has the polarization vector in the horizontal

plane. The vertical stripes are perpendicular to the polarization vector in

this setup. In consequence, the difference between the bright and dark region

should be small.

The photoemission intensity distribution of pixels is plotted in Fig. 6.1.

In order to quantify the evolution of the stripy domains, the photoemission

intensity distributions are fitted to two Gaussians, which correspond to the

dark region and the bright region, respectively. Although the photoemission

intensity distribution shows the single peak (red curve) at 300K in Fig. 6.1

(a), the different peak (blue curve) on the lower intensity side appears at 286K,

according to the emergence of the domains in Fig. 6.1 (a). Note that the clear

single domains are still not observed at 286K, while the domains start to grow.

In going from 286K to 279K (Fig. 6.1 (c)) and 257K (Fig. 6.1 (d)), the

peak on the lower intensity side (blue curve) becomes dominant according to

the decrease of the peak on the higher intensity side (red curve). On heating

from 257K to 284K, the dominant peak on the lower intensity side decrease

and disappears at 290K. Therefore, the peaks on the lower (higher) intensity

side can be assigned to the dark (bright) region with (without) the stripe-

type charge order. These results indicate the coexistence of the bright and

dark regions. Figure 6.1 (h) shows the relative population between the bright

and dark regions. The relative population between the bright and dark re-

gion clearly shows the step-like behavior just below the structural transition

temperature. The stripe-type charge order of the dark region does not show

hysteresis or has very small hysteresis if it exists. On the other hand, the bright

region remains down to 257K without appreciable shrinking. Interestingly, the

stripy domains are still observed at 110K as shown in Fig. 6.5, indicating that

the two different phases coexist below the structural phase transition. Here,

one can speculate that the hysteresis observed in the resistivity and the scan-

ning tunneling microscopy is related to the robustness of the mesoscopic stripy

domain.
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6.4 Summary

We have performed the angle-resolved photoemission microscopy in order to

investigate the spatial distribution of the electronic structure. The mesoscopic

stripy domain derived from the stripe-type charge order of the low tempera-

ture phase is observed. The observed bright and dark regions can be assigned

to the two phases with and without the stripe-type charge order, respectively.

Interestingly, the stripy domain remains down to 110K, indicating that the

two different phases coexist below the structural phase transition. The two

phases with and without the stripe-type charge order have the different vol-

umes. Therefore, the stripy domain of the stripe-charge order state is under

anisotropic strain from the neighboring domains. The strain is expected to

enhance the orbital anisotropy of the Te 5p and Ir 5d orbitals and to align

direction of charge stripe.
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Chapter 7

Anisotropic superconducting

gap of Ir1−xPtxTe2

7.1 Introduction

In this section, we describe the superconducting gap properties of Ir1−xPtxTe2,

which belongs to the weak-coupling regime. The geometry of Fermi surfaces for

Ir1−xPtxTe2 strongly depends on the spin-orbit interaction, as we discussed in

Chapter 3. The strong spin-orbit interaction induces the entanglement between

the spin and orbital parts of electrons and may cause an exotic superconduct-

ing state. On the other hand, the superconductivity is deeply related to the

structural phase transition, showing a dome-like phase diagram. The dome like

phase diagram is also observed in the high-Tc cuprates, iron-based pnictides or

chalcogenides, and heavy Fermion compounds which exhibit exotic supercon-

ductivity. The superconducting gap structure of Ir1−x Ptx Te2 has been stud-

ied by thermal conductivity and scanning tunneling microscopy/spectroscopy

(STM/STS) [1,2]. The thermal conductivity measurement shows that the field

dependence of residual linear term κ0/T is similar to that of s-wave supercon-

ductor Cu0.06TiSe2, suggesting nodeless superconductivity in Ir1−x Ptx Te2 [1].

This is consistent with the superconducting gap measurement of Ir0.95Pd0.05Te2

by the STM/STS measurements [2]. These measurements indicate a nodeless

s-wave superconductivity for doped IrTe2. In order to investigate the super-

conducting gap, we performed the low-temperature and high-energy resolution

laser ARPES at Shin group in ISSP, University of Tokyo.
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Figure 7.1: (a) Brillouin zone of high temperature phase. The dots curve

corresponds to the Fermi surface map taken at hν = 6.994 eV. Orbital-resolved

Fermi surface corresponding to Fermi surface map taken at hν = 6.994 eV. (b)

Te 5px+y, (c) Te 5pz, (d) Ir 5d a1g, (e) Ir 5d eσ
g , and (f) Ir 5d eπ

g , respectively [16].

7.2 Experiment

Single crystal samples of Ir0.95Pt0.05Te2 (Tc= 3.1K) were prepared using a self-

flux method [3,4]. Laser-ARPES measurements were performed at Shin group

in Institute for Solid State Physics (ISSP), University of Tokyo using a VUV-

laser of hν = 6.994 eV as a photon source. The photon energy hν = 6.994

eV corresponds to kz located at the middle between Γ and A points in the

Brillouin zone of the high temperature phase as shown in Fig. 7.1 (a). Figures

7.1 (b)-(f) show the orbital-resolved Fermi surfaces for the corresponding kz

value. The outer and inner Fermi surfaces mainly consist of the Ir 5d eπ
g

and the Te 5px+y orbitals, respectively. The energy resolution and angular

resolution were set to 470 µeV and ∼ 0.1◦, respectively. The values of energy

resolution and sample temperature were confirmed from fitting the Fermi-edge

of sample convoluted by a Gaussian with full width at half maximum. The

base pressure of the spectrometer for Laser-ARPES instrument was in the

10−11 Torr range. The single crystal of Ir0.95Pt0.05Te2 which was oriented by

ex situ Laue measurements, was cleaved at 2.5K under the ultrahigh vacuum

and the spectra were acquired within 8 hours after the cleavage.
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Figure 7.2: Fermi surface maps of Ir0.95Pt0.05Te2 taken at hν = 6.994eV for

sample A (a) and sample B (b), respectively. Solid lines indicate the Fermi sur-

faces obtain from the band structure calculation. The blue and pink markers

indicate the positions of kF for the outer and inner Fermi surfaces, respectively.

Expanded Fermi surface maps of Ir0.95Pt0.05Te2 for sample A (c) and sample

B (d), respectively. The integration energy window is ±5 meV from EF .

7.3 Results and discussion

We performed the supercoducting gap measurements on the inner and outer

Fermi surfaces to investigate Fermi surface dependence of the superconduct-

ing gap structure of Ir0.95Pt0.05Te2. The Fermi surface maps of Ir0.95Pt0.05Te2

taken at hν = 6.994 eV are displayed in Figs. 7.2 (a) and (b). The pink and

blue markers indicate the position of kF for the inner and outer Fermi surfaces.

The outer and inner Fermi surfaces are clearly observed, which is consistent

with the prediction of band structure calculation with the spin-orbit interac-

tion. Figure 7.3 shows the momentum distribution curves (MDCs) and the

band dispersions corresponding to the cuts in Figs. 7.2 (c) and (d). The po-

sitions of Fermi momentum (kF ) for the inner and outer Fermi surfaces are

determined by fitting MDCs to the Lorentzians as shown in Fig. 7.3. The en-

ergy distribution curves (EDCs) at kF for the inner and outer Fermi surfaces
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Figure 7.3: Momentum disribution curves (MDCs) at EF and band disper-

sions of Ir0.95Pt0.05Te2 taken at hν = 6.994eV for sample A (a) and sample B

(b) along the cuts shown in Figs. 7.2 (c) and (d). Each MDC was fitted to

Lorentzians (overlaid black lines).

taken at 1.8K and 5K are shown in Figs. 7.4 (a) and (c). The leading-edge is

shifted below Tc, whereas the coherent peak of superconducting state is not

obviously observed for all kF . The EDCs were symmetrized with respect to EF

in Figs. 7.4 (c) and (e). The symmetrized EDCs of the inner and outer Fermi

surfaces show the valley structures at EF , indicating the superconducting gap

opening with some anisotropy in the gap size. There are several methods for

analytically determining the size of the superconducting gap in ARPES study.

For example, a fitting method using Dynes’ function or BCS spectral function,

a symmetrization method, a leading-edge shift of EDCs, and a crossing point

between the EDCs below and above Tc are well-known. However, the weak

coherent peak makes it difficult to estimate the size of superconducting gap.

Therefore, we examined the fitting method, the symmetrization method, and

the crossing energy method in order to quantify the size of superconducting
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Figure 7.4: (a) Fermi angle is defined so that the Γ-K (A-H) direction is

θFS = 0. EDCs and symmetrised EDCs at kF for (b),(c) sample A and (d),(e)

sample B, respectively.
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Figure 7.5: (a),(b) Superconducting gap sizes of the inner and outer Fermi

surfaces derived from the fitting to Dynes’ function, plotted as a function of

Fermi surface angle. The solid circles are obtained from Dynes’ fitting of EDCs

and the open circles are symmetrized by taking into account the hexagonal

symmetry. (c) Superconducting gap sizes and BCS curves for the inner and

outer Fermi surfaces estimated by ARPES. The dashed line indicates the BCS

curves assuming the BCS ratio 2∆0/kBTc = 3.53.

gap. The Dynes’ function is defined by

D(E, ∆, Γ) = Re

[
E − iΓ√

(E − iΓ)2 − ∆2

]
. (7.1)

where ∆ is the superconducting gap, Γ is the phenomenological broadening

factor. The Dynes’ function reflects the total density of states and generally

used in the STM measurement [5]. Compared with Dynes’ function, the fitting

result using the BCS spectral function does not converge to reasonable values.

Therefore, we used Dynes’ function. The results of Dynes’ fitting are indicated

by the solid line in Fig. 7.4. The value of fitting parameter Γ is set to ∼ 0.1∆.

In Fig. 7.5, the superconducting gap sizes of the inner and outer Fermi sur-

faces are plotted as a function of θFS which are obtained by Dynes’ fitting (a),

the symmetrization method (b), and the crossing point (c), respectively. The

solid circles represent the estimated values from EDCs and the open circles

are symmetrized by taking into account the hexagonal symmetry. The super-

conducting gap sizes of the inner Fermi surface and the outer Fermi surface
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Table 7.1: Superconducting gap sizes and BCS ratios for the inner and outer

Fermi surfaces determined by ARPES. kB is the Boltzmann constant.

Dynes’ fitting Inner FS 　Outer FS

∆0(meV) 0.32 ± 0.04 0.28 ± 0.07

2∆0/kBTc 2.40 ± 0.37 2.10 ± 0.75

Symmetrized EDC Inner FS 　Outer FS　

∆0(meV) 0.52 ± 0.05 0.48 ± 0.06

2∆0/kBTc 3.89 ± 0.37 3.59 ± 0.50

Crossing Energy Inner FS 　Outer FS　

∆0(meV) 0.23 ± 0.03 0.21 ± 0.03

2∆0/kBTc 1.72 ± 0.22 1.57 ± 0.22

exhibit the finite values within the measured region which sufficiently covers

the inner Fermi surface. This excludes the nodal superconducting gap and

is consistent with the thermal conductivity measurement [1]. Interestingly,

the superconducting gap size of the outer Fermi surface is suppressed around

θFS = 90◦, indicating the anisotropic superconducting gap. This reduction of

the superconducting gap in the outer Fermi surface is reproduced in the other

procedures. Here, it should noted that we cannot exclude the small anistorpic

superconducting gap of the inner Fermi surface because of the finite error bar.

Considering the conventional phonon-mediated superconductivity, the su-

perconducting gaps of the inner Fermi surface and the outer Fermi surface

should be isotropic, due to the isotropic electron-phonon coupling. However,

the observed superconducting gap shows anisotropy. In 2H-type transition-

metal dichalcogenide NbSe2, the anisotropic superconducting gap is also ob-

served, which exhibits CDW with TCDW ∼ 33 K and superconductivity with

Tc = 7.2 K [7–9]. The anisotropic superconducting gaps are observed in the

outer Fermi surfaces derived from the Nb 4d orbitals. The ratio of ∆min/∆max

∼0.3 for NbSe2 is larger than that of ∆min/∆max ∼0.5 for Ir0.95Pt0.05Te2, where

∆min and ∆max are the minimum and maximum values of the superconduct-

ing gap, respectively. This indicates that the superconducting gap structure

of Ir0.95Pt0.05Te2 is less anisotropic than that of NbSe2. Interestingly, the su-

perconducting gap of NbSe2 does not open on the inner Fermi surface derived

from the Se 4p orbitals, which is in contrast to the finite superconducting gaps

of Ir0.95Pt0.05Te2 on the inner Fermi surface derived from the Te 5p orbitals.
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Rahn et al. have suggested that the anisotropy of superconducting gap for

NbSe2 is partially reflected by the k-dependence of the electron-phonon cou-

pling parameter λ, which is obtained from the kink structure of ARPES [9].

However, the kink structures of Ir0.95Pt0.05Te2 are not observed in our ARPES

measurements.

The superconducting gap measurement gives the superconducting gap sizes

for the inner and outer Fermi surfaces, respectively. The estimated values using

the different procedures are summarized in table 7.1. It should be noted that

the estimations of the superconducting gap value are underestimated by using

the Dynes’ method and the crossing energy. Therefore, the superconducting

gap size obtained from the symmetrized method is relatively reliable in spite

of the large error bar. The large error bar is due to the absence of the sharp

coherent peak. Assuming BCS theory, we estimated the superconducting gaps

∆0. The BCS curves for each FS are displayed in Fig. 7.5 (f). The values

of 2∆0/kBTc, which indicate the coupling strength of the Cooper pairs, are

estimated for the inner Fermi surface and the outer Fermi surface, respectively.

These values obtained from the symmetrized method are in agreement with

the STS measurement of Ir0.95Pd0.05Te2 [2] and comparable to the BCS ratio

3.53, indicating the weak-coupling superconductivity of Ir0.95Pt0.05Te2.

Based on our observation, we discuss the origin of the anisotropic super-

conducting gap of Ir0.95Pt0.05Te2. The superconducting gap of the inner Fermi

surface is more isotropic than that of the outer Fermi surface. Cheong et

al. have proposed that the charge susceptibility exhibits the peak structure

corresponding to the nesting vector q = (1/5, 0,−1/5) in order to explain the

origin of the structural phase transition of IrTe2 [10]. (The several experiments

have pointed out that the structural phase transition of IrTe2 is not driven by

CDW instability [3, 11, 12].) Figure 7.6 shows the one example of the Fermi

surface nesting between the inner and outer Fermi surfaces, corresponding to

q = (1/5, 0,−1/5). The inner Fermi surface at kz = 2/5 exhibits the good

nesting to the outer Fermi surface at kz = 4/5. On the other hand, the outer

Fermi surface at kz = 2/5 is strongly warped around θFS = 90◦. As a result, the

nesting condition of the outer Fermi surface gets worse in going from θFS = 0◦

to 90◦. The imperfect Fermi surface nesting enhances the charge fluctuation,

which induces the anisotropic superconducting gap.

Incidentally, the extended s-wave superconductivity, such as s±-wave and

s++-wave has been discussed in the iron-based superconductor [13–15]. In

Ir0.95Pt0.05Te2, the outer and inner Fermi surfaces are also disconnected to each

other, and mainly constructed from the Ir 5d eπ
g and the Te 5px+ 5py, respec-

tively. One can speculate that the inter-orbital scattering would enhance the

charge and/or orbital fluctuations and induce the anisotropic superconducting
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Figure 7.6: (a) Charge susceptibility χCharge(q) along L’-K-L corresponding to

the superstructure (1/5, 0, -1/5) calculated by Yang et al. [10]. The red arrow

indicates the dominant peak at q∼(1.1/5, 0, -1.1/5). (b) Fermi surface in kz -

ky (ΓMLA) plane. The green arrow indicates the nesting vector corresponding

to the dominant peak in (a). (c) The one example of the Fermi surface nesting.

gap. Furthermore, the effects of the Ir 5d and Te 5p spin-orbit interactions are

emphasized in the region where the inner and outer bands close to each other

as we discussed in Chapter 5. The anisotropic superconducting gap would be

induced by the inter or intra band interaction and/or the spin-orbit interaction

of Ir 5d and Te 5p orbitals.

7.4 Summary

We have investigated the superconducting gap structure of Ir0.95Pt0.05Te2 using

the low-temperature and high energy resolution laser angle-resolved photoe-

mission spectroscopy. We observed the nodeless anisotropic superconducting

gap of the inner and outer Fermi surfaces, which is consistent with the thermal

conductivity measument [1]. The value of 2∆0/kBTc is comparable to the BCS

ratio, indicating the weak-coupling superconductivity. Our observation of the

superdoncudicing gap structure indicates the unconventional superconductiv-

ity in Ir0.95Pt0.05Te2.
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Chapter 8

Concluding remarks

In the preceding chapters, we have presented core-level x-ray photoemission

spectroscopy (XPS) and angle-resolved photoemission spectroscopy (ARPES)

of Ir1−xPtxTe2, which exhibits the stripe-type charge order with Ir-Ir dimers

and the superconductivity derived from Te 5p and Ir 5d orbitals.

The XPS shows that the valences of Ir and Te are close to Ir3+ and Te1.5−,

respectively. This indicates the strong hybridization due to the small charge

transfer energy. According to the small charge transfer energy, the Te 5p or-

bitals contribute to the density of states near Fermi level as well as the Ir 5d or-

bitals. The Ir 4f core-level splitting is clearly observed in the low temperature

phase, suggesting the Ir3+/Ir4+ charge ordering and its complete suppression

by Pt doping. Therefore, it is expected that both of the Ir 5d and Te 5p orbitals

govern the physical properties of Ir1−xPtxTe2, such as the stripe-type charge

order with Ir-Ir dimers and superconductivity. In fact, the photon energy de-

pendence of ARPES shows the three-dimensional Fermi surfaces in spite of

its layered structure at the high temperature phase. The three-dimensional

Fermi surfaces are due to the strong Te 5p - 5p transfer integrals along the

out-of-plane direction and the strong hybridization between the Te 5p and Ir

5d orbitals.

As a result of Pt doping, the structural phase transition is suppressed

and superconductivity appears. The observed Fermi surfaces of Ir0.95Pt0.05Te2

stably exist to low temperature, while Pt doping introduces the electrons into

the Te 5p and Ir 5d orbitals. This indicates that the Fermi surfaces of high

temperature phase derived from the Ir 5d and Te 5p orbitals are deeply related

to the appearance of superconductivity. Moreover, the Te 5p and Ir 5d spin-

orbit interactions are effective in the region where the inner and outer bands

are close to each other and may introduce the exotic superconducting state.

At the low temperature phase, the observed Fermi surfaces and band dis-

persions include both the surface state and the bulk state. As for the surface
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state, the one-dimensional band dispersions exhibit the kink structure and its

branches, suggesting the realization of the novel one-dimensional electronic

state. On the other hand, the bulk electronic structure basically agrees with

the band structure calculation with superstructure q1/5. The drastic change

of the dimensionality with symmetry breaking indicates that the stripe-type

charge ordering is governed by the local Ir - Ir, Ir - Te, and Te - Te bonding.

Since IrTe2 undergoes a first order phase transition with symmetry break-

ing, domain formation is expected. We have performed angle-resolved pho-

toemission microscopy in order to investigate the spatial distribution of the

electronic structure accompanied by structural phase transition. At the low

temperature phase, the novel stripy domains are clearly observed and consist

of the bright and dark regions. The bright and dark regions can be assigned

to the two phases with and without the stripe-type charge order, respectively.

These two phases have different volumes and the stripy domains of the stripe-

charge order state is under anisotropic strain from the neighboring domains.

The strain is expected to enhance the orbital anisotropy of the Te 5p and Ir

5d orbitals and to align the direction of charge stripe.

Finally, we have performed the superconducting gap measurements on the

inner and outer Fermi surfaces in order to investigate the Fermi surface de-

pendence of the superconducting gap structure of Ir0.95Pt0.05Te2. Our obser-

vation of the superconducting gap structure clearly shows the anisotropic su-

perconducting gap of Ir0.95Pt0.05Te2. The anisotropic superconducting gap of

Ir0.95Pt0.05Te2 would be induced by the inter or intra band interaction and/or

the spin-orbit interaction of Ir 5d and Te 5p orbitals.
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