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Abstract

Iron-based superconductors (FeSCs) which exhibit the highest transition tempera-
ture (Tc) of ⇠ 55 K have been extensively studied since their discovery in 2008. In
spite of the fact that all the FeSCs share the iron-pnictide/chalcogenide planes like
the CuO2 planes in the cuprates, the Tc’s and the superconducting gap structures dif-
fer between materials and dopants. In particular, superconductors with line nodes
in the superconducting gap have attracted much attention. Nodal superconductivity
in FeSCs is unconventional in that the presence of line nodes is determined not only
by the symmetry of the order parameter but also by sign change of the s-wave order
parameter under the C4 point-group symmetry.

BaFe2(As1�xPx)2 (Ba122P), an isovalently-substituted FeSC, exhibits evidence
for quasiparticle excitations well below Tc from various experimental probes in-
cluding penetration depths, nuclear magnetic resonance, and thermal conductivity.
Since the discovery, the identification of the nodal superconducting gap structure
has been the central focus of FeSC research. However, a consensus has not been
reached because of mutually inconsistent experimental results. To gain further in-
sight into the nodal superconductivity in the P-doped 122 compounds and conse-
quently to solve the dispute on Ba122P, we have performed angle-resolved photoe-
mission spectroscopy study of the three-dimensional gap structure of SrFe2(As1�xPx)2
(Sr122P) in Chap. 3. Reflecting the smaller atomic radius of Sr than Ba, Sr122P has
a more three-dimensional electronic structure along the kz direction. We observed
that, while the three hole Fermi surfaces (FSs) show orbital-dependent supercon-
ducting gaps, the electron FSs show almost isotropic and kz-independent supercon-
ducting gaps. We conclude that there exists a sign change around the Z-X line on
the outer hole FS around the Z point, which leads to the presence of line nodes. We
also found that the spectral weight of the coherence peak is the largest for the inner
hole FS.

Chapter 4 is devoted to time- and angle-resolved photoemission spectroscopy
(TrARPES) of the parent compound BaFe2As2. BaFe2As2 exhibits stripe-type spin-
density- wave (SDW) antiferromagnetic (AFM) order at the Neél temperature (TN )
of 138 K. Below TN , the band structure of the paramagnetic state is folded by the
ordering vector (⇡/a, ⇡/a, 2⇡/c). Our motivation is to optically excite the AFM
ordered state by a pump pulse at a low temperature and to search for an ultrafast
phase transition to the paramagnetic states and subsequent relaxation back to the
SDW state. For this purpose, we have employed a new TrARPES apparatus that
utilizes the rare-gas higher harmonic generation with photon energy h⌫ in the vac-
uum ultraviolet regime. We observed electronic modifications from the folded band



structure within ⇠ 1 ps after the pump pulse, which we interpret as the melting of
SDW.

Chapter 4 is devoted to soft x-ray spectroscopic studies of a new diluted mag-
netic semiconductor (DMS) which has the same crystal structure as the Ba122-
type FeSC. DMSs have attracted much attention as a candidate for future spin-
tronics devices after the discovery of ferromagnetism in Mn-doped GaAs (GaM-
nAs). However, the limited chemical solubility of the magnetic element Mn and
the uncontrollability of the carrier density independently of the magnetic element
concentration are major obstacles to systematic material design.The newly-found
DMS Ba1�xKx(Zn1�yMny)2As2, which has the same crystal structure as the FeSC
BaFe2As2, circumvents these problems and realizes the ferromagnetic transition
temperature as high as 230 K and, therefore, understanding its basic electronic
structure has been highly desired. In the latter half of this thesis, I have studied
the electronic properties by soft x-ray spectroscopies.

First, I show by x-ray absorption and resonance photoemission spectroscopy
that the doped Mn has the valence of 2+ and that the Mn 3d partial density of
states has greatly similarity to that of GaMnAs. Ferromagnetic correlation between
S = 5/2 local magnetic moments mediated by hole carriers is therefore considered
to create ferromagnetism. In addition, I present soft x-ray angle-resolved photoe-
mission spectroscopy (ARPES) of Ba1�xKx(Zn1�yMny)2As2 single crystals. Due
to the longer probing depth of soft rays than vacuum-ultraviolet light, we have suc-
cessfully observed bulk band dispersions. Also, by tuning the photon energy to the
Mn L3 edge, we selectively enhanced Mn 3d-related electronic states, and found
that the Mn 3d impurity band is formed below the Fermi level as in GaMnAs. On
the other hand, the metallic transport may predominantly occur in the host valence
band, rather than in the impurity band as in GaMnAs.

Second, I present x-ray magnetic circular dichroism (XMCD) and resonant in-
elastic x-ray scattering (RIXS) studies using Mn L2,3 edge. XMCD directly reveals
the spin and orbital magnetic moments by the application of spectral sum rules.
RIXS reveals electronic excitations of the Mn impurity. We observed ferromag-
netic XMCD signals with the spin moment of 0.45µB/Mn and the nearly quenched
orbital moment of 0.05µB/Mn. However, the line shape is typical of the high-spin
configurations of d5. These results indicate the presence of competing antiferro-
magnetic and ferromagnetic interactions between Mn local spins. RIXS spectra
show broad peaks from 6 eV to 1 eV in energy loss which originate from d-d orbital
excitations from the ground states. From the comparison with the RIXS spectra of
GaMnAs, we conclude that both the pure 3d5 and charge-transferred 3d5L electron
configurations constitute the ground state of Mn in Ba1�xKx(Zn1�yMny)2As2.

Our studies have thus explicitly demonstrated that the ThCr2Si2-type crystal
structure with chemical flexibility is an ideal stage both for high-temperature super-



conductivity and for carrier-induced ferromagnetism.
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Chapter 1

Introduction

1.1 Iron-based superconductors

1.1.1 Iron-based superconductor family

The discovery in 2008 of superconductivity in Fe-based pnictides [1] was among the
most significant breakthroughs in condensed matter physics during the past decade.
Major efforts by the condensed matter community have been devoted in the few
years to the understanding of the normal state properties of these materials, the
superconducting pairing mechanism, and the symmetry and structure of the pairing
gap.

The family of Fe-based superconductors (FeSCs) is already quite large and
keeps growing. Fig. 1.1 shows the crystal structures of Fe-based superconduc-
tors. It includes various types of materials: 11-type Fe-chalcogenides FeTe1�xSex,
111 systems such as LiFeAs, 1111 systems RFeAsO (R=rare earth element), 122
systems XFe2As2 (X=alkaline earth metals). The key ingredient for superconduc-
tivity is a quasi-two-dimensional layer consisting of a square lattice of iron atoms
with tetrahedrally coordinated bonds to either phosphorus, arsenic, selenium or tel-
lurium anions that are staggered above and below the iron lattice.

Long-range antiferromagnetic (AFM) order is also shared in the parent com-
pounds of FeSCs. As shown in Fig. 1.1 (b), the iron sublattice undergoes a stripe-
type AFM ordering. This AFM state is termed as spin-density-wave (SDW) state,
due to the metallic transport of the system. The finding of the SDW states came
from the neutron scattering experiments. Figure 1.2 shows the temperature de-
pendence of squared magnetic moment determined from elastic neutron scattering
profile at Q = 1.53 Å�1 of LaFeAsO, which corresponds to the AFM ordering
vector [3]. The power-law temperature dependence demonstrates the second-order
AFM phase transitions, and the saturated magnetic moment per Fe is ⇠ 0.35 µB.
While the structural transition occurs at 150 K, the Neel temperature is 138 K. In

1



2 Chapter 1. Introduction

FeSe

LiFeAs
SrFe2As2

Sr3Sc2O5Fe2As2

LaFeAsO/
SrFeAsF

Figure 1.1: Crystallographic and magnetic structures of iron-based superconductors [2].
(a) Five tetragonal structures on which superconductivity emerges. (b) Fe-As layer shared
among iron-based superconductors. Dashed line indicates the size of the unit cell, which
includes two iron atoms due to the staggered pnictogen/chalchogen positions. The ordered
spin arrangement in FeAs-based materials is indicated by arrows.

the orthorhombic state, the distance between the iron atoms with ferromagnetially
aligned nearest-neighbour spins shortens by approximately 1% as compared with
that of the perpendicular direction.

Superconductivity emerges by carrier doping to the SDW parent compound.
Figure 1.3 shows the phase diagrams of LaFeAsO1�xFx [4] and Ba(Fe1�xCox)2As2
[5]. F doping to LaFeAsO and Co doping to BaFe2As2 introduce additional elec-
trons. In the underdoped side, the tetragonal-to-orthorhombic lattice distortion pro-
ceeds the SDW magnetic ordering upon cooling. When the SDW order is sup-
pressed, SC domes appear. In Ba(Fe1�xCox)2As2 (0.04 < x < 0.06), there is a
region where SDW and superconductivity coexist.

Because of the combination of strong bonding between Fe-As sites, the geom-
etry of the FeAs4 tetrahedra plays a crucial role in determining the electronic and
magnetic properties of these systems. For instance, the As-Fe-As tetrahedral bond
angle is an important parameter for optimizing Tc: the optimal Tc are found when
this geometry is close to that of regular tetrahedron ⇠109.47� [6].

The spin dynamics in the SC state was studied by inelastic neutron scatter-
ing. Fig. 1.4 (a) shows the imaginary part of the spin susceptibility �00

(q,!) of
Ba(Fe1.85Co0.15)2As2 in the SC state (T = 4 K) and the normal states (T = 60 and
280 K) [7]. In the normal state (60 K), broad spectrum of �00

(q,!) with its peak
at 20 meV is observed, and it has a linear ! dependence for ! ! 0. In the higher
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Figure 1.2: (a) Temperature dependence of order parameter of LaFeAsO at Q = 1.53 Å�1

determined by neutron scattering. Figure reproduced from Ref. [3].
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Figure 1.3: (a) Phase diagram of LaFeAsO1�xFx [4]. Magnetic and superconduct-
ing transition temperatures are determined by µSR experiments. (b) Phase diagram of
Ba(Fe1�xCox)2As2 [5].
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temperature 280 K, the intensity is suppressed and �00
(q,!) does not show a peak

below 30 meV. In the superconducting state (6 K), we observe the redistribution of
spectral weight to ~!res = 9.5 meV, which is smaller than the SC gap 2�. This
mode is called “resonance peak”, whose intensity is determined by the coherence
factors in the superconducting gap. An anomaly at Tc observed in the temperature
dependence of this peak intensity [Fig. 1.4 (b)] demonstrates that the peak is related
to superconductivity. While the resonance mode is a consequence of the gap open-
ing and not in itself an evidence of the magnetic pairing mechanism, it imposes an
restriction on microscopic theoretical models.
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Figure 1.4: (a) The imaginary part of the dynamical spin susceptibility �00
(q,!) determined

by inelastic neutron scattering. (b) Temperature dependence of �00
(q,!) at three different

energies: within the spin gap (3 meV), the resonance energy (9.5 meV) and above 2� (16
meV). Figures reproduced from Ref. [7].

1.1.2 Symmetry of order parameter and proposed microscopic

pairing mechanisms in iron-based superconductors

The pair wave function of the superconductors �(r1↵, r2�) must be antisymmet-
ric under the exchange of its arguments due to the Fermi statistics. In the singlet
pairing, it is decomposed into the form �(r1↵, r2�) = (i�y)↵��(r1, r2), and the
orbital part�(r1, r2) becomes symmetric with respect to r1 and r2. In other words,
�(R, r) = �(R,�r), where R =

r1+r2
2 is the center-of-mass coordinates and

r = r1 � r2 is the relative coordinates. In the momentum space, the parity of�(k)

is even: �(k) = �(�k).
Further, the gap function�(k) must correspond to an irreducible representation

of the space group of the crystal lattice, or to a superposition of irreducible repre-
sentation of the form, e.g. “s + id”. If one neglects the staggering As atoms that
do not have significant contribution to the electronic states near EF , the Fe atoms
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form a square lattice and the local symmetry group is C4v. The primitive transfor-
mations are (a) ⇡/2 rotations about the (001) (z-)axis (R⇡/4), (b) reflections with the
xz (y = 0) plane (Ixz), and (c) reflections with the diagonal (x = y) plane (Ix=y).
One-dimensional irreducible representations of C4v group with even parity are sum-
marized in Table 1.1. Note that the representative states only reflect the behavior
under the operations of the C4v group.

Table 1.1: Even-parity irreducible representations of the C4v group.

Informal name Notation R⇡/4 Ixz Ix=y Representative state
s A1g +1 +1 +1 const.
g A2g +1 �1 �1 xy(x2 � y2)

dx2�y2 B1g �1 +1 �1 x2 � y2

dxy B2g �1 �1 +1 xy

We consider the gap function in the FeSCs where hole pockets are at the zone
center and electron pockets are at the zone corner. Here for simplicity we ignore the
superposition of irreducible representations since there are only a few experimen-
tal evidences for the superposition states in few materials (e.g. Ba1�xKxFe2As2).
Then �(k) belongs to one of the irreducible representations listed above. Figure
1.5 shows a schematic illustration of proposed gap symmetries that seem to be rel-
evant in FeSCs. They belong either to the A1g representation (“s-wave”) or the B1g

representation (“d-wave”). All of the cases (a)-(d) belong to the A1g symmetry.
Panel (a) shows the s++ wave, where both hole and electron FSs have positive gap.
Panel (b) shows the s± wave, where the order parameter changes sign between the
hole and electron sheets. Both s++ and s± wave have fully-opened gap, which limit
the low-temperature quasiparticle excitations. Panel (c) shows the nodal s++ wave.
Here, the case where there is fully-opened gap on the hole sheet is sketched. SC
gap nodes appear on the electron sheets as a result of anisotropy with in the pock-
ets, and the average gap on them is positive. The nodal s± wave shown in panel (d)
differs only quantitatively from the nodal s++ wave; the average of the SC gap on
the electron sheets is negative. The nodes on (c) and (d) result from the qualitative
details of the pairing interactions, and are not protected by the symmetry. Panel (e)
shows the B1g symmetry (d wave). The sign change under the Ix=y operation in
B1g symmetry dictates that sign change occurs on the hole FS (symmetry-protected
nodes).

Soon after the discovery of LaFeAsO1�xFx, several microscopic models have
been proposed. Mazin et al. [8] pointed out that the superconductivity in LaFeAsO1�xFx

not only is unconventional but shows a sign change between the multiple FS sheets.
Figure 1.6 shows the imaginary and real parts of the noninteracting susceptibility
�0(q,!) =

f(✏k)�f(✏k+q)
✏k�✏k+q�!�i�

at ! ! 0 and qz =

⇡
c

from Ref. [8]. Re�, which con-
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s++ s±

s  ds

Figure 1.5: Schematic illustration of proposed gap structures in iron-based superconductors
with hole pockets at the zone center and electron pockets at the zone corner. The figures
are drawn in the unfolded 1-Fe Brillouin zone. (a) s++ wave. (b) s± wave. (c) Nodal
s++ wave. Nodes appear on the electron sheets, and the average of the gap function on the
electron sheets is positive. (d) Nodal s± wave. The average of the gap function is negative.
(e) d wave.

trols the pairing interactions, has a strong but broad peak near the M point in the
Brillouin zone (BZ) originating from antiferromagnetic spin fluctuations.

Figure 1.6: The imaginary [(a)] and real [(b)] parts of the noninteracting susceptibility
�0(q,! ! 0) reproduced from Ref. [8].

Almost simultaneously, Kuroki et al. [9] constructed a minimal five-band model
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of LaFeAsO1�xFx. The many-body Hamiltonian reads

H =

X

i

X

µ

X

�

"µniµ� +

X

ij

X

µ⌫

X

�

tµ⌫ij c
†
iµ�cjµ�

+

X

i

⇣
U
X

µ

niµ"niµ# + U 0
X

µ>⌫

X

�,�0

niµ�ni⌫�0

� J
X

µ 6=⌫

Siµ · Siµ + J 0
X

µ 6=⌫

c†iµ"c
†
iµ#ciµ#ciµ"

⌘
, (1.1)

where i, j denote the sites and µ, ⌫ the orbitals of Fe 3d. The parameters "µ and
tµ⌫ij are constructed by forming maximally-localized Wannier functions from the
density-functional band structure of LaFeAsO1�xFx. For the interaction terms, they
took the intraorbital Coulomb U = 1.2 eV, the interorbital Coulomb U 0

= 0.9 eV,
the Hund’s coupling J = 0.15 eV, and the pair-hopping J 0

= 0.15 eV. The band
structure and FSs of the model are shown in Fig. 1.7 (a) and (b), respectively. The
band structures near EF comprise all the five Fe 3d orbitals and thus the inclusion of
all the Fe 3d orbitals is necessary. Two holelike bands around the (0,0) point form
two concentric FSs and electron ones are formed at the (⇡, 0) and (0, ⇡) points.
They calculated the susceptibility within the random-phase approximation (RPA)
as shown in Fig. 1.7 (c). Compared with the noninteracting susceptibility in Fig.
1.6 (b), the peak at (⇡, 0), which originates from the nesting between the ↵ and �1
FS sheets, is enhanced by the RPA treatment. To evaluate the gap function in the
SC state, one has to solve the linearized Eliashberg equation,

��l1l4(k) = � T

N

X

q

X

l1l2l3l4

Vl1l2l3l4(q)Gl2l5(k � q)�l5l6(k � q)Gl3l6(q � k), (1.2)

where �lm is the 5⇥5 matrix gap function and G(k) is the electronic Green’s func-
tion [10]. The eigenvalue � is taken as the measure of the strength of the SC insta-
bility. Here, the effective singlet pairing interaction is expressed as

ˆV s
(q) =

3

2

ˆS�̂s(q) ˆS � 1

2

ˆC�̂c(q) ˆC +

1

2

(

ˆS +

ˆC), (1.3)

where

Sl1l2l3l4 =

8
>>><

>>>:

U, l1 = l2 = l3 = l4
U 0, l1 = l3 6= l2 = l4
J, l1 = l2 6= l3 = l4
J 0 l1 = l4 6= l2 = l3

and

Cl1l2l3l4 =

8
>>><

>>>:

U, l1 = l2 = l3 = l4
�U 0

+ J, l1 = l3 6= l2 = l4
2U 0 � J, l1 = l2 6= l3 = l4
J 0 l1 = l4 6= l2 = l3.



8 Chapter 1. Introduction

Kuroki et al. [9] found that the spin fluctuations (the first term in eq. (1.3)) dominate
over the orbital fluctuations (the second term) as long as U > U 0 and focused on the
spin susceptibility. By plugging the spin susceptibility into eq. (1.3) and solving eq.
(1.2), they obtained the gap functions �3 (dY Z) and �4 (dX2�Y 2) as shown in Figs.
1.7 (d) and (e), respectively. The solutions are basically s wave, but change sign
between ↵1 and �1/�2 FSs across the nesting vectors along (0, ⇡) and (⇡, 0).
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Figure 1.7: (a) Band structure of the five-band model of LaFeAsO1�xFx in the unfolded
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n = 6.1. (c) Spin susceptibility �s within the random phase approximation (RPA). (d), (e)
Gap functions for the dY Z [(d)] and dX2�Y 2 [(e)] orbitals, respectively. Figures reproduced
from Ref. [9].

Kuroki et al. further performed five-band model calculations on various crystal
structures. They have found that the pnictogen height from the Fe square lattice
(hPn) can serve as a possible switch between high-Tc nodeless and low-Tc nodal
pairings [11]. Figure 1.8 (a) shows the eigenvalue of the Eliashberg equation as a
function of the internal coordinate of the pnictogen atom zAs and hAs. zAs and hAs

are related by hAs = (zAs � 0.5)⇥ c. For hAs > 0.65 Å, nodeless s-wave solutions
are more stable than d-wave solutions. On the other hand, for hAs > 0.64 Å, the
s-wave solutions become nodal and the eigenvalues of s and d-waves are almost
the same. The monotonic increase of � demonstrates that the large hAs gives rise
to high-Tc nodeless pairing while small hAs leads to low-Tc nodal pairings. The
corresponding gap functions for the s- and d-wave are plotted in Figs. 1.8 (b) and
(c). For the s-wave solution, the gap function for zAs = 0.658 is fully-gapped,
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whereas nodes are formed on the electron FS (band 4) for zAs = 0.6304. For the
d-wave solutions, the symmetry determines that nodes appear on the diagonal line
on the hole FS (band 3) around the (0,0) point, and the FS around (⇡, ⇡) point for
zAs = 0.658.
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Figure 1.8: (a) s-wave and d-wave eigenvalues of the Eliashberg equation as a function of
zAs or hAs. Open (solid) circles for s-wave indicate that the gap is nodeless (nodal). (b)
s-wave gap functions for the model with zAs = 0.6304 and zAs = 0.658 for the filling
factor n = 6.1. (c) d-wave gap functions. Figures reproduced from Ref. [11].

Although the pairing mechanisms based on antiferromagnetic spin fluctuation
exchange have successfully explain experimental results, there still are discrepan-
cies for the s±-wave state. For example, isovalently-substituted materials BaFe2(As1�xPx)2
[12] and SrFe2(As1�xPx)2 [13] have relatively high Tc’s exceeding 30 K with sig-
natures of line nodes in the SC gap, as we will see below. Also, the s±-wave is
expected to be fragile against nonmagnetic impurities due to interband impurity
scattering [14, 15]. However, there are reports suggesting that FeSCs are relatively
robust against impurities [16]. These facts indicate that the s-wave state without
sign reversal can also be a candidate for iron pnictides.

Kontani et al. [17] have proposed that the electron-phonon interaction due to the
Fe-ion oscillation can induce significant orbital fluctuations and these fluctuations
give rise to the strong pairing interaction for the s-wave SC state without sign rever-
sal. The Coulomb potential for a d electron at r from the tetrahedrally surrounding
As3� ions is given by

U±
(r;u) = 3e2

4X

s=1

|r + u�R

±
s |�1, (1.4)

where u is the displacement vector of the Fe ion, and R

±
s is the location of the As3�

ions around the Fe 1 (2) ion in the unit cell. The u-linear term, which gives rise to
the electron-phonon interaction, is expressed as

V ±
(r;u) = ±A[2XZuX � 2Y ZuY + (X2 � Y 2

)uZ ] +O(r

4
), (1.5)
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where A = 30e2/
p
3R4

Fe-As. Denoting the Z2, XZ, Y Z, X2 � Y 2 and XY orbitals
by 1, 2, 3, 4, 5, respectively, the nonzero matrix elements are obtained as

h2|V |4i = ±2a2AuX/7, h3|V |4i = ±2a2AuY /7,

h2|V |2i = ±2a2AuZ/7, h3|V |4i = ⌥2a2AuY /7, (1.6)

where a is the radius of the d orbital. The virtual exchange of phonons gives rise to
the interaction between electrons in different orbitals. Both for Fe 1 and Fe 2, the
phonon-mediated interaction is given by

V24,42 = V34,43 = (2Aa2/7)2D(!l) ⌘ �g(!l),

V22,22 = V33,33 = �V22,33 = �g(!l), (1.7)

where D(!l) = ~/[MFe(!2
l + !2

D)] is the phonon Green’s function. This inter-
action enhances the interorbital scattering, which is less dominant in the Coulomb
interaction [eq. (1.3)] under the condition U > U 0.

Kontani et al. calculated U -g(0) phase diagram as shown in Fig. 1.9 (a).
By using the spin (charge) Stoner factor ↵s(c), the largest eigenvalue of ˆS�0

(q, 0)

( ˆC�0
(q, 0)), the enhancement factor for �s(c) in RPA is expressed as (1� ↵s(c))

�1.
As U increases, AFM spin fluctuation with the nesting vector (⇡, 0) develops, lead-
ing to the s± pairing for ↵s < 1 [9]. On the other hand, as g(0) increases, two dif-
ferent channels exhibit diverging behavior. Figures 1.9 (b) and (c) show the �c

ll0,mm0

for (ll0,mm0
) = (24, 42) and (22, 22), respectively. The former possesses the broad

peak around q = (0, 0). This ferro-orbital fluctuations would bring about the soft-
ening of the shear modulus [18] and reinforce the ferro-orbital ordering below Ts.
The latter is peaked around (⇡, 0), which is induced by multiple scattering along the
nesting vector. In the presence of strong orbital fluctuations and when U is small,
the s++ wave is realized for ↵c < 1.

As another mechanism of the enhancement of the orbital fluctuations, Onari et
al. [19] proposed the importance of vertex corrections to the susceptibilities, which
are neglected in the RPA treatment. They studied the role of vertex corrections
due to the Maki-Thompson and Aslamazov-Larkin (AL) type diagrams. Figure
1.10 shows �c

xz(q) and �c
x2�y2(q) obtained by self-consistent vertex correction (SC-

VC) and RPA for three parameter sets. Compared with RPA, the antiferro-orbital
fluctuations at (⇡, 0) in �c

xz(q) and the ferroorbital fluctuations at (0, 0) are strongly
enhanced by the AL term. This result suggests that the orbital fluctuations can play
as important a role as spin fluctuations even in the case U > U 0, and material-
specific gap functions can emerge as a result of a competition between spin- and
orbital-fluctuations.
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1.1.3 Nodal superconductivity in phosphorous-doped 122 com-

pounds

Superconductivity in FeSCs can also be induced by isovalent substitution of ele-
ments in the parent compounds. Here I review physical properties of two phosphorous-
doped 122 compounds, BaFe2(As1�xPx)2 (Ba122P) and SrFe2(As1�xPx)2 (Sr122P),
which have attracted attention as nodal superconductors. The investigation into
the three-dimensional gap structure of Sr122P in connection with reported data for
Ba122P is the main focus of the present thesis.

Figure 1.11 (a) shows the resistivity curves ⇢xx(T ) of Ba122P with different
doping concentrations. The anomaly of x = 0 at 137 K corresponds to the structural
phase transition (T0) of the parent compound of BaFe2As2. With increasing x, the
room-temperature resistivity monotonically decreases and the anomaly is replaced
by step increase at T0 and a peak at TN . For 0.2 < x < 0.7, superconductivity sets
in at lower temperatures with the maximum Tc = 30 K at x = 0.3, and the SDW
and superconductivity coexist between 0.2 < x < 0.27.

Figure 1.11 (b) shows the resitivity for 0.33  x  0.71 at low temperatures. At
x = 0.33, ⇢xx(T ) exhibits a T -linear dependence in a wide temperature range above
Tc. In the Fermi-liquid theory, the resistivity has the temperature dependence of the
form ⇢(T ) = ⇢0 +AT ↵ with ↵ = 2; therefore the linear-T behavior demonstrates a
typical non-Fermi-liquid behavior. The Hall resistivity RH of x = 0.33 has diverg-
ing behavior of the form �RH = A/T + B, which also indicates the non-Fermi
liquids. As x is increased, the power-law exponents change from 1 to 2 at x = 0.71,
where a typical Fermi-liquid behavior is achieved.

The evolution of lattice parameters upon P doping is plotted in the upper panels
of Fig. 1.11 (c). All of the a-axis, c-axis, and pnictogen height hpn monotonically
shorten with increasing x, reflecting the smaller atomic radius of P than As. Due
to the isovalent nature of P and As, the reduction of the lattice parameter by P sub-
station is often termed as “chemical pressure”. The bottom panel shows the phase
diagram of Ba122P. The SDW order is suppressed with P doping, and supercon-
ducting dome appears between 0.2 < x < 0.7. The normal phase is colored by
the exponent of the resistivity power law, ↵. From the color plot one observes the
non-Fermi-liquid transport in the underdoped regime transforms to a typical Fermi-
liquid in the overdoped regime.

P doping to SrFe2As2 also induces superconductivity. Figures 1.12 (a)-(h) show
the normalized resistivity of Sr122P (0  x  1) [21]. ⇢(300K) does not change by
annealing process. Resistivity shows anomaly at the structural transition tempera-
ture for x = 0, 0.10 and 0.25, and superconducting transition has been observed for
0.25  x  0.60. The annealing process raises the T0 and Tc.

The phase diagram of Sr122P is shown in Fig. 1.12 (i) and the inset shows a
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Figure 1.11: (a) DC resistivity of BaFe2(As1�xPx)2 for several doping levels x. (b) Low-
temperature resisitivity for x = 0.33, 0.41, 0.56, 0.64, and 0.71. The red solid lines indicate
the fits to power-law behavior. The Hall resistance �RH of x = 0.33 is shown in the
inset. (c) Top panels: the evolution of crystal parameters. The a-axis, c-axis and the pnic-
togen height hpn monotonically shrink with increasing x. Bottom panel: phase diagram
of BaFe2(As1�xPx)2. The triangles shows the structural transition temperature T0 and the
black circles show the SDW transition temperature TN . The onset of the superconducting
transition T on

c and the zero resistivity temperature T zero
c are displayed by open- and closed-

squares, respectively. The color in the background represent the power-law exponent esti-
mated from the resistivity. Figures reproduced from Ref. [20].

comparison between Ba122P and Sr122P [21,22]. The TN of the parent compound
SrFe2As2 is 197 K, which is as much as 50 K higher than that of BaFe2As2, and
TN is higher in Sr122P than in Ba122P in the doping range x < 0.3, where AFM
order is present. In the same way as Ba122P, superconductivity in Sr122P appears
as the AFM order is suppressed by P substitution [23]. The Tc of Sr122P reaches
up to 30 K (as grown) or 33 K (annealed) at x = 0.35 [24], which are comparable
to, or higher than, Tc = 30 K of BaFe2(As0.7P0.3)2. Superconductivity appears in
the range 0.25 < x < 0.5 for Sr122P, which is narrower than 0.13 < x < 0.74 for
Ba122P.

The three-dimensional electronic structures of Ba122P and Sr122P have been
studied by angle-resolved photoemission spectroscopy (ARPES). Figure 1.13 shows
the FSs and band dispersions of Ba122P (x = 0.38) [25]. Hole FS sheets at the zone
center and the electron sheets at the zone corner are resolved. The change of the
FSs between � and Z point indicates the three-dimensional electronc structure of
Ba122P.

Suzuki et al. [26] studied the electronic structure of Sr122P (x = 0.35). In-
plane Fermi surface mapping of Sr122P is shown in Figs. 1.14 (a) and (b). Sr122P
has a space group symmetry of I4/mmm and its first Brillouin zone is shown in the
inset of (a). There are three hole-like bands crossing EF around the Z point [panel
(c)], while two hole-like bands cross EF around the � point [panel (e)]. There are
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Figure 1.13: (Color online) (a),(b) In-plane Fermi surface (FS) mapping for Ba122P (x =

0.38) . Filled circles indicate the kF positions. (c)-(f) ARPES intensity plot taken along the
cuts shown in (a) and (b). Figures reproduced from Ref. [25].
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two electron-like bands crossing EF around the X point [panel (d)]. ARPES E-k
intensity plots around high-symmetry cuts are shown in Figs. 1.14 (c)-(e). The
peaks are fitted to parabolic dispersions of the form E(k) = E(0) +

~2k2
2m⇤ and the

quasiparticle mass m⇤/me are also shown in the inset.
The intensity mappings along the kz directions for Sr122P and Ba122P are com-

pared in Fig 1.15 [26]. In Sr122P, the � FS, which has strong dz2 character around
the Z point, shrinks rapidly as it approaches the � point. At the same time, the
innermost ↵ band shrinks and splits into two pockets. This is in contrast to that of
Ba122P, in which all the hole FSs are connected in the entire kz region. The stronger
three-dimensionality in Sr122P originates from enhanced interlayer hopping matrix
elements due to the smaller c-axis lattice constant. By examining nesting condi-
tions between the hole and electron FSs, Suzuki et al. concludes that magnetic
interactions between FeAs layers rather than FS nesting play an important role in
stabilizing the antiferromagnetic order.
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Figure 1.14: (a),(b) In-plane FS mapping for Sr122P (x = 0.35) taken at h⌫ = 24 eV [(a)]
and 57 eV [(b)]. Filled circles indicate the kF positions. The first Brillouin zone of Sr122P
is shown in the inset of panel (a). (c)-(e) ARPES intensity plot taken along the cuts shown
in (a) and (b). Figures reproduced from Ref. [26].

The low-energy excitations in the superconducting state are reflected in the low-
temperature penetration depth �. � is related to the superfluid density ns through
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Figure 1.15: Fermi surface mapping taken in the kz-kk plane for Sr122P (x = 0.35) [(a)]
and Ba122P (x = 0.38) [25] [(b)]. In Sr122P, the � FS is warped more strongly than that of
Ba122P and the ↵ FS forms a 3D ellipsoidal hole pocket. The electron FSs ✏ and � are less
warped and nearly cylinder-like. Figures reproduced from Ref. [26].

ns / ��2, and the temperature dependence of ns is directly determined by the
gap function. Figure 1.16 (a) shows the normalized change in the penetration
depth of BaFe2(As0.67P0.33)2 [27] with the data for Ba0.45K0.55Fe2As2 [28]. For
Ba0.45K0.55Fe2As2,��(T )/�(0) shows a flat behaviour up to T = 6 K, indicating a
fully-gapped order parameter. In stark contrast,��(T )/�(0) for BaFe2(As0.67P0.33)2
exhibits a quasilinear temperature dependence at low temperatures. The linear-T
dependence is a strong indication of line nodes in the order parameter. �� val-
ues for SrFe2(As0.65P0.35)2 for as-grown and annealed samples are shown in Fig.
1.16 (b). All the curves are well fitted by the functional form �� = A t2

t⇤+t
, which

connects the linear T -dependence to low-energy rounding off due to impurity scat-
tering [29], suggesting line nodes in SrFe2(As0.65P0.35)2 as well.

The indication of nodes in Ba122P and Sr122P has also been proposed from nu-
clear magnetic resonance (NMR) measurements. 31P-NMR and 75As-NMR spec-
tra for as-grown and annealed Sr122P (x = 0.35) are compared in Figs. 1.17.
The line shapes of annealed samples are narrower than those of as-grown ones,
indicating better homogeneity and reduced defects in the annealed samples. Fig-
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ure 1.17 (c) shows
p

(1/T1T )/(1/T1T )T=Tc = Nres/N0 plotted as a function of
T/Tc in logarithmic scale, where T1 is the nuclear spin-lattice relaxation time, N0

is the density of state at EF in the normal state, and Nres is the residual density
of states in the superconducting state. The results for Ba122P (x = 0.33) [31]
and Ba0.6K0.4Fe2As2 [32] are also plotted. For Ba0.6K0.4Fe2As2, the 1/T1T shows a
power-law T dependence and approaches zero at T = 0 even under strong magnetic
field of 12 T, indicating fully-gapped SC order parameter. For Ba122P and Sr122P,
the 1/T1T approaches finite constants, indicative of superconductivity with nodes.
The values for Sr122P are larger than that of Ba122P taken with lower magnetic
field. As for the effect of annealing, Nres/N0 = 0.72 at 14 T for as-grown sample
is reduced to Nres/N0 = 0.56 at 11.95 T for annealed ones. This reduction can
be attributed the removal of lattice defects that have finite density of states at EF .
The increase of Tc by the removal of nonmagnetic impurity is consistent with the
Anderson’s theorem if s-wave SC gap structure is anisotropic. Thus it is important
to directly investigate the anisotropy of order parameter.

The presence of nodes being established from several experimental probes, it is
pivotal to pin down the exact topology of the FSs and the location of nodes in the
momentum space. In the cuprate superconductors, the location of node is dictated
by the universal B1g (dx2�y2-wave) symmetry of order parameter to be on the di-
agonal lines in the kx-ky plane. In the FeSCs, however, the appearance of nodes is
accidental in the sense that the zero of the order parameter is not protected by its
symmetry but by the quantitative details of the pairing interactions. Therefore it is
anticipated that the nodal structure is material specific and systematic studies on the
chemical elements and compositions are required.

The first experimental proposal on the nodal gap structure for Ba122P appeared
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TT c

Figure 1.17: (a) 31P-NMR and (b) 75As-NMR spectra of as-grown and annealed
SrFe2(As0.65P0.35)2 at T = 70 K under 11.95 T. (c) Reproduced from Ref. [33].

from an angle-resolved thermal conductivity () measurement. Yamashita et. al.
[34] measured the thermal conductivity under rotating magnetic field within the
basal plane. The Doppler shift of the quasiparticle energy by the amount �✏(r,vF ) =

vF (k) · ps(r), where ps(r) is the superflow due to vortices normal to H , causes
change in the density of states at EF , thereby modifying the quasiparticle entropy
flow. Under the experimental geometry shown in Fig. 1.18,  exhibits fourfold
oscillatory behaviour as a function of magnetic field angle �. With theoretical con-
siderations to reproduce the experimental result under the A1g symmetry, Yamashita
et. al. concluded that the line nodes appear on the flat part of the electron FS and
form three-dimensional loops [Fig. 1.18 (b)].

The direct information on the three-dimensional gap structure can, in princi-
ple, be obtained from ARPES experiments using tunable incident photon energy
h⌫. However, mutually inconsistent results for Ba122P have been reported in the
literature. Fig. 1.19 (a) shows the SC gaps on the hole sheets determined by laser
ARPES with h⌫ = 7 eV [35]. Shimojima et al. [35] claims that h⌫ = 7 eV corre-
sponds to kz = ⇡ plane and that the three hole sheets have almost identical gap of 3
meV. A following work by photon-energy dependent ARPES [36] shown in panel
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(b)

Figure 1.18: (a) 31P-NMR and (b) 75As-NMR spectra of as-grown and annealed
SrFe2(As0.65P0.35)2 at T = 70 K under 11.95 T. (c) Reproduced from Ref. [34].

(b) reported that the nodes appear horizontally on the outer hole sheet around the
Z point. Another work from synchrotron ARPES [37] claimed that observed fully-
gapped superconducting gap on the hole sheets. To clarify the reason of the discrep-
ancy, we have studied the phosphorous content dependence and the gap structure of
Sr122P by synchrotron ARPES. Chapter 5 is devoted to the result of annealed and
optimally-doped Sr122P.
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Figure 1.19: (a) SC gaps of Ba122P on the hole sheets determined from laser ARPES
[35]. (b) Three-dimensional SC gaps of Ba122P determined from photon-energy-dependent
ARPES [36]. Nodes appear horizontally on the outer hole sheet around the Z point. (c)
Another report from synchrotron ARPES [37], that observed fully-gapped superconducting
gap on the hole sheets.

A theoretical calculation of the superconducting gap structure of 10-orbital model
of Ba122P based on spin-fluctuation exchange is performed in Ref. [38]. Within
the spin-fluctuation mediated mechanism, the gap is basically s-wave, with a sign
change between the hole and electron FSs. Suzuki et al. predicts that three-dimensional
node structure on one of the hole sheets. Figure 1.20 (a) shows the gap function of
the z2/xz/yz hole FS (outer FS around the Z point) on which the sign change oc-
curs. The sign is mainly minus, but a sign change occurs around kz = ⇡ plane. Fig-
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ure 1.20 shows the gap function from orbital-fluctuation exchange mechanism [39].
As a result of competition between repulsive interaction from spin fluctuation ex-
change and attractive interaction from orbital fluctuation exchange, the loop-like
line nodes are located at electron FSs.
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Figure 1.20: (a) Gap function of the z2/xz/yz hole FS in 10-orbital model of
BaFe2(As0.36P0.34)2 within spin-fluctuation exchange from Ref. [38]. Sign change occurs
around the Z point (kz = ⇡). (b) Gap function of the electron FSs in 10-orbital model within
orbital-fluctuation exchange calculations from Ref. [39].

1.2 Ultrafast phenomena in iron-based superconduc-

tors

The ultrafast dynamics in condensed matter physics has been the central focus of in-
tense research along with the advent of pump-probe type experimental techniques.
Here, fundamental laser pulses are split into pump and probe portions; the pump
beam is used to optically excite the electronic system and the several physical quan-
tities are measured by the probe beam. Soon after the discovery of FeSCs, the
relaxation dynamics from optically excited states in FeSCs has been investigated
by several experimental techniques. Here I summarize some previous works on
BaFe2As2 systems.

1.2.1 Low-energy elementary excitations

The direct information about the elementary excitations can be obtained from in-
elastic scattering experiments. Since the relaxation dynamics is strongly governed
by the coupling between the excited electrons and low-energy elementary excita-
tions, it is essential to clarify the their energy scales and momentum dependence.
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The energy dispersions of the elementary excitations determine the available phase
space in which excited electrons decay satisfying the energy and momentum con-
servations.

Figure 1.21 shows Raman response spectra from BaFe2As2. The coordinates are
defined in the inset of panel (a). When the incident photon polarization is parallel
to the z0 axis and the outgoing photon polarization to the x0 axis, one observes the
Eg modes at 124 and 264 cm�1 involving Fe and As displacements, and the B1g

mode at 209 cm�1 involving Fe displacement along the c axis. Raman spectra for
different temperatures are shown in Fig. 1.21 (b). The lower energy Eg mode splits
between 135 K and 145 K, reflecting the lattice parameter change at the structural
transition. The inset shows the Raman spectra in the (z0z0) configurations. The A1g

phonon peak involving symmetric As oscillations shows up below 147 K. Oscilla-
tory phenomena observed in various pump-probe experiments we shall see below
are mostly assigned to the A1g mode.
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Figure 1.21: Raman scattering spectra of BaFe2As2 [40]. (a) Raman spectrum for T = 305

K collected with (z0x0) configuration. The definition of the polarization axes is shown in the
inset. The Eg and B2g modes are allowed in this geometry. (b) Raman spectra with (z0x0)
configuration for different temperatures. Inset: Raman spectra with (z0z0) configurations.
A1g peaks appear below 147 K.

The phonon spectrum has also been investigated through inelastic neutron scat-
tering. Zbiri et. al. [41] measured phonon density of states by neutron scattering
and compared the result with the density functional phonon calculations. Top panels
in Fig. 1.22 show calculated vibrational dispersion relations and DOS for tetrago-
nal (S1) and orthorhombic (S2) structures. Acoustic branches extend up to 9 meV
and the lowest optical mode appears from 12 meV. The bottom panels compare the
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calculated and experimental phonon DOS. In both structures, agreement between
them is qualitatively good. The experimental data for 140 K is slightly above the
Néel temperature, but some modes noticeably harden upon cooling as compared
with that of 300 K.
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Figure 1.22: Calculated and inelastic neutron scattering phonon spectra of BaFe2As2 from
Ref. [41]. Top panels: dispersion relations and vibrational DOS for tetragonal (S1) and
orthorhombic (S2) phases. Bottom panels: calculated partial vibrational DOS and experi-
mental phonon DOS for two temperatures.

1.2.2 Time-resolved optical reflectivity

Early studies of the ultrafast dynamics in FeSCs came from time-resolved optical
reflectivity. Torchinsky et. al. [42] reported the ultrafast dynamics of superconduct-
ing Ba0.6K0.4Fe2As2 (Tc = 37 K). Figure 1 (a) and (b) show transient normalized
reflectivity at 7 K and 60 K, respectively, for different pump fluences. In the super-
conducting state, photoexcitation reduces the reflectivity and the relaxation dynam-
ics depends strongly on the fluence. The decay rate systematically decreases from
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16 µJ/cm�1 to 7 µJ/cm�1. This observation is interpreted as the competition be-
tween the Cooper pair formation from quasiparticles and pair quasiparticle creation
from bosonic degrees of freedom. The former factor is linearly dependent on the
quasiparticle population and causes the rapid decay in the strong fluence regime.
The normal state data taken at 60 K is shown in Fig. 1.23 (b). The data with dif-
ferent fluences fall on the same curve, signifying that the relaxation dynamics is
related to superconductivity.

Figure 1.23: Time-resolved reflectivity curves of Ba0.6K0.4Fe2As2 taken from Ref. [42]. (a)
Superconducing phase (T = 7 K) for different fluences. (b) Normal state (T = 60 K). The
temporal evolution is independent of pump fluence.

Mansart et. al. [43] studied the superconducting Ba(Fe0.92Co0.08)2As2. Figure
1.24 (a) shows normalized reflectivity spectra for different fluences. Note that the
pump fluence regime (mJ/cm�2) is by order of three stronger than Ref. [42]. All
the spectra show sudden increase of reflectivity at t = 0 followed by a decay with
two different time scales. The initial fast decay process occurs within ⇠ 1 ps af-
ter the pulse, and the slow decay continues for ⇠ 6 ps. On top of the decay, one
observes oscillation components that are attributed to coherent A1g phonon excita-
tions, and the oscillation amplitude increases with the fluence. Together with the
the low-fluence data by Torchinsky et. al., this result indicates that in the strong flu-
ence regime (mJ/cm2) the relaxation is primarily governed by the electron-phonon
coupling while in weak fluence regime (µJ/cm2) by Cooper-pair recombination. Re-
flectivity curves with 1.3 mJ/cm2 for 10 K and 25 K are compared in Fig. 1.24 (b).
The fact that the relaxation process is unchanged across the superconducting transi-
tion at Tc = 24 K proves that in the strong fluence regime the fast relaxation is not
related to a electronic recombination across the superconducting gap but determined
by the electronic temperature.
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Figure 1.24: Time-resolved reflectivity curves of Ba(Fe0.92Co0.08)2As2 [43]. (a) Supercon-
ducing phase (T = 10 K) for different fluences. (b) With 1.3 mJ/cm2 fluence for 10 K and
25 K.

1.2.3 Time-resolved photoemission spectroscopy

The nonequilibirium spectral function can be directly studied by time- and angle-
resolved photoemission spectroscopy (TrARPES). Rettig et al. [44] reported the
electronic dynamics of EuFe2As2 around the � point with h⌫pump = 1.5 eV and
h⌫probe = 6 eV. Figures 1.25 (a) shows the ARPES spectra at t = 100 fs. Reflecting
the holelike band dispersions around the � point in the high-temperature paramag-
netic states, the intensity inside kF increases above EF [panel (c)] and that out of kF
[panel (b)] decreases below EF . Figures 1.25 (d) and (e) show the temporal evolu-
tion of the EDCs at the � point above and below TN and the red points indicate the
leading edge midpoints (LEMs). Above TN [panel (d)], the LEMs below the pump
is at EF , and start to oscillate after the pump. Below TN [panel (e)], the LEMs
below pump is at ⇠ 0.15 eV, reflecting the opening of the SDW gap. At t = 0, the
spectral intensity appears above EF and the LEMs come close to EF . The authors
interpret this as the melting of the SDW and the recovery time is estimated to be
800 fs.

To elaborate the oscillatory phenomena, in the following work Avigo et al. [45]
performed similar measurements on superconducting BaFe1.85Co0.15As2 with vari-
ous pump fluences. Figure 1.26 shows the TrARPES intensity at the � point as a
function of delay time. Oscillatory intensity profile is also observed as in EuFe2As2.
The integrated intensity shown in panel (b) indicate that the the population of hot
electrons and the amplitude of oscillation increase with the pump fluence, but that
the frequency remains almost unchanged, as fast Fourier transform spectra in panel
(c) manifest. There are three peaks in the frequency: 5.6, 3.3, and 2.6 THz. The 5.6
THz peak is assigned to the Raman-active A1g mode observed above.

The investigation into the dynamics in the zone corner requires higher energy
probe beams. Yang et al. [46] investigated into the dynamics both at the � and X
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Figure 1.25: (a) Time-resolved ARPES (TrARPES) spectra at t = 300 fs. (b), (c) Energy
distribution curves for kk = 0.25 Å�1[(b)] and kk = 0 Å�1 [(c)]. (d), (e) TrARPES
intensity at � for T = 210 K [(d)] and T = 30 K [(e)]. Reproduced from Ref. [44].

Figure 1.26: (a) TrARPES spectra of BaFe1.85Co0.15As2 at T = 100 K. (b) Integrated
TrARPES intensity for different pump fluences. (c) Fourier transform of spectra in panel
(b). Reproduced from Ref. [45].
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points by ultraviolet higher harmonic generation (HHG). The temporal evolution of
EDCs at the � and X points are shown in Figs. 1.27 (a) and (b), respectively. Both
at � and X points, intensities above EF increase at t = 0, and start to oscillate. To
quantify this observation, the authors fitted the EDCs by Fermi-Dirac distribution
functions and estimated the electronic temperature and the chemical potential (Figs.
1.27 (c) and (d)). The temperature jumps up at t = 0 and shows a simple exponential
decay with decay constant 380 fs, whereas the chemical potential starts to oscillate
at t = 0 and the amplitude slowly decays with 660 fs. These parameters are identical
both at � and X points, and the oscillation frequency 5.4 THz matches that of A1g

phonon mode.
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Figure 1.27: (a), (b) TrARPES spectra of BaFe2As2 taken with h⌫ = 22.1 eV. (c), (d)
The electronic temperature and chemical potential parameters as a function of delay time.
Reproduced from Ref. [46].

1.2.4 Time-resolved x-ray diffraction

Time-resolved x-ray diffraction combines the pump photons from laser with pulsed
x-rays generated from synchrotron electron bunch or free electron laser. In order
to directly probe the structural modifications caused by optical excitations, Rettig
et. al. [47] performed time-resolved x-ray diffraction measurement on BaFe2As2
utilizing pulsed hard x-ray generated by slicing technique. Figure 1.28 (a) shows
the atomic motion of the A1g phonon oscillation. When the As atoms coherently
oscillate along the c axis, Fe-As tetrahedra angle ↵ is modified and causes change
in the intensity profile of Bragg spots. All the previous assignment of oscillatory
phenomena to the A1g mode were based solely on theoretical considerations on their
energy scale or frequency. Figure 1.28 (b) illustrates the experimental setup. The
transient states generated by 1.5 eV pulses from solid state laser are probed by 7
keV x-ray pulse synchronized with the probe pulse. Rocking curves of the (1, 0, 5)
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and (2, 0, 6) Bragg reflection spots before and after the optical pump are shown in
panel (c). While the intensity at (1, 0, 5) increases after the pump, that at (2, 0, 6)
decreases. Intensity modifications for various pump fluences are shown in panels
(d) and (e). Rapid increase/decrease in the intensity followed by picosecond-time-
scale decay are observed, on which oscillatory component originating from the A1g

phonon oscillation is superimposed. One also notices that the intensity change and
the amplitude of the oscillation is linearly dependent on the pump fluence. The
diffraction signal are fitted as a summation of an displacive and an oscillatory com-
ponent:

�I/I0 = Adispe
�t/tdisp

+ Adispcos(!t+ �)e
�t/tdisp . (1.8)

This behavior indicates that the pump pulse instantaneously creates a new potential
minimum and a coherent oscillation around the new minimum [48]. A following
study utilizing x-ray free electron laser [49] has come to a similar conclusion, and
it also reported that there is no structural transition from orthorhombic to tetragonal
symmetry within 4.5 ps.
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Figure 1.28: Time-resolved x-ray diffraction experiment on BaFe2As2 from Ref. [47]. (a)
Illustration of atomic motion of A1g phonon mode. (b) Experimental geometry. (c) Rocking
curves of the (1, 0, 5) and (2, 0, 6) Bragg reflections 0.5 ps before and 0.1 ps after the optical
excitations. (d), (e) Photo-induced intensity change of the (1, 0, 5) and (2, 0, 6) peaks for
various pump fluences.

1.2.5 Three-temperature model

Although experimental investigations into ultrafast phenomena have developed rapidly,
theoretical framework that describes them is not yet fully developed partly because
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of the absence of nonequilibrium statistical mechanics. From the rates of change
of electron and phonon distributions, Allen [50] derived the temperature relaxation
dTe/dt = �(TL�Te), where Te and TL are electron and lattice temperatures, respec-
tively. Important consequence is a formula � = 3~�h!2i/⇡kBTe, where �h!2i is an
important parameter in the theory of superconductivity. In order to apply the formal-
ism to the multi-timescale decay behavior of time-resolved ARPES data, Ref. [51]
introduced a phenomenological three-temperature model, which describes the tem-
poral temperature evolution of the electronic and lattice systems after the excitation
process. Three temperature model divides the system into hot electrons, phonons
which couple to the electrons, and phonons which do not interact with electrons. A
set of rate equations describing the energy transfer from the optical pulse into the
electronic system and active/inactive phonons, and their temperature evolutions is
given by

@Te

@t
= �3�⌦3

0

~⇡kB
ne � np

Te

+

P

Ce

(1.9)

@Tp

@t
=

Ce
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3�⌦3
0

~⇡kB
ne � np

Te

� Tp � Tl

⌧�
(1.10)

@Tl

@t
=

Cp

Cl

Tp � Tl

⌧�
(1.11)

,where P represents the energy supplied from the pump pulse. Here, the phonon
spectrum is approximated by an Einstein model with frequency ⌦0. The specific
heat of the electron, hot phonons and the remaining phonons are Ce = �eTe, Cp =

3f⌦0
@np

@Tp
, and Cl = 3(1� f)⌦0

@np

@Tp
. The fraction f represents the proportion of the

hot phonons.

1.3 New ferromagnetic semiconductors isostructural

to iron-based superconductors

1.3.1 Spintronics

Electronic products are made up of numerous electronic devices. Conventional de-
vices are divided into two categories: devices that utilize its electric properties like
transistors, or the ones that are based on the magnetic properties such as hard disk
drives. Recently, Spintronics, a concept in which both the electric and magnetic
degrees of freedom are fully employed for the achievement of novel functionali-
ties, has been proposed and intense research has been performed worldwide both
in academia and industry [52]. Spintronics is expected to allow spin polarized car-
rier transport, low power consumption and a new form of information processing.
Spintronic devices based on paramagnetic and ferromagnetic metals or insulators
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include well-established applications, for example, magnetic read heads in hard
disk drives, nonvolatile random access memory, and magnetic-field sensors.

1.3.2 Diluted magnetic semiconductors

Considering the compatibility with existing semiconductor technologies, the re-
alization of semiconductor-based spintronic devices will enlarge the potential of
spintronics. As a possible candidate, diluted magnetic semiconductors (DMSs),
in which a fraction of host semiconductor is replaced by magnetic elements, have
attracted much attention [53–56]. In particular, the achievement of ferromagnetic
DMS is highly desired for novel storage devices. While semiconductor devices uti-
lize electrons of s and p character, magnetism usually occurs from transition metal
d electrons. If the interaction between s, p electrons and d electrons can be ma-
nipulated in a single material, it opens future possibility of information storage to
the spins of localized d electrons and its processing by the itinerant s, p electrons.
From application points of view, ferromagnetic DMS with room-temperature Curie
temperature (TC) is strongly desired.

Prototypical DMSs are summarized in Table 1.2 with their optimal ferromag-
netic TC’s. Since absolute TC values and their definitions vary in the literature, I
also indicate the references.

II-VI DMSs include tellurides, selenides and sulfides doped with Mn or Cr.
The valence match between the divalent II elements and the magnetic elements
makes it easy to dope magnetic elements. III-V DMSs include prototypical mate-
rials Ga1�xMnxAs and Ga1�xMnxN. GaAs is an widely recognized semiconductor
for device applications and GaN is used in light emitting diodes. V family DMSs in-
clude Ge1�xFex and Ge1�xMnx, which have been studied due to good compatibility
with Si-based semiconductor devices.

Oxide semiconductors can also be made ferromagnetic and are often termed as
diluted magnetic oxides (DMOs) [57]. They are characterized by the TC’s far in
excess of room temperature and large ordered moments per transition-metal cation.
The search for DMO are largely prompted by a theoretical suggestion by Dietl et
al. [54], which predicted from mean-field Zener model that p-type GaN and ZnO
are promising candidates for high-TC ferromagnetism. As an alternative scenario,
Coey et. al. [57] proposed the spin-split impurity band formed by oxygen vacancies
is playing an essential role in mediating ferromagnetism. While room-temperature
ferromagnetism is claimed in several materials, it is still open to discussion whether
observed ferromagnetism is truly from the DMSs or from phase-segregated mag-
netic precipitates.

Among them, the most heavily studied DMS is the Mn-doped GaAs, Ga1�xMnxAs
(GaMnAs) [53, 75]. GaAs is a direct bandgap semiconductor in a zinc blende crys-
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Table 1.2: Representative diluted magnetic semiconductors and their respective TC’s.

Material Class Material TC (K) Reference
II-VI Cd1�xMnxTe 1.8 [58]
II-VI Zn1�xMnxTe 1.5 [59]
II-VI Zn1�xCrxTe 300 [60]
IV-VI Pb1�x�ySnyMnxTe 4 [61]
III-V In1�xMnxAs 55 [62]
III-V Ga1�xMnxAs 185 [63]
III-V Ga1�xMnxN >740 [64]
III-V Ga1�xCrxN 280 [65]
III-V Ga1�xMnxP:C 270 [66]
III-V Ga1�xMnxSb 400 [67]
IV Ge1�xMnx 116 [68]
IV Ge1�xFex 170 [69]

Oxide Ti1�xCoxO2 >400 [70]
Oxide Zn1�xMnxO >420 [71]
Oxide Sn1�xCoxO2 650 [72]
Oxide Sn1�xFexO2 610 [73]
Oxide In2�xCrxO3 930 [74]

tal structure with the direct band gap of 1.424 eV at the � point. Magnetic element
Mn is doped into the Ga sites simultaneously doping hole carriers. Figure 1.29 (a)
shows the sheet resistance Rsheet of GaMnAs (x = 0.015-0.171). For the low-Mn
regime, Rsheet diverges as T ! 0, reflecting the semiconducting transport of GaAs
host. For 0.03 < x < 0.06, Rsheet take maxima and go down as T ! 0. The
fact that these maxima approximately equal to TC indicates that the carrier scatter-
ing is influenced by the ferromagnetic ordering. The negative magnetoresistance in
GaMnAs is shown in Fig. 1.29 (b). By applying the external magnetic field, the
resistivity drops. This reflects the reduced carrier scattering by local spins when
they are ferromagnetically ordered.

Due to its simple constitution, GaMnAs has several drawbacks as well. First,
the substitutional divalent Mn atoms at the trivalent Ga sites show severely lim-
ited chemical solubility and only thin films grown by low-temperature MBE are
available. Second, since the Mn doping simultaneously plays the role of introduc-
ing hole carriers and magnetic elements, these two parameters cannot be controlled
independently. Further, the Mn doping often entails uncontrollable antisite As de-
fects, which compensate holes introduced by Mn. This makes difficult to control the
total carrier density of the system. In the carrier-induced ferromagnetism occurring
in DMS systems, it leads to uncontrollability of TC . For device applications it is



1.3. New ferromagnetic semiconductors isostructural to iron-based superconductors31

Figure 1.29: (a) Sheet resistance of Ga1�xMnxAs for (x = 0.015 � 0.171). (b) Nega-
tive magnetoresistance at three different temperatures above TC for x = 0.053. Figures
reproduced from Ref. [76].

mandatory to overcome these difficulties.

1.3.3 Theoretical models of carrier-induced ferromagnetism

Zener [77,78] first proposed the model of carrier-induced ferromagnetism in transi-
tion metals driven by the exchange interaction between carriers and localized spins.
This model has been abandoned as a theory of magnetic metals, since neither the
itinerant character of magnetic electrons nor the quantum oscillations of the elec-
tron spin polarizations are not fully taken into account. However, in the case of
semiconductors, the Friedel oscillations averages to zero because the average dis-
tance between the carriers is greater than that between the spins. In such a case,
Dietl et al. [79] showed that the Zener model becomes equivalent to the Ruderman-
Kittel-Kasuya-Yoshida (RKKY) interactions, where the presence of oscillations is
fully taken into account.

A drawback of the mean-field Zener model is that charge carriers are treated as
free carriers. It does not explain the experimentally observed transport properties
such as insulating and ferromagnetic GaMnAs with low Mn concentrations. As
an opposite approach, the bound magnetic polaron (BMP) model was proposed
by Kaminski et al. [80]. In this limit, localized holes in DMSs exhibit exchange
interaction with a number of magnetic polaron, as illustrated in Fig. 1.30 (a). The
ratio of the exchange interaction and thermal energy governs the effective radii of
BMPs. At sufficiently low temperature, spontaneous magnetization arises as a result
of a ferromagnetic percolation of BMPs.

The donor impurity band model was proposed by Coey et al. [57] after the
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reports of possible room-temperature ferromagnetism in oxide-based DMSs. The
mean field Zener model predicts that p-type DMSs possess high TC . However, the
most of the oxide DMSs are n-type due to the oxygen vacancies. To overcome this
inconsistency, Coey et al. [57] introduced the donor impurity band model, which
is an extension of the BMP model by taking into account the properties of defects.
Shallow donors associated with the defects form BMPs, by which the ferromagnetic
ordering of local moment is mediated. When the BMPs overlap at sufficiently high
concentrations, a spin-split impurity band is formed in the band gap and ferromag-
netic ordering is achieved in entire material. Figure 1.30 (b) shows schematic band
structure of an oxide with 3d impurities with a spin-split doner impurity band [57].
In this model, the spin polarization of the impurity band is the key parameter for the
emergence of ferromagnetism. The left panel shows the case when the splitting of
the impurity band is small. In this case the exchange interaction between the local
moment and the carriers is not efficient, leading to low TC . High TC is achieved
if the splitting becomes large as shown in the center panel. The character of the "
states can also be of the impurity band instead of the 3d levels (right panel).

(a) (b)

Impurity band Impurity band Impurity band

4s 4s 4s

3d
3d

3d

3d

3d

2p2p2p

b c

Figure 1.30: (a) Interaction of two bound magnetic polarons reproduced from Ref. [76].
Polarons are shown with gray circles. Small and large arrows show impurity and hole spins.
(b) Energy diagrams of oxide DMSs with 3d impurities from Ref. [57]. Left: The position
of the 3d level for low TC , when the splitting of the impurity band is small. Center: High
TC configuration where minority 3d states interact with the spin-split impurity band. Right:
High TC configuration where the majority spin states interact with the impurity band.

1.3.4 Novel ZnAs-based ferromagnetic semiconductors

The history of new ZnAs-based ferromagnetic DMSs originates from the theoret-
ical prediction of n-type ferromagnetism in LiZn1�xMnxAs by Maˇsek et al. [81].
The calculated crystal structure of LiZn1�xMnxAs is shown in Fig. 1.31. Compared
with the crystal structure of GaMnAs, the Zn atoms take Ga sites and Li atoms take
tetrahedral interstitial sites with respect to As atoms. Based on coherent potential
approximations, Ref. [81] predicted that, while the Mn ions are isovalent to Zn ions,
Mn doping induces further substitutional LiZn atoms at the Zn sites and interstitial
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LiI at tetrahedral interstitial sites of Zn. It is expected from energetics considera-
tions that the amount of doner LiI is always larger than that of acceptor LiZn so that
the system as a whole becomes n-type. The spin-resolved DOS for GaMnAs and
LiZn1�xMnxAs are shown in the bottom panels. Like in GaMnAs, LiZn1�xMnxAs
shows spin polarizations with main DOS of " band at -5 eV.
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Figure 1.31: Top panels: Calculated crystal structure of Ga1�xMnxAs and LiZn1�xMnxAs
crystal structures. Bottom panels: Total DOS and Mn d-oribital projected DOS. Reproduced
from Ref. [81].

After the theoretical prediction, Deng et. al. [82] successfully synthesized fer-
romagnetic LiZn1�xMnxAs as the first example of ZnAs-based DMS. Figure 1.32
shows the crystal structure of LiZn1�xMnxAs. It has the predicted crystal struc-
ture with lattice parameter 5.94 Å. Figures 1.32 (b) and (c) show the magneti-
zation properties. The nominal optimal composition that gives the highest TC is
Li1.1Zn0.85Mn0.15As with the saturated magnetization of 1.1 µB/Mn. The excess
Li atoms are anticipated to take the interstitial sites and to act as donors, but the
Hall effect measurement indicates that the carriers are indeed p-type, contrary to
the theoretical prediction. This discrepancy can be explained when the excess Li
atoms in reality take mainly substitutional Zn sites, and act as acceptors. In the fol-
lowing work, Deng et. al. reported that the isovalent material LiZn1�xMnxP [83]
also shows p-type ferromagnetism. Although LiZn1�xMnxAs and LiZn1�xMnxP
proved not to be longed-for n-type DMSs, they sparked off an intensive search for
new ZnAs DMSs.
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LiZnAs, Li(Zn,Mn)As

5.94 Å

Li

Zn/Mn

As

–20 –10 0 10 20
Field (kOe) for

–2

0

2

–200 –100 0 100 200
Field (Oe) for 

      x = 0.02
   0.03

0.05
0.10
0.15

T = 2 K

3.0

2.5

2.0

1.5

1.0

0.5

0.0
M

ag
ne

tiz
at

io
n 
M

 (
B
/M

n)
100806040200

Temperature (K)

Li1.1(Zn1–xMn
x
)As

H = 2 kOe

M
ag

ne
tiz

at
io

n 
M

 (
B
/M

n)

(a) (b) (c)

Figure 1.32: (a) Crystal structure of LiZn1�xMnxAs. (b) Magnetization curves as a function
of temperature at H = 2 kOe. (c) Magnetization as a function of external magnetic field at
T = 2 K. Figures reproduced from Ref. [82].

As a second example of ZnAs-DMS, Zhao et. al. [84] successfully synthesized
Ba1�xKx(Zn1�yMny)2As2 (Mn-BaZn2As2), which is the main focus of this thesis.
The crystal structure of Mn-BaZn2As2 is shown in Fig. 1.33 (a). Mn-BaZn2As2 has
the tetragonal ThCr2Si2 structure and is isostructural to the “122”-type iron-based
superconductor BaFe2As2. Here, the hole carriers are introduced by K doping to
the Ba sites, and the magnetic elements are introduced by the Mn doping to the Fe
sites. Mn atoms are tetrahedrally coordinated by As ligands, which is equivalent to
Mn atoms in GaMnAs. The decoupled charge and spin doping leads to mutually
independent control of the amount of carrier and spin moments. The valence match
between Mn and Zn enables the high Mn concentration up to y = 0.15. Figure
1.33 (b) shows the a- and c-axis lengths as a function of K concentration. While
the a-axis is almost unchanged at ⇠ 4.13 Å, the c-axis shrinks upon K doping.
This reflects the smaller atomic radius of K than Ba, and K atoms are spatially
separated from the ZnAs sites. Figure 1.33 shows the resistivity of Mn-BaZn2As2
for different compositions. For Mn-free samples (y = 0), the resistivity changes
from semiconducting (x = 0) to metallic behavior (x = 0.05, 0.1). In the Mn-
doped samples (y = 0.1), the “bad-metallic” behavior at x = 0 does not change
much upon hole doping, indicating strong scattering by local spins.

The magnetic properties of Mn-BaZn2As2 are summarized in Fig. 1.34. Figure
1.34 (a) shows DC magnetization measured under the magnetic field of H = 500 G.
Clear ferromagnetic signals are obtained, and the highest TC of 180 K is achieved
for x = 0.30. After the publication of Ref. [84], the optimal TC has risen up to
230 K [85]. Figures 1.34 (b) and (c) show the magnetization curves as a function
of magnetic field. As shown in panel (b), the correction to the data is performed by
subtracting a small T -linear component. Corrected M(H) curves show ferromag-
netic hysteresis curves for x > 0.05, and the saturated magnetization is ⇠ 1.5µB.
The anomalous Hall effect shown in panel (d) evidences that the ferromagnetism is
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intrinsic to the DMS.
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Figure 1.33: (a) Crystal structure of Ba1�xKx(Zn1�yMny)2As2. (b) a- and c-axis parame-
ters as a function of K concentration. (c) Resistivity curves for different doping concentra-
tions. Figures reproduced from Ref. [84].

After the successful growth of LiZn1�xMnxAs and Ba1�xKx(Zn1�yMny)2As2,
BaZn2As2 in thin film is successfully grown by pulsed laser deposition method
[86], opening up possibilities of fabricating functional heterostructures. Further,
“1111”-type new ZnAs DMSs, (La1�xSrx)(Zn1�yTMy)AsO (TM=Mn, Fe, Co), are
synthesized in bulk form [87]. They are isostructural to iron-based superconductor
LaFeAsO. By its emergence, it turned out that all of the “111”, “122” and “1111”-
type iron arsenide superconductors have corresponding zinc arsenide DMSs. For
details of these issues, the reader is referred to the original articles.
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Experimental methods

In this chapter we shall describe the principles of experimental methods. Angle-
resolved photoemission spectroscopy (ARPES) is one of the most direct methods
of probing the electronic structure in solids. X-ray absorption spectroscopy (XAS)
clarifies the valence of each elements. Resonance photoemission spectroscopy is
the most efficient tool to investigate the partial density of states (PDOS) of par-
ticular atomic orbitals. Time-resolved angle-resolved photoemission spectroscopy
(TrARPES) is a method to investigate transient electronic states of solids by pump-
probe photoemission measurement. Resonant inelastic x-ray scattering is a photon-
in, photon-out inelastic scattering technique, with which various elementary excita-
tions of solids can be clarified.

2.1 Angle-resolved photoemission spectroscopy

Electrons in solids are interacting with positive ions and electrons themselves. The
non-relativistic Hamiltonian for the many-electron system is given, in the second-
quantization formalism, by

He = Te + Vei +Hee (2.1)

⌘
X
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Z
dr †

�(r)(�
�
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where  †
�(r) and  �(r) are the creation and annihilation operators of the electron

field, respectively. It is widely believed that the low-energy excited states of the
system can be described as a collection of almost independent elementary excita-
tions. Probing the properties of these elementary excitations and the interactions

37
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among them enables us to understand the properties of the system. These proper-
ties are often investigated through the dynamical response of the system to external
perturbations.

Many-body electron system in solids are generally well understood by one-
electron approximation. This is due to the fact that quasiparticles, which is an
elementary excitation with qualitatively the same physical properties as noninter-
acting electrons, exist for sufficiently long duration. Photoemission spectroscopy
(PES) has been the most useful experimental technique in directly measuring quasi-
particles.

2.1.1 Basics of photoemission spectroscopy

Figure 2.1 illustrates a schematic diagram of the principle of photoemission spec-
troscopy. Photoemission is a process where electrons absorb photons of sufficiently
high energy h⌫ and escape from the sample. The knowledge on the kinetic en-
ergy Ev

kin of the emitted electron in the vacuum enables us to determine the initial
electron energy. Conservation of energy gives

Ev
kin = h⌫ � �� EB, (2.3)

where h⌫ is the energy of the incident photons, EB is the binding energy relative
to the Fermi level EF (chemical potential µ) and � is the work function of the
material under study. The work function � is the energy required for the electron to
escape from the solid through the surface and to reach the vaccum level Evac, that
is, � = Evac �EF . In real experiments the kinetic energy (Ekin) measured from EF

rather than Ev
kin is directly observed. Then we obtain

Ekin = h⌫ � EB. (2.4)

Here, we take the chemical potential µ as a reference of all energies. Since both the
sample and the electron energy analyzer are grounded, the measured kinetic energy
Ekin of the emitted electron is referred to µ (EF ).

In the mean-field (Hartree-Fock) approximation, the energy EB is regarded as
the energy ✏ of the electron in the solid before it was emitted. Therefore, the energy
distribution of the electrons in the material can be directly mapped by the distribu-
tion of the kinetic energies of photoelectrons emitted by monochromatic incident
photons.

In real systems, however, the photoemission spectra are affected by the relax-
ation of the entire electron system. The one-electron energy ✏ can be measured if
the frozen-orbital approximation is valid. In response to the hole produced by the
photoemission process, the surrounding electrons screen the hole to lower the total
energy of the system. Therefore, considering the entire electron system, the binding
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Figure 2.1: Schematic energy diagram showing the principle of photoemission spectroscopy
(PES) [88]. Using the relationship Ekin = h⌫ � EB, the electronic structure of the solid is
mapped to energy distribution curves (EDCs)
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energy EB is given by the energy difference between the N -electron initial state EN
i

and the (N � 1)-electron final state EN�1
f . In other words, EB is the energy of the

hole produced by the photoemission process, including the relaxation energy of the
total electron system. Thus information about electron correlations can be obtained
by analyzing the photoemission spectra.

2.1.2 Relation between experimental values and crystal momen-

tum

In ARPES not only the energies but also the momenta of the electrons in the ma-
terials are probed. Here, we briefly review the principle of ARPES [88]. In the
photoexcitation process by photons with low energy, the wave number of the inci-
dent photon can be neglected, and the wave number of the electron is conserved
before and after the photoexcitation except for the reciprocal lattice vector. We
obtain

kf = ki +G, (2.5)

where ki and kf are the crystal momentum of the electron in the initial and final
states, respectively, and G = (2nx⇡/a, 2ny⇡/b, 2nz⇡/c) is an arbitrary reciprocal
lattice vector. When the photoelectron escapes from the solid to the vacuum, part
of the momentum perpendicular to the surface is lost due to the finite work function
�, whereas the momentum parallel to the surface is conserved owing to the trans-
lational symmetry along the surface. When the momentum of the electron outside
the sample is denoted by p, we have

pk/~ = kfk +Gk. (2.6)

In Fig. 2.2, the geometry of an ARPES experiment is sketched. A beam of monochro-
matized radiation supplied either by a gas-discharge lamp or by a synchrotron radia-
tion. As a result, electrons are emitted by photoelectric effect and escape in vacuum
in all directions. By collecting the photoelectrons with an electron energy analyzer
characterized by a finite acceptance angle, one measures their kinetic energy Ev

kin

for given emission direction. In this way, the momentum p of the photoelectrons
in vacuum is also determined: the magnitude is given by p =

p
2mEv

kin and its
components parallel (pk = px + py) and perpendicular (p? = pz) to the sample
surface are obtained in terms of the polar angle ✓ and azimuthal angle � defined by
the experiment:

px =

p
2mEv

kin sin ✓ cos�, (2.7)

py =
p

2mEv
kin sin ✓ sin�, (2.8)

pz =
p

2mEv
kin cos ✓, (2.9)
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where m is the free electron mass. Summarizing Eqs. (2.3), (2.5), (2.6), (2.7), and
(2.8), we can directly observe both the energy E ⌘ �EB and the parallel momentum
kk = (kx, ky) of the hole produced in the sample by the photoemission process as

kx =

p
2m(h⌫ � �� EB)

~ sin ✓ cos�+

2nx⇡

a
, (2.10)

ky =

p
2m(h⌫ � �� EB)

~ sin ✓ sin�+

2ny⇡

b
. (2.11)

For the determination of k? = kz, which is not conserved during the photoe-
mission process, a different approach is required as shown in Fig. 2.3. Suppose we
adopt a nearly-free-electron description for the final bulk Bloch state:

Ef(p) =
p

2

2m
+ E0 =

p

2
k + p

2
?

2m
+ E0, (2.12)

where the electron momenta are defined in the extended-zone scheme, and E0 is the
energy of the bottom of the free electron band as indicated in Fig. 2.3. Because
Ef = Ev

kin + �+ µ, using Eqs. (2.7) (2.8), and (2.12), we obtain

k? =

p
2m (Ev

kin cos
2 ✓ + V0)

~ . (2.13)

Here, V0 = �+µ�E0 = Evac �E0 is the inner potential, which corresponds to the
energy of the bottom of the valence band referenced to the vacuum level Evac. From
Eq. (2.13) and the measured values of Ev

kin and ✓, if V0 is known, one can obtain the
corresponding value of k?. Based on this principle, one can investigate the Fermi
surface in kk-kz plane.

2.1.3 Green’s function

Using the relationship between the emission angle, h⌫ and crystal momentum dis-
cussed above, ARPES can be used as a direct probe of the spectral function A(k,!)

of the system. The relationship between one-particle Green’s function and the spec-
tral function is given below [90]. For simplicity we restrict ourselves to the case of
T = 0.

In the method of quantum field theory, one-particle Green’s function, which
characterizes the microscopic properties of a system, is defined as

G↵,�(x, x
0
) = �i h0|T ( ↵(x) 

†
�(x

0
)) |0i , (2.14)

where x and x0 denotes four-coordinate (r, t), ↵ and � denote spin indices, |0i
denotes the ground state, and T (. . . ) denotes the time-ordered product. In the ab-
sence of ferromagnetism and an external magnetic field, Green’s function must be
spin-independent,

G↵,� = G�↵,�. (2.15)
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Figure 2.2: Geometry of ARPES experiment: the emission direction of the photoelectron is
specified by the polar (✓) and azimuthal (�) angles [89].

Figure 2.3: Kinematics of the photoemission process within the three-step nearly-free-
electron final-state model [88]. (a) Direct optical transition in the solid (the lattice sup-
plies the required momentum). (b) Free-electron final state in vacuum. (c) Corresponding
photoelectron spectrum with a background due to scattered electrons.
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In the absence of external fields, the Green’s functions of homogeneous and
spatially infinite systems depend only on the coordinate differences r � r

0 and the
time difference t� t0. Suppose we represent Green’s function as a Fourier integral,
we have

G(x� x0
) =

Z
G(p,!)ei[p·(r�r

0)�!(t�t0)] d4p

(2⇡)4
. (2.16)

Then the function G(p,!) can be derived easily for a system of noninteracting
particles. We insert the expression of the free-field operator

 (x) =
1p
V

X

p

ape
i[p·r�✏0(p)t] (2.17)

into Eq.(2.14) and bearing in mind that all levels with |p| < p0 are occupied while
those with |p| > p0 are empty, we obtain

G(0)
(x) = � i

V

X

p

ei[p·r�✏0(p)t]
[✓(t)(1� n

p

)� ✓(�t)n
p

] , (2.18)

where

np =

(
1 for |p| < p0,

0 for |p| > p0,
(2.19)

and ✓(x) is the Heaviside step function. Going to the momentum representation, we
have

G(0)
(p,!) = �i

⇢
✓(|p|� p0)

Z 1

0

ei[!�✏0(p)]tdt� ✓(p0 � |p|)
Z 1

0

e�i[!�✏0(p)]tdt

�
.

(2.20)

This expression contains two integrals of the type
Z 1

0

eistdt. (2.21)

We define an integral of this type as the limit

lim

�!+0

Z 1

0

eist��tdt = i lim

�!+0

1

s+ i�
. (2.22)

Using (2.20) and (2.22), we obtain

G(0)
(p,!) =

✓(|p|� p0)

! � ✏0(p) + i�
+

✓(p0 � |p|)
! � ✏0(p)� i�

(2.23)

=

1

! � ✏0(p) + i�sgn(|p|� p0).
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Now we consider the basic properties of Green’s function of a system of inter-
acting fermions. Going to Schr¨odinger operators, we obtain

G(r � r, t� t0) = �i h0| eiHt (r)e�iH(t�t0) †
(r

0
)e�iH0t0 |0i (2.24)

= �i
X

s

h0| eiHt (r)e�iHt | si h s| eiHt0 †
(r

0
)e�iH0t0 |0i

= �i
X

s

 0s(r) 
†
s0(r

0
)ei(Es�E0)(t�t0) for t > t0.

G(r � r, t� t0) = i
X

s0

 0s0(r
0
) †

s00(r)e
i(Es0�E0)(t�t0) for t < t0.

For a homogeneous system, the coordinate dependence of matrix elements  nm(r)

and  †
nm(r) takes the form

 nm(r) =  nm(0)e
�ipnm·r, †

nm(r) =  †
nm(0)e

�ipnm·r, (2.25)

where pn is the momentum of the state n and pnm = pn � pm. Setting p0 = 0, we
have

G(r � r

0, t� t0) = �i
X

s

| 0s(0)|2eips·(r�r

0)e�i(Es�E0)(t�t0) for t > t0 (2.26)

G(r � r

0, t� t0) = i
X

s0

| 0s0(0)|2e�ips0 ·(r�r

0)ei(Es0�E0)(t�t0) for t < t0 (2.27)

Since the operator  †
(r) increases the number of electrons by unity, the summation

over s for t > t0 is made over states with particle number equal to N + 1. On
the other hand, the summation over s0 for t < t0 is made over states with particle
number equal to N � 1. We write

Es � E0 = ✏s + µ, (2.28)

where ✏s = Es�E0(N +1) is the excitation energy of the system and µ = E0(N +

1)� E0(N) is the chemical potential at T = 0. In the same way, we write

Es0 � E0(N) = ✏s0 � µ0, (2.29)

where es0 and µ0 are the excitation energy and the chemical potential for T = 0 of
the system with N � 1 particles. Within an error of order 1/N , we can assume

✏s = ✏s0 , µ = µ0. (2.30)

Introducing the functions

A(p, E) = (2⇡)3
X

s

| 0s(0)|2�(p� ps) for E < ✏s < E + dE (2.31)
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B(p, E) = (2⇡)3
X

s0

| 0s0(0)|2�(p+ ps) for E < ✏s0 < E + dE, (2.32)

we express Green’s function as a Fourier integral

G(p,!) =

Z 1

0


A(p, E)

! � E � µ+ i�
+

B(p, E)

! + E � µ� i�

�
dE (2.33)

The coefficient A and B are real and positive. Separating the real and imaginary
parts of the function G, we obtain

ReG(p,!) = P

Z 1

0


A(p, E)

! � E � µ
+

B(p, E)

! + E � µ

�
dE, (2.34)

ImG(p,!) =

(
�⇡A(p,! � µ) for ! � µ > 0,

⇡B(p, µ� !) for ! � µ < 0.
(2.35)

We also define the retarded and advanced Green’s function as follows:

GR(x� x0
) = �i✓(t� t0) h0| { (x), †

(x0
)} |0i , (2.36)

GA(x
0 � x) = i✓(t0 � t) h0| { (x), †

(x0
)} |0i . (2.37)

Performing the same operations as used to derive Eq.(2.33), we obtain

GR(p,!) =

Z 1

0


A(p, E)

! � E � µ+ i�
+

B(p, E)

! + E � µ+ i�

�
dE, (2.38)

GA(p,!) = G⇤
R(p,!), (2.39)

GR(p,!) =

(
G(p,!) for ! > µ,

G⇤
(p,!) for ! < µ.

(2.40)

It follows from eq. (2.40) that GR is the analytic continuation of G from the half-
line ! > µ.

2.1.4 Spectral function and retarded Green’s function

In the process of photoemission, one impinges light on the electron system and
change the number of electron from N to N � 1 [88]. The quantity measured here
is the change in the total momentum and energy. Suppose we take out one electron
from the ground state | N

g i and the total momentum change is k. Right after the
photoemission, the system is expressed as c

k

| N
g i, where c

k

is the annihilation
operator of a bloch state with momentum k. Since the final state has N�1 particles,
the relaxed state of photoexcited system can be expanded using eigenstates with
N � 1 particles; the spectral function obtained by photoemission spectroscopy is
thus

APES(k,!) =
X

i

|h N�1
i | c

k

| N
g i|2�(! + EN�1

i � EN
g ). (2.41)
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Similarly, in the process of inverse photoemission, electrons are impinged to the
electron system. The measured quantity is the emitted light and the gain of mo-
mentum when the system absorbs the incoming electrons. The spectral function
obtained by inverse photoemission spectroscopy is given by

AIPES(k,!) =
X

i

|h N+1
i | c†

k

| N
g i|2�(! � EN+1

i + EN
g ). (2.42)

! is defined as ! ⌘ "kin + V0 � h⌫. ! < µ corresponds to the photoemission, and
! > µ corresponds to inverse photoemission. We define the spectral function as the
sum of these two terms:

A(k,!) =
X

i

|h N�1
i | c

k

| N
g i|2�(! + EN�1

i � EN
g ) (2.43)

+

X

i

|h N+1
i | c†

k

| N
g i|2�(! � EN+1

i + EN
g ). (2.44)

The spectral function A(k,!) is related to retarded Green’s function GR(k,!)

by the relation

A(k,!) = � 1

⇡
ImGR(k,!). (2.45)

In order to prove Eq. (2.45), we take the Fourier transform of Eq. (2.37). For a
homogeneous system, retarded Green’s function is dependent only on the difference
of the coordinate and therefore

GR(k,k
0
; t� t0) ⌘

Z
dxe�ik·x

Z
dx0eik

0·x0
GR(x� x

0, t� t0) (2.46)

=

Z
d(x� x

0
)

Z
dx0e�ik·(x�x

0)ei(k
0�k)·x0

GR(x� x

0, t� t0)

(2.47)

⌘ �
kk

0GR(k, t� t0).

Expressing the field operator by plane-wave states,  (x) =
P

k

c
k

eik·x, GR(k, t) is
given by

GR(k, t) = �i✓(t) h N
g | {ck(t), c†

k

} | N
g i . (2.48)

Taking its Fourier transform and inserting the completeness relation ˆ1 =

P
n,i | n

i i h n
i |,
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we obtain

GR(k,!) =

Z
dtei!t+�tGR(k, t) (2.49)

=

Z 1

0

dtei!t+�t
(�i)

X

n,i

[h N
g | eiHtc

k

e�iHt | n
i i h n

i | c†
k

| N
g i

+ h N
g | c†

k

| n
i i h n

i | eiHtc
k

e�iHt | N
g i]

= (�i)
X

i

Z 1

0

dtei(!+EN
g �EN+1

s )t+�t h N
g | ck | N+1

i i h N+1
i | c†

k

| N
g i

+ (�i)
X

i0

Z 1

0

dtei(!+EN�1
s �EN

g )t+�t h N
g | c†

k

| N�1
i i h N�1

i | c
k

| N
g i

=

X

i

1

! + EN
g � EN+1

s

h N
g | ck | N+1

i i h N+1
i | c†

k

| N
g i

+

X

i0

1

! + EN�1
s � EN

g

h N
g | c†

k

| N�1
i i h N�1

i | c
k

| N
g i .

Comparison with Eq. (2.44) proves Eq. (2.45).

2.1.5 Electron self-energy, effective mass and damping of quasi-

particles

In this section, we only treat retarded Green’s function and drop the subscript R.
Green’s function for free particle is given, from (2.24) and (2.40), by

G(0)
(k,!) =

1

! � ✏
k

+ i�
, (2.50)

where ✏
k

is one-particle energy. In the presence of electron-electron interactions,
the crystal momentum k is still a good quantum number. We define self-energy
⌃(k,!) by the following relation:

⌃(k,!) = G(0)
(k,!)�1 �G(k,!)�1 (2.51)

i.e.

G(k,!)�1
=

1

! � ✏
k

� ⌃(k,!) (2.52)

The spectral function A(k,!) takes the form

A(k,!) = � 1

⇡
ImG(k,!) = � 1

⇡

Im⌃(k,!)

(! � ✏
k

� Re⌃(k,!))2 + (Im⌃(k,!)2)
(2.53)
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The energy distribution curve (EDC) is defined as A(k,!) with k fixed and the
momentum distribution curve is defined as A(k,!) with ! fixed. Neglecting the
energy dependence of the self-energy, it is clear from (2.53) that EDC near the
quasiparticle peak is approximated by a Lorentzian function.

Green’s function of free electrons G(0)
(k,!) has a pole at ✏

k

=

k2

2m . Let us
assume that the interacting Green’s function also has a pole:

G(k,!) ⇡ 1

! � ✏̃
k

, (2.54)

where ✏̃
k

represents the spectrum of renormalized quasiparticles. The spectrum ✏̃
k

is given by the equation:

✏̃
k

� ✏
k

� Re⌃(k, ✏̃
k

) = 0, (2.55)

where we have neglected Im⌃(k,!), which determines the quasiparticle damping
rate as we will see below. Expanding the self-energy in the vicinity of the pole, we
obtain

G(k,!) =
1

! � ✏
k

� ⌃(k,!) =

1

! � ✏
k

� ⌃(k, ✏̃
k

)� @⌃
@!

|!=✏̃k(! � ✏̃
k

)

. (2.56)

Taking into account (2.55), we can rewrite (2.56) in the following form:

G(k,!) =
1

! � ✏̃
k

� @⌃
@!

|!=✏̃k(! � ✏̃
k

)

=

1
1� @⌃

@! |!=✏̃k

! � ✏̃
k

⌘ Z
k

! � ✏̃
k

, (2.57)

where we have introduced the residue at the quasiparticle pole:

Z
k

=

1

1� @⌃
@!

|!=✏̃k

. (2.58)

From this expression Z
k

is the wave function renormalization factor. From general
grounds, Z

k

 1 and the equality is reached only for the noninteracting Fermi gas.
The spectral function corresponding to Green’s function (2.57) is given by

A(k,!) = Z
k

�(! � ✏̃
k

). (2.59)

Z
k

< 1 means that in a system with interaction the quasiparticle contribution to
A(k,!) is reduced due to the appearance of an additional multi-particle (incoherent)
contribution to the spectral function. Finite lifetime of the quasiparticle leads to the
finite width of the peak.

Suppose now that the spectrum of renormalized quasiparticles can be approxi-
mated by an enhanced effective mass:
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✏̃
k

=

k2

2m⇤ . (2.60)

Using the relationship 1
2m⇤ =

@✏̃k
@(k2) , we can derive the following formula:

m⇤

m
=

1� @⌃
@!

|!=✏̃k

1 +

@⌃
@✏k

=

1

Z
k

1

1 +

@⌃
@✏k

. (2.61)

This gives an important relationship between the mass renormalization m⇤/m and
the residue at the pole of Greens function Z

k

. In the simplest case, when the self-
energy has no k dependence, this relation becomes simple:

m⇤

m
=

1

Z
k

, (2.62)

so that the effective mass in a system with interaction is enhanced in comparison
with the case of free electrons.

In order for A(k,!) to be positive, it follows from (2.53) that

Im⌃(k,!) < 0. (2.63)

We consider the case where the interactions are sufficiently weak. Since ⌃(k,!) is
small, the solution to ! � ✏

k

� ⌃(k,!) = 0 is close to ✏
k

. Writing ! = ✏⇤
k

� i�
k

,
we obtain

✏⇤
k

= ✏
k

+ Re⌃(k, ✏⇤
k

� i�
k

) ⇡ ✏
k

+ Re⌃(k, ✏⇤
k

), (2.64)
�
k

= � Im⌃(k, ✏⇤
k

� i�
k

) ⇡ � Im⌃(k, ✏⇤
k

). (2.65)

Green’s function becomes

G(k,!) ' 1

! � ✏
k

+ i�
k

(2.66)

On the other hand, Green’s function in time representation

G(k, t) = �i✓(t) h N
g | [ck(t)c†

k

+ c†
k

c
k

(t)] | N
g i (2.67)

has the following physical meanings. The first term is a product of c
k

| N
g i, the

state at t = 0 where one electron with momentum k is added to the ground state,
and c

k

(t) | N
g i, the state at t where one electron with momentum k is added to the

ground state. This term represents the estimate of how much the original component



50 Chapter 2. Experimental methods

remains at t. In a similar manner, the latter term corresponds to that of a hole.
Taking the Fourier transform of (2.66), we obtain

G(k, t) =

Z
d!

2⇡
e�i!tG(k,!) (2.68)

'
Z

d!

2⇡

e�i!t

! � ✏⇤
k

+ i�
k

(2.69)

= �ie�i✏⇤kte��kt. (2.70)

This expression tells us that Green’s function represents the propagation of quasi-
particle with energy ✏⇤

k

and that the amplitude decays with its lifetime ⇠ 1/�
k

. It
is common to define the lifetime of a quasiparticle ⌧

k

=

1
2�k

. Thus the width of a
quasiparticle peak, Im⌃, represents the inverse of the lifetime of the quasiparticle.

2.1.6 Photoemission matrix element

The photoemission process can be described by applying the time-dependent pertur-
bation theory to the interactions of electrons with the classical radiation field [91].
Here, we here treat the electromagnetic field as a classical field rather than a quan-
tized field. The basic Hamiltonian in the Coulomb gauge with |A|2 omitted is given
by

H =

p

2

2m
+ e�(x)� e

mc
A · p. (2.71)

In order to be specific, we shall work with a linearly polarized monochromatic plane
wave

A = 2A0"̂ cos

⇣!
c
ˆ

n · x� !t
⌘
, (2.72)

�(x) = 0, (2.73)

where ✏ and n denote the linear polarization of the electric field and the propagation
direction, respectively. We treat � e

mc
A · p as the time-dependent perturbation and

rewrite it as

� e

mc
A · p = � e

mc
A0 ˆ" · p[e(iwc n̂·x�i!t)

+ e(�iwc n̂·x+i!t)
]. (2.74)

Since a harmonic perturbation of the type

V (t) = V ei!t + V †e�i!t (2.75)

brings about stimulated emission (the former term) and absorption (the latter term),
we now focus on the e�i!t term in eq. (2.74). Fermi’s golden rule gives the transition
probability per unit time as

wi!n =

2⇡

~
e2

m2c2
|A0|2| hn| ei!c n̂·x

ˆ

" · p |ii |2�(En � Ei � ~!). (2.76)
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When |ni forms a continuum, we integrate the expression with density of states
⇢(En).

We now discuss the photoemission process, that is, the ejection of an electron
when electrons are placed in the radiation field. The process is the transition from
an initial state |ii in a solid with E < µ to a final state ket |ki in the continuum
state with E > µ. This approximation is valid if the final-state electron is not too
slow and the effect of photoemission final states can be neglected. Since the final
states form a continuum, we have to integrate the expression of Eq. (2.74) with the
density of final states. The final expression for the differential cross section for the
photoelectric effect is given by

d�

d⌦
=

4⇡2↵~
m2!

| hk| ei(!c )n̂·x
ˆ

" · p |ii |2 mkL3

~2(2⇡)3 . (2.77)

ARPES usually makes use of 20-100 eV (62-100 nm) photons. Since the wave-
length of the radiation field is much longer than the atomic dimension (⇠Å), the
series

ei
!
c n̂·x

= 1 + i
!

c
ˆ

n+ . . . (2.78)

can be approximated by its leading term, 1. Now we have the matrix element

hn| ei!c n̂·x
ˆ

" · p |ii ' hn| ˆ" · p |ii . (2.79)

Using the commutation relation

[r, H0] =
i~p
m

, (2.80)

we obtain

hn| ˆ" · p |ii = m

i~ hn| ˆ" · [r, H0] |ii (2.81)

= im!ni hn| ˆ" · r |ii .

Because the transition matrix element is approximated by that of the dipole oper-
ator, this approximation is called the electric dipole approximation. Applying this
approximation to eq. (2.77), the differential cross section for the photoelectric effect
is proportional to the square of the matrix element of the dipole operator:

d�

d⌦
/ | hk| ˆ" · r |ii |2. (2.82)
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2.2 X-ray absorption spectroscopy

The measurement of photo-absorption by the excitation of core-level electrons into
unoccupied states as a function of photon energy is called x-ray absorption spec-
troscopy. The photo absorption intensity is given by

I(!) =
X

f

|hf |T |ii|2�(Ei � Ef � ~!), (2.83)

where T is the dipole transition operator. In the 3d transition metal compounds,
transition-metal 2p XAS spectra reflect the valence, the spin states and the crystal-
field splitting of the 3d states.

There are mainly three methods for XAS measurements: the transmission mode,
the total-electon-yield (TEY) mode, and the total-fluorescence-yield (TFY) mode.
In the transmission mode, the original intensity of x-rays and the intensity of trans-
mitted x-rays are counted. Although the transmission-mode is a standard method
for hard x-rays, it is difficult to perform in the soft x-ray range due to the strong
interaction of light with matter. In the TEY mode, all the electrons emitted from the
sample is collected and a good signal-to-noise ratio is expected. We measure the
electric current which flows between the ground and the sample, in proportion to the
intensity of the electron emission that follows the x-ray absorption. XAS spectra are
obtained by dividing the sample current by the mirror current, which is proportional
to the incident photon flux. In the TFY mode, the fluorescent light emitted after the
photo-absorption is measured. The TFY mode is considered to be bulk sensitive but
is distorted by self-absorption, while the TEY mode is surface sensitive and is little
influenced by self-absorption. In the following work, we employ the TEY mode for
better statistics unless otherwise stated.

2.3 Resonance photoemission spectroscopy

Photons with continuous energy spectrum are available in Synchrotron radiation
facilities. A schematic diagram of resonant PES is depicted in Fig. 2.4. Suppose
the energy of the incident photon is equal to the energy difference between the p core
levels and the valence d states. Along with the direct photoemission the process of
a valence d electron

p6dN + h⌫ ! p6dN�1
+ e�, (2.84)

the photo-absorption and subsequent Auger-type decay, called Coster-Krönig decay
occur:

p6dN + h⌫ ! p5dN+1 ! p6dN�1
+ e�. (2.85)
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Figure 2.4: Schematic diagram of resonance photoemission spectroscopy.  and � denote
the continuum and discrete states, respectively.

The final states of these two processes have the same electron configuration, and
therefore a quantum-mechanical interference will occur. The photoemission inten-
sity is resonantly enhanced and shows a so-called Fano profile [92]. Since this
enhancement takes place only for the d orbitals, one can obtain the d partial density
of states in the compound.

In the p ! d photoemission processes, the Fano resonance is derived from
configuration interaction between the 3d electron emitted electronic configuration
p6dN�1 as a continuum state  (E) with energy E and the core-excited electronic
configuration p5dN+1 as a discrete state 'with energy E'. These states are assumed
to be orthogonal and normalized as

h'|'i = 1, h (E)| (E 0
)i = �(E � E 0

), h (E)|'i = 0. (2.86)

The matrix elements belonging to the subset of states  (E) and ' are indicated by

h'|H|'i = E', (2.87)
h (E)|H|'i = V (E), (2.88)

h (E 0
)|H| (E)i = E�(E 0 � E), (2.89)

where H is the Hamiltonian of the system. The off-diagonal matrix element V (E)

originates from the Coulomb interaction in H, that is, V (E) = hp6dN�1|e2/r|p5dN+1i,
and is treated as configuration interaction between ' and  (E). The corresponding
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Figure 2.5: Fano line shapes for different values of q.

eigenstate has the form

 (E) = a'+

Z
dE 0bE0 (E 0

). (2.90)

The second term represents modulated  (E) and the sum of the two terms yield the
phase shift � due to the configuration interaction between ' and  (E), which is
given by

� = � arctan

⇡|V (E)|2
E � E' � F (E)

, (2.91)

where

F (E) = P
Z

dE 0 |V (E)|2
E � E 0 . (2.92)

The probability of excitation of the state  (E) is represented as the squared
matrix element of the transition operator T between the initial state i (p6dN config-
uration) and the state  (E). The ratio of the transition probability |h (E)|T |ii|2 to
the unperturbed |h (E)|T |ii|2 can be represented by

|h (E)|T |ii|2
|h (E)|T |ii|2 =

(q + ")2

1 + "2
, (2.93)

where

" = � cot� =

E � E' � F (E)

⇡|V (E)|2 , (2.94)

q =

h'|T |ii+ PR dE 0h'|H| (E 0
)ih (E 0

)|T |ii/(E � E 0
)

⇡h'|H| (E)ih (E)|T |ii , (2.95)
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are the reduced energy variable and the parameter denotes modification of the dis-
create state '. Figure 2.5 shows the line shapes of Eq. (2.93) for different values of
q, which shows clear enhancement near " = 0. Since the photoemission intensity is
proportianl to |h (E)|T |ii|2 when the energy of the incident photon is equal to that
of the p ! d excitation, one can extract the d partial density of states in the valence
band by the p ! d RPES.

2.4 ARPES system at Photon Factory 28A

Analyzer

Main chamber Preparation 
chamber0 15.5 17.5 32.0 34.0 36.0 m

87.0
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87.0
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Figure 2.6: ARPES measurement system at PF beam line 28A. (a) Schematic layout of
beamline 28A. (b) Overview of measurement chambers.

Now we describe the beamline 28A of Photon Factory (PF) in High Energy Ac-
celerator Research Organization (KEK) and the measurement system. The beam-
line 28A is an undulator beamline with a Spherical Grating Monochromator (SGM)
[Fig. 2.7 (a)] . Photons of 30-90 eV with positive/negative circular polarizations
and a linear polarization (E horizontal) are available. The endstation of the beam-
line is composed of three chambers: a load lock chamber, a preparation chamber,
and an ARPES measurement chamber (main chamber) (Fig. 2.7). Samples are
cleaved in situ in the main chamber to obtain fresh surfaces. In the ARPES chamber
a hemispherical analyzer Scienta SES2002 with a two-dimensional multi-channel
plate (MCP) detection system is attached. Two rotational degrees of freedom are
achieved by two-axis sample manipulator (i-Gonio). Since the analyzer slit is fixed
parallel to the ground, Fermi Surface mapping is performed by sweeping the tilt (�)
angle. Samples can be easily transferred between chambers with horizontal transfer
rods. The vacuum level of the main chamber reaches down to ⇠ 10

�11 Torr, which
keeps the sample surface sufficiently clean for ⇠24 hours.
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2.5 ARPES system at Stanford Synchrotron Radia-

tion Lightsource beamline 5-4
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Figure 2.7: ARPES measurement system at Stanford Synchrotron Radiation Lightsource
beamline 5-4. (a) Schematic layout of beamline 5-4. (b) Overview of measurement cham-
bers.

Next we describe beamline 5-4 of Stanford Synchrotron Radiation Lightsource
(SSRL). Beamline 5-4 is an undulator beamline with a normal incidence monochrome-
tor (NIM) for vacuum ultraviolet (VUV) photons (⇠ 7-32 eV). The endstation of the
beamline is composed of a load lock chamber, a preparation chamber, a character-
ization chamber, and a main chamber. Samples are cleaved at the characterization
chamber, where a LEED system is installed. A hemispherical analyzer Scienta
R4000 is installed in the main chamber. Since the analyzer slit is fixed vertically,
Fermi surface mapping is performed by rotating the DPRF (✓) angle.

2.6 Time-resolved photoemission spectroscopy

In order to study the dynamics of the electronic state in solids by photoemission,
pump-probe time-resolved ARPES (TrARPES) technique based on pulsed laser
photon source has been developed in recent years. Fig. 2.8 shows a schematic
illustration of the principles of TrARPES. The pulsed photons from laser source are
divided into pump and probe beams. As in other pump-probe techniques, the pump
beam brings the system out of equilibrium and the probe beam excite transient va-
lence electrons to the vacuum level. In order to generate probe beams that have
sufficient energy to excite valence electrons above the work functions of solids (⇠
4 eV), higher harmonics (HHs) generated from fundamental beams via nonlinear
crystals are employed. The fundamental beam of typically 1.5 eV is frequency-
doubled twice generating probe beam with 6 eV. In order to change the decay time
after the excitation, a delay stage is introduced in the optical path of pump or probe
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beams. As a technical difficulty generally encountered in laser-based ARPES, the
space-charge effect, the Coulomb repulsion between photoelectrons in the vacuum,
becomes striking because the pulsed laser instantaneously excites many photoelec-
trons and it can severely deteriorate the momentum and energy resolution. In ad-
dition, multiphoton absorption in strong fields prevents the application of Fermi’s
golden rule and distorts the spectra. Further, the high-power laser beam could gen-
erate thermal heating of samples. To avoid these effects, the power of pump and
probe beams must be reduced. Therefore, to obtain good statistics, high-repetition
laser source is employed.

sample

e-
-lense

Laser
system

analyzer

Delay stage

Delay chamber

BBO

BBO Delay

pumpprobe

ω 2ω

4ω

Figure 2.8: Typical setup of time-resolved ARPES (TrARPES).

2.7 TrARPES system using vacuum-ultraviolet higher

harmonic generation

I explain a newly-constructed TrARPES system at Institute of Solid State Physics
(ISSP) using vacuum-ultraviolet laser. Figure 2.9 shows the optical layout of the
TrARPES system. The fundamental laser (� = 790 nm) is created from a Ti:Sapphire
laser system with the repetition rate of 1 kHz and the pulse width of 90 fs. The in-
cident beam is split to pump and probe beams. In the pump line, a delay stage is
introduced to change the optical distance of the pump line, which modifies the delay
time between the pump and probe pulses. For probe beams, conventional TrARPES
system typically utilizes the 4th order higher-harmonic generation (HHG) from non-
linear crystals like �-BaB2O4 (BBO); however, the photon energy available is usu-
ally below ⇠ 7 eV, which significantly limits the accessible momentum space. To
overcome this hurdle, we employed the higher harmonics generated by irradiating
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laser pulses to rare gas (Ne, Ar, Xe) jet. This process creates HHG with the photon
energy equal to odd number times that of the incident beam. In the present setup,
we focus the fundamental beam or second harmonics created through BBO crys-
tal to rare gas jet created in the HHG chamber. In the spectrometer chamber, the
HHG is separated by a grating and the spectra can be checked by a multi channel
plate. The spectrum image in the middle of the figure crearly indicates that HHG
up to ⇠ 70 eV is successfully created. In order to select energy for photoemission
experiments, the beams are reflected twice by Mo/Si multilayer mirrors, which are
specially designed to reflect photons within a narrow energy range. In the present
setup, the mirrors are placed on the four faces of rotatable rectangular parallelepiped
mirror holders, and the experimenters can select four different h⌫. Also, in order
to cut the fundamental laser light which remains coaxial to the HHG, we employ a
ultrathin Al filter after the mirror chamber, which stops the incident beams as well
as blocks the inflow of the rare gas to the measurement chamber, where ultrahigh
vacuum is required. The pump and probe beams are focused to the sample, and the
energy and emission angles of the photoelectrons are measured by a Scienta R4000
hemispherical electron energy analyzer.
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Figure 2.9: Schematic optical layout of a time-resolved ARPES system equipped with
vacuum-ultraviolet laser at Institute for Solid State Physics (ISSP).

Figure 2.10 shows an overview of the TrARPES system. During my Ph.D. study,
I have been involved in the construction of this apparatus, in particular of the mul-
tilayer mirror chamber, HHG chamber, delay stage and pump line, in addition to
vacuum pumping system related to those chambers. Here I summarize technical
difficulties which I have tackled. The first difficulty lies in the generation of HHs.
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For the stable and efficient production of HHs, the pressure of rare gas jet should
be increased, while it must be immediately pumped out of chamber to protect the
system. For this purpose, we have prepared a metallic tube with a pair of small
holes (see left bottom of Fig. 2.9) through which the fundamental laser is impinged
to generate HHs. The rare gas is pumped out by a large turbo molecular pump with
diameter of ⇠ 70 cm attached below the chamber. During operation, the pressure of
the HHG chamber is kept at ⇠ 10

�3 Torr to obtain sufficient count rate. The second
difficulty is the overlapping of pump and probe beams at the focusing point of the
hemispherical analyzer. To achieve this, before the measurement, we first optimize
the sample position by maximizing the photoemission count rate from the He dis-
charge lamp, then confirm the overlapping of visible pump beam and fundamental
laser at the sample spot by monitoring the CCD image from behind the analyzer or
by employing a pin hole attached to the tip of the sample manipulator [93].

Figure 2.10: Overview of the new time-resolved ARPES system at ISSP.

2.8 Resonant inelastic x-ray scattering

Inelastic scattering experiments provide direct information about various elemen-
tary excitations in solids. The most extensively used technique is neutron scatter-
ing. Due to its high energy resolution, it has uncovered elementary excitations in
the cuprates [94]. However, neutron scattering has several technological limitations.
First, it is difficult to detect high energy excitations because of the limited energy
transfer from neutrons to the system. Second, due to the low cross section of the
neutron beam with the system, it is inevitable to prepare large amount of single



60 Chapter 2. Experimental methods

crystals, which makes it impossible to measure systems whose single crystals are
difficult to grow, and thin film samples.

The newly developing photon scattering technique we employed in the present
work is resonant inelastic x-ray scattering (RIXS) [95, 96]. Since it is an inelas-
tic photon scattering in the x-ray regime, it is also sometimes called x-ray Raman
scattering. Figure 2.11 (a) shows a schematic diagram of RIXS process [96]. First,
electrons in the core level are excited to the unoccupied states by absorbing the
incoming photons. Second, the core holes are filled by valence electrons with the
emission of outgoing photons. In total, this process creates an excitation with mo-
mentum ~k � ~k0 and energy ~!

k

� ~!
k

0 . By measuring the direction and energy
of the scattered light, we can investigate into the dispersion of the elementary exci-
tations in solids. RIXS has several advantages. First, since RIXS utilizes the x-ray
absorption edges, the cross sections of x-rays and electron is resonantly enhanced
and much larger than the cross section of neutron scattering. Therefore RIXS can be
applied to small single crystals and thin film samples. It also leads to the chemical
selectivity of the scattering process, which is useful when more than one chemical
elements coexist in the system. Second, since the energy difference between in-
coming and outgoing photons is transferred to the system, the transfer energy can
be larger than neutron scattering. Thus high energy excitations including charge-
transfer excitations, d-d excitations, in addition to magnons and phonons, are within
the scope of RIXS. Figure 2.11 (b) shows the time development of the energy res-
olution of RIXS at the Cu L3 edge. Before 2000, the energy resolution was larger
than 1 eV; recent technological advances in the third-generation synchrotron light
sources with improved brilliance and low emittance, improved CCD photon detec-
tors have improved the resolution down to ⇠ 100 meV in 2008. For these reasons,
RIXS can be considered as the complimentary technique to neutron scattering. In
the following we describe the principles and recent technological advances in RIXS.

2.8.1 Dynamical structure factor

2.8.2 Fluctuation-dissipation theorem

Suppose the the system investigated is described by Hamiltonian H and the external
force F (t) is applied to the system as a perturbation. We write the hamiltonian of
the perturbation as

Hext = � ˆAF (t), (2.96)

where A is the operator of the physical quantity conjugate to the external force F (t).
Under the external force, the equation of motion of the density matrix is

i~ @
@t
⇢(t) = [H +Hext, ⇢(t)]. (2.97)
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Figure 2.11: (a) Schematics of direct resonant inelastic x-ray scattering (RIXS). (b) Devel-
opment of soft x-ray RIXS resolution at the Cu L3 edge [96].

The expectation value of a physical quantity ˆB at time t is, to the linear order of the
perturbation,

B(t) = Tr(⇢(t)B)

= hBi+ 1

i~

Z t

�1
dt0h[A,B(t� t0)]iF (t0), (2.98)

where hBi = Tr(B) is the expectation value of ˆB in the equilibrium (t = 1)
state and B(t) = eiHt/~Be�iHt/~ is the Heisenberg representation. Defining the
generalized susceptibility in the following form,

�B(t) = B(t)� hBi = Re[�BA(!)F0e
�i!t

] (2.99)

we can derive

�BA(!) =
i

~

Z 1

0

dth[B(t), A]iei!t, (2.100)

which is the well-known Kubo formula. If we define advanced (�) and retarded
Green’s functions (+)

G±
BA(t) = ± i

~✓(t)h[B(t), A]i, (2.101)
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the generalized susceptibility is the Fourier transform of the retarded Green’s func-
tion:

�BA(!) = �G+
BA(!). (2.102)

The dynamical structure factor is defined as

SBA(!) =

Z 1

�1

dt

2⇡
hB(t)Aiei!t. (2.103)

It is related to the Green’s functions in the following way:

SBA(!) =
1

2⇡

i

1� e��~! [G
+
BA(!)�G�

BA(!)]. (2.104)

In the case B = A†, it can also be rewritten as

SBA(!) =
1

⇡

1

1� e��~! Im�BA(!). (2.105)

2.8.3 X-ray scattering cross sections

To compute the cross sections of x-ray scattering process, we start with the Hamil-
tonian for electrons in a quantized electromagnetic field

H =

X

i

1

2m

⇣
Pj � e

c
A(rj)

⌘2
+

X

ij

V (rij)

� e~
2mc

X

j

sj ·r⇥A(rj)� e~
2(mc)2

X

j

sj ·E(rj)⇥
⇣
Pj � e

c
A(rj)

⌘

+

X

k�

~!
k

✓
c†
k�ck� +

1

2

◆
, (2.106)

where the vector potential A(r) is expanded by creation and annihilation operators
c†
k� and c

k� as

A(r) =

X

k�

✓
2⇡~c2
V !

k

◆1/2

(✏

k�ck�e
ik·r

+ ✏

⇤
k�c

†
k�e

�ik·r
), (2.107)

where � denotes two polarizations. The application of the Coulomb gauge leads to
the transversality of the waves:

k · ✏
k� = 0. (2.108)

The vector potential is linear in c and c† so that the x-ray scattering event occurs in
second order for terms linear in A and in first order for quadratic terms. Since the
fourth spin-orbit term is already of order (v/c)2, we will omit linear terms in A and
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keep only quadric terms and those independent of A. Substituting E = �r�+ ˙

A,
the fourth term becomes

� e~
2(mc)2

 
X

j

sj · (�r�j ⇥ Pj) +

X

j

sj
e

c2
· [ ˙A(rj)⇥A(rj)]

!
. (2.109)

We now write

H = H0 +HR +H 0 (2.110)

with

H0 =

X

j

1

2m
P

2
j +

X

ij

V (rij) +
e~

2(mc)2

X

j

sj · (r�j ⇥ Pj) (2.111)

HR =

X

k�

~!
k

⇣
c†
k�ck� + 1/2

⌘
(2.112)

H 0
=

e2

2mc2

X

j

A

2
(rj)� e

mc

X
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A(rj) · Pj � e~
mc

X

j

sj · [r⇥A(rj)]

� e~
2(mc)2
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X

j

sj · [ ˙A(rj)⇥A(rj)] (2.113)

⌘ H 0
1 +H 0

2 +H 0
3 +H 0

4. (2.114)

Among the perturbation terms, H 0
1 and H 0

4 are quadratic in A, whereas H 0
2 and H 0

3

are linear. The x-ray cross sections are calculated as the transition probability from
the initial state |ai, an eigenstate of H0 with energy eigenvalue Ea, with an incoming
photon k�, to the final state |bi with a scattered photon k

0�0. To the second order,
the transition probabity per unit time is given by the Fermi’s golden rule

w =

2⇡

~

�����hf |H |ii+
X

n

hf |H 0 |ni hn|H 0 |ii
Ei � En

�����

2

�(Ei � Ef ), (2.115)

|ii = |a;k�i , |fi = |b;k0�0i , Ei = Ea + ~!
k

, Ef = Eb + ~!
k

0 . (2.116)

Since both the initial and final states contain one photon, H 0
1 and H 0

4 contribute
to the first order term and H 0

2 and H 0
3 to the second order term. When only the

low-lying excitations are investigated, !
k

⇠ !0
k

, the first order term becomes

hb;k0�0|H 0
1 +H 0

4 |a;k�i =
2⇡~c2
V !

e2

mc2
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X
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eiq·rj |ai ✏0 · ✏� i
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hb|
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!
,

(2.117)
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where ✏ = ✏

k�, ✏0 = ✏

⇤
k

0�0 and q = k � k

0. The contribution from the first term
is called Thomson scattering, which depends on the Fourier transform of the elec-
tron density

P
j e

iq·rj . The second term is smaller than the first term by the factor
~!/mc2 (⇠ 2 ⇥ 10

�3 for 1 keV x-rays) and depends on the Fourier transform of
the spin density

P
j e

iq·sj
rj . The differential cross section is obtained from the

transition probability:

d2�

d⌦0dE 0 = w⇢(Ef )/I0 (2.118)
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!2
k
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V
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Including the second order terms, the final expression becomes
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In the non-resonant x-ray scattering, the second order term gives much smaller
contribution than the first-order terms. When we ignore the spin-dependent term,
the differential cross section can be rewritten as
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where ⇢†
q

=

R
dreiq·r⇢(r) =

P
i e

iq·ri is the Fourier transform of the density op-
erator and ~! = ~!

k

� ~!
k

0 is the energy transfer. In the actual experiment, the
initial state is the thermal average of all possible states, and the final electronic state
is not analyzed so that the transitions to the all possible electronic final states have
to be summed. Therefore the total transition probability R(q,!) with momentum
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transfer q and energy transfer ~! is
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where ⌦ = Tr(e��H) is the grand potential, h·i represents thermal average, and
S(q,!) is the charge dynamical structure factor.

2.9 RIXS system at National Synchrotron Radiation

Research Center

We describe a newly-developed RIXS beamline BL05A1 at National Synchrotron
Radiation Research Center (NSRRC), based on active-grating monochromator (AGM)
and active-grating spectrometer (AGS) principle [97]. Figure 2.12 (a) shows the
schematic illustration of this principle. The key aspect of the layout is that the two
gratings and the optical paths are symmetrically designed with respect to the sam-
ple. First, a point-like photon source is created by an entrance slit. Photons within
a energy window of �E ⇠ 500 meV, via AGM monochrometer, disperse to differ-
ent positions of the sample. Supposing that that the incident photons are elastically
scattered by the system, the outgoing light takes the symmetric path with respect to
the sample. Since the light source is point-like by the entrance slit, all the elastically
scattered photons focus to the same positions in the CCD. Thus photons counted at
different positions on the CCD correspond to inelastically scattered ones. In this
manner, the RIXS scattering event within the bandwidth of the incident beam can
be collected simultaneously. Assuming that the scattering event is not strongly de-
pendent on the incident energy, this is so efficient photon counting scheme that high
signal-to-ratio data within a reasonable experimental time can be expected. Figure
2.12 (b) shows the optical layout of the beamline. The distance from the sample to
the gratings is 2.5 m, and that between the AGS grating and the CCD is 3.5 m. In
the present status, the polarization of the scattered light is not analyzed.

In order to change the momentum transfer in the RIXS process, one has to
change the detector position. In the soft x-ray RIXS, however, this is a formidable
task since the entire equipment must be stored in a ultrahigh-vacuum of ⇠ 10

�9
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Torr, unlike in the hard x-ray RIXS case. Figure 2.13 (a) shows the main chamber
of the RIXS system. To change the detector position with respect to the sample, ICF
70 flanges equipped with gate valves are arranged at every 15 degrees’ interval, and
the detector can be connected either of the flanges. In Fig. 2.13 (b) the overall mea-
surement system is shown. The AGS grating chamber and the CCD detector system
are located on a rotation stage (blue foundation), and can be rotated simultaneously.

Figure 2.12: (a) AGM-AGS principle employed in the RIXS beamline BL05A1 at NSRRC.
(b) Schematic illustration of optical layout in BL05A1 [97]. Distances are indicated in units
of meter.

Figure 2.13: (a) Main chamber of the RIXS system. ICF 70 franges equipped with gate
valves that connect the main chamber and the detector are arranged at every 15 degrees. (b)
Overall picture of the RIXS system. The vacuum chambers including AGS and CCD are
placed on top of a rotatable stage.

2.10 WIEN2k package

To gain wider insights to the electronic structure, we have performed first-principles
band calculations using WIEN2k package [98] and compared the results with ARPES
data. The program package WIEN2k performs electronic structure calculations
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of solids within density functional theory. It is based on the full-potential (lin-
earized) augmented plane-wave + local orbitals method, one among the most accu-
rate schemes for band structure calculations.
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Chapter 3

Angle-resolved photoemission

spectroscopy of SrFe2(As0.65P0.35)2

3.1 Introduction

Since the discovery of high-temperature superconductivity in the iron pnictides and
calcogenides [1], the mechanism of Cooper pairing and the symmetry of the order
parameter have been the central issues of debate [15, 99]. In the spin-fluctuation-
mediated superconductivity, intra-orbital nesting between hole and electron Fermi
surfaces (FSs) brings about a sign-changing s±-wave superconducting (SC) state
[8,9,100]. In orbital-fluctuation (OF)-mediated superconductivity, an s++-wave SC
state without sign change is realized [17, 19]. For the heavily overdoped systems
like Ba1�xKxFe2As2, whose hole FSs at the zone center are absent or much smaller
than electron FSs, d-wave pairing [101] and time-reversal symmetry-broken s+ id-
wave pairing have been proposed. The diversity of the SC gap structure among
various materials and doping elements characterizes the FeSCs in comparison with
the cuprates [102].

Among them, the isovalently-substituted BaFe2(As1�xPx)2 (Ba122P) system
[20] has attracted particular attention since the presence of line nodes in the SC
order parameter was proposed from NMR [31], penetration depth and thermal con-
ductivity measurements [27]. Since the existence of line nodes is not imposed by
the A1g symmetry of the order parameter but is realized by an accidental cross-
ing of the zero surface of the order parameter and the FSs, a careful experimental
investigation is required to determine the location of nodes in the momentum space.

The structure of nodal SC gap is susceptible to the microscopic pairing mecha-
nism. In the spin-fluctuation-mediated pairing, the SC gap tends to change its sign
along the nesting vector and the pnictogen height can serve as a switch between
nodeless and nodal pairings [11] since the pnictogen height sensitively controls the
radii of FSs and consequently the spin susceptibility. For crystal parameters of

69
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Ba122P, Suzuki et al. [38] calculated three-dimensional SC gap structure within the
RPA. They have shown that the SC gap on the outer hole FS around the Z point with
dz2 orbital character is small (below 2 meV) and changes sign, as we have seen in
Fig. 1.20 (a). On the other hand, when the orbital-fluctuation exchange is included,
Saito et al. [39] showed that a nodal s-wave state appears with loop-shaped nodes
on electron FSs due to a competition between attractive and repulsive interactions
(Fig. 1.20 (b)). Furthermore, in stark contrast with spin-fluctuation scenario, the
gap function on the outer hole FS around the Z point becomes comparable or even
larger than the other hole FSs, because the interorbital correlations develop in all
the d orbitals.

Thus the information about the orbital dependence of the SC gap and location
of nodes will clarify the microscopic mechanism. For this purpose, the SC gap of
Ba122P has been studied by utilizing various experimental probes. Shimojima et
al. [35] has found a nearly isotropic, orbital-independent SC gap opening on the
three hole FSs around the Z point by high-resolution laser-based angle-resolved
photoemission spectroscopy (ARPES). Also, Yamashita et al. observed a fourfold
oscillation in angle-resolved thermal conductivity as a function of magnetic field
direction within the basal plane [34]. Taking into account Shimojima et al.’s result,
Yamashita et al. concluded that loop-like line nodes appear on the outer electron
FS [103] to explain their observations.

ARPES measurements utilizing variable energy photons from synchrotrons can
directly probe the spectral function at entire momenta in the BZ and are supposed
to solve the dispute. However, no consensus on synchrotron-based ARPES data
on Ba122P has been achieved so far. Zhang et al. [36] reported the observation
of a horizontal line node on the outer hole FS around the Z point and claimed the
consistency of the data with the Suzuki et al.’s calculation. On the other hand,
Yoshida et al. [37] reported finite and orbital-independent SC gaps on all the hole
FSs and an anisotropy of the SC gap on the inner electron FS, and pointed out
the importance of orbital fluctuations. To resolve this controversy on Ba122P and
the microscopic mechanism, a more systematic study on the nodal versus full gap
behaviors is necessary.

A related system SrFe2(As1�xPx)2 (Sr122P) has a slightly higher optimal critical
temperature (x = 0.35, Tc = 33 K) than that of Ba122P (x = 0.30, Tc = 30 K), and
its parent compound SrFe2As2 has a much higher Néel temperature (TN ) of 197
K than that of BaFe2As2 (TN = 138 K) [21]. While Sr122P and Ba122P share
nearly the same pnictogen heights from the square Fe lattice, the c-axis length is
significantly shorter in Sr122P than in Ba122P reflecting the smaller ionic radius
of the Sr2+ than Ba2+ ions. In a previous work on as-grown samples [26], we
measured the band dispersions and FSs of Sr122P. We have clarified that the outer
hole FS is more strongly warped along the kz direction than the corresponding one
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in Ba122P, and that the inner hole FS is an ellipsoidal pocket. The presence of line
nodes in Sr122P is also suggested from the 31P-NMR [23], specific heat [24], and
penetration depth measurements [30]. It is, therefore, conceivable that a similar
mechanism gives rise to nodal SC gaps in Ba122P and Sr122P and also to some
differences arising from the stronger three-dimensionality and the accidental nature
of line nodes in the s-wave SC state. Thus Sr122P is an ideal system for the above
purpose of examining the SC gaps in a systematic way and a new insight into the
nodal SC gaps in iron pnictides would be obtained. In particular, the change in
the gap function on the more enlarged outer hole FS around the Z point with dz2

orbital character, which is sensitive to the microscopic mechanism, may clarify the
dominant pairing interaction.

3.2 Experimental

Sr122P single crystals were prepared by the self-flux method described in Ref. 24
and postannealed to achieve the optimal Tc = 33 K. The Tc was determined by the
onset of Meissner diamagnetic signal with a transition width �Tc ' 5 K. ARPES
experiments were carried out at beamline 5-4 of Stanford Synchrotron Radiation
Lightsource (SSRL) and at a laser ARPES apparatus at Institute for Solid State
Physics (ISSP). In order to obtain clean surfaces, samples were cleaved in situ at
pressure better than 1 ⇥ 10

�10 Torr before measurements. Cleavage occurs along
the ab planes. The kinetic energy and momenta of photoelectrons were measured
using Scienta R4000 electron energy analyzers. In the following, the x and y axes
point from Fe towards the nearest neighbor Fe atoms, the X, Y axes point from Fe
towards the second nearest neighbor Fe atoms, and the z axis is parallel to the c-
axis. In-plane (kX ,kY ) and out-of-plane momenta (kz) are expressed in units of ⇡/a
and 2⇡/c, where a = 3.90 Å and c = 12.09 Å are the in-plane and out-of-plane
lattice constants. Calibration of the Fermi level (EF ) was achieved in reference
to the spectra of gold which was in electrical contact with the samples. Incident
photons from 21 eV to 35 eV from the synchrotron were linearly polarized. For
laser ARPES, the incident photons with h⌫ = 6.998 eV were linearly s-polarized.
The total energy resolution was�E ⇠ 6 meV at T = 5 K for synchrotron-radiation
ARPES, and �E ⇠ 1 meV at T = 3 K for laser ARPES.

3.3 Results and discussion

In-plane FS mappings taken with h⌫ = 24 eV and 28 eV are shown in Figs. 3.1
(a) and (b), respectively. The first Brillouin zone of Sr122P is also shown in the
inset of (a). h⌫ = 24 eV approximately corresponds to the kz = ⇡ plane at the
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zone center, and h⌫ = 28 eV crosses the X [(⇡, ⇡)] point, judging from the radius
of the hole FSs [26] and the elongation of the ✏ FS along the (0,0)-(⇡, ⇡) line [34].
There are three hole-like bands crossing EF around the Z point, which form three
circular FSs, while two electron-like bands cross EF around the (⇡, ⇡) point. These
FS topologies are the same as those for as-grown samples [26], demonstrating that
the annealing process does not greatly modify the electronic structure. FS mapping
along the kz direction reported in Ref. [26] is reproduced in Fig. 3.1 (c). The orbital
character of the hole bands crossing EF are dxz/yz (�,�) around the � point, and dxy
(↵), dxz/yz (�), and dz2 (�) around the Z point. The orbital character for electron
bands is dxz/yz (�) and dxy (✏).
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Figure 3.1: (a),(b) In-plane Fermi surface (FS) mapping for SrFe2(As1�xPx)2 (Sr122P)
(x = 0.35) taken with h⌫ = 24 eV [(a)] and 28 eV [(b)]. Filled circles indicate the kF
positions and their symmetrized points. The first Brillouin zone of Sr122P is shown in the
inset of panel (a). (c) FS mapping taken in the kz-kk plane for Sr122P reproduced from
Ref. [26].

Now we investigate the SC gap in the momentum space. Figure 3.2 (a) shows
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FS mapping taken with the 7 eV laser. The observation of three FSs and the radius
of the outer FS demonstrate that h⌫ = 7 eV measures a plane close to the Z point.
We define the FS angle ✓ with respect to the nearest Fe-Fe direction as indicated
in panel (a). Symmetrized energy distribution curves (EDCs) below and above Tc

for the three FSs are shown in Figs. 3.2 (b)-(d). The symmetrization of the spec-
tra with respect to EF eliminates the effect of the Fermi cutoff and enables us to
directly visualize the SC gap opening and their magnitude [104]. The closure of
the gaps above Tc demonstrates that the gaps originate from superconductivity. To
extract the gap size from the data, symmetrized EDCs below Tc were fitted to the
phenomenological low-energy spectral function of the form [105]

A(kF ,!) = � 1

⇡

⌃

00
(kF ,!)

[! � ⌃0
(kF ,!)]2 + [⌃

00
(kF ,!)]2

, (3.1)

with the self-energy at kF ,

⌃(kF ,!) = �i�1 +�
2/[! + i�0]. (3.2)

Here, �1 is the single-particle scattering rate, � is the SC gap, and �0 is the inverse
pair lifetime. A finite �0 well reproduces the spectral broadening in the pseudogap
state of the cuprates [105]. Although the importance of the �0 term has been pointed
out [103], here we set �0 = 0 because the symmetrized EDCs do not show maxima
at ! = 0 and the EDCs at 40 K (just above Tc = 33 K) in panels (b)-(d) do not
show any signature of pseudogap. When the spectra have clear coherence peaks
and deep gap at ! = 0 as in the ↵ and � FSs, this fitting procedure works well and
the gap size thus deduced yields the coherence peak position [panels (b) and (c)] .
However, in the absence of clear SC peaks due to the small gap or low quasiparticle
weight as in the case of the � FS [panel (d)], the fitting is quite unstable and wide
parameter sets can reproduce the spectral lineshapes, making it difficult to extract
SC gap values. Therefore we estimate the SC gap of the � FS from the shoulder
structures of the low-T spectra if they exist, as indicated by the circles. We notice
that the shoulder positions exhibit angular dependence, and the almost absent in -2�

and -15� spectra. Note that even when there is no signature of SC gap shoulder,
positive� with comparable �1 can reproduce spectra like the -15� one in panel (d),
as pointed out by Khodas et al. [103]. Further, the spectral intensity of the � band
is weaker than other bands. Thus we do not intend to claim the presence of nodes
simply because of “no gap” throughout this chapter, as done for Ba122P by Zhang
et al. [36]. The extracted SC gap is plotted in Fig. 3.2 (e) as a function of ✓. The ↵
and � FSs have isotropic gaps of ⇠ 5 meV and 4 meV, respectively. On the other
hand, the � FS shows a signature of anisotropy with the minimum around ✓ = 0

�

and the maxima around ✓ = 45

�.
In order to further quantify the anisotropy in the � FS, we show the difference

EDCs between below and above Tc in Fig. 3.3 (a). Almost concomitant with the



74 Chapter 3. Angle-resolved photoemission spectroscopy of SrFe2(As0.65P0.35)2

π

π

θ

α β γ

γβα
∆

θ 

α

β

γ

Figure 3.2: (a) FS mapping of the hole FSs taken with h⌫ = 7 eV laser. Red circles indicate
the kF positions, where the superconducting (SC) gap sizes are estimated, and the crosses
show their symmetrized points. FS angle ✓ is defined with respect to the Fe-Fe direction as
indicated in the figure. (b)-(d) Symmetrized energy distribution curves (EDCs) at kF ’s for
the inner (↵), middle (�), and outer (�) FSs, respectively. Blue and red spectra show the
data for 3 K and 40 K, respectively. The gray curves indicate the fitted curves. The vertical
bars indicate the estimated SC gaps. For the � FS, where the SC coherence peaks are almost
absent, we determine SC gap from the shoulder structures of the spectra, as indicated by the
circles. (e) SC gap � plotted as a function of the FS angle ✓.

anisotropy of the shoulders, the spectral weight transfer, shown by the blue area in
panel (a), also exhibits angular dependence. The spectral weight transfer is plotted
in Fig. 3.3 (b) as a function of ✓. It also show a signature of anisotropy with a
minimum around ✓ = 0

�. Although the spectral weight is not itself a direct mea-
sure of SC gap but a quasiparticle weight and/or the superfluid density [106, 107],
the anisotropic spectral weight may imply the angular dependence of the orbital
character or the anisotropic SC gap.

In order to study wider momentum space, we employed synchrotron ARPES.
Figure 3.4 (a) shows symmetrized energy-momentum (E-k) ARPES intensity plots
for the hole FSs taken with h⌫ = 23 eV photons, which again corresponds to the
kz = ⇡ plane with the Z point at the zone center. The kF positions are indicated by
arrows, and the momentum cuts in the Brillouin zone (BZ) are illustrated in Fig. 3.4
(b). As we have seen in the laser data, the SC coherence peak is the highest for the
↵ sheet, and the smallest for the � sheet. The symmetrized EDCs are shown in Figs.
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γ
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Figure 3.3: (a) Difference symmetrized EDC spectra between 3 K and 40 K for the � FS.
Red (blue) area indicates the increase (decrease) of the spectral weight. (c) Plot of the
reduction of spectral weight [blue area in panel (a)] as a function of ✓.

3.5 (c)-(e). We observe more pronounced SC coherence peaks for the ↵ FS [panel
(c)] than the laser data, probably reflecting better photoemission cross sections at
h⌫ = 23 eV or because 7 eV does not exactly measure the plane around the Z point.
For the � FS, the spectral shape is similar to the laser data. For the � FS, we again
observe an indication of anisotropy from the shoulders indicated by the circles. The
estimated SC gap is plotted in panel (f). We again obtain isotropic gaps of � ⇠
8 meV for the ↵ FS and 6 meV for the � FS. For the � FS, the amplitude of the
anisotropic shoulder is ⇠ 5 meV around ✓ = ±45

� and 135

�, and a signature of
gap minima around ✓ = 90

� (equivalent to ✓ = 0

�), consistent with the laser data.
However, we also observe flat symmetrized EDCs between �14

� < ✓ < 49

� [Figs.
(e1) and (e2)], probably because the momentum cuts approach the FS edge, which
tends to reduce the photoemission intensity and leads to featureless EDCs.

In order to study the kz dependence of the SC gap, we have performed mea-
surements by varying photon energy. Figure 3.5 shows E-k intensity plots for the
hole FSs taken along the kz direction using h⌫ = 23-31 eV photons. At the zone
center, h⌫ =23 eV corresponds to the Z point and h⌫ =31 eV to the � point. We
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Figure 3.4: (a) Symmetrized energy-momentum (E-k) intensity plots at 5 K for the hole
FSs taken with h⌫ = 23 eV photons. The kz value corresponds to that of the Z point at the
zone center. The location of each cut is indicated in panel (b). The kF positions are shown
by arrows. (b) Schematic figure of the hole FSs. (c)-(e) Symmetrized EDCs. Estimated gap
is indicated by dotted lines [(c), (d)] and circles [(e1), (e2)]. (f) SC gap as a function of ✓.
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Figure 3.5: (a) Symmetrized E-k intensity plots for the hole FSs taken along the kz direction
using h⌫ = 23-31 eV photons. (b) Schematic figure of hole FSs along the kz direction. (c)-
(e) Symmetrized EDCs. (f) SC gap as a function of the incident photon energy.
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observe a strong warping of the � FS as h⌫ is varied, as illustrated in Fig. 3.5 (b).
Symmetrized EDCs are plotted in Figs. 3.5 (c)-(e) and the estimated gap is plotted
in panel (f). As kz moves from the Z point toward the � point, the gap on the ↵ FS
becomes smaller and the coherence peak height also becomes lower. The line shape
of the � FS is almost unchanged. The gap of the � FS slightly increases. This be-
havior can be explained by the modifications of the radii and the orbital component
of the FSs. For the ↵ FS, the decrease of the gap and spectral weight is explained by
the gradual decrease of the FS radius and accordingly the deterioration of nesting
condition between the ↵ and ✏ FSs. For the � FS, since it is almost two-dimensional,
the gap size does not show significant kz dependence. For the � FS, it has the dz2

character around the Z point and the gap is small since it there is no dz2 orbital com-
ponent in the electron pockets. As it approaches the � point, it acquires the dxz/yz
character and the radius of the � FS becomes comparable to that of the � FS. As a
result, the intraorbital scattering between the � and � FSs can be enhanced, leading
to the gradual increase of the gap.
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Figure 3.6: (a) Symmetrized E-k intensity plots for the electron FSs taken with h⌫ = 24

eV photons. (b) Schematic figure of the electron FSs. (c), (d) Symmetrized EDCs. (e) SC
gap as a function of ✓.

Next we move on to the electron FSs. Figure 3.6 (a) shows symmetrized E-k
intensity plots for the electron FSs taken with h⌫ = 24 eV photons. It can be seen
that the SC gap is finite for all kF ’s. Judging from the fact that the two electron
FSs are almost circular at (⇡, ⇡) point as illustrated in Fig. 3.6 (b), h⌫ = 24 eV
corresponds to kz = 5.25 (2⇡/c) plane. The symmetrized EDCs are shown in Figs.
3.6 (c) and (d). We observe SC coherence peaks in the � sheet. For the ✏ sheet,
although the background level is high due to the presence of the � band below the
✏ band, we still observe gapping at ! = 0. The estimated SC gap is plotted in Fig.
3.6 (e). Both � and ✏ FSs have isotropic SC gaps of � ⇠ 8 meV. This isotropic gap
is in contrast to the observed line nodes [34] and gap anisotropy [37] in the electron
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pockets of Ba122P.
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Figure 3.7: (a) Symmetrized E-k intensity plots for the electron FSs taken with h⌫ = 28 eV
photons. (b) Schematic figure of the electron FSs. The kz at (⇡,⇡) for 28 eV corresponds
to that of the X point. (c), (d) Symmetrized EDCs. (e) SC gap as a function of ✓.

To investigate the kz dependence of the gap on the electron FSs, we performed
in-plane measurements with another h⌫ of 28 eV. Fig. 3.7 (a) shows symmetrized
E-k intensity plots. h⌫ = 28 eV corresponds to the kz = 5 (2⇡/c) plane and
includes the X point, as illustrated in Fig. 3.7 (b). One again observes that the SC
gap is finite for all kF ’s. The symmetrized EDCs are shown in Figs. 3.6 (c) and (d).
The line shapes are close to those in Fig. 3.6. The SC gap is plotted in Fig. 3.6 (e).
Again we obtain almost isotropic gaps of ⇠ 8 meV both for the � and ✏ FSs. From
these results, it is safe to exclude the possibility of nodes on the electron FSs.

Although it is not possible to exactly determine the three-dimensional nodal
structure from the limited momentum cuts in our data, they are most likely around
the ✓ = 0

� line on the � hole FS around the Z point considering the anisotropic small
gap and very low coherence peaks. For the shape of the node, vertical line nodes
in the entire kz seems unlikely, considering the increase of the � FS gap near the �
point, as we have seen in Fig. 3.5 (e). From these considerations, we propose that
there exists dramatic reduction or a possible sign change on the � hole FS, around
the Z point, and around the ✓ = 0

� line (the Z-X line).
Here we discuss the relationship of the present result and theoretical calcula-

tions. Suzuki et al. [38] calculated the gap structure of Ba122P based on spin-
fluctuation exchange and showed that sign reversal occurs on the � FS around the
Z point, consistent with the present result. Also, Saito et al. calculated it by con-
sidering both spin- and orbital-fluctuation exchange. They showed that, without
orbital-fluctuation exchange, the � FS has 4 meV gap on the kz = 0 plane and very
small sign-reversed gap around the kz = ⇡ plane, indicating the sign reversal near
the kz = ⇡ plane, reproducing Suzuki et al.’s result. Further, the gap on the kz = ⇡
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plane is the largest for ↵, intermediate for �, and smallest (and negative) for � FS,
consistent with the present data. On the other hand, when orbital-fluctuation ex-
change is included, the SC gap on all the hole FS becomes of the same sign, the gap
on the electron FSs becomes anisotropic, and nodes may be formed on the electron
FSs depending on the microscopic parameters. The latter two predictions are incon-
sistent with the present data. Also, the gap of the hole FSs on the kz = ⇡ plane is the
largest for the � FS, in conflict with the present data. From these observations, the
gap structure of Sr122P can qualitatively be explained within by spin-flucutuation
exchange mechanism. Quantitatively, however, Suzuki et al. showed that the sign-
reversed gap on the � FS has (negative) maximum on the Z-X line, 45� rotated from
the present result. Since the calculated gap is small (below 2 meV) around the Z
point and the enlarged three-dimensionality of Sr122P, a direct calculation with the
parameter sets of Sr122P is necessary.

For the hole FSs, one notices that the spectral weight of SC coherence peak, or
equivalently the gap area, is strongly FS dependent; highest for ↵, intermediate for
�, and the lowest for � FS. The ratio of the coherence peak intensity with respect the
total spectral weight is associated to superfluid density in the cuprates [106, 107].
The present observation indicates that superconductivity with different superfluid
density coexists in Sr122P.

Finally, we would like to mention the effect of impurity on the SC gap structure.
A recent study on the effects of electron irradiation and natural disorder in Sr122P
single crystals [108] shows that the low-temperature behavior of the penetration
depth can be described by a power-law function ��(T ) = AT n, with n close to
one for pristine annealed samples and larger than two for electron-irradiated ones,
implying that the nodes are accidental and can be lifted by the introduction of dis-
order. For Ba122P, Mizukami et al. [109] also found that the nodal state changes to
a nodeless state with fully gapped excitations by introducing nonmagnetic point de-
fects by electron irradiation. Theoretically, Kontani et al. [17] proposed a possibility
of crossover from s± wave to s++ wave with increasing the impurity concentrations.
The present annealed samples, which yielded n ⇠ 1 in Strehlow et al.’s penetration
depth measurement [108], can be reasonably regarded as “pure”, and a comparison
with theory with low impurity concentration is justified. To further clarify this is-
sue, direct ARPES investigation into the change of SC gap structure with different
impurity concentrations is left for future studies.

3.4 Conclusion

In conclusion, we have measured the SC gaps of optimally-doped Sr122P in the
wide three-dimensional momentum space by laser-based and synchrotron-radiation
ARPES. Around the Z point, the ↵ and � hole FSs have isotropic SC gap of 8 meV
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and 6 meV, respectively. The gap on the � FS is anisotropic with the amplitude
of 5 meV with minima along the Fe-Fe direction. The electron FSs have isotropic
gap of 8 meV, and almost independent of the kz. As for the location of nodes, we
propose that there exists dramatic reduction or a possible sign change in the � hole
FS, around the Z point, and around the ✓ = 0

� line. The present observation is
qualitatively consistent with the theoretical calculations based on spin-flucutuation
exchange. We also found the spectral weight of the coherence peak is the highest
for the inner hole FS and the lowest for the outer hole FS, which suggests that
superconductivity with different superfluid density coexists in Sr122P.
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Chapter 4

Time- and angle-resolved

photoemission spectroscopy of

BaFe2As2

4.1 Introduction

Ultrafast phenomena in condensed matter have been the subject of intense research
after the advent of ultrafast laser. In order to investigate nonequilibrium tran-
sient states in solids, the pulsed photons are divided into pump and probe por-
tions: pump pulses excite the system and the probe pulses measure various phys-
ical quantities of the transient states after a variable delay time. On the other
hand, angle-resolved photoemission spectroscopy (ARPES) is a versatile tool to
study the electronic structure of solids with momentum resolution. Combining
these strengths, time- and angle-resolved photoemission spectroscopy (TrARPES)
was realized shortly after the technological achievement of laser-based ARPES.
TrARPES technique has been utilized to study ultrafast dynamics of various ma-
terials including charge-density-wave materials [110, 111], cuprate superconduc-
tors [112], graphene [113, 114], and topological insulators [115, 116].

BaFe2As2 (Ba122), one of the parent compounds of iron-based superconduc-
tors (FeSCs), exhibits stripe-type antiferromagnetic (AFM) order below the Néel
temperature (TN ) of 138 K. Nesting between the hole Fermi surfaces (FSs) at the
zone center and electron ones at the zone corner is considered to enhance the spin-
density-wave instability with the ordering vector Q = (⇡/a, ⇡/a, 2⇡/c). The AFM
order coexists with the orthorhombic lattice distortions, which entails the orbital dif-
ferentiation between the dxz and dyz orbitals. Due to the availability of high-quality
single crystals, the equilibrium electronic structure of Ba122 and that of the doped
superdoncutors have been extensively studied in order to clarify the competition and
interplay between various order parameters [117–119].

83
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As for time-resolved experiments of FeSCs, coherent A1g phonon oscillations
have been found in various physical quantities in previous studies. Mansart et
al. [43] found oscillatory components overlaid on exponential decay in the transient
reflectivity spectra of Ba(Fe0.92Co0.08)2As2. TrARPES studies on Ba/EuFe2As2
[44, 45] found oscillations of the chemical potential of the electrons after the pump
pulse. Time-resolved x-ray diffraction experiments [47, 49] directly measured the
oscillations of the intensity of the Bragg reflections from BaFe2As2. Although the
existence of coherent lattice dynamics has been well established so far, a natural
question remains: Since the first process is the absorption of photons by the excita-
tion of valence electrons, electron distribution should be observed well above EF ,
up to the photon energy (h⌫) of pump beam. Furthermore, since it is not to the
crystal lattice but to the electronic system that the optical pump directly transfers
its energy, modifications of the electronic structure should precede the subsequent
excitation of phonons, as described by phenomenological two-temperature mod-
els [50,51]. Here, because the rise of the electronic temperature after optical excita-
tion is higher than TN , the electronic system may undergo a phase transition to the
paramagnetic (PM) state. In equilibrium, the reconstruction of the band structure
across the SDW transition was clearly observed by ARPES by changing tempera-
ture [120]. Therefore, one expects that the phase transition can be induced by op-
tical pump and the relaxation to the SDW ground state is detectable by TrARPES.
Furthermore, since investigations into SDW materials by TrARPES have limited,
TrARPES studies will give us insight into the dynamics of SDW formation in gen-
eral.

To perform TrARPES, probe beam with h⌫ larger than work functions of solids
is required, which is normally achieved by employing higher harmonics (HHs) gen-
erated through nonlinear crystals like �-BaB2O4; however, the h⌫ is typically be-
low 6-7 eV, limiting accessible momentum space close to the � point. For FeSCs,
in particular, the information about electron pockets around the X point cannot be
obtained. To overcome this hurdle, we have employed HHs generated by focusing
fundamental light to rare gas jet [121]. This method can create photons in the ex-
treme ultraviolet regime (h⌫ > 20 eV), which are high enough to probe the entire
Brillouin zone (BZ) of FeSCs. A previous work by Yang et. al. [46] utilized a sim-
ilar setup and observed a global oscillation of the chemical potential due to the A1g

photon modes of As atoms both at the � and X points. However, the time-resolved
data in that work were limited to temporal evolution of energy distribution curves
(EDCs).
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4.2 Experimental

In the present work, we have performed TrARPES measurements of the SDW state
in Ba122 in order to directly measure transient spectral functions both around the �
and X points. The fundamental laser systems are 1 kHz Ti:Sapphire lasers operating
at a wavelength (�) of 790 and 800 nm, respectively, with a pulse width of 90
fs. The second harmonics with � = 394 and 400 nm generated by a 0.5-mm-
thick �-BaB2O4 crystal are employed as the source of HH generation. HHs were
generated by irradiating the second harmonics to Ar gas jet and the 9th harmonics
with h⌫ = 28.3 and 27.9 eV were selected by a pair of SiC/Mg multilayer mirrors
by suppressing other higher harmonics [122]. Ba122 single crystals were cleaved
in situ prior to measurements to obtain fresh surfaces. Cleavage occurs along the ab
plane. Single crystals were not detwinned and, therefore, the ARPES intensity is the
superposition of intensities from two inequivalent domains in the SDW state. The
kinetic energies and the momenta of photoelectrons were measured using a Scienta
R4000 hemispherical electron energy analyzer. The total energy resolution was 250
meV. All the measurements were done at 10 K, which was well below the TN of the
equilibrium SDW state. The structure of Ba122 in the PM state has a space group
symmetry of I4/mmm and its first BZs for the PM and antiferromagnetic (AFM)
states are shown in Fig. 4.1 (c). We shall use the notation of the PM BZ to specify
positions in momentum space. In-plane (kX , kY ) and out-of-plane (kz) momenta are
expressed in units of ⇡/a and 2⇡/c, respectively, where a = 3.97 Å and c = 13.00

Å are the in-plane and out-of-plane lattice constants, respectively. The kX , kY , kz
axes are also shown in Fig. 4.1 (c).

Before going to the experimental results, I summarize experimental hurdles spe-
cific to the present work on Ba122. First and formost, it needed great care to reduce
the space-charge effects between photoelectrons. Since HH generation is a non-
linear optical process, the fundamental laser pulse width must be made as short as
possible in order to increase the instantaneous amplitude of the electric field. How-
ever, the HHs generated in this way excite too much photoelectrons instantaneously
and the space-charge effect between them was extremely large, making it almost
impossible to obtain reasonable TrPES spectra. In particular, Ba122 is a multiband
system with a high DOS near EF , and the space-charge effect in Ba122 is much
stronger than in other materials recently studied such as graphene and cuprate su-
perconductors. In order to avoid this, we had to severely reduce the fundamental
laser fluence by carefully keeping finite count rates. This process makes the photoe-
mission count rate extremely low. It took about one entire week to obtain the results
below for each cut. Still, the signal-to noise ratio is not enough to allow qualitative
analysis of EDCs. To overcome this difficulty, higher repetition rate of fundamen-
tal laser, and improvement of the shape of the metallic tube for more efficient HH
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generation are desired in future.
Second, since the photoemission intensity from HHs is extremely weak and the

resolution is above 200 meV, it is impossible to map out the FS or to know the exact
momenta by looking at the ARPES spectra. To perform reliable measurements,
He discharge lamp must also be equipped to the measurement chamber as another
photon source. The actual measurements were performed as follows: First, we map
out the FS by He discharge lamp in order to check the direction of the sample and
to find the manipulation rotation angles corresponding to normal emission. Then
we switch to the HHs, and rotate the sample to desired positions.

4.3 Results and discussion
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Figure 4.1: (a) Temporal evolution of angle-integrated photoemission intensity around the
(0, 0, 6.5) point of the Brillouin zone (BZ). (b) Difference spectra of (a) from the aver-
age intensity before the arrival of pump pulse. (c) First BZs of the paramagnetic (black)
and antiferromagnetic (red) states. We shall use the paramagnetic notation below. Solid
and dotted arrows indicate the momentum cuts for the (0, 0, 6.5) and (1, 1, 6.1) point, re-
spectively. (d) Temporal evolution of the electronic temperature (Te). Te is evaluated by
fitting the photoemission intensity to the Fermi-Dirac distribution function convoluted with
the instrumental function. Black dotted line shows the fit to a decay function of the form
Te(t) = A+B⇥(t) exp(�t/⌧decay), where ⇥(t) is the Heaviside step function.
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Now we move on to the experimental results. Figure 4.1 (a) shows the temporal
evolution of angle-integrated photoemission (PES) spectra around the zone center.
With h⌫ = 27.9 eV probe photons the momentum cut is on the kz = 6.5(2⇡/c)

plane as shown by a solid arrow in panel (c). One sees that upon the arrival of a
pump pulse at t = 0, the electron population above the Fermi level (EF ) suddenly
increases and it decays afterwards. To improve the visibility of the data, we show
difference spectra in Fig. 4.1 (b). Here, the average spectrum before t = 0 has been
subtracted. It is clear that just after t = 0 the population above EF increases while
that below EF decreases, and that the population inversion is weakened with delay
time. In order to quantify the transient state, we show in Fig. 4.1 the electronic
temperature Te as a function of delay time. Te is determined by fitting the PES
intensity at each delay time to a Fermi-Dirac distribution function convoluted with
the Gaussian with a resolution of 250 meV. After the pulse, Te reaches ⇠ 1400 K.
Te has been fitted to a decay function of the form Te(t) = A+B⇥(t) exp(�t/⌧decay)

where ⇥(t) is the Heaviside step function. The best fit is shown by a dotted curve.
We obtain a decay constant of ⌧decay = 0.579 ps around the � point.
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Figure 4.2: (a) Time-resolved angle-resolved photoemission (ARPES) spectra around the
(0, 0, 6.5) point. (b) Difference TrARPES spectra from the spectrum before the pump arrival
(-0.47 ps).

In order to study the momentum-resolved spectral function during the relax-
ation, we show in Fig. 4.2 (a) the TrARPES spectra taken at different delay times.
The momentum cut is the same as that of Fig. 4.1. To highlight the change of the
spectra, we also show difference TrARPES spectra in Fig. 4.2 (b). Here, the spec-
trum at -0.47 ps has been subtracted from each spectrum. Before the pump pulse
(-0.47 ps), the spectrum represents that of the SDW state. Although the identifica-
tion is not obvious under the resolution of the present setup, we consider the spectra
to be those of the SDW state from comparison with ARPES data at 10 K (< TN )
and 200 K (> TN ). After the arrival of pump pulse (t � �0.02 ps), electrons start
to occupy states above EF . At 0.12 ps, we observe an inversely populated states
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above the gap (E � EF > 0.6 eV) which have parabolic intensity distribution. At
0.41 ps, this inverse population disappears, indicating the fast decay of electrons.
As for the intensity between 0 < E � EF < 0.4 eV, it already exists at -0.02 ps,
reaches maximum around 0.12 ps, and slowly decays as a function of time. At
1.42 ps, there is almost no separation of positive and negative area in the difference
spectrum, indicating that the electronic system has relaxed back to the equilibrium
state.

Here we discuss the implications of the present data for ultrafast phase transi-
tion. In the following, we argue that the observed hot electron states are likely to be
those of the PM states caused by the melting of the SDW state. We compare in Figs.
4.3 (a) and (b) the difference spectrum at 0.12 ps and calculated band dispersion at
kz = 6.5 (2⇡/c) in the PM state. For the intensity increase shown by red, we ob-
serve a population inversion above 0.6 eV and a gap between 0.4 < E � EF < 0.6

eV. This is qualitatively consistent with the calculated PM band structure shown
in Fig. 4.3 (b), and quantitatively the smaller gap in experiment can be ascribed
to the experimental resolution of 250 meV. However, there also is slight intensity
increase between the gap, 0.4 < E � EF < 0.6 eV. Here we list possible reasons
for this. The first possibility is that not the entire measured region exhibits phase
transitions. Since the beam profile of the probe beam is a gaussian, there always is
inhomogeneity in the pumping power in the sample. Therefore some portion of the
probed area may remain in the SDW state, which can contribute to the increased
count in 0.4 < E � EF < 0.6. The second possibility is the contribution from the
multiphoton absorption. Since we utilized pulse laser for the photoexcitation of the
electrons, there is a large possibility for electrons to absorb more than one photon.
Multiphoton absorption is particularly strong when the pump and probe pulses over-
lap since it is a nonlinear process. Since the multiphoton absorption does not require
intermediate states unlike in the absorption of pump photons, it may contribute to
finite counts where the unoccupied states do not exist.

In order to argue that the transient spectrum at 0.12 ps is not that of SDW, it
would be helpful to compare the data with the DFT calculation of the SDW state.
Since the Ba122 samples were not detwinned, we show the results for two inequiv-
alent domains in Fig. 4.3 (c). It is well known that electronic structure calcula-
tions of the parent compounds of FeSCs greatly overestimate the AFM ordered mo-
ment [123, 124], and the reduction of the ordered moment by the LDA+U method
with negative U greatly modifies the band structure [120]. However, Terashima
et al. [125] showed that the standard DFT calculation reasonably accounts for the
AFM FSs of Ba122 determined by the Shubnikov-de Haas oscillation measure-
ments. Therefore we have used the standard GGA functional and reproduced the
results of Terashima et al.. One observes that there are much more bands near EF

in the SDW state due to the AFM band folding. In particular, the band bottoms of
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domain 1 at 0.3 eV and the flat band at 0.6 eV of domain 2 are not clearly resolved
in the present measurement. However, we cannot rule out the possibility that the
weak intensity increase between 0.2 < E � EF < 0.6 originates from these SDW
bands.

To gain further insight from the intensity decrease shown in blue, equilibrium
spectra taken with h⌫ = 63 eV (Z point) for the SDW (20K) and PM (150 K) states
are shown in Figs. 4.3 (d) and (e), respectively. We note that the blue intensity in
panel (a) shows a parabolic feature as indicated by a blue dotted line. We ascribe
this to a parabolic feature observed in the equilibrium the SDW state as indicated
by a black dotted line in Fig. 4.3 (d), which does not appear in the PM state [Fig.
4.3 (e)]. The disappearance of this feature by raising the temperature from the
SDW state to the PM state is also reported in Ref. 120. Thus the data at -0.47 ps
can be naturally assigned to those of the SDW state, as expected from the sample
temperature 10 K < TN in the equilibrium state.
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Figure 4.3: (a) Difference TrARPES spectrum at 0.12 ps. The blue dotted curve is a guide
to the eye indicating a characteristic parabolic intensity decrease. Blue dotted line indicates
the bottom of a characteristic parabolic feature. (b),(c) Density-functional theory (DFT)
band structure around the (0, 0, 6.5) point for the PM and SDW states, respectively. (d), (e)
Equilibrium ARPES spectra around the Z point for the antiferromagnetic (20 K) and para-
magnetic (200 K) states, respectively. Black dotted line in panel (d) indicates a parabolic
feature which appears only in the SDW state.

The observation of population inversion at the conduction band bottom is made
possible due to the relatively slow relaxation of excited electrons across the band
gap at the zone center. Indeed, inverse population after optical pump was also ob-
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served in bilayer graphene but not in single layer graphene [113, 114]. Here, the
existence of this band gap in bilayer graphene leads to a longer lifetime carriers at
the minimum of the conduction band as compared to the Dirac cone dispersions in
the monolayer one.

Next we investigate the dynamics of excited electrons around the zone cor-
ner. Figure 4.4 shows the temporal evolution of angle-integrated PES spectra at
the (1,1,6.1) point. We employed h⌫ = 28.3 eV and the momentum cut in the BZ is
indicated by a dotted arrow in Fig. 4.1 (c). The difference spectra are also shown in
Fig. 4.4 (b). As in the case of the (0,0,6.5) point, the intensity above EF increases
and that below EF decreases at t = 0, and this change weakens with time. The
evolution of Te is plotted in Fig. 4.4 (c). Te rises up to ⇠ 900 K just after the pump
pulse. We obtain a decay parameter 0.604 ps, close to 0.579 ps around the (0,0,6.5)
point.
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Figure 4.4: (a) Temporal evolution of angle-integrated PES spectra around the (1, 1, 6.1)

point. The momentum cut is indicated by a dotted arrow in Fig. 4.1 (c). (b) Difference
spectra of (a) from the average intensity before the arrival of pump pulse. (c) Temporal
evolution of Te.

TrARPES spectra around the (1,1,6.1) point are shown in Fig. 4.5 (a) and the
difference spectra are shown in Fig. 4.5 (b). Although the modifications in the spec-
tra are weaker than those in the zone center, we observe an intensity increase after
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the pump pulse. Note that we do not observe population inversion well above EF

within our measurement range. To understand the difference between the results
for the (0,0,6.5) and (1,1,6.1) points, we also show calculated PM band structure in
Fig. 4.5 (c). The lowest states above EF at (1,1,6.1) point are located at 0.873 eV
above EF , which is much higher than those at the (0, 0, 6.5) point. Furthermore,
one of the two bands located around ⇠ 1 eV above EF is rather flat; as a result,
the lifetime of excited electrons around the (1,1,6.1) point can be much shorter than
around that at (0,0,6.5), because they can easily decay into different momentum
states via electron-phonon and/or electron-electron interactions. To support the in-
terpretation, we also show the calculated SDW band structure for two domains in
Fig. 4.5 (d). As in the (0,0,6.5) point, there are more bands in the SDW state
than in the PM state. In particular, there are three electron band bottoms between
0.2 < E � EF < 0.6 eV, where long exciton lifetime is expected. The absence of
the observation of transient population in this range corroborates our assignment of
the transient state between 0.1 and 0.2 ps to the PM state. However, there also is
possibility that reduced phototemission matrix element at the zone corner prevented
us from observing the population inversion. In the present experimental setup, four
different photon energies are available, and it is possible to probe different kz by
selecting higher photon energies. Future measurements of different kz will help us
better interpret the present observations.
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Figure 4.5: (Color online) (a) TrARPES spectra around the (1, 1, 6.1) point. (b) Difference
TrARPES spectra from the spectrum before the pump arrival (t = �1.02 ps). (c),(d) DFT
band structure around the (1,1,6.1) point in the PM [(c)] and AFM [(d)] states, respectively.

While the hot electrons above the band gap decay quickly (< 0.41 ps), the hot
electrons close to EF persist for a longer time, which can be interpreted as the ther-
malized electronic states. For the time scale of the relaxation of near-EF states, we
compare the present decay constants with those from previous works. The present
value ⇠ 0.60 ps for 10 K is close to 0.8 ps for EuFe2As2 [44], 0.38 ps for Ba122 [46]
. Also, it is comparable with 0.6-0.8 ps for superconducting Ba1�xKxFe2As2 [126]
estimated from time-resolved reflectivity. As for the A1g phonon modes, we did not
observe oscillatory intensity modulation near EF . Mansart et al. [43] performed
time-resolved reflectivity measurements of Ba(Fe0.92Co0.08)2As2 with various pump
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fluences and found that, while the phonon oscillation is barely visible at ⇠ 1.3

mJ/cm2 in the course of the exponential decay of the reflectivity, it becomes more
prominent at higher flux (⇠ 2 mJ/cm2) and makes the relaxation slower. We need
further investigation into the pump fluence dependence of the transient states in the
future.

4.4 Conclusion

In conclusion, we have studied the ultrafast dynamics of the BaFe2As2 in the SDW
state by TrARPES from rare-gas HHs. The probe photons with the h⌫ of 27.9 and
28.3 eV have been created by HH from Ar gas jet, high enough to investigate the
dynamics at the Brillouin zone corner, which is inaccessible by conventional HHs
from nonlinear crystals. We observed electronic modifications from the SDW band
structure within ⇠ 1 ps after the 1.5 eV pump pulse. Inverse populations above
the band gap above EF were observed at 0.12 ps at the zone center and they decay
rapidly. The 0.12 ps spectrum is consistent with the band structure calculation of
the PM state, which is expected from the high electronic temperature above 1000 K.
However, under the present resolution of 250 meV, interpretation of the data within
the SDW is also possible. For clarifying this issue, measurements with different
photon energy will be necessary. After the fast decay of the optically excited elec-
trons, a thermalized state appears and survives for a relatively long time. Decay
constants both around the � point and the X point are ⇠ 0.60 ps, in agreement with
previous TrARPES and time-resolved reflectivity measurements.



Chapter 5

Soft x-ray spectroscopic studies of

Ba1�xKx(Zn1�yMny)2As2

Part of this chapter is based on published papers “Photoemission and x-ray absorp-
tion studies of the isostructural to Fe-based superconductors diluted magnetic semi-
conductor Ba1�xKx(Zn1�yMny)2As2”, H. Suzuki, K. Zhao, G. Shibata, Y. Taka-
hashi, S. Sakamoto, K. Yoshimatsu, B. J. Chen, H. Kumigashira, F.-H. Chang,
H.-J. Lin, D. J. Huang, C. T. Chen, Bo Gu, S. Maekawa, Y. J. Uemura, C. Q.
Jin and A. Fujimori, Phys. Rev. B 91, 140401(R) (2015) (Editor’s Suggestion)
and “Fermi Surfaces and p-d Hybridization in the Diluted Magnetic Semiconductor
Ba1�xKx(Zn1�yMny)2As2 Studied by Soft X-ray Angle Resolved Photoemission
Spectroscopy”, H. Suzuki, G. Q. Zhao, K. Zhao, B. J. Chen, M. Horio, K. Koshi-
ishi, J. Xu, M. Kobayashi, M. Minohara, E. Sakai, K. Horiba, H. Kumigashira, Bo
Gu, S. Maekawa, Y. J. Uemura, C. Q. Jin and A. Fujimori, Phys. Rev. B 92, 235120
(2015).

5.1 Introduction

Diluted magnetic semiconductors (DMSs) have received much attention due to the
possibility of utilizing both charge and spin degrees of freedom in electronic de-
vices [52–54, 56, 75]. In order to realize functional spintronics devices, it is im-
portant to have a full control of the carrier density and ferromagnetic Curie tem-
perature (TC). Prototypical DMS systems such as Ga1�xMnxAs, In1�xMnxAs and
Ga1�xMnxN, however, show severely limited chemical solubility due to the substi-
tution of divalent Mn atoms for the trivalent Ga or In sites. Besides, the simultane-
ous doping of charge and spin induced by Mn substitution prevents us from optimiz-
ing the charge and spin densities independently, although the tuning of the charge
density by applying gate voltage is possible and can be used to control TC [127].
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A newly-found DMS, Ba1�xKx(Zn1�yMny)2As2 [84] (Mn-BaZn2As2), is isostruc-
tural to the “122”-type iron-based high-temperature superconductors [2] and has a
TC as high as 230 K [85]. This material has an advantage that the charge reservoir
Ba layer and the ferromagnetic ZnAs layer are spatially separated, which allows us
to control the amount of hole carriers by K substitution to the Ba layer and that of
magnetic elements by substituting Mn to the ZnAs layer rather independently. In
addition, the substitution of Mn atoms for isovalent Zn atoms enables us to circum-
vent the difficulty of limited chemical solubility in Ga1�xMnxAs and related DMSs,
which makes it possible to obtain bulk specimens. Anomalous Hall effect observed
in Mn-BaZn2As2 [84] provides evidence that ferromagnetism here is intrinsic as in
Ga1�xMnxAs [128, 129]. This new series of DMSs, together with the new “111”-
type materials Li(Zn,Mn)As [82] and Li(Zn,Mn)P [83], opens up new possibilities
for the next generation spintronics devices. To achieve this goal, it is important to
investigate the electronic and magnetic structure of Mn-BaZn2As2 and clarify the
advantages of this material as compared with the archetypal Mn-doped-based DMS
materials like Ga1�xMnxAs and In1�xMnxAs. Furthermore, Mn-BaZn2As2 bulk
single crystals have recently been successfully synthesized with TC = 60 K (x = 0.3,
y = 0.15) [130]. This is an important step toward the understanding of the elec-
tronic structure of this material and consequently the mechanism of carrier-induced
ferromagnetism in DMSs in general. Also, a magnetic anisotropy has been found
in the magnetization hysteresis curves with the easy axis along the c-axis [130]. For
future applications, this magnetic anisotropy leads to the possibility of high density
storage device design.

In the present chapter, we have performed x-ray absorption spectroscopy (XAS)
and resonance photoemission spectroscopy (RPES) measurements on Mn-BaZn2As2
(x = 0.3, y = 0.15, TC = 180 and 230 K). We have also performed x-ray mag-
netic circular dichroism (XMCD) and resonant inelastic x-ray scattering (RIXS)
measurements on Mn-BaZn2As2 (x = 0.3, y = 0.15, TC = 60 K) single crystals to
study the magnetic ground state and electronic excitations of Mn. XMCD directly
probes the ferromagnetic component of magnetic moments in the ground states and
RIXS allows us to investigate electronic excitations with element specificity. Here,
we study the magnetic states and electronic configuration of Mn by utilizing pho-
tons around the Mn L2,3 edge.

Polycrystalline samples were synthesized under high pressure by the method
described in Ref. 84. XAS measurements for samples with TC = 230 K were
performed at the Dragon Beamline BL-11A of National Synchrotron Radiation
Research Center (NSRRC), Taiwan. The spectra were taken in the total-electron
yield (TEY: probing depth ⇠ 5 nm) mode. The monochromator resolution was
E/�E > 10000 and the x-rays were circularly polarized. The samples were filed in
situ before the measurements to obtain fresh surfaces. photoemission experiments
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for polycrystalline samples with TC = 180 K and single crystals were performed
at Beamline 2 of Photon Factory, High-Energy Accelerator Research Organization.
Calibration of the Fermi level (EF ) was achieved using the EF of gold which was in
electrical contact with the samples. Incident photon energies from 635 eV to 643 eV
were linearly polarized. In order to gain insight further into the electronic structure
of the host semiconductor BaZn2As2, we have performed density-functional theory
(DFT) calculations.

XMCD measurements were performed at the Dragon Beamline BL-11A of Na-
tional Synchrotron Radiation Research Center (NSRRC), Taiwan. X-ray absorption
(XAS) and XMCD spectra were taken in the total-electron yield (TEY: probing
depth ⇠ 5 nm) mode. XMCD signal is defined as the difference between absorp-
tion spectra taken with circularly polarized x-rays of different helicities. Here, the
XMCD spectrum was obtained by switching the direction of the external magnetic
field (±1 T). The monochromator resolution was E/�E > 10000. The single crys-
tals oriented along the c-axis (2 mm ⇥ 2 mm) were cleaved in situ before the mea-
surements to obtain fresh surfaces. External magnetic field was applied along the c

axis and the angle between the incident light and the magnetic field was 30�. RIXS
measurements were performed at the undulator beam line BL-05A1 of NSRRC.
The optical layout of the present RIXS system with an active-grating monochro-
mator and an active-grating spectrometer designed for the efficient collection of
inelastically scattered x-rays is described in Ref. 97. The zero energy loss line is
determined from the peak position of the elastic scattering peak of reference poly-
crystalline carbon and the total energy resolution around the Mn L3 edge estimated
from its full width half maximum was 80 meV (E/�E ' 8000). The RIXS spectra
were measured with two linear polarizations at 20 K under a vacuum of 1.0 ⇥ 10�9

Torr. The polarizations of the scattered x-rays were not analyzed.

5.2 Density functional theory calculation of BaZn

2

As

2

First, in order to understand the electronic structure of the host semiconductor, we
have performed band-structure calculations on BaZn2As2 using the Wien2k pack-
age [98]. Figure 5.1 (a) shows the calculated band structure and the density of states
(DOS). BaZn2As2 has space group I4/mmm and the first Brillouin zone is shown
in the inset of the right panel. The calculations were done using the experimen-
tally determined tetragonal lattice constants a = 4.12 Å, c = 13.58 Å [84] and
the arsenic height hAs = 1.541 Å [131]. First we tried the local density approxi-
mation (LDA) and generalized gradient approximation (GGA) exchange function-
als [132,133], but they gave overlapping conduction and valence bands, inconsistent
with the semiconducting electrical conductivity with a band gap of 0.23 eV [134].
This is the well-known underestimation of band gap in LDA and GGA, and there-
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fore we next employed the so-called modified Becke-Johnson exchange potential
(mBJ) implemented in Wien2k program [135] with a standard mixing factor for
the exact-exchange term of 0.25 [136]. We thus obtained a semiconducting band
structure with the valence-band maximum at the � point and the conduction-band
minimum at the Z point, in agreement with the previous calculation using opti-
mized atomic positions [137]. A significant reduction of the resistivity at T = 0

through K substitution to BaZn2As2 [84], from 1 ⇥ 10

4
⌦ cm (x = 0) to 5 ⇥ 10

�1

⌦ cm (x = 0.1), is caused by the downward shift of EF . Unlike the iron pnic-
tide superconductors, the conduction bands are composed mainly of Ba 5d and As
4d orbitals, and the valence bands are composed of the Zn 4p and As 4p orbitals.
Weakly dispersive bands around -7.5 eV originate from the Zn 3d orbitals and have
a DOS as high as 50 eV�1 at the peak position.

Γ

Figure 5.1: Band structures and the density of states for BaZn2As2 calculated using modi-
fied Becke-Johnson exchange potential. The lattice parameters a = 4.120 Å , c = 13.578

Å [84] and hAs = 1.541 Å [131] are used in the calculation.

5.3 X-ray absoption spectroscopy

In order to clarify the electronic states of the doped Mn, we have performed XAS
measurements in the photon energy regions around the L2,3 edge of Mn. Figure 5.2



5.4. Resonant photoemission spectroscopy 97

shows the Mn L2,3 absorption edges of Ba0.7K0.3(Zn0.85Mn0.15)2As2 compared with
those of some reference systems. The line shapes of Ba0.7K0.3(Zn0.85Mn0.15)2As2
is intermediate between two DMS systems Ga0.922Mn0.078As [138] (GaMnAs) and
Ga0.958Mn0.042N [139] (GaMnN), indicating that the Mn atoms take the valence of
2+ and that Mn 3d orbitals strongly hybridize with the surrounding As 4p orbitals
as in GaMnAs and GaMnN. From the shoulder structures around h⌫ = 640 and 643
eV, which are more pronounced than in GaMnAs and weaker than in GaMnN, we
see that the strength of hybridization is weaker than in GaMnAs but stronger than
in GaMnN. The line shape has more localized nature than metallic compounds Mn
metal [140] and Mn doped into BaFe2As2 [141]. However, it does not have clear
multiplet structures seen in the spectra of LaMnO3 and MnO [142], consistent with
the semi-metallic conductivity in Mn-BaZn2As2.

5.4 Resonant photoemission spectroscopy

In order to extract the local electronic structure of the doped Mn, we performed
RPES experiments using photon energies around the Mn L3 edge. In RPES, one
makes use of the property that the cross-section of photoemission from an atomic
orbital is enhanced by quantum-mechanical interference between direct photoemis-
sion of a d electron, 3dn + h⌫ ! 3dn�1

+ e�, and absorption followed by a Coster-
Kr¨onig transition 2p63dn + h⌫ ! 2p53dn+1 ! 2p63dn�1

+ e� [143, 144]. This
effect is useful in extracting the 3d partial density of states (PDOS) of a transition el-
ement in solids. Following the observed x-ray absorption spectra, we measured the
valence-band photoemission spectra with photon energies from the off-resonance
to on-resonance regions. A series of photoemission spectra taken with a small pho-
ton energy interval enables us to clearly identify the resonance enhancement of Mn
3d-related photoemission features.

Figure 5.3 (a) shows the valence-band spectra taken with photon energies in the
Mn L3 absorption region. Photon energies used are shown by arrows on the XAS
spectrum in panel (b). The high DOS of the Zn 3d states is clearly observed ⇠
10 eV below EF . Note that, regardless of hole doping in Mn-BaZn2As2, the Zn
3d peak is located at ⇠ -10 eV. (In DFT calculation, it is calculated to be ⇠ -7.5
eV, see Fig. 5.1. Similar discrepancy of the Zn 3d energy level between DFT and
photoemission is also found in Zn-doped BaFe2As2 [145, 146].) Photon-energy-
independent peaks observed at -15 eV and -18 eV originate from the Ba 5p and K
3p orbitals, respectively. Most importantly, one can see the enhancement of spectral
features in -8 ⇠ 0 eV as the photon energy approaches on-resonance energy at 638.5
eV and the subsequent reduction of spectral weight at higher photon energies.

In order to highlight the resonance enhancement of Mn 3d-derived spectral
weight, we show on-off the difference spectra in Fig. 5.9. The off-resonance spec-
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Figure 5.2: Mn L2,3-edge XAS spectra of Ba0.7K0.3(Zn0.85Mn0.15)2As2 (Mn-BaZn2As2).
The spectrum is compared with those of Ga0.922Mn0.078As [138], Ga0.958Mn0.042N [139],
Mn metal [140], Ba(Fe0.92Mn0.08)2As2 [141], LaMnO3, and MnO [142]. The valence and
the local symmetry of the Mn atom are indicated for each compound.
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ν

Figure 5.3: (a) Evolution of the valence-band photoemission spectra of Mn-BaZn2As2 with
photon energy h⌫ = 635-643 eV. Excitation photon energies are shown by arrows on the
XAS spectrum in panel (b).

trum (h⌫ = 635 eV) at the bottom of Fig. 5.9 (a) has been subtracted from each
spectrum. The strongest enhancement around the Mn L3 edge (h⌫ = 638.5 eV) is
seen around -4 eV. Vertical bars indicate a constant kinetic energy characteristic of
Auger emission. The absence of clear Auger peaks represents that the core hole cre-
ated in the Mn 2p level is not efficiently screened before the Coster-Kr¨onig decay
due to the low Mn 3d PDOS around EF (below). From this result, we see that the
Mn 3d electrons are essentially localized and do not form band states with the As
4p valence band. The absence of Auger emission is similar to RPES spectra taken
at Mn L3 edges in Mn-doped BaFe2As2 [141], which demonstrates the localized
nature of Mn 3d electrons in the metallic FeAs layer, and is in contrast with the
strong Auger feature observed at the Co L2,3 edges in Ca(Fe0.944Co0.056)2As2 [148],
which clearly signifies the metallic nature of Co 3d electrons and the high Co 3d
PDOS at EF .

By subtracting the off-resonance spectra from the on-resonance spectra, we have
deduced the PDOS of Mn 3d orbitals as shown in Fig. 5.9 (b). The DOS is low at
EF , finite between -2 eV and EF and takes a maximum at -4 eV. Mn 3d spectral
weight is widely distributed from ⇠ -10 eV to ⇠ -2 eV. The deduced PDOS is
compared with that of Ga0.957Mn0.043As [147] in Fig. 5.9 (c). Except that the
peak in Ga0.957Mn0.043As is about 0.4 eV deeper than that of Mn-BaZn2As2, the
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Figure 5.4: (a) Evolution of the valence-band photoemission difference spectra of Mn-
BaZn2As2 for photon energies h⌫ = 635-643 eV. Off-resonance photoemission spectrum
at the bottom of the panel (h⌫ = 635 eV) has been subtracted from the original spectra in
order to highlight the resonant enhancement of the spectral weight. On-resonance spectrum
is shown by a black curve. Vertical bars indicate a constant kinetic energy characteristic of
Auger-electron emission if it existed. The absence of clear Auger peaks reflects the local-
ized nature of the Mn 3d electrons. (b) Mn 3d partial density of states deduced by subtract-
ing the off-resonance spectrum (h⌫ = 635 eV) from the on-resonance spectra (h⌫ = 638.5
eV). (f) Mn 3d PDOS of Ga0.957Mn0.043As [147] compared with that of Mn-BaZn2As2.
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overall spectral shapes are quite similar, indicating that the electronic states of doped
Mn are alike in these two DMS systems. This similarity originates from the same
chemical valence 2+ of the Mn atoms and the tetrahedral coordination by the As 4p
orbitals.

From the obtained energy levels, we gain insight into the location of hole car-
riers doped by K substitution in Mn-BaZn2As2. The Zn 3d orbital is located as
deep as 10 eV below EF and thus cannot accommodate holes. Also, since the Mn
3d PDOS has a maximum at -4 eV and very little contribution at EF , they cannot
accept holes either. Therefore, holes are predominantly introduced into the valence
band composed mainly of the As 4p states. Thus Mn atoms have the valence of 2+
as observed in the XAS spectrum in Fig. 5.2. Taking into account the total magneti-
zation of 1.1 µB/Mn (Fig. 1.34), we conclude that the local magnetic moments with
S = 5/2 are formed there in the presence of Hund’s coupling between electrons of
d5 configuration. The reduction of the magnetization per Mn from the expected 5
µB/Mn will be discussed below together with the XMCD results.

The formation of the local magnetic moments affects the hole mobility. Upon K
doping into the parent compound (x = y = 0), the resistivity at T = 0 significantly
decreases from 1⇥10

4
⌦ cm (x = 0) to 5⇥10

�1
⌦ cm (x = 0.1) [84]. On the other

hand, it does not radically decrease in samples with y = 0.1, from 4 ⌦ cm (x = 0)
to 2 ⌦ cm (x = 0.3). This behavior indicates that, while hole carriers introduced
into the As 4p-derived valence band are originally itinerant, they are weakly bound
to the local magnetic moments and lose mobility in the Mn-doped samples.

5.5 ARPES with vacuum-ultraviolet photons

Next we move on to ARPES results on single crystals with Tc = 60 K. A valence
band ARPES spectrum taken with h⌫ = 60 eV for a cut containing the � point
is shown in Fig. 5.5. Due to the low photoemission cross section of the As 4p

orbitals at 60 eV [149] and the short probing depth of VUV photoemission, the
As 4p valence band was difficult to detect, although the Zn 3d levels were clearly
detected. Unlike the parent compound of iron-pnictide superconductors, BaFe2As2,
where the Fe 3d orbitals make dominant contribution to the electronic states near
the Fermi level (EF ), the Zn 3d level is located at E ⇠ -10 eV as shown in the angle-
integrated spectrum (Fig. 5.5), consistent with the result on polycrystals [150].

5.6 Soft x-ray ARPES results

For SX, the photoemission cross section from the As 4p orbitals is larger and the
probing depth is longer, providing us with information about the bulk electronic
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Figure 5.5: (a) ARPES spectrum taken with h⌫ = 60 eV photons. (b) Angle-integrated
photoemission spectra.

structure. Figures 5.6 (a) and (b) show ARPES spectra taken with h⌫ = 720 and
680 eV photons. Cuts in the first BZ are indicated in panel (e). The kz positions for
these photon energies are approximately those of the � and Z points, respectively.
The corresponding second derivatives along the energy directions are also shown in
Figs. 5.6 (c) and (d). We observe multiple dispersive bands near EF .

To clarify the effect of hole and Mn doping on the electronic structure, we com-
pare in Figs. 5.7 (a) and (b) the peak positions of the ARPES data and the DFT
band dispersion of Ba0.7K0.3Zn2As2. The peak positions have been determined by
fitting the energy distribution curves (EDCs) and momentum distribution curves to
Gaussian-convoluted Lorentzian functions. While the experimental dispersion is
qualitatively well reproduced by the DFT calculation, the band bottom/top energies
are not correctly predicted. Figure 5.7 (c) shows the calculated Fermi surfaces (FSs)
of Ba0.7K0.3Zn2As2. There are two hole pockets around the � point, a corrugated
hole cylinder located at the zone center, and an electron pocket around the Z point.
The three hole-like dispersions around the � point and hole-like dispersion around
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Figure 5.6: (a), (b) Soft x-ray angle-resolved photoemission spectroscopy (ARPES) inten-
sity taken with h⌫ = 720 and 680 eV photons . (c), (d) Corresponding second derivatives
with respect to energy. (e) The first Brillouin zone. The momentum cuts are shown by
arrows.

the Z point observed by ARPES can be assigned to the calculated three hole FSs.
The Fermi momenta (kF ’s) in units of ⇡/a are 0.6 (outer), 0.50 (middle) and 0.26
(inner) around the � point, and 0.33 around the Z point, respectively, as shown by
the arrows in Fig. 5.7 (a) and (b). kF ’s in the outer two bands around the � point are
estimated by linear extrapolation of the band dispersions. While we cannot clearly
resolve the tiny electron pocket around the Z point, the slightly enhanced intensity
at E = 0, kk = 0 suggests the presence of an electron pocket. The presence of
FSs in the host material is contrasted with GaMnAs, where no clear Fermi surface
crossing has been observed [151].

Constant energy mapping at EF is shown in Fig. 5.8. To obtain the mapping,
ARPES intensity within the energy window of �E = ±250 meV has been in-
tegrated. Mapping at h⌫ = 600 eV corresponds to the kz = 27.3 (2⇡/c) plane as
illustrated in the right. Strong intensities appear around (0, 0) and (2⇡, 0), consistent
with the calculated FSs located at the zone center.

In order to extract information about the Mn 3d impurity levels as we have done
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Figure 5.7: (a), (b) Comparison of the peak positions between the ARPES data and density-
functional-theory band dispersion of the host material Ba0.7K0.3Zn2As2. Cuts are the same
as those in Fig. 5.6. The peak positions have been determined by fitting the energy distribu-
tion curves (triangles) and momentum distribution curves (circles) to Lorentzian functions
convoluted with the instrumental Gaussian function. Arrows indicate experimental Fermi
wave vectors (kF ’s) of the hole bands that form Fermi surfaces (FSs). The kF ’s of outer
two bands in panel (a) is determined by linear extrapolation of the peaks to the Fermi level.
(c) Calculated FSs. Top: Hole FS, Middle: Hole FS, Bottom: Hole FS centered at the �

point and electron FS centered at the Z point.

π

π
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Figure 5.8: Photoemission intensity integrated within the energy window of �E = ±250

meV for the kz = 27.3 (2⇡/c) plane. Dotted lines show the calculated FSs.
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for polycrystals, we performed resonance ARPES measurements around the Mn
L3-edge. From the XAS spectra shown in Fig. 5.9 (a), we determined the on- and
off-resonance energies to be 637 eV and 640 eV, respectively. ARPES spectra taken
with these energies are shown in Figs. 5.9 (b) and (c). The change in these spectra
enables us to clearly identify the resonance enhancement of Mn 3d-related photoe-
mission features around -3.5 eV. From the color plot we observe enhanced nondis-
persive intensity due to the Mn 3d states overlaid on the the host bands, which are
barely seen due to the overwhelmingly strong Mn 3d-related features. The strongest
intensity enhancement around -3.5 eV corresponds to the main DOS of the Mn 3d

PDOS, as we have observed for the polycrystals.

π π

π,π

Figure 5.9: (a) Mn L2,3-edge x-ray absorption spectrum of Mn-BaZn2As2. Off- and on-
resonance photon energies are chosen to be 637 eV and 640 eV, respectively. (b), (c) ARPES
energy-momentum intensity taken with on- and off-resonance energy photons. (e), (f) Sec-
ond derivatives of the on- and off-resonance ARPES spectra. (f) Energy distribution curves
of on- (red) and off- (black) resonance ARPES spectra.

In order to further clarify the Mn 3d-derived states near EF , we plot in Figs.
5.9 (d) and (e) the second derivatives of the on- and off-resonance ARPES spectra
and compare the corresponding EDCs in Fig. 5.9 (f). By comparing panels (d) and
(e), one finds that a nondispersive feature appears slightly below EF (⇠ 0.3 eV)
for all momenta. The EDCs taken on resonance [Fig. 5.9 (f)] prove that the near-
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EF feature does not originate from the Fermi cutoff but from non-dispersive states
located slightly below EF , and the increase of the second derivative is due to the
bending of DOS at -0.3 eV. This nondispersive DOS continues to slowly increase
down to -2 eV, and starts to rise faster as it approaches the main Mn 3d PDOS.
A dispersionless impurity state below EF has also been found in a resonance SX
ARPES study of GaMnAs [151], where Mn 3d-derived impurity band hybridized
with the light-hole band of the host GaAs has been identified. Note that the impurity
band is located deep in the valence bands in Mn-BaZn2As2, while it is located
near the valence-band maximum (VBM) and is almost split off from it in GaMnAs.
In addition, while the nondispersive intensity enhancement in GaMnAs is slightly
peaked below EF [151], the enhancement in Mn-BaZn2As2 is not peaked but shows
a gradual increase. This difference may originate from the weaker hybridization
between the Mn 3d and As 4p orbitals in Mn-BaZn2As2 than in GaMnAs, as we
have seen in the XAS spectra (Fig. 5.2).

Now we discuss possible origins of the impurity bands in the Mn-doped DMSs.
While Mn-BaZn2As2 and GaMnAs are shown to have “impurity bands”, it has been
reported that impurity band is absent in another p-type DMS In1�xMnxAs (InM-
nAs) [152]. The highest TC’s so far reported are 230 K for Mn-BaZn2As2 [85],
185 K for GaMnAs [63], and 55 K for InMnAs [62]. In InMnAs, free carriers
rather than carriers in the impurity band explain the existence of the Drude compo-
nent in the optical conductivity [153, 154]. In Ref. 152, the origin of the absence
of impurity band is attributed to the weaker hybridization between the Mn 3d or-
bitals and the 4p orbitals of As ligands due to longer Mn-As distance than GaMnAs.
The present observation of the impurity band in Mn-BaZn2As2 corroborates the im-
portance of the strong hybridization for the emergence of impurity levels and the
high-TC carrier-induced ferromagnetism. Note that the metallic transport in Mn-
BaZn2As2 is caused by the multiple host bands crossing EF , whereas the VBM of
GaMnAs is located below EF and the Mn 3d impurity band is responsible for metal-
lic transport in GaMnAs. These observations suggest that, in spite of the different
nature of carriers which mediate magnetic interactions between the Mn spins, fer-
romagnetism is induced as long as the Mn 3d-As 4p hybridization is strong enough.

Here we discuss the relationship between the present results and the recent the-
oretical study by Glasbrenner et al. [155]. First, the supercell calculation in Ref.
155 shows that the main Mn 3d PDOS in Ba(Zn0.875Mn0.125)2As2 is located at ⇠
-3.4 eV and its width is less than 1 eV. While the peak position is consistent with
our observations, the width is underestimated as compared with the wide Mn 3d

PDOS [150]. Second, the calculation predicts the emergence of an " band as a re-
sult of hybridization between the As 4p and the narrow Mn 3d band and the " band
disperses from the original Mn 3d " level toward EF and above. However, in our
experiment, the Mn 3d-related spectral weight is broad and nondispersive up to EF .
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This may reflect the strong local electron correlations among the Mn 3d electrons
and the randomness of the Mn atoms substituting the Zn sites. As for the reduction
of the saturated magnetic moment of Mn from 5 µB expected from the high-spin
configuration of Mn 3d electrons to ⇠1 µB, it can be explained by the competition
between the antiferromagnetic (AFM) superexchange coupling between the nearest-
neighbor Mn spins and the longer-range FM coupling between them mediated by
As holes as described in Ref. 155. Indeed, the end material BaMn2As2 is an AFM
insulator with a high Néel temperature (TN ) of 625 K and the hole-doped metallic
system Ba1�xKxMn2As2 remains AFM with a slight reduction of TN (480 K for x
⇠ 0.4) [156]. In order to achieve ferromagnetism, therefore, the average Mn-Mn
distance must be sufficiently elongated and the AFM interaction strength must be
reduced as in the present dilute Mn case. Interestingly, it has been reported that
the As 4p conduction band in Ba1�xKxMn2As2 shows itinerant ferromagnetism and
coexists with the Mn AFM order [157, 158]. It is, therefore, natually expected that
such an unconventional magnetic state, in which FM and AFM interactions coexist
and compete with each other, can exist in Mn-BaZn2As2 as well.

5.7 X-ray magnetic circular dichroism

In order to investigate the ferromagnetic ordering of Mn spins, we performed XMCD
measurements on Mn-BaZn2As2 single crystals. Figure 5.10 (a) shows the Mn
L2,3-edge XAS spectra of Mn-BaZn2As2. Magnetic fields of ± 1 T were applied
along the c-axis. The single peak structure of the L3 main peak evidences that Mn-
BaZn2As2 does not contain extrinsic Mn components such as oxidized Mn atoms at
the surface unlike in the case of GaMnAs [138]. The XMCD spectrum defined as
the difference between the XAS spectra taken with positive and negative magnetic
fields is shown in Fig. 5.10 (b). From the experimental XMCD spectra we have de-
termined the spin and orbital magnetic moments separately by applying the XMCD
sum rule [159, 160]. The 3d electron occupation number appearing in the sum rule
was set to 5. The estimated spin and orbital magnetic moments are respectively
mspin= 0.45 µB and morb= 0.05 µB. We attribute the small spin moment compared
with 5 µB, the value expected for Mn2+ (d5), to a competition between the anti-
ferromagnetic superexchange interaction for the nearest-neighbor Mn atoms and
ferromagnetic (FM) interaction through long-range coupling mediated by the itin-
erant carriers. A theoretical work predicts that the effective exchange coupling J eff

H

between Mn pairs changes sign from antiferromagnetic (AFM) to FM when they
are separated by more than 3 Å for hole-doped cases x = 0.2 and 0.4 [155]. Indeed,
the end compound BaMn2As2 is a local-moment AFM insulator with the extraordi-
narily high Néel temperature of TN = 625 K, and the AFM order remains robust in
the hole-doped system Ba1�xKxMn2As2 up to x = 0.40 [156]. The XMCD mag-
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netic moments are smaller than the total magnetic moment of ⇠ 0.8 µB estimated
from SQUID magnetometry [130]. The almost quenched orbital magnetic moment
reaffirms the S = 5/2 high spin configuration of Mn 3d electrons, and the nonzero
value reflects the finite contribution of the charge-transfered states to the ground
state.

5.8 Resonant inelastic x-ray scattering

Finally we investigate the electronic excitations of Mn by RIXS measurement. Fig-
ure 5.11 (a) shows the experimental setup of the RIXS experiment. The detector
angle 2✓ is fixed at 90� throughout this work, and the polarization of incident pho-
tons was kept either within or perpendicular to the scattering plane (referred to as
⇡ and � scattering geometries, respectively). The momentum transfer q in the Bril-
louin zone of Ba1�xKx(Zn1�yMny)2As2 is shown in panel (b). At the Mn L3 edge
with 2✓ = 90

� geometry, the magnitude of q was 0.602 ⇡/a or 0.993 2⇡/c, where
a = 4.12 Å and c = 13.58 Å are in-plane and out-of-plane lattice constants, re-
spectively. The incident angle ✓i can be with respect to the a-b plane was varied by
rotating the sample with the rotation axis perpendicular to the scattering plane. In
momentum space, this corresponds to rotating the q vector within the �-XZ plane
as illustrated in the figure. In the specular scattering geometry (✓i = 45

�), the q

vector nearly corresponds to the �-Z distance (2⇡/c = 0.606 ⇡/a).
Figure 5.11 (c) shows XAS spectra in the Mn L2,3-edge region of Mn-BaZn2As2

collected in the total-fluorescence-yield mode. The L3 edge of Mn is located at
639 eV. Figure 5.11 (d) shows RIXS spectra taken with various incident photon
energies (h⌫) across the L3 edge with � polarizations. At the L3 peak, we observed
a broad feature between -6 eV and -1 eV. As we shall show below, this broad feature
originates from the d-d excitation of the Mn ion. Upon detuning the photon energy
from the L3 edge toward higher energies, we observe a broad contiuous excitations
that exhibit fluorescent behavior. These excitations originate from emission from
the intermediate states where electrons in the As 4p valence band screen the Mn 2p

core holes.
In Fig. 5.12, we compare the RIXS spectrum taken at the Mn L3 peak and

the spectra calculated for GaMnAs using the CI cluster model [161]. Calculations
were performed both for the Mn2+ and Mn3+ states with parameters determined
by XAS and XMCD. We observe that the broad feature originates from the d-d
excitations. The d-d excitation profiles are much broader than the experimental
energy resolution of 80 meV. As an origin of the broading, the fast decay of the
final states can be considered, as theoretically proposed for Mn impurity in Ag
[162]. Indeed, the broad d-d excitation profile has been found in GaMnAs as well
[161], where the the small band gap of the host GaAs opens a decay channel for
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Figure 5.10: (a) X-ray absorption spectra of Ba0.7K0.3(Zn0.85Mn0.15)2As2 single crystals at
the Mn L2,3 edge taken in total-electron-yield mode. Magnetic field of ± 1 T was applied
along the c axis, and x-rays were incident 30� from the c-axis. (b) X-ray magnetic circular
dichroism at the Mn L2,3 edge. The spin and orbital moments are deduced to be 0.45 and
0.05 µB , respectively.
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Figure 5.11: (a) Experimental setup of the resonant inelastic x-ray scattering (RIXS). (b)
Momentum transfer q in the Brillouin zone of Ba1�xKx(Zn1�yMny)2As2. (c) XAS spectra
taken in the total-fluorescence-yield mode. The photon energies employed for RIXS mea-
surements are indicated by arrows. (d) Incident energy dependence of the RIXS spectra
taken with � polarizations. Vertical bars indicate constant emission energies characteristic
of fluorescent emission.

the d-d excitations into the continuum of electron-hole pairs in the GaAs host. The
same decay channel as in GaMnAs is expected to be present in Mn-BaZn2As2 and
considering the narrower band gap of 0.23 eV of BaZn2As2 [134] than that (1.42 eV)
of GaAs, electron-hole pair creation can be more efficient. For the peak positions
of the d-d excitations, in GaMnAs, Kobayashi et. al. [161] found that the main loss
peak at -3 eV is more prominent than other structures and concluded that the charge-
transferred 3d5L state is more appropriate for the description of the Mn impurity
state in GaMnAs. For Mn-BaZn2As2, on the other hand, the peaks are located at -4
and -2.5 eV, which correspond to the peaks in the calculated spectra for the Mn2+,
and the intensity between -4 and -2.5 eV is still high, which can be attributed to
emission from the Mn3+ configuration as in GaMnAs. From this consideration, it
can be concluded that, in Mn-BaZn2As2, both pure acceptor 3d5 with free holes and
the 3d5L electron configuration with bound holes contribute to the ground state of
Mn ions.
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σ

Figure 5.12: Comparison between present experiment and configuration-interaction (CI)
calculation spectra for GaMnAs at the Mn L3 edge [161]. Calculations are performed both
for Mn2+ (3d5 configuration) and for Mn3+ (3d5L configuration) states.

In addition to the d-d excitation of relatively high energies primarily localized
on the Mn ion, it is important to study extended and/or collective excitations in
magnetic materials. In order to investigate such excitations, the momentum depen-
dence of excitations in the lower energy region were measured with ⇡ polarization
for various incident angles ✓i, as shown in Fig. 5.13 (a). The broad d-d peaks do
not show momentum dispersions, as expected for local excitations. In the 2✓ = 90

�

scattering geometry, the ⇡ polarization vector of the incident light is orthogonal to
the two polarization vectors of the scattered light. This condition suppresses elastic
charge scattering [163] and prevents the high-energy tail of the elastic peak from
obscuring low-energy excitations. Figure 5.13 (b) shows an expanded view of the
low-energy part. Between -1.2 and -0.2 eV, we did not identify clear peak struc-
tures, and above -0.2 eV the tails of elastic peaks become dominant. Theoretical
studies based on the p-d exchange model predict that ferromagnetic DMSs can sup-
port collective acoustic and optical spin-wave modes, and a continuum of Stoner
excitations [164–166]. Their energy scales are determined by the zero-temperature
spin-splitting gap � = cJpdS for the itinerant carriers, where c is the magnetic ion
density, Jpd is the p-d exchange and S = 5/2 is the local spin. As typical parameters
for GaMnAs, Ref. 165 takes c = 1 nm�3 and Jpd = 0.15 eV nm3. Then the energy
scale or the acoustic spin wave becomes 0.02� ⇠10 meV, which is difficult to de-
tect due to the presence of elastic peaks. On the other hand, the optical spin waves
and Stoner excitations occur at much higher energy scales� (⇠ 0.4 eV) because the
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latter corresponds to flipping a single spin in the itinerant-carriers, and this energy
scale is within the reach of present measurements. The absence of clear features
below -0.2 eV and c = 2.6 nm�3 for Mn-BaZn2As2 impose a constraint Jpd < 0.06

eV nm3, which should be kept in mind in theoretical modeling. For studying this
issue in more detail, low-energy RIXS measurements on GaMnAs will be desired
in future works.
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Figure 5.13: (a) RIXS spectra taken at the Mn L3 edge with ⇡ polarizations for various
incident angles ✓i. (b) Enlarged plot of the low energy-loss region.

5.9 Conclusion

In this chapter, we have studied the electronic and magnetic properties of newly
synthesized DMS Mn-BaZn2As2, which is isostructural to the iron-based supercon-
ductor BaFe2As2, by soft x-ray spectroscopies. First, by using XAS and RPES
techniques, we have studied the electronic structure of Mn-BaZn2As2 polycrystals,
in particular that related to the Mn 3d states. Mn L2,3-edge XAS spectrum indicates
that the doped Mn atoms have the valence 2+ and are strongly hybridized with the
As 4p orbitals as in archetypal DMSs GaMnAs. From the shoulder structures at
h⌫ = 640 and 643 eV, we conclude that the Mn 3d-As 4p hybridization in Mn-
BaZn2As2 is weaker than in GaMnAs but stronger than in GaMnN. The Mn 3d

PDOS obtained by RPES shows a peak around EB = 4 eV and is relatively high
between EB = 0-2 eV with little contribution at EF . These electronic states be-
low EF leads to the d5 electron configuration of Mn atoms with the local magnetic
moment of S = 5/2. From comparison between DFT band dispersions of the host
semiconductor BaZn2As2 and the experimental Mn 3d PDOS of Mn-BaZn2As2, we
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conclude that doped holes go into the top of the As 4p-derived valence band and are
weakly bound to the Mn local spins.

Second, by using SX ARPES, we observed the valence bands of the Mn-BaZn2As2
composed mainly of As 4p states. Two hole pockets around the � point, a hole cor-
rugated cylinder containing the � point, and an electron pocket around the Z point
have been resolved, which give rise to the conduction in Mn-BaZn2As2. Resonance
SX ARPES results suggest the presence of Mn 3d impurity band near EF as in
GaMnAs. However, the impurity band state in Mn-BaZn2As2 is not clearly peaked
unlike in GaMnAs, probably reflecting the weaker Mn 3d-As4p hybridization. We
propose that the strong hybridization between the Mn 3d and the As 4p states plays
an important role in creating the impurity band and inducing high temperature ferro-
magnetism, but that the metallic transport can be induced either by the host valence
band or the impurity band in Mn-doping based DMSs.

Third, we have probed the magnetic ground states and electronic excitations of
Mn in Mn-BaZn2As2 by XMCD and RIXS. Ferromagnetic XMCD signal from the
Mn L3 edge is observed with spin moment of 0.45µB/Mn and almost quenched
orbital moment 0.05µB/Mn, indicating that the Mn atoms take high-spin state of
the 3d5 configuration with S = 5/2 and that there are competing ferromagnetic
and antiferromagnetic interactions between the local moments. Mn L3 edge RIXS
spectra show a broad peak between 6 eV to 1 eV energy loss. From configuration-
interaction cluster-model calculations, we assign it to d-d excitations from the Mn
ground states. The RIXS line shape indicates that the ground state of Mn in Mn-
BaZn2As2 consists not only of the charge-transferred 3d5L electron configuration
with weakly bound holes but also of the pure 3d5 configuration with free holes. The
broadness originates from the rapid decay of the d-d excitons to electron-hole pairs
in the As 4p valence and conduction bands with a small indirect band gap of 0.3 eV.
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Chapter 6

Summary and conclusion

In the present thesis, I present spectroscopic studies of 122-type iron-based super-
conductors and ferromagnetic diluted magnetic semiconductor Ba1�xKx(Zn1�xMnx)2As2.
Both materials belong to the ThCr2Si2-type crystal structure. In the former, super-
conductivity appress on FeAs layers by doping carriers or applying chemical pres-
sure by isovalent doping. The competition between the antiferromagnetism of the
parent compounds and superconductivity is analogous to the cuprates. In the lat-
ter, ferromagnetism can be achieved on the ZnAs layer by the separate doping of
magnetic elements and charge carriers. The isovalent Mn2+ doping to the Zn2+

sites does not show low solubility and the independent control of charge and mag-
netic elements allows the high TC of 230K. The interplay among ferromagnetism,
antiferromagnetism, and superconductivity in two-dimensional electronic states in
FeAs and ZnAs layers has been the central focus of the present thesis.

In Chap. 3, I presented an ARPES study of the nodal superconductor SrFe2(As1�xPx)2.
Isovalent-substituted iron pnictide superconductors SrFe2(As1�xPx)2 and BaFe2(As1�xPx)2
share the almost same pnictogen heights and are both considered to have supercon-
ducting (SC) gap nodes, whereas the c-axis length is shorter in SrFe2(As1�xPx)2
than in BaFe2(As1�xPx)2. In order to investigate the effects of the shorter interlayer
distance on the SC gap structures, we have measured SC gaps for SrFe2(As0.65P0.35)2
in the three-dimensional momentum space by synchrotron and laser-based angle-
resolved photoemission spectroscopy. While the three hole FSs show orbital-dependent
SC gaps, the electron FSs have almost isotropic and kz-independent SC gaps. We
conclude that there exists a sign change around the Z-X line on the outer hole FS
around the Z point. We also found the spectral weight of the coherence peak is
largest for the inner hole FS.

In Chap. 4, ultrafast dynamics of the parent compound of the iron-based su-
perconductors BaFe2As2 has been studied by time- and angle-resolved photoemis-
sion spectroscopy based on extreme-ultraviolet laser generated by higher harmonics
from Ar gas. The band folding due to spin-density wave (SDW) order disappeared
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within ⇠ 1 ps after the arrival of 1.5 eV pump pulse, which we interpret as the melt-
ing of the SDW. The optically excited electrons above the band gap above EF were
observed at the zone center at 0.12 ps, and decay rapidly. After the fast decay of the
optically excited electrons, a thermalized state appears and survives for a relatively
long time. Exponential decay constants for the thermalized state to recover back
to the SDW ground state are ⇠ 0.60 ps both around the zone center and the zone
corner.

In Chap. 5, we investigated the electronic structure of Ba1�xKx(Zn1�xMnx)2As2
by XAS and RPES. Mn L2,3-edge XAS indicates that the doped Mn atoms have the
valence 2+ and strongly hybridize with the 4p orbitals of the tetrahedrally coordi-
nating As ligands. The Mn 3d partial density of states (PDOS) obtained by RPES
shows a peak around 4 eV and relatively high between 0-2 eV below the Fermi
level (EF ) with little contribution at EF , similar to that of the archetypal DMS
Ga1�xMnxAs. This energy level creates d5 electron configuration with S = 5/2

local magnetic moments at the Mn atoms. Hole carriers induced by K substitution
for Ba atoms go into the top of the As 4p valence band and are weakly bound to the
Mn local spins.

Furthermore, we have investigated the electronic structure of Ba1�xKx(Zn1�xMnx)2As2
single crystals by ARPES. Measurements with soft x-rays clarify the host valence-
band electronic structure primarily composed of the As 4p states. Two hole pockets
around the � point, a hole corrugated cylinder surrounding the � and Z points,
and an electron pocket around the Z point are observed, and explain the metallic
transport of Ba1�xKx(Zn1�yMny)2As2. This is contrasted with GaMnAs, where it
is located above the As 4p valence-band maximum (VBM) and no Fermi surfaces
have been clearly identified. Resonance soft x-ray ARPES measurements reveal a
nondispersive (Kondo resonance-like) Mn 3d impurity band near the Fermi level,
as in the case of GaMnAs. However, the impurity band is located well below the
VBM, unlike the impurity band in GaMnAs, which is located around and above the
VBM. We conclude that, while the strong hybridization between the Mn 3d and the
As 4p orbitals plays an important role in creating the impurity band and inducing
high temperature ferromagnetism in both systems, the metallic transport may pre-
dominantly occur in the host valence band in Ba1�xKx(Zn1�yMny)2As2 and in the
impurity band in GaMnAs.

Finally, we have investigated the magnetic properties and electronic excitations
of Mn in Ba1�xKx(Zn1�yMny)2As2 by XMCD and RIXS at the Mn L2,3 edge. Fer-
romagnetic XMCD signals are observed with the spin moment of 0.45µB/Mn, but
the nearly quenched orbital moment of 0.05µB/Mn and the line shapes indicate
that the Mn atoms take the high-spin configurations of d5, suggesting that there are
competing ferromagnetic and antiferromagnetic interactions between the Mn local
moments. RIXS spectra show broad peaks from 6 eV to 1 eV in energy loss which
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originate from d-d orbital excitations from the ground states. From the comparison
of the line shape with that of Ga1�xMnxAs, we conclude that both pure acceptor
3d5 and charge-transferred 3d5L electron configurations constitute the ground state
of Mn in Ba1�xKx(Zn1�yMny)2As2.
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