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Abstract

The results of solar neutrino measurement using the fourth phase of the Super-Kamiokande
detector, SK-IV, are presented. The main motivation of this thesis is to observe the matter
effect of solar neutrinos oscillations. For this purpose, the “up-turn” of the energy spectrum
and day/night asymmetry measurements are performed.

The data for this thesis were taken from September 2008 to April 2015. The livetime of the
data sample is 2055.5 days. With the improvements of water circulation system, calibration
methods and reduction cuts, the energy threshold for the analysis was lowered to 3.5 MeV in
kinetic energy in SK-IV.

Systematic uncertainties for the flux and spectrum measurements are re-evaluated precisely.
Finally, the total systematic uncertainty on the 8B solar neutrino flux is obtained as ±1.7%,
which is the lowest among all SK phases.

Using the all events above 3.5 MeV, the 8B solar neutrino flux in SK-IV is obtained as
Φ8B,SK4 = 2.314 ± 0.018(stat.) ± 0.039(syst.) × 106/cm2/sec, which is consistent with those of
other phases. In the 3.5 − 4.0 MeV region, the number of the extracted solar neutrino signal
is 1299+156

−154(stat.)
+66
−64(syst.), which is the most precise (statistically significant) measurement

among the all solar neutrino experiments.
Combining the measurements of all SK phases, the 8B solar neutrino flux is Φ8B,SK = 2.341±

0.044(stat.+ syst.) ×106/cm2/sec. The 8B solar neutrino fluxes during daytime and nighttime
are compared and the day/night flux asymmetry is calculated as ADN = −3.3 ± 1.1(stat.) ±
0.8(syst.)%, which is 2.4σ away from zero.

The χ2 values of energy spectrum fit to all SK data with a general quadratic fit, flat shape,
solar global and solar plus KamLAND oscillation parameters are obtained to be 71.25, 71.42,
72.47 and 74.79 with d.o.f of 80, respectively. The flat shape is favored by 1.1 − 1.9σ level
compared with the MSW prediction with best fit oscillation parameters. Although this result is
not statistically significant, with the improvement of the detection efficiency and the reducing
the radon background in the solar analysis, the “up-turn” of the energy spectrum is expected
to be observed at ∼ 3σ level within about 6 years.
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Chapter 1

Introduction

In this chapter, properties of neutrinos are described. The main topic is the neutrino oscillation.

1.1 Brief history of Neutrino

Neutrinos are members of the elementary particle in the standard model of elementary particle
physics. They are categorized in lepton sector and are subject to only the weak interaction1. So
far, there have been many theoretical and experimental achievements in the neutrino physics.

Neutrinos were firstly introduced by Pauli [1] in 1930. He tried to explain the energy
conservation law in the beta decay process. More than twenty years after the Pauli’s postulation,
F. Reines and C. L. Cowan discovered the electron-anti-neutrino from a nuclear reactor in 1956
[2, 3]. The second type neutrino, muon-neutrino νµ, was discovered by Lederman, Schwarts and
Steinberger et al. in 1962 [4]. The third type neutrino, tau-neutrino ντ , has assumed to exist
after the discovery of tau-lepton in 1975, and it was discovered in 2000 by Niwa et al. [5]. The
helicity of the neutrino was measured by Goldharber et al. [6].

It had been believed that neutrinos do not have masses and actually in the standard model it
is assumed that they are massless. Now we know that neutrinos have masses and they oscillate.

The first indication of the neutrino oscillation was found in a solar neutrino measurement. R.
Davis et al. measured solar neutrino fluxes using the Homestake detector since 1968 [7] and the
measured flux was a factor of 3−4 smaller than the expectation from the standard solar model,
known as “Solar neutrino problem”. A similar deficit was observed by Kamiokande experiment
in 1989 [8]. Another indication was found using atmospheric neutrino by Kamiokande [9] and
IMB [10] in 1988.

The evidence for the neutrino oscillations was reported by Super-Kamiokande experiment
in 1998 using the up/down asymmetry of the atmospheric neutrinos [11]. In 2001, the solar
neutrino problem was solved in terms of neutrino oscillation by comparing the 8B solar neutrino
flux measured by Super-Kamiokande experiment [12] and the SNO experiment [13]. It was
further strengthened a neutral current (NC) measurement by SNO [13].

1Of course, neutrino is subject to the gravity but it is negligible because of its tiny mass.
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1.2 Theoretical Background of Neutrino

1.2.1 Neutrino Oscillation in vacuum

Neutrino oscillations are the transitions between the different types of neutrinos, hence one
type of neutrino transforms into another type of neutrino distinguished by the different lepton
numbers. A theoretical idea of neutrino oscillations was proposed by Pontecorvo for neutrino-
antineutrino oscillation in 1957 [14, 15]. In 1962, Maki et al. [16] formulated the current neutrino
framework, i.e. taking into account mixing of neutrinos.

Since the neutrino mass eigenstates can be different from the weak interaction eigenstates
(flavor eigenstate), the flavor eigenstates are constructed by a combination of different mass
eigenstates. The flavor eigenstates |να⟩, where α = e, µ, τ , can be expressed as the superposition
of the mass eigenstates |νi⟩ with mass mi (i = 1, 2, 3)

|να⟩ =
N∑
i=1

U∗
αi|νi⟩, (1.2.1)

where U is an unitary matrix. If this matrix is not diagonal, each flavor state will be a mixture
of the mass states. The unitary matrix is often called the Pontecorvo-Maki-Nakagawa-Sakata
matrix (PMNS or MNSPmatrix). This matrix is characterized by four independent parameters2:

U3×3 =

1 0 0
0 c23 s23
0 −s23 c23

 c13 0 s13e
−iδ

0 1 0
−s13e

δ 0 c13

 c12 s12 0
−s12 c12 0
0 0 1


=

 s12c12 s12c13 s13e
−iδ

−s12c23 − c12s13s23e
iδ c12s23 − s12s13s23e

iδ c13s23
s12s23 − c12s13c23e

iδ −c12s23 − s12s13c23e
iδ c13c23

 , (1.2.2)

where sij = sin θij, cij = cos θij. The angle θij represents the mixing between the state i and j.
The δ is a charge-parity (CP) violating phase. If δ ̸= 0, CP among neutrinos is violating.

The time evolution of the mass eigenstates is governed by the Schrödinger equation as

i
∂

∂t
|νi⟩ = Ei|νi⟩.

This equation can be solved if it assumes the propagation of particle through vacuum as

|νi(t)⟩ = e−iEit|νi(0)⟩. (1.2.3)

However, the time evolution of each mass eigenstate is different from one another if their
masses are different. Thus, it is convenient to re-write the neutrino flavor states at time t using
the mass eigenstates as

|να(t)⟩ =
∑
i

U∗
αie

−iEit|νi⟩.

2Majorana phases could be included in the unitary matrix but since they do not affect neutrino oscillation,
they are not shown here.
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The amplitude of detecting neutrino as a flavor eigenstate νβ at time t starting from να at
t = 0 is expressed as

Aνα→νβ(t) = ⟨νβ|να(t)⟩ =e−itH
∑
i

U∗
αi⟨νβ|νi⟩

=
∑
i

∑
j

e−iEitU∗
αiUβj⟨νj|νi⟩

=
∑
i

e−iEitU∗
αiUβi.

The transition probability can be expressed as

Pνα→νβ = |Aνα→νβ(t)|2

=
∑
i

∑
j

U∗
αiUβiUαjU

∗
βje

−i(Ei−Ej)t.

The relationship between the energy and the mass can be approximated as follows, if neu-
trinos are relativistic

Ei =
√
p2 +mi

2 ∼ p+
mi

2

2E
.

Then, the transition probability is written as

Pνα→νβ =
∑
i

∑
j

U∗
αiUβiUαjU

∗
βj exp

(
−i

∆m2
ij

2E
t

)
,

where ∆m2
ij = m2

i − m2
j represents the mass difference between the mass states i and j. If

mi ̸= mj, the oscillation is expected. It is useful to use the traveling distance L instead of the
time t

Pνα→νβ =
∑
i

∑
j

U∗
αiUβiUαjU

∗
βj exp

(
−i

∆m2
ij

2E
t

)

=δαβ − 4
∑
i>j

Re(U∗
αiUβiUαjU

∗
βj) sin

(
∆m2

ijL

2E

)

+ 2
∑
i>j

Im(U∗
αiUβiUαjU

∗
βj) sin

(
∆m2

ijL

2E

)
. (1.2.4)

In order to understand experimental effect of neutrino oscillations, a transition probability is
shown for two flavor case. In the case of the two flavor oscillation, the unitary matrix is written
as

U2×2 =

(
cos θ sin θ
− sin θ cos θ

)
. (1.2.5)
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Using this approximation, the transition probability becomes

P (να → νβ) = sin2 2θ sin2

(
∆m2L

4E

)
= sin2 2θ sin2

(
1.27∆m2[eV2]L[m]

E[MeV]

)
, (1.2.6)

where the index of the mass states are omitted because there is only one mass difference in
the two flavor case. Since the mixing angle θ is the constant, it affects the amplitude of the
transition probability. In contrast, the mass difference ∆m2 contributes the oscillatory effect
in the transition probability. Thus, neutrino oscillation experiments can measure mixing angle
by measuring amplitude of the oscillation, and ∆m2 by looking at energy (E) and length (L)
dependence of the oscillation3.

The sensitivity of oscillation experiments depends on both the neutrino energy and its trav-
eling length. To understand the sensitivity, the survival probability is re-written as

Pνα→νβ = sin2 2θ sin2

(
πL

L0

)
, (1.2.7)

where L0 = 4πE/∆m2 is called oscillation length. If the oscillation length is much longer than
the traveling length, L0 ≫ L, the oscillation period become large and oscillation effect is hard to
detect. However, if the oscillation length is much shorter than the traveling length, L0 ≪ L, the
frequency of the oscillation becomes too high and averaged probability, which reflects mixing
angle, is observed. Table 1.1 shows the typical energy and the traveling length as well as the
sensitivity to the mass difference for the various neutrino sources.

Table 1.1: The typical traveling length and the energy of neutrino for various neutrino sources.

Source Traveling length (L) [km] Energy (E) [MeV] Mass difference (∆m2) [eV2]
Short baseline reactor 1 ∼ 3 10−3

Long baseline reactor 102 ∼ 3 10−5

Long baseline accelerator 250− 1000 600−several 1000 10−3

Atmospheric 104 103 10−4

Solar 108 1− 10 10−11

In the case of the solar neutrino observation, it is convenient to define the survival probability
that a neutrino created as an electron neutrino will be observed as an electron neutrino. It is
written as

Pνe→νe = 1− Pνe→νx = 1− sin2 2θ sin2

(
∆m2L

4E

)
. (1.2.8)

3The CP violating phase δ is also including the goal of the neutrino oscillation experiments. However, it is
hard to measure.
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1.2.2 Matter enhanced oscillation

The neutrino oscillation framework discussed above assumes that neutrinos travel in vacuum.
When neutrinos travel through the matter, they may undergo coherent forward scattering on
electrons, protons and neutrons. All neutrinos flavors can interact with matter via a neutral
current Z boson exchange interaction while only νe can interact with electrons in matter via
a charged current W± boson exchange interaction. The charged current interaction affects
the oscillation transition due to the additional contribution to the Hamiltonian. The effective
potentials of the different neutrino flavors are written as

Ve = VCC + VNC, Vµ/τ = VVC, (1.2.9)

where NC represents the neutral current and CC represents the charged current interactions.
They are expressed as

VCC =
√
2GFNe, VNC = −

√
2

2
GFNn, (1.2.10)

where GF is the weak coupling constant andNe/n are the number density of electrons or neutrons
in matter4. For the two flavor mixing case, the time evolution of the mass eigenstates is governed
by

i
d

dt

(
ν1
ν2

)
=

(
E1 0
0 E2

)(
ν1
ν2

)
. (1.2.11)

Then, it is converted into the flavor basis as

i
d

dt

(
νe
νµ

)
=U

(
E1 0
0 E2

)
U †

(
νe
νµ

)
(1.2.12)

=

(
−∆m2

4E
cos 2θ ∆m2

4E
sin 2θ

∆m2

4E
sin 2θ ∆m2

4E
cos 2θ

)(
νe
νµ

)
. (1.2.13)

The additional contribution from the charged current interaction is put into the (1, 1) element
of the matrix, hence it is expressed as

i
d

dt

(
νe
νµ

)
=

(
−∆m2

4E
cos 2θ +

√
2GFNe

∆m2

4E
sin 2θ

∆m2

4E
sin 2θ ∆m2

4E
cos 2θ

)(
νe
νµ

)
. (1.2.14)

In order to diagonalize the matrix, the mixing matrix in matter, UM , with the effective
mixing angle in matter, θM , is newly defined as

UM =

(
cos θM sin θM
− sin θM cos θM

)
, (1.2.15)

where the effective mixing angel is give by

tan 2θM =
∆m2

2E
sin 2θ

∆m2

2E
cos 2θ −

√
2GFNe

. (1.2.16)

4In the case of anti neutrino case, the potentials are replaced VCC → −VCC and VNC → −VNC
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The effective mixing mass difference becomes

∆m2
M = ∆m2

√
(cos 2θ − A)2 + sin2 2θ (1.2.17)

where

A =
2
√
2GFNeE

∆m2
. (1.2.18)

The form can extract the vacuum oscillation case if Ne → 0 (A → 0). If the parameter A
satisfies the following condition

Ne,cirt =
∆m2

2
√
2GFE

cos 2θ, (1.2.19)

the maximal mixing occurs. The survival probability of νe propagating through a matter of
constant electron density Ne can be written using the effective mixing angle and the effective
mass difference as

Pνe→νe = 1− sin2 2θM sin2

(
∆m2

ML

4E

)
. (1.2.20)

When neutrinos travel through the matter of the Sun or the Earth, neutrino oscillation can
be affected due to their high electron density. The matter effect was introduced by Wolfenstein
[17, 18], then the resonance effect was applied by Mikheyev and Smirnov [19]. The probability
for the flavor transition can be significantly increased even though the oscillation effect is small
in vacuum.

In the high electron density condition, the mixing angle and the mass difference are converted
into the effective mixing angle and the effective mass difference given by equation (1.2.16) and
(1.2.17). Then the survival probability is calculated by equation (1.2.20).

Using the effective mixing angle and the effective mass difference, flavor eigenstates are
expressed as

νe = νM1 cos θM + νM2 sin θM , (1.2.21)

νx = −νM1 sin θM + νM2 cos θM , (1.2.22)

where it is assumed that M1 > M2.
If the electron density is small (Ne ≪ Ne,cirt), the electron neutrino νe mainly coincides with

the low mass eigenstate νM1 while the other flavor neutrino νx coincides with the other mass
eigenstate νM2 . For example, inside of the core of the Sun, where the electron density is large
(Ne ≫ Ne,cirt), νM2 of νe varies with the electron density (proportion to Ne) while νM1 of νx is
not affected. Thus, the electron neutrino created in the solar interior, νe is mostly νM2 , while ν1
is unchanged. If the electron density changes at a slow rate, no transition occurs between the
mass eigenstates, hence the electron neutrino remains νM2 and then change to the other flavor
νx at the surface of the Sun, because of the small (zero) electron density. Figure 1.1 shows the
two eigenvalues of m2

ν as a function of the electron density.
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Figure 1.1: A visual explanation of the neutrino mass eigenstates in matter. The horizontal
axis shows the electron density and the vertical axis shows the mass difference. The original
figure was drawn by Bethe in 1986 [20].

1.3 Current status of Neutrino properties

1.3.1 Generation of Neutrino

The generation of neutrinos has not been determined yet. However, it is known that there are
at least three generations, νe, νµ and ντ . The LEP experiment measured the total width of the
Z0 resonance and gives the number of light neutrino generations below 45 GeV. According to
the combined result reported in [21], the number of light neutrino species is determined to be

Neff = 2.9840± 0.0082(stat.+ syst.). (1.3.1)

The left of Figure 1.2 shows the measurement result which favors the three generation of the
light neutrinos.

Furthermore, the Planck satellite released the cosmological constrain on the generation of
neutrinos. The right of Figure 1.2 shows the experimental result in 2013 [22]. The Planck result
shows that

Neff = 3.52+0.48
−0.45(95%C.L.). (1.3.2)

1.3.2 Oscillation parameters

Currently, all mixing angles (θ12, θ23 and θ13) are experimentally measured. All of them are
non-zero values. Both mass differences of ∆m2

21 and ∆m2
31 are also measured. Sign of ∆m2

21 is
determined to be positive but the sign of ∆m2

31 has not been determined yet.
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Figure 1.2: Left: The resonance of the Z0 boson measured at LEP in CERN [21]. Right:
The distribution of Neff for Planck+WP+highL (black) and additionally BAO (blue), the H0

measurement (red), and both BAO and H0 (green) [22].

The first angle θ12 is basically measured by the solar neutrino experiments and the Kam-
LAND experiment [23, 24]. The detail of these measurements are described in the next chapter.
Atmospheric neutrino and long baseline neutrino experiments are sensitive to the second angle
θ23. So far, Super-Kamiokande [11, 25], K2K (KEK to Kamioka)[26], MINOS [27, 28, 29, 30]
and T2K (Tokai to Kamioka) [31, 32] experiments have contributed to measure θ23. The first
indication of the finite θ13 was given by the T2K experiment by the discovery of νe appearance
from the νµ beam [33]. Now θ13 is measured precisely by Daya Bay [34, 35, 36], RENO [37] and
Double Chooz [38, 39] experiments.

Because of the very precise determination of the mixing angle θ13 by the reactor experiments,
the CP phase can be discussed at the T2K experiment [40]. The recent best fit parameters are
summarized in Table 1.2 [41].

Table 1.2: The best fit values after Neutrino 2014 [41]. There are two possibility of the mass
hierarchy, i.e. Normal hierarchy or Inverted hierarchy.

Parameter Best fit result (1σ) [ NH (IH)]
∆m2

21 [10−5 eV2] 7.60+0.19
−0.18

|∆m2
31| [10−3 eV2] 2.48+0.05

−0.07 (2.38+0.05
−0.06)

sin2 θ12 0.323± 0.016
sin2 θ23 0.567+0.032

−0.124 (0.573+0.025
−0.039)

sin2 θ13 0.0226± 0.0012 (0.0229± 0.0012)
δ/π 1.41+0.55

−0.40 (1.48± 0.31)
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Chapter 2

Solar neutrino physics

2.1 The Sun

2.1.1 Standard Solar Model

The Standard Solar Model (SSM) is the well-established theoretical model which has been
constructed to explain the stellar evolution of the Sun [42]. It predicts the expected solar
neutrino fluxes which are produced via various nuclear fusion reactions in the core of the Sun.
This model has been revised several times1 based on the updated of input parameters and etc.

The Sun has been generating its energy for a long time via nuclear fusion reactions. The
process to generate the energy is the net thermonuclear reaction in the core, i.e. the fusion of
four protons into a 4He, two positrons and two electron neutrinos. This process is written as

4p → α+ 2e+ + 2νe + 26.7MeV − Eν . (2.1.1)

This reaction actually proceeds via two different chains, the one is the pp-chain and the
other is the Carbon-Nitrogen-Oxygen (CNO) cycle as shown in Figure 2.1. According to the
SSM, 98.4% of the total solar luminosity is produced by the pp-chain process while the rest of
1.6% is produced by the CNO cycle. The detail of these reactions are described in subsection
2.1.3.

2.1.2 Properties of the Sun

Based on the SSM, various properties of the interior of the Sun are predicted. The Sun is
assumed to be in hydrostatic equilibrium, so the radiation and the pressure should balance
the gravity of matter inside the Sun. Figure 2.2 shows the distributions of the luminosity and
the pressure. According to the left of Figure 2.2, one half (95%) of the photon luminosity is
produced within ≤ 0.09R⊙ (≤ 0.2R⊙). The luminosity information is sensitive to the solar
neutrino flux because both are produced by the nuclear fusion reactions in the deep interior.

The chemical component of the Sun is important because it is sensitive to the nuclear
fusion reactions. In addition, its fractional abundances are important to determined the stellar
opacity. The local abundances of the isotopes are predicted as shown in the left of Figure 2.3.
It is assumed that the 1H fraction is the highest in the interior of the Sun. The abundance of

1For example, BP98 [43], BP 2000 [44], BP2004 [45] and so on.
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Figure 2.1: The schematic view of the pp-chain (left) and the CNO cycle (right).
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Figure 2.2: The distribution of the luminosity (left) and the pressure (right) as a function of
R/R⊙. The values were taken from the web site of John Bahcall’s [46, 47].
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4He increases with the nuclear fusion of 1H in the solar interior. Furthermore, 3He has a strong
peak around R⊙ = 0.3 because 3He is used for the reaction rapidly within ≤ 0.3R⊙. The left of
Figure 2.3 shows the fraction of the mass in the Sun.
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Figure 2.3: The distribution of the chemical abundance of each isotope (left) and the mass
fraction (right) as a function of R/R⊙. The values were taken from the web site of John
Bahcall’s [46, 47].

The electron density and the temperature in the Sun are also predicted as shown in Figure
2.4. The electron density decreases much more rapidly than the temperature. The temperature
contributes to the production rate of the solar neutrinos. Especially, the flux of 8B solar neutri-
nos is significantly affected by the profile of the temperature. The electron density in the Sun
is sensitive to the MSW effect of neutrino oscillations.
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Figure 2.4: The distribution of the electron density (left) and the temperature (right) as a
function of R/R⊙. The values were taken from the web site of John Bahcall’s [46, 47].
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2.1.3 Solar Neutrino

As described in section 2.1, the energy is produced by the pp-chain and the CNO cycle. The
pp-chain proceeds via five reactions while the CNO cycle proceeds via multiple branches.

The five reactions within the pp-chain produce neutrinos They are described as

p + p → 2H+ e+ + νe (≤ 0.420MeV), (2.1.2)

p + e− + p → 2H+ νe (1.442MeV), (2.1.3)
7Be + e− → 7Li + νe (0.861MeV(90%), 0.383MeV(10%)), (2.1.4)

8B → 8Be
∗
+ e+ + νe (≤ 14.06MeV), (2.1.5)

3He + p → 4He + e+ + νe (≤ 18.77MeV), (2.1.6)

which are called, pp, pep, 7Be, 8B and hep solar neutrinos in order. The pep and 7Be solar
neutrinos are mono-energetic while pp, 8B and hep solar neutrinos distribute below their own
maximum energy.

The CNO cycle is a complex reaction cycle as shown in the right of Figure 2.1. Electron
neutrinos are produced by the following three reactions:

13N → 13C + e+ + νe (≤ 1.27MeV), (2.1.7)
15O → 15C + e+ + νe (≤ 1.73MeV), (2.1.8)
17F → 17O+ e+ + νe (≤ 1.74MeV). (2.1.9)

The left of Figure 2.5 shows the solar neutrino energy spectrum at the Earth predicted by
the SSM [46]. In addition, the right of Figure 2.5 shows the fraction of the production rate as a
function of the radius inside the Sun. The difference of the production position is caused by the
composition of atoms, temperature and gravity. Due to the strong temperature dependence of
8B solar neutrinos, their production occur in the small region below ∼ 0.1R⊙. The production
of 7Be occurs in the region between the 8B and pp. The hep solar neutrino distributes relatively
in the wide region below 0.3R⊙.

Table 2.1 summarizes the solar neutrino fluxes predicted by the BP 2004 SSM [45].

Table 2.1: The predicted solar neutrino fluxes [45].

Type BP 2004 flux [cm2/sec]
pp 5.94(1± 0.01)× 1010

pep 1.4(1± 0.02)× 108
7Be 4.86(1± 0.12)× 109
8B 5.79(1± 0.23)× 106

hep 7.88(1± 0.16)× 103
13N 5.71(1+0.37

−0.35)× 108
15O 5.03(1+0.43

−0.39)× 108
17F 5.91(1± 0.44)× 106
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Figure 2.5: Left: The solar neutrino energy spectrum predicted by the BP05 (OP) [46]. The
horizontal axis shows the neutrino energy [MeV] and the vertical axis shows the expected flux
at the earth [/cm2/sec]. Right: The local production rate of the pp, 7Be, 8B and hep solar
neutrinos. The horizontal axis shows the radius of the sun and the vertical axis shows the
fraction of the production rate. The values are taken from the web site of John Bahcall’s
homepage [46, 47].

2.1.4 Solar activity

The solar activity influences the environments of the Earth. It is known that the solar activity
has a periodic cycle, i.e. the 11 years modulation. The solar activity has been measured using
the sunspot number (Wolf number) introduced by R. Wolf [48]2. The sunspot number has been
recorded for more than 300 years. The sunspot which is releasing the magnetic flux appears
at the surface of the Sun. When the solar activity is in an active phase, the sunspot number
becomes large. Thus, its appearance is strongly correlated with the solar activity cycle. Figure
2.6 shows the time variation of the sunspot number from around 1750.

The magnetic field of the Sun has been measured by the Wilcox Solar Observatory at the
surface of the Earth. It started the measurement in 1975. Figure 2.7 shows the time variation
of the sunspot number during the cycle 21 through 24 as well as the time variation of the mean
magnetic field and the magnetic field at the pole of the Sun. Recently, the solar cycle 24 is not
active compared with other cycles as indicated by the smaller sunspot number at the maximum.
When the sunspot number is large, the mean magnetic field is also large while the magnetic
field at the pole is small. The reversal of the magnetic field at the pole happens when the
solar activity is at the maximum. According to these measurements, it is obvious that the solar
activity is strongly correlated with the magnetic field of the Sun.

It is interesting to check whether the solar neutrino flux is correlated with the solar activity

2 It is globally used to measure or estimate the solar activity. It is defined as

R = k(10g + f), (2.1.10)

where the parameter g is the number of the sunspot groups on the Sun, f is the total number of all sunspot
in these groups at the time of the observation and k is “reduction factor” to convert the counts of other
observations onto a uniform scale. k depends on various things, for example atmospheric condition, instrument
of the measurement devices and so on.
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Figure 2.6: The time variation of sun spot number. The plots shows the monthly average of
the sunspot. These numbers are taken from the web site of NASA [49].

cycle or not. Because the solar neutrinos are produced in the core of the Sun as shown in the
right of Figure 2.5 while the appearance of the sunspot is the phenomenon at the surface of the
Sun.

2.2 Solar Neutrino Experiment

2.2.1 Homestake Chlorine Experiment

The first solar neutrino experiment was the Homestake experiment which used 615 tons of
tetrachloroethylene, C2Cl4, for the target of neutrinos [7]. The detector was constructed in the
Homestake gold mine at South Dakota in the U.S. It was located 1478 m below the surface,
which corresponds to ∼ 4200 m water equivalent. The Homestake experiment had already
finished data taking in 1994 and had taken the data for about 25 years.

The detection method for solar neutrinos is the absorption on chlorine

νe +
37Cl → 37Ar + e−. (2.2.1)

The energy threshold is 0.814 MeV and it is sensitive to 7Be, 8B, pep and CNO solar
neutrinos. The appearance of argon atom in the detector indicates the absorption interaction
of a solar neutrino in a chlorine atom.

To count the rate of the interactions, the detector was exposed for 1 − 3 months and then
the generated argons were extracted by purging the tank with He gas. After collecting argon
atoms, 37Ar decays, whose half-life is 35.0 days, were counted by a low background proportional
counter.
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Figure 2.7: The time variation of sunspot number and the magnetic fields observed by Wilcox
Solar Observatory. The corresponding period is from the cycle 21 through the cycle 24. The
sunspot number (top panel) is taken from the web site of NASA [49]. The mean magnetic field
is taken from the web site of The Wilcox Solar Observatory [50]. The magnetic fields at the
solar poles are also taken form the web site of the Wilcox Solar Observatory [51].

15



The average of the measured capture rate over 25 years is

RCl = 2.56± 0.16(stat.)± 0.16(syst.) SNU, (2.2.2)

where SNU (Solar Neutrino Unit) is the number of the interactions per 1036 target atoms per
second. However, this capture rate is significantly lower than the prediction of the SSM, which
is 9.30+1.2

−1.4 SNU. This discrepancy had been called “ the solar neutrino problem”. The left of
Figure 2.8 shows the result of the yearly neutrino capture (Argon production) rate from 1970
to 1994 [52].

Figure 2.8: Left: The 37Ar production rate as a function of time [52]. The horizontal axis
shows the data from 1970 to 1994 and the vertical axis shows the production rate. Right: The
correlation between the production rate and the sunspot numbers [53]. The horizontal axis
shows the date. The horizontal axis shows the production rate as well as the inverse of the
sunspot number.

Since Homestake experiment had taken the data for about 25 years, this long operation
period spanned the solar cycle 20, 21 and 22. The right of Figure 2.8 also shows the time
variation of the production rate vs. the inverse of the sunspot number. It seems that the
production rate is anti-correlated with the sunspot number (solar activity) but its statistical
significance was not high (61% significance level) [54].

2.2.2 Kamiokande

The solar neutrino measurement at the Kamioka Nucleon Decay Experiment (Kamioka-NDE)
began in 1987 and data was taken until 1995 [55, 56]. Its detector was constructed in the
Ikenoyama mountain at Gifu prefecture in Japan. It was located ∼ 1000 m below the top of
the mountain, which corresponds to ∼ 2700 m water equivalent. The detector was a cylindrical
tank whose diameter was 15.6 m and height was 16.1 m. It hold 680 tons of ultra pure water
in the fiducial volume (> 2 m from the wall).

The detection method for solar neutrinos is the elastic scattering of electrons [8]. The elastic
scattering provides with the directional information of neutrinos. Because of this detection
method, the Kamioknade detector observed solar neutrinos in real-time for the first time in the
world. The left of Figure 2.9 shows the solar angle distribution observed by Kamiokande-III.
The solar neutrino signals are clearly seen around cos θsun = 1, thus this detector confirmed
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signals really comes from the Sun. In addition, the recoil electron spectrum was measured as
shown in the right of Figure 2.9.

Figure 2.9: Left: The solar angle (cos θsun) distribution using 1036 days data of Kamiokande-III
[57]. The horizontal axis shows the solar angle cos θsun and the vertical axis shows the number
of the events per 1036 days. The clear peak around cos θsun = 1 indicated the solar neutrino
signal. The black solid histograms illustrate the prediction of the SSM and the dashed ones
illustrate the best fit result. Right: The ratio of the observed energy spectrum to the prediction
of SSM above 7.0 MeV. The horizontal axis shows the total energy [MeV] and the vertical axis
shows the ratio [57].

The flux of 8B solar neutrinos was measured using the combined 2079 days data [57] as

Φ8B,Kamiokande = 2.80± 0.19(stat.)± 0.33(syst.) ×106/cm2/sec. (2.2.3)

Compared with the prediction of the SSM, the ratio of the flux to the prediction is

Φ8B,Kamiokande

SSM
= 0.492+0.034

−0.033(stat.)± 0.058(syst.). (2.2.4)

Kamiokande also confirmed the deficit of the solar neutrino flux.
Kamiokande observed the solar neutrinos for about 12 years, this period covered the solar

cycle 22. The left (right) of Figure 2.10 shows the time variation of the measured 8B solar
neutrino flux (the number of the sunspot number). According to the experimental result, there
was no statistically significant correlation between them.

2.2.3 Gallium Experiments

There were two experiments using gallium since 1990. One was the Soviet American Gal-
lium Experiment (SAGE) in Russia, which used 50 tons of metallic gallium [59]. The other
was GALLEX experiment in Gran Sasso in Italy, which used 30.3 tons of gallium in form of
GaCl3 − HCl [60]. After the end of the GALLEX experiment, Gallium Neutrino Observatory
(GNO) started data taking in 1998 [61].

The detection method for solar neutrinos is the absorption on gallium

νe +
71Ga → 71Ge + e−, (2.2.5)

and then the produced 71Ge was extracted and counted. The energy threshold of this reaction
is 0.233 keV, thus it is mainly sensitive to pp neutrinos.
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Figure 2.10: The 8B solar neutrino flux measured by Kamiokande vs the sunspot number [57].
The horizontal axis shows the date during the operation of Kamiokande. The vertical axis in
the left (right) panel shows the ratio of the measured flux to the prediction of the SSM (the
number of the sunspot number in the cycle 22).

SAGE

The SAGE experiment had taken data from 1990. Its detector was located at the Baksan
Neutrino Observatory in Russia. It used 55 tons of liquid metal 71Ga as the target. The
detector was exposed for 3 weeks, then the produced Ge atoms were extracted. The 71Ge
decays which occur only by the electron capture to the ground state of 71Ga were counted by a
low background proportional counter.

After the 12-year observation, the average capture rate of the solar neutrino [62] is

RSAGE = 70.8+5.3
−5.2(stat.)

+3.7
−3.2(syst.) SNU. (2.2.6)

This result was also inconsistent with the prediction of the SSM, which is 128+9
−7 SNU. The

left of Figure 2.11 shows the capture rate measured by the SAGE experiment.

GALLEX/GNO

The GALLEX experiment had taken data from 1991 to 1997 and then the GNO experiment
followed data taking from 1998 to 2003. Their detectors were located at the Gran Sasso Under-
ground Laboratory in Italy. They exposed for 4− 6 weeks, then the produced 71Ge atoms were
extracted and counted. The GNO result and the combined GALLEX+GNO result [63] are

RGNO = 62.9+6.0
−5.9(stat.+ syst.) SNU, (2.2.7)

RGALLEX+GNO = 69.3± 4.1(stat.)± 3.6(syst.) SNU. (2.2.8)

The two results are consistent with the one from SAGE. The right of Figure 2.11 shows the cap-
ture rate measured by GALLEX and GNO experiments. In addition, the ratio of the measured
capture rate to the prediction was 0.556± 0.047(stat.)± 0.036(syst.).

Combining SAGE and GALLEX/GNO results, the gallium capture rate [64] is

RGa = 66.1± 3.1(stat.+ syst.) SNU. (2.2.9)
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Figure 2.11: Left: The capture rate of the solar neutrino measured by SAGE experiment [62].
The horizontal axis shows the time in year and the vertical axis shows the measured rate. Right:
The combined result from GALLEX and GNO experiments [63]. The horizontal axis shows the
time in year and the vertical axis shows the capture rate (after subtracting the side reaction
described in [61]).

This is about half the prediction value, thus the gallium experiment also confirmed the solar
neutrino problem.

2.2.4 Super-Kamiokande

The Super-Kamiokande experiment [58] is the largest water Cherenkov detector all over the
world. SK has four phases, SK-I, SK-II, SK-III and SK-IV. Currently, SK-IV is running. Because
of the large detector size, SK has a statistical advantage for the neutrino observation. SK can
measure neutrino energy spectrum and the day night effect. Since these are the main topic of
this thesis, the details of the detector and analysis will be explained in following the chapters.

2.2.5 SNO Experiment

The Sudbury Neutrino Observatory (SNO) experiment began in 1999. The detector was con-
structed in the Creighton mine near Sudbury in Canada [65]. It was located 2039 m below the
surface, which corresponds to approximately ∼ 6000 m water equivalent. The detector holds
1000 tons of heavy water, D2O, as the neutrino target. The merit of using heavy water was
that neutrinos can be detected through the following three reactions:

νe + d → p + p + e−, ChargedCurrent,
νx + d → p + n + νx, Neutral Current,
νx + e− → νx + e−, Elastic Scattering,

(2.2.10)

where νx is any active flavor neutrinos, d is a deuteron and p is a proton. The first reaction, the
charged current reaction (CC), is sensitive only to νe. This reaction is observed by Cherenkov
radiation of the produced electrons. Using this channel, the electron flavor solar neutrino flux
can be determined. The second reaction, the neutral current reaction (NC), is the disintegration
of a deuteron by a neutrino. This reaction is sensitive to the all active flavor neutrinos. This

19



reaction provides with the total 8B solar neutrino flux independently from active neutrino flavor
oscillations. The NC reaction is identified by detecting the produced neutrons. SNO had been
operated three different phases and they had different detection methods discussed later. The
third reaction, the elastic scattering reaction (ES), is the same as in SK. This reaction is mainly
sensitive to νe with a factor of 1/6 contributions from νµ/τ .

The phase I of SNO started data taking in 1999 and it used pure D2O. The detection method
of the neutrons is the absorption on deuteron

n + d → t + γ + 6.25MeV, (2.2.11)

where t is a tritium. In addition, the produced neutron is sometimes absorbed on proton. Thus,
in the phase I, 6.25 MeV events are detected.

The 8B solar neutrino flux is measured using the CC and ES data [66] as

Φ8B,SNO,CC = 1.75± 0.07(stat.)+0.12
−0.11(syst.) × 106/cm2/sec, (2.2.12)

Φ8B,SNO,ES = 2.39± 0.34(stat.)+0.16
−0.14(syst.) × 106/cm2/sec. (2.2.13)

The left of Figure 2.12 shows the first result of the SNO CC measurement. It was obvious
that the NC rate measured by SNO was lower than the ES rate measured by SK. The difference
between the SNO CC and the SK ES is (0.57 ± 0.17) × 106 /cm2/sec, which is equivalent to
3.3σ away from 0. From this discrepancy, it was clearly found that the solar neutrinos changed
their flavor traveling to the Earth. The measurement result of the CC reaction provided with
the information of νe component in the total flux. Using the CC rate and the ES rate, other
components (νµ, ντ ) are determined as

Φ8B,SNO(νµ/τ ) =3.69± 1.13 × 106/cm2/sec, (2.2.14)

Φ8B,SNO(νx) =5.44± 0.99 × 106/cm2/sec. (2.2.15)

The total 8B flux is consistent with the prediction of the SSM. Then SNO collaboration reported
the NC reaction result in 2002 [13]. In this paper, the results of the CC and NC reactions were
updated:

Φ8B,SNO,CC = 1.76+0.06
−0.05(stat.)± 0.09(syst.) × 106/cm2/sec, (2.2.16)

Φ8B,SNO,ES = 2.39+0.24
−0.23(stat.)± 0.12(syst.) × 106/cm2/sec, (2.2.17)

Φ8B,SNO,NC = 5.09+0.44
−0.43(stat.)

+0.46
−0.43(syst.) × 106/cm2/sec. (2.2.18)

The NC flux measurement result was higher than CC flux, hence this results showed the
strong evidence of the solar neutrino oscillation because the NC reaction is sensitive to the all
active flavor neutrinos while the CC reaction is sensitive only to the electron type neutrino.
The right of Figure 2.12 shows the possible flavor components of the active neutrinos.

The phase II (Salt phase) began in 2001 [67]. In this phase, more than 2 tons of NaCl was
dissolved to the detector to improve the detection efficiency of the NC reaction. The neutron
captured on Cl releases a γ cascade whose energy is ∼ 8.6 MeV as

n + 35Cl → 36Cl + γ + 8.6MeV. (2.2.19)
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Figure 2.12: Left: The CC measurement result by SNO [66]. The horizontal axis shows the
electron kinetic energy and the vertical axis shows the ratio of the CC reaction to the SSM
(BPB01) prediction. The gray band illustrates the SK ES rate. Right: The measurement of
the 8B solar neutrino flux using the three different reactions by SNO [13]. The horizontal axis
shows the flux of electron flavor neutrino and the vertical axis shows the flux of the other type
of flavor (µ/τ) in unit of [×106/cm2/sec]. The brown, blue and green bands shows the CC, NC
and ES result by SNO, respectively.

The measured 8B solar neutrino flux of phase II [68] is

Φ8B,SNO,NC = 4.94± 0.21(stat.)+0.38
−0.34(syst.) × 106/cm2/sec, (2.2.20)

which is consistent with the result of phase I.
The phase III (NCD array phase) started data taking in 2004 [69]. In this phase, the salt

was removed, while 36 strings of 3He proportional counters were installed in the detector. Due
to 3He’s large cross section for thermal neutrons, the detection efficiency for the NC reaction
was improved. The reaction is described as

n + 3He → p + t + 0.76MeV. (2.2.21)

The measured 8B solar neutrino flux of phase III [70] is

Φ8B,SNO,NC = 5.54+0.33
−0.31(stat.)

+0.36
−0.34(syst.) × 106/cm2/sec, (2.2.22)

This result was also consistent with the other phases.
Combining the NC results of all phases, 8B solar neutrino flux is reported as [71]

Φ8B,SNO,NC = 5.25± 0.16(stat.)+0.11
−0.13(syst.) × 106/cm2/sec. (2.2.23)

2.2.6 Borexino Experiment

The Borexino experiment started data taking in 2007 [72]. It is located in Gran Sasso under-
ground laboratory, Italy. It used low background liquid scintillator which allowed to measure
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solar neutrinos below 2.0 MeV region in real-time. The first target of the Borexino experiment
was 7Be solar neutrino whose energy is 0.862 MeV.

The LMA solution predicts a transition of the survival probability of νe over the energy rage
of solar neutrinos. It is expected that the transition from matter enhanced oscillation around
8B energy range to vacuum oscillation below a few MeV including 7Be. Due to the transition,
the survival probability increases from ∼ 0.3 in the high energy region to ∼ 0.6 in the low
energy region. Therefore, the measurement of the 7Be solar neutrino rate can test the predicted
increase in the survival probability.

The first experimental result on 7Be solar neutrinos was reported in 2008 [73, 74]. The latest
7Be solar neutrino flux [75, 76] is

R7Be,Borexino = 46.0± 1.5(stat.)+1.5
−1.6(syst.) counts/(day · 100ton), (2.2.24)

Φ7Be,Borexino = 2.78± 0.13(stat.+ syst.) × 109/cm2/sec. (2.2.25)

The Borexino is the first experiment which measured 7Be solar neutrinos.

Figure 2.13: Left : The result of the 7Be solar neutrino rate measured by Borexino [73]. The
horizontal axis shows the energy [keV] and the horizontal axis shows the count rate [counts/(10
keV×day×100 tons)]. The black points shows the measured data and the black curve show
the best fit result. Right: The survival probability of νe measured by all solar neutrino experi-
ments [76]. The horizontal axis shows the energy [keV] and the vertical axis shows the survival
probability.

The 8B flux was also measured using the data above 3.0 MeV [77] as

Φ8B,Borexino = 2.4± 0.4(stat.)± 0.1(syst.) × 106/cm2/sec. (2.2.26)

Since the energy threshold of the Borexino detector is low, it can search for solar neutrinos
in the wider energy range, hence it is sensitive to the pep and CNO cycle solar neutrinos. They
reported on the observation of pep neutrinos [78] and set upper limit on the CNO flux [76]

Rpep,Borexino = 3.1± 0.6(stat.)± 0.3(syst.) counts/(day · 100ton), (2.2.27)

Φpep,Borexino = 1.6± 0.3(stat.+ syst.) × 108/cm2/sec, (2.2.28)

RCNO,Borexino < 7.9 counts/(day · 100ton), (2.2.29)

ΦCNO,Borexino < 7.7 × 108/cm2/sec, (95%C.L.). (2.2.30)
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The right of the Figure 2.13 shows the survival probability as a function of the neutrino
energy. Recently, they also claimed measurement of primary pp neutrinos by subtracting back-
ground from 14C [79].

2.2.7 KamLAND experiment

The KamLAND experiment started data taking from 2002 [80]. Its detector is located at
the Kamiokande site in the Ikenoyama Mountain, Japan. It uses organic ultra-pure liquid
scintillator in order to detect reactor neutrino ν̄e coming from many nuclear power plants in
Japan. Kamioka is a very good site for the long baseline reactor experiment because major
high power reactors are located about 140− 210 km from Kamioka. Electron-anti-neutrinos are
detected by the inverse β decay interaction as

ν̄e + p → e+ + n. (2.2.31)

The prompt scintillation light is emitted from the produced position, while the produced
neutron is captured by the proton and then emits γ−ray whose energy is 2.2 MeV with a
lifetime of 200 µsec. This delayed coincidence detection method can reduce the background
event against the ν̄e measurement. The KamLAND experiment can determine a precise value
of the neutrino oscillation parameter of ∆m2

21 by observing the oscillation pattern of the reactor
anti-neutrino’s energy spectrum. The left of Figure 2.14 shows the observed energy spectrum
by KamLAND.

Figure 2.14: Left: Energy spectrum of prompt events of reactor neutrino events at KamLAND
[80]. The horizontal axis shows the energy of the prompt signal and the vertical axis shows the
event rate [Event/0.425 MeV]. Right: The oscillation parameters measured by KamLAND [80].
The horizontal axis shows tan2 θ12 and the vertical axis shows ∆m2

21 [eV2]. The color contours
are the experimental result from KamLAND, while the back lines are the result from the solar
neutrino experiments.

Assuming the CPT invariance neutrino disappearance and anti-neutrino disappearance should
be governed by the same oscillation parameters. So, the KamLAND reactor anti-neutrino result
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can be directly compared with the solar neutrino results. The right of Figure 2.14 shows the
allowed region for the neutrino oscillation parameters from KamLAND and the solar neutrino
experiments.

2.2.8 Summary of solar neutrino experimental results

Figure 2.15 summaries the theoretical prediction of solar neutrino flux [46] and the experimental
results from solar neutrino experiments except for Borexino [81]. When the neutrino oscillation
is considered, the SSM flux and the experimental results agrees very well.

Figure 2.15: The solar neutrino flux prediction vs the experimental results [81]. The unit for
Cl and Ga is SNU, while the unit for H2O and D2O is the ratio of the experimental rate over
the prediction.
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2.3 Physics motivation of this thesis

2.3.1 Solar neutrino flavor oscillation

The solar neutrinos are originally created as electron-neutrinos and they travel to the Earth.
The survival probability in vacuum oscillation is calculated by equation (1.2.8).

The matter enhanced oscillation also happens when a neutrino travels through the Earth. In
this situation, some of νµ are converted back to νe. Thus, the regeneration of electron neutrinos
occur. This regeneration leads to the day/night flux asymmetry.

Since the MSW effect depends on the neutrino energy, the survival probability varies with
the energy. Thus, the observed energy spectrum should be distorted due to the MSW effect
in the Sun. Using the solar oscillation parameters measured so far, the MSW resonance in the
Sun should occur around ∼ 3 MeV. This resonance leads to distortion of the observed energy
spectrum in SK. Figure 2.16 shows the expected survival probability of solar neutrinos, assuming
that current best fit neutrino oscillation parameters obtained in subsection 13.1 in this thesis.
Since the energy spectrum measurement of 8B solar neutrino reflects the survival probability,
the “up-turn” in the energy spectrum of 8B solar neutrino events will be expected below ∼ 6
MeV.
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Figure 2.16: The expected survival probability of solar neutrinos. The red line shows the expec-
tation assuming (sin2 θ12, ∆m2

12) = (0.31, 7.4× 10−5) while the blue line shows the expectation
assuming (sin2 θ12, ∆m2

12) = (0.31, 4.8 × 10−5). The dotted line indicates 3.5 MeV of neutrino
energy.

25



2.3.2 Analysis target

The main physics target of this thesis is to observe the matter effect. The two methods are
conceivable to observe it. The one is the energy spectrum measurement and the other is the
day/night flux asymmetry measurement.

In addition, current interest in the field of neutrino physics is to measure the CP phase in
the lepton sector by long baseline neutrino experiments [82, 40]. Since a neutrino beam travels
in the matter between a neutrino source and a neutrino detector, it undergoes the matter effect
in the Earth. Accordingly, the measurement of the CP phase in the lepton sector is affected by
the matter effect in the Earth [83]. Therefore, it is very important to measure the matter effect
independently of the long baseline CP phase neutrino experiments.

Energy spectrum measurement

The “up-turn” in the survival probability of electron neutrinos is expected assuming the MSW
effect. SK can search for the “up-turn” by measuring the recoil electron spectrum because it
reflects the survival probability of the electron neutrino.

So far, the vacuum oscillation dominant region below 1.0 MeV and the matter oscillation
dominant region above 4.0 MeV have been measured by many solar neutrino experiments as
shown in the right of Figure 2.13. However, the transition region, i.e. between 1.0 and 4.0 MeV,
has not been measured precisely yet.

The ways to measure the solar neutrino in the transition region with SK are as follows:

1. Reduce the background: It is required to lower the energy threshold because the energy
spectrum distortion is expected in the lower energy region. Therefore, it is important to
understand the origin of the background event in the solar neutrino analysis in SK because
the energy threshold depends on the background level of the detector. If the number of
the background events is reduced, the statistical error is expected to become smaller.

2. Reduce the systematic errors: The large uncertainty in the spectrum analysis is caused
by the systematic uncertainties in the detector performance. It is important to tune up
the detector simulation based on the careful calibrations.

Day/Night flux asymmetry

Due to the matter effect in the Earth, the electron flavor neutrinos are regenerated as shown in
the left of Figure 2.17. This regeneration is depends on the electron density of the Earth. The
profile of the matter density is shown in the right of Figure 2.17. It is expected that the night
flux is larger than the day flux by about a few % level depending on the oscillation parameters
as shown in Figure 2.18. Using the recent best fit oscillation parameters, the day/night flux
asymmetry is expected to be ∼ 1.7% level.

The day/night flux difference is defined as

ADN =
ΦDay − ΦNight

(ΦDay + ΦNight)/2
, (2.3.1)

where ΦDay is the flux measured during daytime and ΦNight is that during nighttime. To observe
the matter effect in the Earth, it is required to reduce the uncertainty for the solar neutrino
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Figure 2.17: Left: The visual explanations of the day/night flux asymmetry. Right: The profile
of the mass density of the Earth (PREM model) [84].

flux as much as possible. So far, SK has measured the day/night flux asymmetry and reported
the indication of the terrestrial matter effect [85]. In this thesis, update of the day/night flux
asymmetry is presented.

Figure 2.18: The expectation of the value of the day/night flux asymmetry. The horizontal
axis shows sin2 θ12 and the vertical axis shows ∆m2

21. The region filled in green (blue) shows
the allowed region obtained by the solar neutrino experiments (KamLAND experiment). The
region filled in purple shows the combined allowed region. The red lines shows the expected
values of the day/night flux asymmetry.

Time variation of the solar neutrino flux

This topic is not related with the matter effect, but it is related with the solar activity. As
already mentioned, the Homestake experiment reported the anti-correlation between the solar
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neutrino flux and the sunspot number as shown in the right of Figure 2.8. On the other hand,
the Kamiokande experiment reported the no-correlation between the 8B solar neutrino flux and
the sunspot number as shown in Figure 2.10.

To explain the anti-correlation reported by the Homestake experiment, several theoretical
models were proposed [86, 87]. Because of the correlation between the magnetic field of the Sun
and the solar activity as shown in Figure 2.7, these models introduce the neutrino conversion
with its magnetic moment, such as spin-flip conversion. This idea requires that the neutrino
magnetic moment is ∼ 1.0× 10−10µB, where µB is the Bohr magneton. However, current upper
limit reported by the GEMMA experiment [88] is 2.9 × 10−11µB. Therefore, these theoretical
models have already excluded.

In this thesis, about 18 years data taken by SK is presented. This data set covers the solar
activity 23 and 24. So, it is possible to discuss whether the solar neutrino flux is correlated with
the solar activity or not.
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Chapter 3

Super-Kamiokande detector

This chapter describes the details of components of this detector, for example, its structure,
photomultiplier tubes, data acquisition system, a water circulation system, etc.

3.1 Overview of Super-Kamiokande

The Super-Kamiokande (SK) detector is a ring imaging water Cherenkov detector with ultra
pure water [58]. SK is located 1000 m underground at Ikenoyama, Kamioka, Gifu, Japan.
The construction of the detector started in March 1991, and was completed in March 1996.
SK started the data taking on April 1st, 1996. SK observes Cherenkov lights emitted from
relativistic charged particles traveling in water by photomultiplier tubes (PMTs).

The Super-Kamiokande, whose name originally stands for “Super-Kamioka Nucleon Decay
Experiment”, conducts researches for many physics targets, for example, proton decay, atmo-
spheric neutrino, solar neutrino and so on. So far, SK has contributed a lot to neutrino physics
for 19 years.

After the construction, the operation started in April 1996 as SK-I. SK-I was continuously
operated for 5 years and finished taking data in July 2001 to replace some dead PMTs. However,
an accident happened during the water refilling in November 2001. Due to the accident, a half of
the PMTs were lost by a chain reaction of shock wave. Using the roughly 5,000 surviving PMTs,
the detector was recovered temporarily. In order to avoid such kind of accident, a FRP (Fiber
Reinforced Plastic) and an acrylic cover were newly installed to the PMTs in the inner detector.
Then, SK resumed data taking in October 2002 with 19% photo-coverage as SK-II. In October
2005, SK-II finished taking data and then the full reconstruction work started. After the work,
SK resumed data taking in July 2006 as SK-III. In September 2008, SK-III finished data taking
to upgrade front-end electronics modules. In September 2008, SK resumed data taking as SK-
IV and has continued data taking since then. Table 3.1 summarizes the characteristics of each
SK phase. The energy threshold in SK-IV was set to 4.0 MeV in kinetic energy [108, 110] till
2013. After 2013, when the study to enhance the neutrino detection efficiency and to lower
background level made a progress, the energy threshold was successfully lowered down to 3.5
MeV in kinetic energy. It is the lowest energy threshold among the all SK phase. The details
of the study on the detection efficiency and the background will be described in Chapter 7 and
Chapter 8.
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Table 3.1: The summary of characteristics of each SK phase. The livetime means the total
livetime of the data set for the solar analysis. Energy threshold is the recoil electron kinetic
energy, adopted for the analysis. In this thesis the data until April 30, 2015 is used.

Phase SK-I SK-II SK-III SK-IV
Period April 1996 October 2002 July 2006 September 2008

(from to) July 2001 October 2005 August 2008 running
Livetime [day] 1496 791 548 2055

ID PMT 11146 5182 11129 11129
OD PMT 1885 1885 1885 1885

PMT coverage 40% 19% 40% 40%
Electronics ATM ATM ATM QBEE

Energy threshold [MeV] 4.5 MeV 6.5 MeV 4.0 MeV 3.5 MeV

3.2 The structure of detector

3.2.1 Inner detector and Outer detector

SK is a cylindrical stainless tank structure which holds 50, 000 tons of ultra pure water. Fig-
ure.3.1 shows the schematic view of the SK detector. The diameter of the detector is 39.3 m
and the height is 41.4 m. Figure.3.2 shows a development view of SK and definitions for the
position variables used in SK analyses, i.e. the height of SK is denoted by z, and the radius is
denoted by r. SK is divided into two regions, one is an inner detector (ID) and the other is an
outer detector (OD).

The ID is also a cylindrical structure, its diameter is 33.8 m and its height is 36.2 m. The
ID contains 32, 000 tons of ultra pure water. The ID is surrounded by 11129 20-inch PMTs
which cover 40% of the surface of ID1. This coverage corresponds to 1 PMT per 0.5 m3. The
remaining surface area is covered with black polyethylene terephthalate sheets in order to avoid
the reflection of Cherenkov light and the leakage of light from and to the OD region.

The OD has a 2.75 m thickness in the side and 2.6 m thickness in the top and the bottom
regions. The OD contains 17,500 tons of ultra pure water. The OD is surrounded by 1885
8-inch PMTs. The remaining area is covered with the white Tyvek sheets in order to increase
reflectivity. The purpose of OD is to tag and veto any charged particles entering the ID region
from the outside of SK, for example, cosmic ray muons, and charged particles or γ rays emitted
from the radioactive sources existing in the rock surrounding the SK detector.

The structure which divides SK into two regions is a stainless module called super-module
as shown in Figure.3.3. This module also supports twelve 20-inch PMTs for ID and two 8-inch
PMTs for OD.

1Originally, the number of the ID PMTs were 11149 in SK-I as shown in Table 3.1. However, the number
of ID PMTs was changed after the reconstruction for SK-III. It is because some PMTs could not be mounted
geometrically at the edge of the top (bottom) region because of the installation of the FRP and the acrylic cases.
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Figure 3.1: The Super Kamiokande detector [58].

3.2.2 20-inch PMT for ID and PMT cover

The 20-inch photomultiplier tube (PMT) was originally developed with Hamamatsu Photonics
K.K. in collaboration with some researchers in Kamiokande [90]. Then, some items were opti-
mized for Super Kamiokande [91] and the PMT used in SK ID is shown in Figure 3.4. Table
3.2 summarizes the properties of this PMT. The photo-sensitive surface of the glass is 50 cm
in diameter and its thickness is 5 mm. The inner surface of the glass is a photo-cathode made
of bialkali (Sb-K-Cs). The neck of the PMTs is covered with a silver reflector to avoid entering
light. The 11-stage Venetian blind dynodes are used and it multiplies the photoelectrons by a
factor of 107, which is called the gain of the PMT.

This PMT is sensitive to wavelength between 280 and 660 nm. The quantum efficiency of
the PMT depends on the wavelength and its peak is about 21% for 360− 400 nm as shown in
the left of Figure 3.5. The transit time spread is about ∼ 2.2 nsec as shown in the middle of
Figure 3.5. The one photoelectron peak is clearly found as shown in the right of Figure 3.5.

After the accident in 2001, a combination of an acrylic and a FRP (Fiber Reinforced Plastic)
cases were installed to each ID PMT in order to avoid the chain reaction of implosions. The
PMT is covered with a 12 mm thick UV-transparent acrylic dome as shown in the right of
Figure 3.4. The transparency of the acrylic case is more than 96% above 350 nm. The rear side
of the PMT is covered with a FRP case. The combination of the acrylic and FRP cases prevent
shock wave generation even if the PMT is imploded. There are some holes on its surface so that
water fill inside of the case. It is necessary to prevent total reflection of Cherenkov light.
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Figure 3.2: Basic variable definitions used in our
analysis [99].

Figure 3.3: The schematic view of one unit of
the PMT support structure. The thickness is
about 55 cm. This support module holds twelve
20-inch PMTs for ID and two 8-inch PMTs for
OD [58].

3.2.3 8-inch PMT for OD

The PMTs used in the outer detector are 8-inch PMTs. When SK-I was constructed, R1408
PMTs developed by Hammatsu Photonics were mounted. PMTs had been originally used in
the IMB experiment. After the accident in 2001, newly installed PMTs were R5912. Now, 591
R1408 and 1293 R5912 PMTs are used in the OD.

An 60 cm × 60 cm square acrylic plate is attached to each PMT as a wavelength shifter to
improve the light detection efficiency.

3.2.4 Helmholtz coils

Since photoelectrons produced on the photo-cathode are collected to the first anode using an
applied electrical field, the geomagnetic field affects the collection efficiency for the photoelec-
trons. To reduce the geomagnetic field, 26 sets of Helmholtz coils are arranged surrounding the
water tank as shown in Figure 3.6 [92].
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Table 3.2: The characteristic of 20-inch PMT.

Product Name R3600
Photocathode area 50 cm diameter

Photocathode material Bialkali(Sb-K-Cs)
Collection efficiency 70%

Dynode 11 stage Venetian bind type
Quantum efficiency about 21% (360− 400 nm)

Gain 107 (1700− 2000 V)
Dark Noise Rate 4.5 kHz
Timing resolution 2.2 ns RMS(1p.e.)

Drift time ∼ 100 ns
Weight 13 kg

Pressure tolerance 6 kg/cm2 water proof

Figure 3.4: Left: The schematic view of the 20-inch PMT [58]. Right: The picture of the FRP
and the acrylic case for PMT.

The electric current value in each coil is listed in Table 3.3. The currents of the coils are
monitored by the real-time monitoring system. The original magnetic field was measured before
filling the water in SK-I and its value was about 450 mG [58]. Then, the average magnetic field
intensity was measured under the Helmholtz coil operation and the measured value was 32 mG
on average [93]. The effect of the residual magnetic field for the collection efficiency of the
PMTs was estimated to be about 1 ∼ 2% level [93].

Table 3.3: The values of the current for each Helmholtz coil surrounding the tank [92].

Coil A B C D E F G
Current [mA] 31.35 31.35 31.35 28.20 30.10 28.60 30.10
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Figure 3.5: Left: The quantum efficiency of the ID PMT and the Cherenkov spectrum as a
function of the wavelength [58]. Middle: The typical relative transit time distribution for 410
nm photon [58]. Right: The typical distribution for single photoelectron [58].

Figure 3.6: The schematic view of Helmholtz coils surrounding the water tank to eliminate the
effects of the geomagnetic field [92].

3.3 Data acquisition system

There are two kinds of the data acquisition systems used in SK. The difference between them
is the front-end electronics; the ATM (Analog Timing Module) [94, 95] based on TKO (Tristan
KEK Online) standards [96] was used in SK-I through SK-III, and the QBEE (QTC-Based
Electronics with Ethernet) [97] has been used in SK-IV .

There are 5 huts on the top of the SK tank, called “Central hut” and four “Electronics huts”.
In the electronics huts, HV power supplies and the electronics system are placed; the former
supplies high voltage to ID and OD PMTs and the latter digitizes the analog signal from the
PMTs. In the central hut, the trigger system and the control electronics are placed and the
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signals digitalized in the four Electronics huts are merged.

3.3.1 Data acquisition system for SK-I to SK-III

The schematic view of the data acquisition system used in SK-I to SK-III is illustrated in
Figure 3.7. The front-end electronic ATM integrates the charge and timing information and
then digitalizes both information by an ADC (Analog to Digital Converter) module on its board.
One ATM board connects to 12 ID PMTs and about 1000 ATM modules were used in total.

Figure 3.8 shows the schematic view of the input and output channels of the ATM module.
The input signal from a PMT is amplified by a factor of 100 and divided into four signals by
the hybrid integral circuit (IC). The first of the divided signals is sent to a discriminator whose
threshold was set to 100 mV (∼ 0.32 photoelectrons). If this first signal exceeds the threshold,
two pulses are generated.

1. The first pulse has 200 nsec timing width and its pulse height is −15 mV. The pulses
from the input 12 PMTs channels are summed and then the output pulse is generated
as HITSUM. The HITSUM pulse is used to generate a global trigger which is used for
determining whether or not to save the obtained event. The details of the global trigger
will be described in next subsection.

2. The second pulse has 900 nsec timing width and its height is −15 mV. This pulse is called
as self-gate signal, which is used as a trigger to start the QAC (charge to analog converter)
and TAC (time to analog converter) integration.

The second and third of the divided signals are sent to QAC and to TAC. The QAC integrates
the charge for 400 nsec and then TAC generates the hit timing. If a global trigger is generated
within 1.3 µsec, the integrated QAC and TAC information are digitized by an ADC.

The fourth of the divided signals is generated as a PMTSUM signal which is the sum of the
input PMTs signals for one ATM board. The PMTSUM is sent to a Flash ADC which records
the waveform information.

3.3.2 Hardware trigger

The HITSUM signals from the ATM boards are eventually summed at the central hut and the
global trigger is generated. The global trigger generation is illustrated in Figure 3.9.

There are three kind of global triggers, Super Low Energy (SLE), Low Energy (LE) and
High Energy (HE). These triggers have different threshold levels and they are summarized in
Table 3.4. When the summed HITSUM exceeds the threshold, the trigger type is determined.

The data acquisition capacity depends on the event rate. In general, the data acquisition
rate is expected to be larger when the threshold level becomes lower. In the case of SLE, its
threshold was changed many times (7 times in SK-I [98], 3 times in SK-III [99]) depending on
the background condition.

3.3.3 Data acquisition system for SK-IV

In order to achieve more stable observation and to improve the detector performance, the new
front-end electronics QBEE was installed at the beginning of the SK-IV. Figure 3.10 illustrates
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Figure 3.8: The schematic view of the input and output channel of the ATM module.

Figure 3.9: The timing chart for the signal and the generation of the global trigger.

the schematic view of the data acquisition system used in SK-IV. Due to the different electronics,
the readout scheme is completely changed.
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Table 3.4: The global trigger threshold in each SK phase. In the SK-I and SK-III, the SLE
trigger threshold was changed many times according to the background level. Therefore, the
initial value and the last value were written.

SK-I SK-II SK-III
SLE −260 → −186 mV −110 mV −212 → −186 mV
LE −110 mV −152 mV −302 mV
HE −340 mV −180 mV −320 mV

Figure 3.10: The schematic view of the DAQ system used in SK-IV [97].

QBEE

The left of Figure 3.11 illustrates the picture of the new front end electronics and the right
of Figure 3.11 illustrates the block diagram of the signal processing in the QBEE. One QBEE
module connects to 24 PMTs, so about 550 modules were used in total as shown in Figure 3.10.

The main parts of QBEE module are the QTC (charge to time converter) ASIC and the
TDC (time multi-hit time-to-digital) [100]. There are 8 QTC on the QBEE board and one
QTC processes 3 PMTs. When the QTC detects the analog signals from the PMTs and if the
pulse height exceeds −0.69 mV, it creates an output timing pulse whose width represents the
integrated charge of the PMT signal within 400 nsec time window. Three kinds of dynamic
ranges were prepared to keep better charge resolution at a few p.e. level. The three dynamic
ranges select the gain depending on the observed charge and they are summarized in Table 3.5.
The overall charge dynamic range is 0.2 to 2, 500 pC and this range was about 5 times wider
than that of the ATMs.

Readout scheme

The output pulse from the QTC is sent to a multi-hit TDC which measures the width of the
QTC output pulse by detecting the leading and trailing edges of the pulse. A FPGA (Field
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Figure 3.11: Left: The picture of the new front end electronics QBEE. Right: The block diagram
of the signal processing in the QBEE.

Table 3.5: The characteristics of each input channel.

Type Gain Range [pC] Resolution
Small 0 ∼ 51 0.1 pC/count (0.05 p.e./count)

Medium 0 ∼ 357 0.7 pC/count (0.35 p.e./count)
Large 0 ∼ 2500 4.9 pC/count (2.5 p.e./count)

Programmable Gate Array) reads and processes the data stored in the TDC. There are 4 TDC
and 4 FPGA on the QBEE board. The width information is digitized into charge information
and arrival timing information is digitized into the timing information. Both digitalized infor-
mation are sent to the front-end PCs via ethernet. The front-end PC sorts the received data
by time order and then sends it to a merger PC. At the stage of the merger PC, a software
trigger program is run to extract events from the hit data. The triggered event is collected by
an organizer PC and then finally recorded onto disk.

3.3.4 Software trigger

Thanks to the achievement of the higher speed signal digitalization, every hit PMT information
can be collected at the merger PC located in the central hut. The software trigger searches for
the events by sliding the 200 nsec time window. The number of the hit PMTs within 200 nsec
is defined as N200. When N200 exceeds the threshold as shown in Table 3.6, the trigger signal is
issued. The software trigger can select the timing width depending on the trigger type. Table
3.6 summarizes the threshold of N200 and the timing width for the each trigger type.

For the trigger of LE, HE and SHE, the event timing width is set to 40 µsec and this width
is wider than that of the old trigger system (1.3 µsec). Because of this wider timing width, some
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other physical events within 200 nsec can be searched for. For example, a prompt gamma-ray
from the exited oxygen molecule as a pre-activity and a muon decay as a post-activity. For
the SLE trigger, the timing width is set to 1.5 µsec due to the high rate from the background
events. It is required that the data size should be reduced.

On May 1st 2015, the threshold of the SLE trigger was lowered to 31 hits to improve the
sensitivity for low energy solar neutrino events.

Table 3.6: The threshold for each trigger and its event time width.

Trigger Type Threshold for N200 [hit PMTs] Event timing width [µs]
SLE 34 → 31 (After May 2015) 1.5 (−0.5 ∼ +1.0)
LE 47 40 (−5 ∼ +35)
HE 50 40 (−5 ∼ +35)
SHE 70 → 58 (After September 2011) 40(−5 ∼ +35)
OD 22 in OD 40 (−5 ∼ +35)

3.4 Water circulation system

3.4.1 Water purification system

The water filled in the SK tank is one of the most important element in the experiment because
its quality (transparency) affects the propagation of the Cherenkov light traveling in water. It
is required to remove the contaminants as they may be radioactive (for example Radon 222Rn).
The water is originally supplied from the two streams inside the Kamioka mine, which are
sourced by the natural seepage of rain and snow melt through the mountain rock. Before filling
the tank, the water is pumped through a water purification system to remove contaminants and
make it ultra-pure. Figure 3.12 illustrates the schematic view of the water purification system.

Figure 3.12: The schematic view of the water circulation system.

40



The main components of the water purification system are as follows:

1. 1 µm filters: They are located at the first stage of the water purification system. They
are series of the mesh filters which can remove the dust larger than 1 µm in size and the
radioactive contaminations in water.

2. Heat exchanger (HE): The water temperature increases due to the heat generated by drain
pumps, PMTs, the surrounding rock and so on. There are three sets of heat exchangers
in the water purification system to control the water temperature. The most important
one is located at the final stage of the water purification system, i.e. in front of the tank.
The temperature of the supply water is controlled with an accuracy of 0.01 ◦C to suppress
convection inside the tank.

3. Ion exchanger : Resin to remove high molecular and heavy ions including the radioactive
contaminations. This resin eliminates ions such as Na+, Cl−, Ca2+ and others.

4. UV sterilizer : Since bacterias sometimes survive in water and they affects the water
transparency, it is required to kill them. This device radiates ultraviolet light to water.

5. Rn free air dissolving system: This system mixes water with Radon free air in order to
increase the efficiency of a vacuum degasifier (VD). Rn free air is produced in the Rn free
air system which will be described in next subsection 3.4.2.

6. Reverse Osmosis (RO) membranes: They were newly installed to remove the contaminants
heavier than 1, 000 molecular in weight since SK-III.

7. Vacuum Degasifier (VD) : This system removes gas components dissolved in water. The
main targets are radon gas and oxygen, its removal efficiencies are ∼ 96% for Radon and
∼ 99% for oxygen.

8. Ultra filter (UF) : These filters remove particles larger than 10 nm.

9. Membrane Degasifier : This system was installed at the end of SK-I. It removes radon
gas in water with the efficiency of ∼ 83%. On May 22, 2014, this system was bypassed
because the Rn concentration in water increased when passed through this system. The
detail would be described in Chapter 8.

The purified water is continuously circulated through the water purification system with a
flow rate of 60 ton/hour to keep the water quality. In addition, the water flow is well tuned in
order to keep the uniformity of the water quality.

The left of Figure 3.13 shows the schematic view of the water flow piping lines for the supply
and the drain in SK-IV. Based on study of the water flow, the water is supplied from the bottom
and drained mainly from the top.

Since the water flow in the SK tank is sensitive to the water temperature difference in the
tank, it is important to understand its position dependence. The right of Figure 3.13 shows the
position dependence of the water temperature. It was found that water is always convecting
below z = −11 m as can be seen by the uniform temperature profile. Above the convection
zone, there is 0.2 ◦C difference between the top of the ID and the convection zone. The low
temperature entire in the detector prevents bacteria growing.
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Figure 3.13: Left: The diagram of the water pipes for the supply and the drawn [93]. Right:
The monitored water temperature [93]. The horizontal axis shows the depth of the tank and
the horizontal axis shows the water temperature. Below −11 m, the water is always convecting.
Above this level, water is layered and the temperature gradually increases.

After passing through the water purification system, the Rn concentration in the supply
water is 1.83± 0.31 mBq/m3. The detail of the Rn concentration in SK water will be explained
in Chapter 8.

3.4.2 Rn free air system

Fresh air supply system

The air in the mine was dirty due to the dust and the rich Rn gas emanating from the sur-
rounding rocks. The Rn concentration in summer is ∼ 1500 Bq/m3 while in winter it is ∼ 30
Bq/m3 because of the different air flow pattern in the mine.

The special air supply system was installed for the purpose of keeping clean environment.
This system consists of a large air blower, air filters and a heat exchanger and it is located at the
entrance of the mine. This system can supply the outside “fresh” air into the SK experimental
area in the mine with a rate of 70 m3/min. As a result, the Rn concentration in the SK
experimental area is kept at approximately ∼ 50 Bq/m3.

Rn free air system

There is a 60 cm air layer between the surface of the SK water and the top of the SK tank in
order to prevent from breaking the tank by sloshing in case of earthquake. The volume of this
air layer is 753.6 m3. It is required to supply air into the air layer to keep its pressure at +0.3
kPa relative to atmospheric pressure. In addition, this air purging is necessary because the top
of the SK tank is exposed to dome of the tank to which fresh air is supplied, i.e. Rn level of
∼ 50 Bq/m3.
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This Rn concentration in the dome air is still too high. In order to keep low Rn concentration
in the tank, a special Radon free air system was developed to reduce the Rn concentration as
much as possible. The Rn free air system is illustrated in Figure 3.14 and its main components
are as follows:

Figure 3.14: The schematic view of the Rn free air system [58].

1. Air compressor: This system compresses the air to 7.5 ∼ 8 atm.

2. Mesh filters: 0.3, 0.1 and 0.01 µm filters are used to remove dusts in the compressed air.
The 0.3 µm one is located after the compressor. The air passing through it is stored in
a buffer tank temporarily. The other filters are located after room temperature carbon
columns.

3. Air drier: This system removes water in the air.

4. Carbon columns: This system removes Rn in the air because the activated charcoal absorbs
Rn [101]. There are two type of carbon columns. One is located after the air drier and
it is operated under the room temperature. The other is located at the last stage of the
Rn free air system and it is operated with a cooling system. The original colling system
could chill the carbon column at −40 ◦C [58]. In order to further improve the Rn removal
efficiency, the cooling system for the last carbon column was upgraded in March 2013.
Finally, the temperature was achieved below −60 ◦C. At this temperature, the removal
efficiency is ∼ 100%.

In order to monitor the Rn concentration in the Rn free air, a 80 L Rn detector was developed
[102]. Three Rn detectors were put on the SK area as shown in Figure 3.15. The first one
monitors the Rn concentration just after the production in the Rn free air system. The second
one monitors the supply air and the third one monitors the air in the air layer of the SK tank.

The result of the monitoring is shown in Figure 3.16. The Rn concentration in the air passing
through the Rn free air system is 0.06± 0.05 mBq/m3 after the upgrade of the cooling system.
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Figure 3.15: The schematic view of the Rn concentration monitoring system for Rn water.
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Figure 3.16: The time variation of the Rn concentration for the water purification system
(black), the supplied Rn free air (blue) and the air layer (red). The horizontal axis is the
dates from January 8th 2015 to November 8th 2015. The vertical axis shows the measured Rn
concentration. in unit of mBq/m3
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3.5 Detector simulation

In order to understand the detector response, the behavior of recoil electrons traveling in water,
the emission of Cherenkov light and its propagation should be simulated. The MC simulation
was developed by SK working group based on GEANT 3.21. GEANT 3 package simulates
most of physics processes. However, since some physics processes such as the production and
the propagation of Cherenkov light and the light attenuation in water could not be precisely
simulated in the original GEANT 3, so the simulations for such processes were newly developed
by a SK working group.

3.5.1 Cherenkov photon production

The number of the Cherenkov photons (in wave length dλ) is represented as

d2N =
2πα

n(λ)λ2

(
1− 1

n2β2

)
dxdλ, (3.5.1)

where n is the refractive index for water, α is the fine structure constant, β is the velocity of
the photon traveling in water in unit of the light velocity in vacuum and dx is the traveling
length. Since the refractive index n depends on the wavelength, the water temperature, the
water pressure and so on [103], not only the wavelength but also these environmental values are
taken into account in the simulation.

The Cherenkov opening angle θ is represented as

cos θ =
1

nβ
. (3.5.2)

Based on the above formula, the Cherenkov light emission is simulated in the SK simulation.
The threshold of the Cherenkov light emission is calculated as

Ethr =
nm√
n2 − 1

, (3.5.3)

where m is the mass of a charged particle. Table 3.7 illustrates the threshold of the Cherenkov
emission for typical charged particles.

Table 3.7: Threshold of the Cherenkov radiation for typical charged particles.

Particle type Energy threshold [MeV]
e± 0.767
µ± 157.4
π± 207.9
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3.5.2 Water transparency

Simulation of the water attenuation

The water transparency is the most important thing in the simulation because it significantly
affects the propagation of the Cherenkov light. It is considered that the photon is reflected or
absorbed by the impurity in the water or that the energy of the photon is sometimes transformed
to the other type of the energy, for example as heat. So, It is complicated to simulate the
absorption and scattering in water.

The intensity of the light traveling in water exponentially decreases as

I(x) = I0(λ) exp (−x/L(λ)) (3.5.4)

where x is the traveling length, L(λ) is the total attenuation length and I0(λ) is the initial
light intensity. The total attenuation length (water transparency) is characterized using three
scattering coefficients which depend on the wavelength of the photon traveling in water. The
coefficients are Absorption part αAbs, Rayleigh scattering part αRay and Mie scattering part
αMie. However, it is very difficult to separate the part of Mie scattering from the attenuation
length by the scattering process.

The angular distribution of Rayleigh scattering is symmetric, namely its intensity is the
same in the forward and backward direction. But, the angular distribution of Mie scattering
is asymmetric and it tends to favor the forward direction. The total attenuation length in the
MC simulation was newly defined as

LMC(λ) =
1

αabs + αsym + αasym

, (3.5.5)

where αabs, αsys and αasym were absorption, symmetric scattering and asymmetric scattering
coefficients respectively. The symmetric scattering coefficient consist of Rayleigh and symmetric
Mie scattering and the asymmetric scattering coefficient consist of forward Mie scattering as
shown in Figure 3.17.

Figure 3.17: A position dependence of the PMT hit rate.

They are empirical functions used in the SK simulation and are defined as
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αabs(λ) =P0 ×
P1

λ4
+ C, (3.5.6)

αsym(λ) =
P4

λ4
×

(
1.0 +

P5

λ2

)
, (3.5.7)

αasym(λ) =P6 ×
(
1.0 +

P7

λ4
× (λ− P8)

2

)
, (3.5.8)

where P0 ∼ P8 are the fitting parameters. In the absorption part, the parameter C is the
amplitude based on the experimental data obtained in [104] for λ ≥ 464 nm while C = P0 ×
P2× (λ/500)P3 is used for λ < 464 nm. P0 ∼ P8 were tuned by the calibration data. Using these
parameters, the water attenuation could be simulated approximately, but they did not exactly
represent the real physics properties.

Position dependence of the water transparency

As mentioned in subsection 3.4.1, the convection occurs in the tank below z = −11 m. This
convection affects the uniformity of the water transparency because of its nonuniform water
flow.

The position dependence of the water transparency is continuously monitored using two
calibration sources. The one is the auto Xenon light and the another is the Ni-Cf calibration
source. These calibration methods will be described in Chapter 5.

The hit rate difference between the top PMTs and the bottom PMTs can be used to evaluate
the position dependence of the water transparency. The difference called as TBA (Top-Bottom
Asymmetry) is defined as

TBA =
⟨top⟩ − ⟨bottom⟩

⟨barrel⟩
, (3.5.9)

where ⟨region⟩ illustrates the mean hit rate of PMTs for each region. In order to take into
account the position dependence of the water transparency, the absorption coefficient is modified
as

αabs(λ, z) =

{
αabs(λ)× (1.0 + βz) (z ≥ −11m),
αabs(λ)× (1.0− 1100β) (z < −11m),

(3.5.10)

where the parameter β is determined by the calibration. Using the parameter β, the SK
simulation is tuned to match the calibration data and the simulation.

3.5.3 Detector response

PMT and electronics response

In order to simulate the detector response, the PMT and the electronics should be taken into
account. In the SK simulation, three kinds of the responses of the PMT are considered; the
first is the absorption by the photo-cathode, the second is the reflection on the PMT surface
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and the third is the transmission through the PMT. The photoelectron generation occurs when
the absorption response is selected. The left of the Figure 3.18 illustrates the response of the
PMT when the photon reaches the surface of the PMT in the SK simulation. These responses
depend on the incident angle of the photon and this dependence is also taken into account as
shown in the right of Figure 3.18.

Figure 3.18: Left: The schematic view of the PMT response for the incident photon in the
simulation. Right: PMT response for the 420 nm using the unpolarized light. The black
area means that the photons are absorbed into the PMT surface and the photoelecton is not
generated.

The probability of the PMTs to produce the one photoelectron when the generated photon
reaches its surface is defined as

Prob(λ, i) = QE(λ)× Probobs(λ, θi)× COREPMT × qetable(i), (3.5.11)

where the introduced parameters are:

1. QE(λ): The quantum efficiency of the 20-inch PMT. It depends on the wavelength of the
incident photon as shown in the left of Figure 3.5.

2. Probobs(λ, θi): The probability of selecting either the PMT responses of the absorption or
the photoelectron generation.

3. COREPMT : A common parameter used for all PMT to correct the average quantum
efficiency. This parameter was tuned using a LINAC calibration described in subsection
5.3.1.

4. qetable(i): A relative quantum efficiency for the i−th PMT measured by Ni calibration
source described in subsection 5.1.3.

Finally, when photoelectrons are generated, the output charge is simulated. When it exceeds
the threshold of the electronics, the photon is detected by the PMT in the simulation.

Reflection by the detector structure

The Cherenkov photons are reflected by the detector structure such as the surface of PMT, the
black sheet and so on. Since the reflectivity of them was also measured by the some calibration
devices [58, 93], these effects are also taken into account in the SK simulation.
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Chapter 4

Event reconstruction

In this chapter, the event reconstruction method is described. The SK detector has many physics
targets, thus there are many analysis tools to reconstruct events. Since this thesis focuses on
the solar neutrino observation, the reconstruction method for low energy charged particles is
explained.

4.1 Vertex reconstruction

Low energy charged particles, such as electrons scattered by solar neutrinos travel only ∼ 10 cm
in water. Due to the large size of the detector and the timing resolution of the PMTs, position
resolution is not as good as the track length. Therefore, the tracks of electrons are treated as
point-like sources.

In order to reconstruct the vertex position, a maximum likelihood fit to the timing of
Cherenkov signal is used. This maximum likelihood fitting program is called BONSAI (Branch
Optimization Navigating Successive Annealing Interactions) [105]. This program uses the tim-
ing information. The timing residual of each PMT hit is defined as t− ttof − t0, where t is the
hit timing, ttof is the time of flight from the vertex position of the interaction to hit PMT and
t0 is the time of the interaction. Using the timing residual information, the likelihood function
is defined as

L(x⃗, t0) =
Nhit∑
i=1

log (P (t− ttof − t0)) , (4.1.1)

where x is the testing vertex position and P (t− ttof − t0) is the probability density function of
the timing residual for a single photoelectron signal as shown in Figure 4.1.

P (t− ttof − t0) is extracted by the LINAC calibration along with the vertex resolution. The
vertex resolution is the distance which involves 68% of the reconstructed LINAC events and
its energy dependence is shown in Figure 4.2. The worse vertex resolution in the lower energy
region is due to the smaller number of emitted photons. The vertex resolution at SK-IV is
slightly better than that at SK-III because of the installation of the new front-end electronics
and the improvement of its timing calibration.
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Figure 4.1: The probability density function of the timing residuals used for the vertex recon-
struction maximum likelihood fit. The second and third peaks around 30 nsec and 100 nsec are
caused by the PMT’s after pulses.
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Figure 4.2: The vertex resolutions for SK-I (Blue), SK-III (Red) and SK-IV (Black) [110]. The
horizontal axis shows the true electron kinetic energy [MeV]. The vertex resolution is defined
as the point which contains 68% of events in the distance distribution between the real vertex
and the reconstructed vertex.
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4.2 Direction reconstruction

Sine the Cherenkov light makes a ring-like pattern of photons, it is possible to reconstruct the
direction of the event. The direction reconstruction uses a maximum likelihood function which
is defined as

L(d⃗) =
N20∑
i

log (f(cos θi, E))× cos θi
a(θi)

. (4.2.1)

The variables used in this likelihood function are the following:

1. N20: The number of the hit PMTs within 20 nsec around t− ttof − t0 = 0.

2. f(cos θi): The expected distribution of the opening angle between the direction of the
particle and the direction of the observed photon from the vertex position. f(cos θi, E)
depends on the energy because a particle traveling in the water scatters via multiple
Coulomb scatterings. In order to take into account this effect, its energy dependence is
evaluated using the MC simulation of mono-energetic electrons and it is shown in Figure
4.3.

3. cos θi/a(θi) : The correction factor coming from PMT acceptance. The angle θi is defined
as the vector from the reconstructed vertex position to the i−th hit PMT and the vector
normal to the PMT surface. a(θi) is the correction factor of PMT acceptance, which
depends on the incident angle of Cherenkov light as shown in Figure 5.4.

In order to maximize the likelihood function, the direction is scanned and the best-fit direc-
tion is determined.

4.3 Energy reconstruction

The energy reconstruction is the most important item for the detector performance because
the solar neutrino energy spectrum measurement requires the precise energy determination.
Generally speaking, the number of emitted Cherenkov photons are approximately proportional
to the recoil electron energy.

In the low energy reconstruction, the effective number of hits, Neff , is used. Neff is calculated
from the number of the hit PMTs within 50 nsec time window with some corrections. Neff is
represented as

Neff =

Nhit∑
i

[
(Xi + εtail − εdark)×

Nall

Nalive

× 1.0

S(θi, ϕi)
× exp

(
ri
λeff

)
× 1

QEi(t)

]
. (4.3.1)

The parameters used in equation (4.3.1) are the following:

1. Occupancy (Xi): When the event happens near the wall (or a higher energy particle), a hit
PMT detects multiple photons. If this situation occurs, it is likely that many surrounding
PMTs also detect signals. The effect of the multiple p.e.’s for each hit PMT should be
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Figure 4.3: The energy dependence of the angular likelihood function used in the direction
reconstruction [99].

considered. In order to correct the fraction of the i−th hit PMT which observes more
than a single photon, the occupancy correction is used. The correction factor is defined
as

Xi =

{
log[1/(1−xi)]

xi
xi < 1,

3.0 xi = 1,
(4.3.2)

where xi is the fraction of the hit PMT in a 3× 3 patch around the i−th hit PMT.

2. Late hits (εtail): Some of the emitted Cherenkov photons can be scattered or reflected
during traveling in the water. Such photons are not detected within the 50 nsec timing
window. In order to correct these late signals, the late hits should be added for the
correction. The correction factor is defined as

εtail =
N100 −N50 −Nalive ×Rdark × 50 nsec

N50

, (4.3.3)

where N100 is the maximum number of the hits in a 100 nsec timing window, Nalive is the
number of the functioning PMTs and Rdark is the average of the dark rate. The dark rate
is measured for each run and it varies in time as shown in Figure 4.4.

3. Dark noise (εdark): The dark noise hits accidentally enter the 50 nsec time window. Such
contaminations should be subtracted when Neff is calculated. The dark noise correction
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Figure 4.4: The time variation of the average of the dark rate of PMTs. The jump around
August 2013 was caused by the replacement of the HV power supply for ID PMTs.

is defined as

εdark =
Nalive ×Rdark × 50 nsec

N50

. (4.3.4)

4. Dead PMTs (Nall/Nalive): The number of the ID PMTs are considered. In order to account
for the dead PMTs, the scaling factor is used. Nall is the total number of the PMTs, which
is 11,129 in SK-IV. Nalive is the number of alive PMTs.

5. Photo-cathode coverage (S(θi, ϕi)) : The photo-cathode area affects the directional depen-
dence for the detection efficiency. The effective photo-cathode area of the i−th PMT is
defined as S(θi, ϕi). The angles θi (the incident angle to the i−th PMT) and ϕi (azimuth
angle) are illustrated in the left of Figure 4.5. This correction factor as function of these
angles is shown in the right of Figure 4.5.

6. Water transparency (λeff): Since the emitted photons are absorbed or scattered in the wa-
ter, this effect should be corrected. The water transparency is measured using muon-decay
electrons as described in section 5.2. In the term of exp(ri/λeff), ri is the distance between
the reconstructed vertex and the position of the i−th PMT and λeff is the measured water
transparency.

7. QEi: Quantum efficiency of each PMT is corrected.

After all above corrections, the total (kinetic and mass) electron energy is determined as
a function of Neff . Figure 4.6 shows the relationship between the Neff and the reconstructed
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Figure 4.5: Left: The definition of the angles (θi, ϕi) for the i−th hit PMT. Right: The effective
PMT photo-cathode coverage correction factor S(θ, ϕ) as a function of (θ, ϕ) [99].

energy extracted by LINAC calibration data and MC simulation. In the case of Neff < 189.8
(∼ 25 MeV), the following function is used

Erec =
4∑

i=0

ai(Neff)
i, (4.3.5)

where a0 = 0.82, a1 = 0.13, a2 = −1.11 × 10−4, a3 = 1.25 × 10−6 and a4 = −3.42 × 10−9

respectively. Since above 25 MeV, the proportionality is better than that below ∼ 25 MeV, the
first order polynomial fit is used as,

Erec = 25.00 + 0.138(Neff − 189.8). (4.3.6)

This reconstruction method is applied to electrons and positrons not for muons and pions.
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Chapter 5

Detector calibration method

In this chapter, the methods of the detector calibration are described. There are 4 phases of SK
and their detector performances are not exactly same because of the difference in the detector
structure and the electronics. The calibration methods used in SK-I was reported in [58].

Since this thesis focuses on SK-IV, the calibration methods used in SK-III and SK-IV are
explained, because the important (pre-)calibration was performed at the beginning of SK-III
after the recovery of the PMTs. Because the difference between SK-III and SK-IV is the
installation of the new front-end electronics, the difference in the detector performance between
SK-III and SK-IV is caused by the difference in the electronics performance.

5.1 PMT calibration

Since the timing behavior of PMTs depends on the charge of the measured pulse, it is useful to
define the two factors related with the charge calibration. The one is a conversion factor from
the number of photelectrons to charge in units of pC, which is called “gain”. It is divided into
2 parts, the absolute gain and the relative gain. The other is called “QE” which is the product
of the quantum efficiency and the collection efficiency of photoelectrons onto the first dynode of
the PMT. Since each PMT may have different QE, it is required to calibrate for each individual
PMT. In this section, the calibration methods for the absolute gain, the relative gain and the
individual PMT QEs are described.

5.1.1 Absolute gain calibration

The absolute gain is commonly applied to all PMTs. According to this factor, the number of
the photoelectrons is converted to the output charge in pC. Since the absolute gain depends on
the supplied HV value, the supplied HV values for each PMT were determined at the beginning
of the SK-III using a Xe light source.1

1The Xe light source consists of a Xe lamp, an UV fiber and a scintillator ball. The Xe lamp was produced
by Hamamatsu Photonics, and it is located on the SK tank. Light released from the Xe lamp passes through a
UV filter and then simultaneously injects into two optical fibers. The one fiber connect to the scintillator ball
which is installed at the near the center position of the SK tank at (x, y, z) = (353.5,−70.7, 0.0) cm. The other
fiber is connected to a monitoring system to measure the light intensity of the Xe lamp.
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In order to evaluate the observed charge for each PMT, it is useful to define a charge response
(Qobs) for each PMT

Qobs ∝ Nphoton(i)×QE(i)× A(i), (5.1.1)

where Nphoton(i) is the number of the photons which hit the photocathode on the i−th PMT,
QE(i) is “’QE’ of the i−th PMT and A(i) is the gain of i−th PMT. After evaluating each
Qobs(i), the supplied HV values were determined to produce the same Qobs value.

After setting the value of supplied HV for each PMT, the absolute gain was determined using
a Ni-Cf calibration source. The absolute gain was determined to measure the output charge
distribution of the one photoelectron hits. Figure 5.1 shows the typical charge distribution of
the single photoelectron using Ni source calibration data in SK-III.
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Figure 5.1: The typical charge distribution of the single photoelectron using Ni calibration
source [93]. The left (right) figure illustrates the histograms in liner (logarithmic) scale. In
the left figure, the black histograms indicate the result with the normal PMT gain, the green
histograms indicate the result with the double gain and half threshold and the red histograms
indicate the linear extrapolation.

According to this calibration result, the absolute gain for SK-III was determined as 2.243
pC/p.e. After the installation of the new front-end electronics, the same calibration was per-
formed at the begging of SK-IV and the its value was determined as 2.645 pC/p.e. Table 5.1
summarizes the absolute gain for each SK phase.

The difference between SK-II and SK-III is caused by the installation of the newly produced
PMTs. The new PMTs have a lower gain compared with the PMTs used in SK-II and this
difference makes the absolute gain in SK-III to be lower than that of SK-II. The difference
between SK-III and SK-IV is caused by a long-term increase of the PMT gain, which equivalent
to 2 ∼ 3% per year, and by the different performance of the electronics.
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Table 5.1: The values of the absolute gain for each SK phase.

SK phase Absolute gain [pC/p.e.]
SK-I 2.055
SK-II 2.297
SK-III 2.243
SK-IV 2.645

5.1.2 Relative gain calibration

The relative gain adjusted for the relative difference among PMTs to insure that all PMTs
produce an uniform response for the output charge. In order to evaluate the relative gain of
each individual PMT, a laser calibration system was developed. This laser system could inject
high and low intensity light. In the case of the high (low) output, each PMT detects ∼ 50 p.e.
(1 p.e.). The observed charge in the i−th PMT in the high intensity data is defined as

Qobs(i) = Ihigh(i)×QE(i)×Grel(i) (5.1.2)

where Ihigh(i) is the light intensity seen by the i−th PMT and Grel(i) is the relative gain of the
i−th PMT. Using the low intensity data, the number of hits, Nhit(i) is counted when the i−th
PMT records a charge which is greater than the threshold value.

The ratio between Qobs(i) to Nhit(i) provides the relative gain Grel(i) because Qobs(i) is
proportional to QE(i) and Grel(i), while Nhit(i) is proportional only to QE(i)

Qobs(i)

Nhit(i)
∝ Grel(i). (5.1.3)

Figure 5.2 shows the result of the relative gain measurement. The 1σ in this distribution
is within ∼ 6%. This measurement method can remove the effect from the water transparency
and the geomagnetic field variations, because the common effects are canceled out when the
ratio is taken.

After the determination of the absolute and the relative gain of each PMT, these parameters
are used to covert the output charge from the PMT to the number of the photoelectrons.

5.1.3 PMT quantum efficiency measurement

In order to measure the individual QE for each PMT, the hit rate of each PMT is evaluated
using the Ni calibration source because the hit probability should be proportional to the value
of QE of each PMT when low intensity light is injected.

Since the dark noise hits or the radioactive background enter the event timing window
during a Ni calibration, they should be removed from the calibration data to measure the QE.
In order to remove these background hits, the timing window is divided into two regions, one is
“on-time” and the other is “off-time” as shown in Figure 5.3. When the timing distribution is
made, the time of flight is subtracted, because the hit timing depends on the calibration source
position. The “on-time window” is set with a 300 nsec around the peak position of the timing
distribution. The “off-time window” is set with a 300 nsec window starting at 150 nsec after

58



Relative PMT gain
0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

N
u

m
b

er
 o

f 
P

M
Ts

 p
er

 b
in

0

200

400

600

800

1000

1200

1400

1600

Figure 5.2: The relative gain measured using the laser calibration data [93].

the end of the “on-time window”. The hits within these timing windows are called “on-time
hit” and “off-time hit”, respectively.

T-TOF [nsec]

on time off time

Figure 5.3: A typical hit timing distribution of the Ni calibration [108]. The on-time (off-time)
window is set to 750− 1050 nsec (1200− 1500 nsec).
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To obtain the number of true hits, the number of the hit within the “off-time window” is
subtracted from that of the “on-timing window”. Since the hit rate depends on both geometrical
location of a PMT and the Ni calibration source position, the corrected hit rate for the i−th
PMT is defined as

hcorr(i) =
hi × r2i
a(θi)

(5.1.4)

where hi is the hit rate for the i−th PMT, ri is the distance between the i−th PMT and the
calibration source position and a(θi) is the PMT acceptance which is extracted by the MC
simulation as shown in Figure 5.4. This acceptance depends on the geometry of the PMT and
the acrylic case. After the installation of the acrylic case in SK-II, its value was changed2. The
PMT angular dependence of the PMT acceptance was represented as

a(θi) = 0.205 + 0.524 cos θi + 0.390 cos2 θi − 0.132 cos3 θi. (5.1.6)
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Figure 5.4: The incident angle dependence of the PMT acceptance. The black dotted curve
indicates the acceptance without the acrylic case. The red curve indicates the acceptance with
the acrylic case used in SK-II, SK-III and SK-IV. The difference of acceptance above 40◦ is
cased by the combination of the geometry of the PMT and the acrylic case.

Finally, the hit rate is normalized to obtain the hit probability as

Ph(i) =
hcorr(i)∑
hcorr(i)/Nall

, (5.1.7)

2 Before the installation of the acrylic case when SK-I, the angular dependence of the PMT acceptance was
described as

a(θi) = 0.354 + 0.510 cos θi + 0.116 cos2 θi − 0.012 cos3 θi. (5.1.5)
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where Nall is the total number of the PMTs in the detector. Figure 5.5 shows the result of
the hit rate probability for the barrel, top and bottom regions. According to Figure 5.5, there
remains a position dependence in the hit probability Ph(i). It is caused by the photon scattering
and absorption in water and by the reflection on the surface of the neighboring PMTs or the
black sheets.

In order to evaluate this position dependence, a MC simulation is prepared which considered
the absorption and the scattering in water, and the reflection from the surface of the PMTs and
the black sheets. When the MC simulation is generated, the value of QE for each PMT is set
to the same value. The result from the MC simulation is also shown in Figure 5.5 and the same
tendency of position dependence is seen and it is well modeled. However, there is a few % level
difference between the data and the MC simulation.

Taking the ratio between the data and the MC simulation, the value of QE for individual
PMT in the MC simulation is determined. These QE values are listed as ‘qetable” as already
described in equation (3.5.11). In the SK simulation, this table is used for weighting the pho-
toelectron production.

5.1.4 PMT timing calibration

The detail of the calibration method for obtaining the timing resolution is described in [93].
The brief explanation is given in this subsection.

The PMT timing information is the most important item for the reconstruction of the
vertex position. Since the difference in length of the cable and the variation in response of
the electronics, the timing response would not be same among PMTs. Due to the property of
the signal of the PMT, the time-walk occurs when the different amount of charge is observed.
Figure 5.6 shows the example of the time-walk, when the small charge signal or the large charge
signal is observed. If the large charge signal is observed, the pulse height exceeds the TDC
discriminator threshold earlier than in the small charge signal case.

In order to calibrate the PMT timing response for various charges, the relation between
the timing and the charge is evaluated using a laser calibration device. The relation is called
“TQ-map”, which is the timing as a function of the pulse height. This map is fitted by various
polynomial functions depending on its charge range. Then, the fitted parameters are used to
correct the time response for each PMT as a function of the observed charge.

To calibrate the TQ-map, a laser calibration device is used, because a fast rise time light
pulse and an easy control of intensity are needed. At the beginning of the SK-IV, a calibration
was made using the USHO laser calibration system as shown in the left of Figure 5.7.

In order to calibrate the TQ-map for each channel, the timing distribution for each PMT is
made subtracting the time of flight from the source position to each PMT. The selected laser
hits of each readout channel are divided into 180 bins of charge, which are called “QBins”. Each
QBin is defined as the amount of charge in pC; It is defined on a linear scale from 0 to 10 pC
and on a logarithmic scale from 10 to 3981 pC.

After dividing into the 180 QBins, timing distributions are made for each QBin. Since the
timing distribution does not have a symmetric shape due to the late hits by the reflection and
the scattering. In order to take into account this asymmetric effect in the timing distribution,
the timing distributions are fitted by an asymmetric Gaussian function. Finally, the timing peak
and the standard deviation for respective charges are fitted by various polynomial functions.
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Figure 5.5: A position dependence of the normalized hit probability [93]. The red and blue
points show the result from the calibration data and that of MC simulation, respectively. The
upper panel shows a plot for the barrel PMTs where the horizontal axis is the z position of
PMTs. The lowers figure show top (left) and the bottom (right) PMTs, where the horizontal
axis is the square of the distance from the center position.

The timing resolution is evaluated for each Qbin by taking the average fitted time resolutions
of all PMTs. The right of Figure 5.8 shows the results of the timing resolution for SK-I, SK-
III and SK-IV. At the single photoelectron level, the timing resolution in SK-IV is 2.1 nsec.
The better timing resolution in SK-IV is due to the better timing performance of the front-end
electronics.

During normal data taking, the stability of the timing response is monitored using a nitrogen
laser which fires at ∼ 0.03 Hz. The stability of the timing resolution keeps within ±0.1 ns for
a few years [93].
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Figure 5.6: The visual explanation of the time-walk effect [108]. The red (blue) curve indicates
the large (small) charge signal and the dashed line indicates the TDC discriminator threshold.
When the large charge signal is observed, the pulse height exceeds the threshold earlier than in
the case of the small charge signal.
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Figure 5.7: Left: A schematic view of the USHO laser light calibration system [93]. Right: The
cross section of the diffuser ball [93].

5.2 Water transparency measurement

Transparency of pure water in the tank is an important parameter to characterize the response of
the detector to the solar neutrino events, since it determines the number of detected Cherenkov
photons.

In this section, two methods to measure water transparency are described. One is using N2

laser light injected in the tank and the other using decay electrons from stopping cosmic ray
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Figure 5.8: Left: Typical scatter plot for the timing and charge distribution for a readout
channel in SK-IV [93]. The horizontal axis is charge of each hit (QBin), and the vertical axis is
time [ns] after subtracting the time of flight [93]. Right: The timing resolution after correcting
by TQ-map. The black, red and blue points show the timing resolution in SK-I, SK-III and
SK-IV, respectively. The improvement in SK-IV was due to the better timing performance of
the front-end electronics.

muons. The former is important for the SK simulation in the step of the Cherenkov photon
propagation and the later is used for correcting for energy as the water attenuation length in
the solar neutrino analysis.

5.2.1 Measurement of water transparency with laser light injection

As described in the subsection 3.5.2, the water attenuation length is characterized by using the
three coefficients αabs, αsym and αasym in the SK simulation. These coefficients are measured
using light injectors N2 laser (337 nm) or the laser diodes (375 nm, 405 nm, 445 nm and 473
nm). Figure 5.9 illustrates the laser light injection system to measure three coefficients for the
water transparency [93].

The light is injected every one minute and the hit rate in the different region of the SK ID
are monitored. The measurement methods are as following:

1. The detector is divided into 6 regions, top and barrel (B1 ∼ B5) according to the left of
Figure 5.9.

2. The scattered hit rate and the observed total charge Qtot are measured and the ratio of
hits and Qtot (hits/Qtot) distributions are obtained for each divided region. The observed
charges in the bottom PMT are used for the reference to monitor the intensity of the laser
light.

3. Several sets of MC simulations are generated with varying the coefficients and the same
hits/Qtot distributions are prepared. The right of Figure 5.9 shows the typical distribution
of hits/Qtot in the each region.
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Figure 5.9: Left: The schematic view of the laser injection system for water parameter mea-
surement [93]. Right: The typical hit rate distribution [93]. The horizontal axis shows the
time [nsec] after subtracting the time of flight. The vertical axis shows the hit rate. The left
broad peak is caused by the scattered light and the right peak is caused by the reflection on the
detector structure.

Table 5.2: The summary of the typical water parameters obtained using the calibration data in
April 2009 [93].

P0 P1 P2 P3 P4 P5 P6 P7 P8

0.624 2.96× 107 3.24× 10−2 10.9 8.51× 107 1.14× 105 1.00× 10−4 4.62× 106 392

4. The distributions of the calibration data and the MC simulation are compared using the
χ2 defined as

χ2 =
∑
region

(Data−MC)2

σData
2 + σMC

2
, (5.2.1)

where Data (MC) is the peak position of the hits/Qtot distribution, σData (σMC) is the
standard variation of the hits/Qtot distributions.

5. Scanning the water transparency coefficients to minimize the value of χ2. Table 5.2 shows
the result of typical water fitting parameters in April 2009.

Obtained coefficients are shown in the left of Figure 5.10. The right of Figure 5.10 shows
the time variation of the measured coefficients measured by the laser calibration. According
to the right of Figure 5.10, αsym is stable within ∼ 3% from October 2008 to November 2012.
However, αabs and αasym varied, by 20− 40% for αabs and by 20− 60% for αasym over the time
period. Since αabs is larger than αasym, as shown in the left of Figure 5.10, the time variation of
the water transparency was mainly caused by the absorption process in water.
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Figure 5.10: Left: Typical observed coefficients of water parameters and fitted functions (dashed
lines) which are used in the SK MC simulation [93]. The horizontal axis shows the wavelength
and the vertical axis shows the coefficients. The points illustrate the calibration data obtained
in April 2009 [93]. Right: The time variation of the coefficients measured by the laser injection
system [93]. The horizontal axis shows the date in SK-IV and the vertical axis shows the
coefficients stacked in order of SYM (symmetric scattering), ASY (asymmetric scattering) and
ABS (absorption).

5.2.2 Measurement of water transparency with Decay electron

As described in subsection 3.4.1, the improvements of the water circulation system made the
water transparency more stable during SK-IV. However, still there is∼ 20 % level time variation.
In order to precisely monitor this time variation, water transparency is continuously monitored
using decay electrons (positrons) from cosmic ray muons, which stop in the SK tank.

The selection criteria of decay electron events are following:

1. The time difference between the parent muon event and the decay electron candidate
event, defined as ∆t, should be 3.0 µsec ≤ ∆t ≤ 8.0 µsec.

2. The reconstructed vertex of the decay electron candidate event is within the 22.5 kton
fiducial volume, i.e. 2 m from the ID wall.

3. The distance between the stopping point of cosmic ray muon and decay electron candidate
event is within 250 cm.

After selecting the decay electron events, the observed charge (Qobs,i) of the i−th PMT and
the distance (r) between the i−th PMT and the decay electron candidate are calculated. Then,
mean of the observed charge is evaluated as Qobs =

∑
Qobs,i/Ntotal, where Ntotal is the total

number of the hit PMTs. The typical histograms of ln(Qobs) versus the mean distance r are
shown in the left of Figure 5.11. According to the left of Figure 5.11, the mean observed charge
decreases when the distance is more than 10 m.
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To obtain the water transparency, the histograms are fitted by a linear fitting function, as
shown in the left of Figure 5.11 where the fitting region is selected between 1200 cm and 3500
cm. Since the y−intercept of the linear fitting function varies with time as shown in the right
of Figure 5.11, this calculation method is affected by the PMT gain, because if the PMT gain
increases, the observed charge also increases. In the case of the SK-IV analysis, its value is fixed
at 1.468 which is equivalent to the average value during SK-III. Finally, the inverse of the slope
of the linear fitting function is used as water transparency.
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Figure 5.11: The left figure shows the typical hist of ln(Q̄(r)) vs r. The blue one was fitted
with the fixed value of y−intercept, 1.486, and the red was fitted with free y−intercept. The
dashed vertical black line corresponds to 1200 cm. The right figure shows the time variation
of the y−intercept of the fitting function. The red line corresponds to the fixed value (1.468),
which is used to fit.

From the statistical point of view, the fitting needs to take a ± 7−day running average.
Figure.5.12 shows the time variation of water transparency during the SK-IV period.

As described in subsection 4.3, the effective hit (Neff) is calculated using the water trans-
parency information. The left of Figure 5.13 shows the time variation of the effective hit
distribution of the decay electron events. After the water transparency correction, the mean
Neff becomes stable within 0.5%, as shown in the right of Figure 5.13.

5.2.3 Top bottom asymmetry

As described in the subsection 3.5.2, the top-bottom asymmetry is monitored by using the laser
and the Ni-Cf source. Since the top-bottom asymmetry is represented as equation (3.5.9), it
is required to calculate the average hit rate in each region (⟨region⟩). The analysis method is
almost the same as the QE measurement described in subsection 5.1.3. The difference is that
the quantum efficiency of each PMT is added to equation (5.1.4) as

hcorr,tba(i) =
hi × r2i ×QE(i)

a(θi)
. (5.2.2)

Using hcorr,tba(i), the average hit rates in the top, the bottom and the barrel regions are
obtained and TBA which is defined in equation (3.5.9) is evaluated. Figure 5.14 illustrates the
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Figure 5.12: The time variation of water transparency with decay electrons samples.
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hits after the water transparency correction.

result of TBA by using the laser and the Ni calibration sources. The two calibration results are
consistent and the same tendency in the time variation is seen.

In order to obtain the best values of the parameter β in the equation (3.5.10), the Ni MC
simulations with various β values are prepared. Then, the MC simulation sample are compared
with the Ni calibration data. Finally the parameter β is determined as

β = (−0.164× TBA2 − 3.676× TBA)× 10−3. (5.2.3)
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Figure 5.14: The monitoring result of the top-bottom asymmetry [93]. The horizontal axis
shows the day from the begging of the SK-IV, and the vertical axis shws the result of the
monitoring. The blue line indicates the laser, and the red points indicates the Ni calibration
result.

5.3 Absolute energy scale calibration

The calibration for the absolute energy scale is the most important item to measure the energy
spectrum of solar neutrinos. In order to determine the absolute energy scale, a LINAC calibra-
tion and a DT (deuterium-tritium neutron) calibration are performed. The information of the
absolute energy scale is necessary to simulate the detector response. The detector simulation
should be tuned using the absolute energy scale. Especially, COREPMT in equation (3.5.11)
should be tuned, because this factor determines the absolute energy scale in the SK simulation.

5.3.1 LINAC calibration

Overview

The LINAC calibration is the most important for the low energy data analysis to determine
the precise absolute energy scale [106]. Based on this calibration, the correlation between
the observed amount of Cherenkov light emitted from a charged particle and its energy is
determined. This calibration also provides the information of the position, direction and time
dependence of the energy scale.

The used calibration device is Mitsubishi ML15MIII electron linear accelerator (LINAC),
which was originally used for medical purposes. It is installed above the SK tank [58]. The
LINAC was modified to make it more useful to calibrate single electron events. It consists
of a special electron gun, steering magnets and collimators to reduce the number of electrons
injected into the SK tank to 0.1 per bunch. The mono-energetic electrons are injected into the
tank to the downward direction.
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Data taking and Condition

LINAC calibrations were performed in 2009, 2010 and 2012 during SK-IV period. Since the
calibration hole positions are fixed and the length of the beam pipe is also fixed, the calibration
data were taken at the fixed 6 points as shown in the left of Figure 5.17. Table 5.3 summarizes
the beam positions and the target beam energies in SK-IV. The calibration data taken in 2012
were enough to determine the tuning parameters for the SK simulation, thus the determination
of the COREPMT was performed using the data in 2012.

During the calibration data taking, the detector was operated with the usual water circula-
tion.

Table 5.3: The summary of the LINAC calibration position and the target beam energy. The
adopted calibration data is marked by open circle.

Position Position [cm] Target beam energy [MeV]
2009 x [cm] y [cm] z [cm] 4.4 4.8 7.0 8.8 13.6 18.0
1 −1237 −70.7 +1197 ◦ − − ◦ ◦ ◦
2 −1237 −70.7 −6 − ◦ − ◦ ◦ ◦
3 −1237 −70.7 −1209 ◦ − − ◦ ◦ ◦
4 −388.9 −70.7 +1197 ◦ ◦ − ◦ ◦ ◦
5 −388.9 −70.7 −6 ◦ ◦ − ◦ ◦ ◦
6 −388.9 −70.7 −1209 ◦ ◦ − ◦ ◦ ◦

2010 x [cm] y [cm] z [cm] 4.4 4.8 7.0 8.8 13.6 18.0
1 −1237 −70.7 +1197 − − ◦ − ◦ −
2 −1237 −70.7 −6 − − ◦ − ◦ −
3 −1237 −70.7 −1209 − − ◦ − ◦ −
4 −388.9 −70.7 +1197 − − ◦ − ◦ −
5 −388.9 −70.7 −6 − − ◦ − ◦ −
6 −388.9 −70.7 −1209 − − ◦ − ◦ −

2012 x [cm] y [cm] z [cm] 4.4 4.8 7.0 8.8 13.6 18.0
1 −1237 −70.7 +1197 ◦ ◦ ◦ ◦ ◦ ◦
2 −1237 −70.7 −6 ◦ ◦ ◦ ◦ ◦ ◦
3 −1237 −70.7 −1209 ◦ ◦ ◦ ◦ ◦ ◦
4 −388.9 −70.7 +1197 ◦ ◦ ◦ ◦ ◦ ◦
5 −388.9 −70.7 −6 − ◦ ◦ ◦ ◦ ◦
6 −388.9 −70.7 −1209 ◦ ◦ ◦ ◦ ◦ ◦

Beam energy measurement

In order to measure the energy of the single electron generated by the LINAC calibration
system, a germanium detector is used. It is commonly known that the energy resolution of the
Ge detector is very high (1.92 keV at 1.33 MeV electron) and it is useful to determine the energy
of the single electron. The left of Figure 5.15 shows the output charge of the Ge detector as a
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function of γ−ray energy. The Ge detector itself was calibrated by 0.662 MeV monochromatic
gamma rays from 137Cs and gamma rays from Ni(n,γ)N reaction, e.g. 9.0 MeV. The right of
Figure 5.15 shows the difference of the deviation between data and the fitted line. According
to Figure 5.15, its difference is within 0.1%.

0

1

2

3

4

5

6

7

8

9

10

0 250 500 750 1000 1250 1500 1750 2000

Channel

E
n

er
g

y 
o

f 
γ-

ra
y 

(M
eV

)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8 9 10

Energy of γ-ray (MeV)

D
ev

ia
ti

o
n

 (
%

)

Figure 5.15: Left: The linearity of the germanium detector [108]. The horizontal axis shows
the output from the germanium detector [channel] and the vertical axis shows the energy of the
calibration γ-ray sources [MeV]. Right: The horizontal axis shows the energy of γ-ray [MeV]
and the vertical axis shows the deviation. The open circles show the difference between the
data and the fitted line.

Result

Figure 5.16 shows typical distributions of the LINAC calibration at (x, y, z) = (−388.9,−70.7,−6.0)
cm with 7.0 MeV in total energy.

After the LINAC calibration data is taken, the SK simulation is tuned to match the detector
response. Comparing the peak positions in the Neff distributions, COREPMT is determined
as 0.88 for SK-IV. After this value is fixed, the difference of Neff between the calibration data
and the MC simulation was evaluated. The right of Figure 5.17 shows difference in the energy
peak position between the data and MC simulation. The average of the differences in each beam
energy mode is summarized in Table 5.4. According to Table 5.4, the average of the difference
in each beam energy mode is explained within the systematic uncertainties3 [106].

3This systematic uncertainty is caused by the reflection at the end cap of the beam pipe [106].
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Figure 5.16: The typical distributions of LINAC calibration data. The back points
shows the data and the red histograms show the MC. The data was taken at (x, y, z) =
(−388.9,−70.7,−6.0) cm. The energy of the LINAC beam was adjusted at 7.0 MeV in to-
tal energy. Th top three figures show vertex distributions of x, y and z, respectively. The 2nd
top figures show distributions of the reconstructed total energy, the effective hit (Neff and the
angle between the injected direction and the reconstructed direction (see the left of Figure 10.4),
respectively. The 3rd top figures show distributions of the event quality g2V − g2A (see subsection
6.2.4), the distance between the injection point and the reconstructed vertex and Lpattern (see
subsection 6.3.10), respectively. The bottom figures show distributions of the reconstructed
direction of x, y and z, respectively.
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Table 5.4: The summary of the average for the difference between the data and MC simulation.

Energy [MeV] 4.4 4.8 7.0 8.8 13.6 18.0
Average −0.89% −0.04% −0.30% −0.45% −0.30% −0.53%

Systematic uncertainty [106] ±0.81% ±0.55% ±0.44% ±0.33% ±0.24% ±0.21%

5.3.2 DT generator

Overview

The DT (deuterium-tritium neutron) generator [107] is a calibration device which emits neutrons
via the following reaction

3He + 2H → 4He + n. (5.3.1)

The energy of the generated neutron is 14.2 MeV and this energy is large enough to create
16N in water as

16O+ n → 16N+ p. (5.3.2)

The 16N decays via several channels with its halflife of 7.13 seconds. The main decay channels
produce a 6.1 MeV γ ray and a 4.3 MeV β (66%) and a 10.41 MeV β (28%)

16N → 16O+ e− + νe. (5.3.3)

Although the beta spectrum is spread and it is not good for absolute energy calibration,
there are several advantages of the DT calibration over the LINAC calibration. Since this
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calibration system is easy to move and to set the position, the calibration at more positions
can be performed. The direction of β’s and γ’s from 16N decay is uniform while only downward
events are available in the LINAC calibration. This provides the directional and the positional
dependence of energy scale. The directional and positional dependences are important for the
solar neutrino analysis, because the neutrino events point back to the Sun and the events happen
uniformly in he detector volume.

Calibration device and method

Figure 5.18 shows a schematic view of DT calibration method. This calibration is done by the
following steps:

1. A crane is used to insert, retract and set the DT generator in the SK tank.

2. DT generator is fired and ∼ 106 neutrons are created around the DT generator. Then,
∼ 104 16N are generated in water.

3. After firing, the crane lifts up the DT generator to prevent from making shadow of the
DT generator. During this lift-up time, a short veto time (∼ few seconds) is applied.

4. After the above step, SK starts to take data of 16N decay events.

5. The mean reconstructed energy of the 16N data is compared with that of the MC simula-
tion.

Using the differences between data and MC, the various aspects of energy scales including
positional dependence, directional dependence and timing dependence are estimated.

Figure 5.18: The schematic view of DT calibration method [107].
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Results of DT calibration

The left (right) of Figure 5.19 shows the position (directional) dependence of the energy scale.
Figure 5.20 shows the stability of effective hit (Neff) during the SK-IV phase. During SK-IV,
20 sets of DT calibrations were performed. The time dependence of effective hit is within 0.3%
level during the SK-IV phase. This results show that the energy scale has been stable during
the SK-IV phase.
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Figure 5.19: Left: The position dependence of the difference of effective hit, Neff , peak between
the data and MC simulation [110]. The horizontal axis shows the z position [m] and the vertical
axis shows the differences. Right: The directional dependence of DT calibration [110]. The
horizontal axis shows the cosine of the zenith angle (see the left of Figure 11.3) and the vertical
axis shows the difference of Neff peak between the calibration data and the MC simulation.

Figure 5.20: The stability of energy scale obtained by the DT calibrations during the SK-IV
phase.

5.3.3 Systematic uncertainty of absolute energy scale

The uncertainty of the absolute energy scale is estimated taking into account the calibration
result.
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1. LINAC calibration: As already mentioned, the LINAC beam energy was measured by
the Ge detector. The Ge detector was calibrated by the two radioactive sources and the
uncertainty in this calibration is estimated to be 0.21%. In addition, the time variation
of the water transparency during LINAC calibration should be taken into account in the
uncertainty of the energy scale and it is 0.2%.

2. DT calibration: The position and directional dependence shown in Figure 5.19 is consid-
ered to estimate the uncertainty of the energy scale. They are 0.1% and 0.44%, respec-
tively.

Combining these errors in quadrature, the total uncertainty of the energy scale is estimated to
be 0.54%.

76



Chapter 6

Data reduction

In this chapter, the details of the analysis methods are described. It is noted that the energy is
written in the recoil electron kinetic energy.

6.1 Run selection

A basic unit of SK dataset is a run which is at most 24 hours long. The run is divided into
subruns whose time length are from 45 to 85 seconds depending on the trigger rate.

The quality of data was checked within each run unit and the selection criteria of bad run
were as following:

1. The run whose total livetime less is than 5 minutes is removed because there is not enough
pedestal data and bad channel monitoring data.

2. If any hardware or software troubles are reported, the correspond subrun is rejected. For
example, if DAQ stops at the end of the run, some subruns at the end of the run are
removed.

3. If any calibration or detector maintenance are performed, that subrun is rejected. For
example, when LED Supernova burst test is done for a training, corresponding subruns
are removed.

4. If the run starts after turning the high voltage on, the trigger rate fluctuates because of
higher dark noise rate than in the normal case. Therefore, some subruns at the beginning
of the run after high voltage on are removed.

6.2 Pre-reduction

Although it is expected that about 295 elastic scatterings between solar neutrinos and electrons
occur in the entire SK detector each day, the number of the background events is significantly
larger than that, which is typically ∼ 2 × 105 events per day. If all of data are stored to disk
without any cut, the total size of data file becomes more than a few hundred gigabyte (∼100
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GB) per day. To reduce the file size, the obvious background events are removed by the pre-
reduction in the real-time process. The pre-reduction applies very loose cut to eliminate obvious
background events and avoids removing true solar neutrino signals.

6.2.1 Vertex position cut

The fiducial volume cut is applied to remove the events whose reconstructed vertex position
is close to the wall. If the vertex position is close within 200 cm from the wall, that event is
removed. Hence, the event whose radial coordinate (r) of vertex is r > 14.9 m (r2 > 222.01
m2), z < −16.1 m or z > 16.1 m for z−axis are removed.

6.2.2 Low or high energy cut

If reconstructed energy is less than 2.5 MeV in kinetic energy, the event is removed. On the
other hand, in order to remove comic ray muons, events more than 2000 p.e. are removed.

6.2.3 Loose external cut

External γ-rays and radioactivity coming from the structure of SK including PMTs are major
background sources in the solar neutrino analysis. Since the direction of such background events
are mostly inward, they are reduced using the distance from the reconstructed vertex position
to the wall along with the opposite reconstructed direction, deff , as shown in Figure 6.1.

In the pre-reduction, deff > 400 cm is applied for entire energy range and later tighter cut
will be applied later described in subsection 6.3.12.

6.2.4 Loose event quality cut

Reconstruction goodness parameters are defined in order to test whether the reconstructed
vertex is mis-reconstructed or not. One parameter, gV , is the vertex goodness, which is defined
as

gV =

allhit∑
e
−
(

tres,i(v⃗)−t0√
2w

)2

e
−
(

tres,i(v⃗)−t0√
2σ

)2

allhit∑
e
−
(

tres,i(v⃗)−t0√
2w

)2 . (6.2.1)

where tres,i(v⃗) is the i−th PMT’s hit time after subtracting the time of flight, t0 is the fit peak
time of tres,i(v⃗) distribution, w is the resolution of the tres,i(v⃗) distribution and σ is the timing
resolution of the PMTs. This vertex goodness is the degree of vertex reconstruction quality
estimated by hit PMT timing information.

Another parameter, gA, is defined as

gA =
max[∠uniform(i)− ∠data(i)]−min[∠uniform(i)− ∠data(i)]

2π
. (6.2.2)

∠uniform(i) is the azimuthal angle of the i−th hit PMT, assuming that the hit PMTs are
uniformly distributed along a Cherenkov cone. ∠data(i) is that of the real angle. The range of
the two parameters is from 0.0 to 1.0. gV = 1.0 and gA = 0.0 are the best quality cases.
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Figure 6.1: The definition of deff , pwall, fwall and θPMT. The first parameter, deff is defined as the
distance from the reconstructed vertex position to the wall along with the opposite reconstructed
direction. The second parameter, pwall is defined the wall position when tracking back along
the reconstructed direction from the vertex. The third parameter, fwall is defined the distance
between the wall and the reconstructed vertex position. The forth parameter, θPMT is defined
the angle between the reconstructed direction and the vector from the reconstructed vertex to
each hit PMT.

The left (right) of Figure 6.2 shows the correlation between g2V and g2A for a background
sample (solar neutrino simulation events). Based on the MC simulation, peaks of the solar
neutrino signals appears around g2V ∼ 0.4 and g2A ∼ 0.03.

In the pre-reduction, g2V − g2A > 0.10 is applied for the entire energy range and tighter cut
will be applied later as described in subsection 6.3.8.

6.2.5 Summary of pre-reduction

The number of events after the each step of pre-reduction for a 24 hours run is summarized in
Table 6.1. After the pre-reduction, the number of events is reduced by a factor of ∼ 100. The
inefficiency for the solar neutrino event is estimated using the solar neutrino MC simulation is
shown in the right of Figure 6.18. Signal loss is less than 5% above 5.0 MeV.
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Figure 6.2: Correlation of g2V and g2A for data (left) and solar neutrino MC sample (right). The
black solid (dashed) line shows g2V − g2A = 0.10 (0.25).

Table 6.1: The example for the reduction efficiencies after each of the pre-reduction steps. The
number of events is reduced to ∼ 1% after the pre-reduction [108].

Pre-reduction step Number of events Efficiency [%]
Initial 197,524 100

Fiducial volume cut 28,161 14.2
Loose external cut 14,864 7.5
Low energy cut 6.872 3.5

Loose event quality cut 2,057 1.0

6.3 Solar neutrino analysis

6.3.1 Bad channel cut

The left of Figure 6.3 (Figure 6.4) illustrates the time variation of the number of ID (OD) bad
channels. So far SK-IV continuously has been running for more than 7 years, some of the PMTs
were out of order due to long-term use. Currently, there were 140 (160) bad channels for ID
(OD), which was equivalent to 1.3% (13.5%) loss of PMTs. The reasons why bad channels
fluctuated are followings: (1)When the run time is short, sometimes the number of bad channel
becomes small. (2)When a front-end electronics QBEE board has a trouble, the connected 24
PMTs are dead and counted as bad channels.

In order to remove such (sub)runs, additional cut criteria are applied as following:

1. If the number of bad channels is less than 10, the subrun is removed. This situation
frequently happens when the total run time is short.

2. A monthly average of ID (OD) bad channel is calculated, if the number of bad channels
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is larger than (monthly average+1.5× 24), the (sub)run is removed. For example, Figure
6.5 illustrates that last several subruns are removed in Normal run 65999.

The right of Figure 6.3 (Figure 6.4) shows the number of bad channels after this cut. Around
August 2013, corresponding run number is ∼ 71500, the number of ID bad channel decreased
because some bad channels caused by the HV for ID were recovered when the HV for ID was
replaced.
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Figure 6.3: The time variation of bad channel of ID. The black dots shows the average of bad
channel for each Normal run and the blue lines shows the monthly average of bad channel.
Around Run 71500, the number of bad channel decreased because the HV for ID was replaced
on August 2013.
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Figure 6.4: The time variation of bad channel of OD. The black dots show the average of bad
channel for each Normal run and the blue lines show the monthly cut value of bad channel.

6.3.2 Muon rate

Cosmic ray muons rate is monitored for each run. The average muon rate is 1.954 ± 0.180
muon/sec as shown in Figure 6.6.
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Figure 6.5: An example of an increase in number of bad channels. The black points show the
number of ID bad channels for each sub run. The red (blue) line shows the cut value (average
value) for this run. At the end of this run, ID bad channel suddenly increased and it was larger
than the cut criterion. Hence the last 35 subruns were removed.

The OD trigger rate is sometimes largely fluctuated when OD PMTs become noisy. A cut
criterion is set in order to remove such a noisy muon rate (sub)run. If the muon rate is deviated
by 5σ from the average value, which is equivalent to 2.847 (1.047) muon/sec, that (sub)run is
rejected.
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Figure 6.6: The rate of the OD trigger rate.
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6.3.3 Total number of hit PMT

Since the energy of solar neutrino is distributed from 0 MeV to 20 MeV, the events whose total
number of hit PMTs, defined as Ntot, is larger than 400 are removed. Ntot = 400 corresponds
to an energy of ∼ 60 MeV for electrons. This cut removes mostly atmospheric neutrinos and
cosmic ray muons.

6.3.4 Calibration trigger/source cut

Events which are triggered by one of the external calibration triggers and scheduled calibration
events are rejected. Table 6.2 summarizes the calibration sources and those positions. The
auto-calibration events are automatically triggered during data taking.

Table 6.2: The calibration sources and those positions. There are two positions installing water
temperature sensors.

source x [cm] y [cm] z [cm]

Xenon light 353.5 −70.7 0.0
LED light 35.5 −350.0 150.0

TQ diffuser ball −176.8 −70.7 100.0
LED for Supernova test −35.3 353.5 100.0

Water temperature sensors (1) −35.0 1200 −2000
Water temperature sensors (2) 70.7 −777.7 −2000

The events with vertex position closer than 200 cm to the calibration source or 100 cm to
the cable of the sources are removed (all cables run along the z-axis from the top of the tank
to the source position).

6.3.5 Flasher cut

Sometimes an arc discharge occurs on the dynodes of PMTs during data taking. When it
happens, other PMTs also optically get signals. In the case of a typical flasher event, flashing
PMT gets large number of photons and many other surrounding PMTs detect signals. If the
maximum charge of a single PMT is larger than 50 p.e. and the number of hits of the surrounding
24 PMTs is larger than 3, the event is recognized as a flasher event. This cut criteria and typical
good and bad runs are shown in Figure 6.7.

6.3.6 Time difference cut

The events occurring within 50 µsec from the previous low energy triggered event are removed
in order to reject the following events:

1. A ringing noise event caused by cosmic ray muons.

2. Electrons from the decay of cosmic ray muons (whose life time is 2.2 µsec).
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Figure 6.7: The typical scatter plot for max charge [p.e.] vs the number of hit PMTs surrounding
PMT with max charge. The red dashed lines show the cut values of flasher cut. The left figure
shows good run while the right figure shows bad-flasher run.

3. Events caused by after pulses.

Figure 6.8 shows the typical distribution for the time difference between an ID triggered
event and the previous event signals. According to Figure 6.8, the main peak around 15 µsec is
due to the event caused by after pulses.

6.3.7 OD event cut

Since the ID and the OD layers are optically separated, Cherenkov light of solar neutrino events
are detected only in the ID detector. As mentioned in section 3.3, the OD trigger is issued if
more than 22 (19) OD PMTs hit in SK-IV (SK-III) and it is caused by the charged particle
from outside of the detector. In order to reject events occurring in OD, the following cuts are
applied:

1. If the OD trigger is fired, the event is rejected.

2. When the event is not tagged by the OD trigger, the total number of hits in OD PMTs is
counted between 500 nsec to 1300 nsec (1000 nsec in the case of SLE trigger time window).
If it is larger than 20, the event is rejected.

6.3.8 Event quality cut

As described in section 6.2.4, the quality of the reconstructed vertex and direction can be
described by the 2 goodness parameters, gV and gA. According to Figure 6.2, the correlation
between g2V and g2A is quite different between the background sample and the solar neutrino
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Figure 6.8: The typical distribution of the time difference to previous low energy triggered event.
The red dashed line illustrates the 50 µsec and events below this line are removed. The peak
around 1 µsec is caused by the ringing event after high energy cosmic ray muons, the another
peak around 15 µsec is caused by after pulse events.

MC sample. To maximize the extracting efficiency for the solar neutrino signal, cut criteria are
determined using the following significance:

significance =
extracting efficiency for solar neutrino signal√

background event
. (6.3.1)

The cut criteria of this cut are following:

g2V − g2A > 0.29, for 3.5− 5.0MeV

g2V − g2A > 0.25, for 5.0− 7.0MeV

g2V − g2A > 0.20, for above 7.0MeV

(6.3.2)

In the low energy region, tighter criteria are required, because the uncertainty in the vertex
reconstruction is large due to smaller number of hit PMTs.

6.3.9 Spallation cut

When cosmic ray muons enter the SK tank,their subsequent cascade-shower particles interact
with 16O and produce various kind of radioactive elements. Since the subsequent cascade shower
by muon interaction with 16O produce hadrons, such as n, p, π± and so on, these secondary
particles are also captured by other 16O nuclei and result in producing some radioactive nuclei.
Possible radioactive nuclei are summarized in Table 6.3. The decays from them often involve γ
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and β decay and these signals mimic solar neutrino interactions. These β (γ) events are called
“spallation events” in this thesis.

In Table 6.3, the spallation background events which give 6 ∼ 20 MeV energy are listed.
The analysis method to identify the spallation event has been developed in the SK-I analysis
[109] and it is adopted also int he SK-IV analysis.

Table 6.3: The list of Spallation production.

Isotope τ1/2 [sec] decay mode Kinetic Energy [MeV]
8
2He 0.119 β− 9.67 + 0.98(γ)

β−n 16%
8
3Li 0.838 β− ∼ 13
8
3B 0.77 β+ 13.9
9
3Li 0.178 β− 13.6(50.5%)

β−n (∼ 50%)
9
6C 0.127 β+n 3 ∼ 15
11
3 Li 0.0085 β− 16 ∼ 20(∼ 50%)

β−n ∼ 16(∼ 50%)
11
4 Be 13.8 β− 11.51(54.7%)

9.41 + 2.1(γ)(31.4%)
11
4 Be 13.8 β− 11.71
12
5 B 0.0236 β− 13.37
12
7 N 0.0110 β+ 16.32
13
5 B 0.0174 β− 13.44
13
8 O 0.086 β+ 13.2 or 16.7
14
5 B 0.0138 β− 14.55 + 6.09(γ)
15
6 C 2.449 β− 9.77(36.8%)

4.47 + 5.30(γ)
16
6 C 0.747 β−n ∼ 4
16
7 N 7.13 β− 10.42(28.0%)

4.29 + 6.13(γ)(66.2%)

A likelihood function is introduced as:

Lspa = f(∆T )× f(∆L)× f(Qres), (6.3.3)

where

1. ∆T : The time difference between the spallation candidate event and the preceding muon
event. The distribution of ∆T is shown in the left of Figure 6.9.

2. ∆L: The distance between the reconstructed vertex of the spallation candidate event and
the reconstructed track of the proceeding muon. The distribution of ∆L is shown in the
right of Figure 6.9
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3. Qres: The residual charge of the proceeding muon event, which is defined as the difference
between the observed charge (Qobs) and the track length (L) of the proceeding muon times
the expected observed charge per cm from a muon in water (Qunit = 11.4 p.e./cm), i.e. it
is represented as Qres = Qobs−Qunit×L. The left of Figure 6.10 shows the time variation
of the observed charge Qobs and it has increased with time because of the time variation of
the PMT gain. If a muon causes spallation, it releases more charge than expected because
of hadronic cascades. The distribution of f(Qres) is shown in the right of Figure 6.10.

spadt
0 10 20 30 40 50 600

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

061525-072333

spadlt
0 200 400 600 8001000120014001600180020000

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

061525-072333

Figure 6.9: The distribution of the variables using in spallation cut. The left figure shows the
distribution of ∆T and the right figure shows the distribution of ∆L.
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Figure 6.10: Left: The time variation of the observed charge per cm for muon. Right: The
distribution of f(Qres).

The likelihood function of f(∆T ) is generated by considering the lifetime of the produced
radioactive elements as shown in Table 6.3, while the others (f(∆L) and f(Qres)) are generated
using a spallation-like sample and a random sample from real data. These samples are created
as follows:
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1. Spallation-like sample: This sample is composed of events whose ∆T is less than 0.1 sec
and E is larger than 7.5 MeV.

2. Random sample: This sample is composed of events whose E is less than 4.5 MeV. The
time of the events are adopted from real data, while the vertex position is randomly
generated to mimic the signal distribution.

Figure 6.11 shows the distribution of log(Lspa) for the spallation sample (black) and the
random sample (red). The cut value of the spallation likelihood is determined so that the dead
time of the random sample is 20%, and the actual log(Lspa) > 4.52 in SK-IV.
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Figure 6.11: The distribution of spaloglike for Random samples and spallation like samples.

Since the spallation cut causes the dead time in the solar neutrino analysis, the position
dependence of the dead time is also considered in the MC simulation to calculate the expected
number of solar neutrino events.1

The left (right) of Figure 6.12 shows the position dependence of the dead time (deadz
(deadr)). According to Figure 6.12, the dead time becomes small when the position is close
to the wall.

1First of all, the dead time for z−axis direction, deadz, is calculated and the the dead time for the radius r2

direction, deadr, is calculated. Finally the total dead time is calculated by multiplying them and a normalization
factor (5.08691) like below.

deadz =1.0− (0.79143 + (−0.93206× 10−5)z + (0.98724× 10−11)z2 + (−0.30075× 10−11)z3

+ (0.16359× 10−14)z4 + (−0.26618× 10−18)z5 + (−0.63656× 10−22)z6)

deadr =1.0− (0.77799 + (0.18903× 10−7)r2 + (0.22175× 10−14)r4)

deadtotal =5.08691× deadr × deadz

(6.3.4)
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Figure 6.12: The position dependence of the dead time resulting from the spallation cut. The
left (right) figure illustrates the dependence of z−axis [cm] (r2 [m2]) direction.

The left of Figure 6.13 shows the time variation of the spallation dead time. It is stable
within ±0.3% level for the entire period of SK-IV.
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6.3.10 Hit patter cut

Since some spallation products emit multiple γ’s and β’s, their pattern of the Cherenkov light
becomes a non-clear ring. In order to distinguish single electron pattern from such background
pattern, a likelihood function based on the PMTs hit pattern is used.

The likelihood function is developed as follows:

Lpattern(E, v⃗) =
1

N50

N50∑
i

log(Pi(E, cos θPMT, fwall)), (6.3.5)

where N50 is the number of hit PMTs within a 50 sec time window, E is the reconstructed
energy of an electron, θPMT is the angle between the reconstructed direction and the vector
from the reconstructed vertex to each hit PMT as shown in Figure 6.1, fwall is the distance
between the wall and the reconstructed vertex as shown in Figure 6.1, and Pi is a probability
density function (PDF) of hit pattern generated using the single electron MC simulation.

Figure 6.14 shows the hit pattern likelihood for both data and the MC simulation in three
different energy range.
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Figure 6.14: The distribution of Lpattern for data (black) and solar neutrino MC (red), for
5.5− 7.5 MeV (left), 7.5− 11.5 MeV (middle) and 11.5− 19.5 MeV (right) in kinetic energy .

The cut values are determined by evaluating the significance and they are:

Lpattern > −1.88, for 6.0− 7.5MeV,

Lpattern > −1.86, for 7.5− 11.5MeV,

Lpattern > −1.95, above 11.5MeV.

(6.3.6)

Because of the small number of hit PMTs, it is difficult to determine the cut value below
6.0 MeV in kinetic energy. Thus, this cut is applied above 6.0 MeV.
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6.3.11 16N cut

A muon can be captured with a nucleus via semileptonic process µ−Z → (Z− 1)ν∗
µ. In the case

of SK, 16N can be produced when a low energy cosmic muon is absorbed by 16O in water.
As mentioned in subsection 5.3.2, 16N whose halflife time is 7.13 seconds decays producing

γ’s and β’s. Since this half-life time is longer than 50 µsec, this event can not be rejected by the
timing difference cut. In order to remove the 16N background, the events around the captured
muon are checked.

1. Stopping muons are picked up by criteria of total p.e. > 1000 p.e. and to ensure no exit
position in the tank.

2. Stopping position is calculated from the fitted direction and momentum of the muon.

3. Events whose vertex position is within 250 cm and ∆T < 30 sec are rejected.

6.3.12 External cut

As described in subsection 6.2.3, there are many γ-rays and radioactivities coming from the
structure of the SK detector including PMTs. In order to reject such background events, tighter
cut is applied.

Above 5.0 MeV, the cut is applied as follows:

deff > 650 cm, for 5.0− 7.5MeV(kin),

deff > 400 cm, for above 7.5MeV(kin).
(6.3.7)

In the low energy region, there are many radioactivities around the edge of the ID and they
are not distributed uniformly. It is assumed that those background events come from decays of
Rn daughters as discussed in Chapter 8 later.

As discussed in the subsection 6.3.14 later, a tight fiducial volume cut is applied for the
low energy event to keep the uniformity of the vertex distribution. Due to this additional
vertex position cut, the events occurring near the edge region are not used in the solar neutrino
analysis. Therefore, this cut for the low energy event is optimized based on the parameter pwall,
which is defined as the wall position when tracking back along the reconstructed direction from
the reconstructed vertex as shown in Figure 6.1. The parameter pwall is categorized according
to the wall position (top, bottom and barrel).

Based on the two parameters deff and pwall, this cut for 3.5 − 5.0 MeV is determined as
follows:

deff > 1000 cm, for pwall at top,

deff > 1200 cm, for pwall at barrel,

deff > 1300 cm, for pwall at bottom.

(6.3.8)

6.3.13 Small hit cluster event cut

When a radioactive event occurs at a PMT glass or a FRP cover and it coincides with a
fluctuation of PMT dark noise, the total number of hit PMTs exceeds the trigger threshold.
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When such a situation happens, the reconstructed vertex is close to the wall and the hit pattern
becomes a small cluster. To characterize small hit clusters, 2 parameters are introduced.

1. r02: A minimum radius containing more than 20% of hit PMTs within 20 nsec time
window.

2. N20rawT: A maximum number of hits within a 20 nsec raw timing window without sub-
tracting the time of flight from the reconstructed vertex.

In the case of background events, the number of N20rawT divided by the total number of hits,
N20rawT/Neff , is expected to be smaller than that of solar neutrino signals.

The left (right) of Figure 6.15 shows the relationship between r02 andN20rawT for background
(solar neutrino MC). After evaluating the significance, the cut criteria are determined as follows:

r02× (N20rawT/Neff) < 75.0, r2 > 155m2, z < −7.5m, for 4.5− 5.0MeV,

r02× (N20rawT/Neff), r
2 > 120m2, (z < −3.0m or z > 13.0m), for 3.5− 4.5MeV.

(6.3.9)

0

200

400

600

800

1000

r02 [cm]
0 200 400 600 800 1000 1200 1400

N
20

ra
w

T
/N

ef
f

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
Entries  28001

0

50

100

150

200

250

300

350

400

450

r02 [cm]
0 200 400 600 800 1000 1200 1400

N
20

ra
w

T
/N

ef
f

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
Entries  28001

Figure 6.15: Relationship between r02 and N20rawT for background (left) and solar neutrino
MC (right) after applying radius r > 13 m and z > −3 m. The dashed line illustrated
(N20rawT/Neff) = 75.0/r02, and the left side of this line are rejected.

6.3.14 Tight fiducial volume cut

Figure 6.16 shows the vertex distribution for the low energy region after all solar neutrino
reduction steps. Although all solar neutrino reductions applied to make this sample, background
events remains near the wall, especially in the bottom region and near the barrel region. Since
the position dependence of the background shape undergoes a large uncertainty in the solar
neutrino analysis, it is required to keep uniformity of the vertex distribution. In order to reduce
the systematic uncertainty, the additional tighter vertex position cut is developed.
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z > −7.5m, (for 4.5− 5.0MeV) (6.3.10)

(x2 + y2) +

(
150.0

11.754
× |z − 4.25|4

)
< 150.0, (for 3.5− 4.5MeV) (6.3.11)
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Figure 6.16: The vertex distribution for 3.5−4.0 MeV (left), 4.0−4.5 MeV (middle) and 4.5−5.0
MeV (right) in kinetic energy. The horizontal axis shows r2 [m2] and the vertical axis shows z
[m]. The color shows the event rate in unit of event/day/bin. The tighter fiducial volume is
illustrated as the region inside of black line (above the black line in the case of 4.5− 5.0 MeV).

The tighter fiducial volume is 8.85 kton and 16.45 kton for 3.5−4.5 MeV and 4.5−5.0 MeV,
respectively. Above 5.0 MeV, no more additional vertex position cut is required, therefore, the
fiducial volume is 22.46 kton.

6.4 Summary of the reduction step

Figure 6.17 shows the time variation of the event rate after applying all solar neutrino reduction
cuts. A continuous low background level has been kept for the entire period of SK-IV due to
the improvements of the water circulation system and optimized cut criteria.

The left of Figure 6.18 shows the energy spectrum in the SK-IV data sample after applying
the all solar neutrino reductions compared with that in SK-III. The differences are seen between
the final sample of SK-IV and that of SK-III. The reasons why of the differences originate are
as follows:

1. 3.5 − 4.5 MeV region: The smaller number of events in SK-IV is caused by the tighter
fiducial volume cut. The tight fiducial volume in SK-III is 12.3 kton, while that of SK-IV
is 8.85 kton. Since the background events near the wall and the bottom are effectively
rejected, the event rate becomes lower.

2. 4.5− 5.0 MeV region: The smaller number of events in SK-IV is caused by the difference
in the event quality cut in this region. It is 0.25 when SK-III, while it is tighter 0.29 in
SK-IV.

3. 5.0−6.0 MeV region: The cut criterion of the small hit cluster event is changed. In SK-IV,
the cut is removed in this energy region . Due to this, the number of the events in the
final sample increases.
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Figure 6.17: Event rate during SK-IV phase. Each plot corresponding to the average of the
event rate in 5 days. The horizontal axis shows the date in year and the vertical axis shows the
event rate in unit of event/day/kton.

The right of Figure 6.18 shows the reduction efficiency after each reduction step. The reason
why there is the difference between the final sample of SK-III and that of SK-IV is the same as
in the energy spectrum difference above.

6.5 Multiple scattering goodness

After applying the reductions described above, there remain mimic signals, which are mainly
caused by the radioactive impurities such as 222Rn daughters. Especially, the beta decays of
214Bi whose Q−value is 3.27 MeV are the source of the background mimic signals. Since the
energy resolution in the lower energy region is poor, ∼ 20% for ∼ 4.0 MeV as shown in Figure
10.1, some of these events are reconstructed above the energy threshold 3.5 MeV. The true recoil
electron scattered by the solar neutrino moves in a relatively straight way, while the mimic signal
multiply scatters by the other electrons or nucleus in the water.

In order to separate the mimic signals from the true 8B solar neutrino signal, it is possible to
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Figure 6.18: Left: Energy spectrum after the each reduction step. The horizontal axis indi-
cates the recoil electron kinetic energy [MeV] and the vertical axis indicates the number of
events [event/day/kton]. Right: The reduction efficiency of each reduction step using the MC
simulation.

use the hit PMT pattern in the resulting the Cherenkov light cones to reconstruct the multiple
scatterings of the electrons. This hit pattern anisotropy is characterized using a “direction fit
goodness”. This goodness is called “multiple scattering goodness (MSG)” and is constructed
by the following methods;

1. Pairs of the hit PMTs are selected by sliding the 20 nsec time window after subtracting
the time of flight. Then the vector r⃗i whose direction is from the reconstructed vertex
position to the i−th PMT position is obtained.

2. The cones with an opening angle of 42◦ are projected around each of the vector v⃗i. The
number of the intersection lines between the cones are counted, which becomes either 0,
1 or 2. The left of Figure 6.19 shows the schematic view when the intersection is 2.

3. For the pairs of PMTs which provide the intersection lines from the projection of the
cones, the vector from the reconstructed vertex along each of the intersection lines are
taken. Then, this newly introduced vector is normalized and defined as “unit vectors”.
The unit vectors are found by selecting the all pairs of the hit PMTs within 20 nsec.

4. The cluster of the unit vectors are then found by forming vector sums which are within
50◦ of a central unit vector. Once the unit vector is used in the formation of the cluster,
it is not used as a central one and not used the further formating. The right of Figure
6.19 shows the schematic view of forming the summed vector. Then the longest summed
vector is taken as d⃗best.

5. After repeating the above process, the longest summed vector is finally taken as “best
direction vector” as shown in the right of Figure 6.19.

6. The parameter MSG is calculated as

MSG =
Length of best direction vector

number of unit vector
. (6.5.1)
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Figure 6.19: Left: The schematic view of selecting the vector v⃗i (blue) and u⃗i (red) [108, 110].
Right: The schematic view of the “unite vector”.

The parameterMSG spans from 0 to 1. The events with more multiple scatterings have lower
MSG value, while these with less multiple scatterings have a higher MSG value. Figure 6.20
illustrates a typical distribution of MSG with LINAC calibration data and the MC simulation.
When the beam energy becomes higher, the peak position of MSG shifted to a higher value as
expected.
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Figure 6.20: The typical distribution of MSG with the LINCA data (dot) and the MC simulation
(hist) [108, 110]. For 4.6 MeV (8.4 MeV), the data point was drawn in black (red) and the MC
result was drawn in blue (cyan).

In the solar neutrino analysis, there is no cut using the MSG, but when the number of the
solar neutrino events is subtracted below 7.5 MeV, each energy bins are divided into 3 groups of
MSG, low (0.0 ≤ MSG < 0.35), middle (0.35 ≤ MSG < 0.45) and high (0.45 ≤ MSG ≤ 1.0).
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Chapter 7

Trigger efficiency of low energy event

7.1 Motivation and History

In order to understand the MSW effect, it is important to lower the energy threshold as much
as possible. For that purpose, understanding the trigger efficiency for low energy events is
important.

In the SK-I and SK-III, the trigger efficiency for the low energy region wan measured by
setting a special trigger in the DT calibration. The trigger threshold was lowered from the usual
value of −186 mV to a special value of −150 mV and compared the number of the observed
events between the usual trigger and the special trigger [98, 99]. As a result in SK-III, the
trigger efficiency for 3.5− 4.0 MeV and 4.0− 4.5 MeV energy bins were ∼ 88% and more than
98%, respectively [99].

So far, the energy threshold of the solar neutrino analysis in SK-IV has been set at 4.0 MeV
in kinetic energy, which is the same as in SK-III [108, 110]. After the installation of the front-
end electronics QBEE, the vertex and timing resolutions has been improved compared with the
previous phases. So it should be able to lower the analysis threshold down to 3.5 MeV. However,
the trigger efficiency for the 3.5 − 4.0 MeV energy region has not been evaluated precisely in
SK-IV.

The trigger efficiency depends on the event position due to the shape of the detector struc-
ture, the water transparency and so on. It is also important to evaluate the position dependence
of the trigger efficiency. In order to evaluate the trigger efficiency at these low energies, a special
Ni calibration is performed to evaluate the detection efficiency.

7.2 Special Ni calibration

The method of the special Ni calibration is as:

1. The Ni calibration source is deployed as in the usual operation.

2. The data acquisition hit threshold is changed from 34 (usual) hits to 28 hits.

3. All reduction cuts are applied to the calibration data as described in Chapter 6.
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4. Additional timing information cut is applied to the remaining event. For this purpose, a
time-of -flight is calculated between the hit PMTs and the Ni calibration source position
(not between the hit PMTs and the reconstructed vertex position). The events with
the number of hit PMTs within 20 nsec less than 20 are rejected. Applying this cut,
background events (non-Ni event) are almost rejected.

5. The number of the events detected with hit threshold 34 is compared with that taken
with hit threshold of 28, and evaluated the trigger efficiency. In this study, the trigger
efficiency is assumed to be 100.0% for the reference calibration with 28 hit threshold.

6. MC simulation events are prepared under the same conditions of the special Ni calibration,
i.e. with threshold of 34 hits and of 28 hits. The same cuts are applied to the MC
simulation events and its trigger efficiency is evaluated with the same method.

Figure 7.1 shows the typical vertex and energy distributions of the Ni calibration with the
usual hit threshold (left) and the special hit threshold (right).

Even though the additional timing cut is applied, it is found that the events whose vertex
is far from the Ni calibration source position are sometimes observed. However, the fraction of
such far-position-events is less than ∼ 10−5% and it is negligible for the evaluation of the trigger
efficiency.
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Figure 7.1: The typical vertex distribution of Ni calibration data taken with SLE hit threshold
34 (left) and 28 (right) at the position of (x, y, z) = (+0.353,−0.707,±0.0) m. The color in the
middle row shows event/48sec/bin.
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Figure 7.2 shows a typical energy distribution (left) and the trigger efficiency (right) for
the calibration data (top) and the MC simulation (bottom) at the position of (x, y, z) =
(+0.353,−0.707,±0.00) m.

It should be noted that the number of detected events is not the same between the 2 calibra-
tion data (34 hits and 28 hits). The number of events should be normalized to get the trigger
efficiency. The normalization is done by the following method:

1. Since the trigger efficiency above 6.5 MeV is expected to be 100.0%, the total number of
events above 6.5 MeV is used for the normalization. The integral number of counts above
6.5 MeV are represented as c34 and c28 in each case.

2. For the energy distribution in the left of Figure 7.2, the entries in each 0.5 MeV interval
bins are divided by c34 (or c28).

3. For the trigger efficiency in the right of Figure 7.2, the number of the events with 34 hit
threshold is scaled by c28/c34.

7.3 Result of the position dependence

The Ni calibration for this study was performed 3 times in 2015. As mentioned in subsection
6.3.14, the tight fiducial volume cut is applied to the data sample in the solar neutrino analysis.
Thus, the region within the tight fiducial volume region, i.e. r ≤ +12.2 m and z ≥ −7.0 m is
used for this study. The first and second calibrations were done setting up the Ni calibration
ball at (x, y) = (+0.353,−0.707) m and the third calibration was done setting up the ball at
(x, y) = (+10.958,−0.707) m. The Ni calibration ball was moved from bottom to top in z−axis
direction when the calibration was performed.

The results of the first and second Ni calibration are shown in Figure 7.3. At the highest z
position (z = +16 m), the trigger efficiency is higher than those at the other positions in 3.5−4.0
MeV. This tendency is confirmed in the both calibrations. It is because the Ni calibration ball is
close to the wall and the emitted light can reach the PMTs without absorption and scatterings
in water. In the lowest energy region, the average of the trigger efficiency is 88.15% and 92.85%
for the data and the MC simulation, respectively.

The result of the third Ni calibration is shown in Figure 7.4. The trigger efficiencies are
slightly higher than that of the center calibration case. It is caused by the fact that the Ni
calibration source in the third calibration is closer to the wall compared with the first and
second calibrations. The average of the trigger efficiency at 3.5−4.0 MeV is 90.40% and 92.29%
for the data and the MC simulation, respectively.

According to the results, there is a few percent level difference in the trigger efficiency
between the data and MC simulation. One of the possible reasons to explain this difference is
the spectral shape difference between the Ni calibration data and the MC simulation. A 252Cf
source is used for the Ni calibration and it emits neutrons. Almost all neutrons are captured
by the Ni calibration ball, however, roughly 50% of neutrons escape from the Ni ball. Escaping
neutrons are mostly captured by free protons in water and then emit 2.2 MeV γs. Some fraction
of these 2.2 MeV γ−rays are observed as events in the energy range of 3.5− 4.0 MeV because
of the finite energy resolution. In addition, γ−ray emissions from the spontaneous fissions of
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Figure 7.2: The typical energy histogram of the Ni calibration data (top) and the MC simulation
(bottom) at the position of (x, y, z) = (+0.353,−0.707,±0.0) m. The black histogram in the
left upper (lower) panel shows the energy histogram of the Ni calibration data with 34 hits
threshold and the red histogram shows that with 28 hits. The right upper (lower) panel shows
the SLE trigger efficiency for Ni calibration data (MC).

252Cf may also cause events in this energy bin. In contrast, these processes are not considered
in the MC simulation. As a result, because of the different contributions inside an energy bin,
systematic difference between the data and MC is observed. In order to demonstrate that a
plot of the trigger efficiency with a finer energy bin is shown in Figure 7.5.

7.4 The efficiency in the low energy region

In order to take into account the position dependence of the trigger efficiency, the tight fiducial
volume is divided into 9 regions as shown in Figure 7.6. Since the special calibrations were
taken at x = +0.353 m and x = +10.958 m, the (x, y) plane is separated by 2 regions, one is
r2 ≤ 30.02 m2 (inside of the yellow circle) and the other is r2 > 30.02 m2 (between the red
and yellow circles) as shown in the left of Figure 7.6. In the case of x = +0.353 m, there are 5
positions in z direction coordinate, i.e. z = −7, z = ±0, z = +7, z = +12 and z = +16 m. In
the case of x = +10.958 m, there are 4 positions in z coordinate, i.e. z = −3, z = ±0, z = +7
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Figure 7.3: The z direction position dependence of SLE trigger efficiency taken at the center
calibration hole on June 18th (left) and July 28th 2015 (right). The black (red) points show the
results of data (MC). The left (right) panel show the SLE trigger efficiency for 3.5 − 4.0 MeV
(4.0− 4.5 MeV) region.
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Figure 7.4: The z direction position dependence of SLE trigger efficiency taken at the calibration
hole of (x, y) = (+10.958,−0.707) m on September 9th 2015. The black (red) points show the
results of data (MC). The left (right) panel show the SLE trigger efficiency for 3.5 − 4.0 MeV
(4.0− 4.5 MeV) region.

and z = +12 m. The divided 9 regions are labeled as shown in the right of Figure 7.6. The
volumes in the divided regions are calculated and summarized in Table 7.1.
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Figure 7.5: Left: A typical plot of the trigger efficiency with a finer energy bin taken at
(x, y, z) = (+0.353,−0.707,±0.0) m on July 28th 2015. The left panel shows the trigger
efficiency in 3.5 − 4.0 MeV energy bin divided by 0.05 MeV and the right panel shows the
difference between the data and MC simulation. The black (red) points shows the results of
the data (MC simulation). Right: A typical plot of the trigger efficiency for a finer energy bin
taken at (x, y, z) = (+10.958,−0.707,±0.0) m on September 9th 2015.

Figure 7.6: Left: The top view of the SK tank, i.e. the (x, y) plane. The region inside of the
yellow circle is represented by the center calibration data and the region between the red and
yellow circles is represented by the edge calibration data. Right: The z vs r2 in the SK tank.
The stars indicate the calibration position. The tight fiducial volume is divided into 9 regions,
each of them includes one calibration position. These divided are labeled from 1 to 9.

The trigger efficiency is evaluated as follows:

Efficiency =

∑
eiVi∑
Vi

, (7.4.1)

where ei is the trigger efficiency of the i−th calibration and Vi is the volume of the i−th
calibration. Finally, the trigger efficiencies for the 3.5 − 4.0 MeV and for the 4.0 − 4.5 MeV
energy bins are evaluated as shown in Table 7.2. The trigger efficiencies for the 3.5− 4.0 MeV

102



Table 7.1: The definition of each region and volume. Te adopted calibration data for each region
is marked by open circle.

Region No r2 [m2] (r = +5.479 m) z [m] Volume [m3] June 18th July 28th September 9th
1 r2 ≤ 30.02 z ≥ +14.0 91.09 ◦ ◦ −
2 r2 ≤ 30.02 +9.5 ≤ z < +14.0 424.39 ◦ − −
3 r2 ≤ 30.02 +3.5 ≤ z < +9.5 565.85 ◦ ◦ −
4 r2 ≤ 30.02 −3.5 ≤ z < +3.5 660.16 ◦ ◦ −
5 r2 ≤ 30.02 z < −3.5 359.63 ◦ ◦ −
6 r2 > 30.02 z ≥ +9.5 1459.88 − − ◦
7 r2 > 30.02 +3.5 ≤ z < +9.5 2241.86 − − ◦
8 r2 > 30.02 −1.5 ≤ z < +3.5 1853.56 − − ◦
9 r2 > 30.02 z < −1.5 1202.85 − − ◦

energy bin are 89.36± 0.22% for the calibration data and 92.42± 0.24% for the MC simulation.
Those in the 4.0− 4.5 MeV energy bin are 99.18± 0.22% for the data and 100.00± 0.21% for
the MC simulation. In addition, above 4.5 MeV, the trigger efficiency both the calibration data
and the MC simulation are evaluated to be 100.0%.

Table 7.2: The detection efficiency evaluated by the special Ni calibration. The difference
between the data and the MC simulation is calculated as (DATA-MC)/DATA.

Energy [MeV (kin)] DATA [%] MC [%] Difference [%]
3.5− 4.0 89.36± 0.22 92.42± 0.24 −3.43± 0.37
4.0− 4.5 99.18± 0.22 100.00± 0.21 −0.86± 0.31

The differences between the data and the MC simulation are also evaluated to be (−3.43±
0.37)% in the 3.5− 4.0 MeV energy bin and to be (−0.86± 0.31)% in the 4.0− 4.5 MeV energy
bin. These differences will be used for the systematic uncertainties in the measurement of the
solar neutrino flux which will be described in Chapter 10.

7.5 Time variation of the detection efficiency

Since the trigger efficiency evaluation method was developed on 2015, its time variation and
stability was not measured before 2015.

As mentioned in the previous section, ∼ 3% level difference between the Ni calibration data
and the MC simulation is seen in the 3.5− 4.0 MeV energy bin. In order to evaluate the time
variation of the detector performance, the trigger efficiency is estimated using the solar neutrino
MC simulation regardless of this difference.

Figure 7.7 shows the time variation of the trigger efficiency using the solar neutrino MC
simulation. According to Figure 7.7, two tendencies are seen in 3.5 − 4.0 MeV. One is a short
(∼ a year) time variation and another is a long-term increase. The short time variation is
strongly correlated with the water transparency variation (left of Figure 5.13) which is input
information to the solar neutrino MC simulation. The long-term increase is caused by the
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improvement of water transparency and the increase of the dark rate (Figure 4.4) which is also
input information to the solar neutrino MC simulation.

As the dark rate of PMTs increases, the accidental hits within the event timing window also
increase. The additional accidental hits helps events a little below the hit threshold to reach
the hit threshold of the data acquisition system.
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Figure 7.7: The time variation of the software trigger efficiency in lower energy regions. The
horizontal axis shows the date in SK-IV and the vertical axis shows the detection efficiency [%].
The black, red and blue plots show the detection efficiency in 3.5−4.0 MeV, 4.0−4.5 MeV and
4.5− 5.0 MeV respectively. The lines illustrate the average for the entire period.

7.6 Summary of this chapter

The trigger efficiencies in the lower energy region was measured using a Ni-Cf calibration source
in 2015. The calibration data were taken at various positions in the detector to evaluate position
dependence. It is determined as 89.36 ± 0.22% (92.42 ± 0.24%) for the calibration data (MC
simulation) in 3.5−4.0 MeV and 99.18±0.22% (100.00±0.21%) in 4.0−4.5 MeV, respectively.
The differences between the data and the MC simulation are evaluated as (−3.43 ± 0.37)% in
3.5− 4.0 MeV and (−0.86± 0.31)% in 4.0− 4.5 MeV.
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Chapter 8

Background study for low energy
region

8.1 Rn in SK water

8.1.1 Motivation and History

A main physics target of the SK detector is to measure the energy spectrum of the recoil
electrons from 8B and hep solar neutrinos. Since its energy spectrum is distributed from 0 MeV
to 20 MeV, it is required that the energy threshold for the solar neutrino observation should be
lowered as much as possible in order to investigate the mechanism of the solar neutrino oscillation
further. However, the data acquisition threshold is limited by the background contamination.

One possibility of the main background in the solar neutrino analysis is β decay of 214Bi whose
Q−value is about 3.27 MeV. The emitted electron from the β decay can not be distinguished
from the true solar neutrino signal because the both are detected as events with Cherenkov
light.

There are three ways to observe more solar neutrino signals in SK. The first way is to improve
the detection efficiency for low energy solar neutrino events. The second way is to enlarge the
fiducial volume. The third way is to reduce the background level in the solar neutrino analysis.
The main issue in this chapter is to focus on the background events in the solar neutrino analysis
in SK.

The solar angle distributions of SK-I, SK-III and SK-IV in 4.5− 5.0 MeV in kinetic energy
region are shown in Figure 8.1. The recoil electrons scattered off by the elastic scattering of
solar neutrinos have directional information with respect to the Sun. In order to see the excess
of solar neutrino signals above the background, an angle θsun, which is the angle between the
reconstructed event direction and the vector pointing from the Sun, is defined and shown in
Figure 8.2. The excess of the solar neutrino signal should be observed at cos θsun = 1.0, as
shown in Figure 8.1. On the other hand, the events whose cos θsun is less than 0 are due to
the background events because such events do not have directional correlation with the Sun.
According to Figure 8.1, the background level in SK-IV is lower than that in SK-I by a factor
of about 4.

The solar angle distributions in the 3.5 − 4.0 MeV region for SK-III and SK-IV are shown
in Figure 8.3. A peak toward the Sun direction is not seen clearly in the SK-III. The reasons
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Figure 8.1: The solar angle distributions in SK-I, SK-
III and SK-IV. The energy range is 4.5 − 5.0 MeV
in kinetic energy. The black points show the data,
the red (blue) histograms show the best fit results
(background). The top, middle and bottom plots
show the distributions in SK-I, SK-III and SK-IV,
respectively.

Figure 8.2: The definition of the
solar angle θsun. θsun is the angle
between the reconstructed event
direction and the vector pointing
from the Sun.

for this are: (1) The total livetime of SK-III is 548 days. However, the data below 6.0 MeV in
kinetic energy was taken during only 298.2 days because of the high radioactivity period [99].
It is too short to observe a clear peak of the solar neutrino signal from the solar direction above
the background level statistically. The extracted solar neutrino events are 54+81

−79(stat.) events
in SK-III. (2) The background of the solar neutrino signals is large and its event rate is high
compared with that in SK-IV.

On the other hand, a clear peak of events from the Sun direction is observed in SK-IV. In the
case of 1669 days data sample, the extracted solar neutrino signals are 1048+132

−137(stat.) events,
which is about 7.5σ level excess.

In order to identify the origin of the background events, the Rn concentration in SK water
is measured and its contribution is evaluated .

8.1.2 Direct Rn measurements in SK water and their results

Since the Rn concentration in the SK pure water is low, which is estimated less than 1.0 mBq/m3,
it is difficult to measure its Rn concentration precisely using commercially available techniques
such as liquid scintillator method etc. Therefore, a Rn measurement system for the SK pure
water is developed and this system is designed to measure less than 0.1 mBq/m3 level of the
Rn concentration. The detail of the measurement system is described in Appendix.

The results of the measurement are shown in Figure 8.4. It is confirmed that the Rn con-
centration in the supply water is higher when it passes through the membrane degasifier system
in the water circulation system. After bypassing the membrane system, the Rn concentration
in the supply water is reduced from 9.18± 0.51 mBq/m3 to 1.85± 0.31 mBq/m3.
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Figure 8.3: The solar angle distributions in SK-III (upper) and SK-IV (lower) in the 3.5− 4.0
MeV in kinetic energy region. The horizontal axis shows the solar angle cos θsun and the vertical
axis shows event rate in unit of event/day/kton/bin, where the total number of bins is 80.

Possible reasons for this contamination in the supply water are as follows:

1. Some components of the membrane degasifier emitting Rn from their inner surface and
emanated Rn is dissolved into the supply water.

2. Some leak points exist around some joint positions of each component of the membrane
degasifier system. The Rn in air dissolves into the supply water from the leak positions.

8.1.3 Supply water problem

After bypassing the membrane degasifier system, it is confirmed that not only the Rn concen-
tration in the supply water but also other sampling water such as in the center and bottom
regions decreases. This means that the supply water itself is one of the Rn sources in SK.

The inlet positions of the supply water in the SK tank are illustrated in the right of Figure
8.5. The tip position of these inlets are at z = −16.5 m, which is only 50 cm away from the
edge of the fiducial volume (2 m from the wall). After applying event selection cuts for the solar
neutrino analysis described in Chapter 6, the event vertex distribution is checked by selecting
the events in the range of −16 ≤ z ≤ −15 m as shown in the left of Figure 8.5. There are hot
spots in the vertex distribution around the inlet positions. This fact also indicates that Rn in
the supply water makes SK water radiochemically dirty.

It is expected that the event rate from the background events should decrease if Rn in the
supply water decreases. To check this expectation, the event rate in the bottom region is checked
before and after bypassing the membrane system as described in section 8.3. Before checking,
a conversion factor from the event rate to the Rn concentration should be evaluated.
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Figure 8.4: The time variation of Rn concentration in SK water. The Rn concentration mea-
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water passed through the membrane degasifier system. The Rn concentration decreased after
bypassing the membrane system on May 22nd, 2015.

Figure 8.5: The positions of the inlets for supply water in the bottom region. The red (blue)
inlets (outlets) are used for the ID (OD) detector.
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8.2 Rn injection analysis

8.2.1 Motivation and history

The easy way to evaluate the background events from the Rn contamination is to inject Rn rich
water into SK directly. This idea of the Rn injection was proposed and actually conducted in
SK-I [111]. In the SK-I’s study, the Rn concentration of the Rn rich water was measured by
a liquid scintillation counter1 and Rn rich water was supplied into the SK tank. 1.2 L of the
Rn rich water, which is equivalent to 13 Bq of Rn, was injected into the SK tank. After the
injection, a peak was observed in the vertex distribution for 4.5 − 6.0 MeV in kinetic energy
[111].

Based on this study, the Rn injection was conducted in SK-IV on October 30th, 2014.

8.2.2 Rn rich water production technique

The Rn rich water is produced by the following steps.

1. About 10 L of the supply water to SK is sampled.

2. Using a 226Ra radioactive source, daughter Rn’s are dissolved into the SK pure water
under the constant air circulation by a air pump for a few days.

3. 5 L of the Rn rich water is injected into the SK tank. The injected position is (x, y, z) =
(+0.353,−0.707,+12.5) m.

4. After the injection, the rest of the Rn rich water is sampled with three shake flasks soon.
Then, its Rn concentration is measured by the liquid scintillation method.

8.2.3 Analysis method

The event rate before and after the Rn injection is analyzed as follows:

1. A data sample is selected from September 1st, 2014 to December 31st, 2014. This period
covers about 2 months before and after the Rn injection.

2. All solar neutrino reduction cuts are applied and events in the energy range between 3.5
and 5.0 MeV are selected. Samples used in this analysis are from normal runs, i.e. runs
for usual physics analysis.

3. Events whose vertex position are r ≤ 10.0 m from (x, y) = (+0.353,−0.707) m and
10.0 ≤ z ≤ 15.0 m are selected. Its volume is 1.57 kton. During this analysis period, the
water circulation system was running continuously under the usual operation mode. Since
the position dependence of water flow is not understood completely, the selected vertex
region is open largely to avoid losing injected Rn events.

4. It is assumed that the excess of the event rate after the Rn injection is due to only the
radioactive decay of injected Rn.

1Packard Tri-Carb Liquid Scintillation Counter
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Figure 8.6: The vertex distributions of data sample during the Rn injection period and its time
variation. The first through fifth rows show plots for one day before, one, two, three and ten
days after the injection, respectively. The first, second and third columns show x vs. y, y vs.
z and r2 vs. z distributions respectively. The energy range is 3.5− 5.0 MeV in kinetic energy.
The color of the panels illustrates the event/day/bin. After the injection, the excess events
are observed around (x, y, z) = (+0.353,−0.707,+12.5) m. After 10 days, such a cluster are
not observed clearly because of Rn decay and the water circulation. Water flows up from the
injected position and injected water finally goes outside the analysis volume.
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5. The excess of the event rate after the Rn injection is fitted with a decay function which
is defined as

F (t) = Ae−λt +B, (8.2.1)

where λ (= (ln 2)/3.82) is a decay constant and t is the time from the Rn injection.
The parameter A means the excess of the event rate caused by the Rn injection and the
parameter B means the constant event rate under the usual operation of SK.

6. The event rate is compared with the Rn concentration in the Rn rich water measured by
the liquid scintillation counter.

Figure 8.6 shows the typical vertex distributions in 3.5 − 5.0 MeV in kinetic energy region
before and after the Rn injection and its time variation. The cluster of events around (x, y, z) =
(+0.353,−0.707,+12.5) m is observed after the Rn injection. After 10 days, such a cluster are
not observed clearly because of Rn decay.

8.2.4 Result

The Rn concentration in the Rn rich water measured by the liquid scintillation is 1.01 ± 0.05
Bq/L and the total amount of the supplied Rn rich water is 5.0 L, namely 5.05± 0.25 Bq of Rn
is injected into the SK tank. Normalized by the volume of the selected region, the additional
Rn concentration is 3.22± 0.16 mBq/m3.

Figure 8.7 shows the event rate before and after the Rn injection. It is obvious that the
event rate decreases along with Rn decay time.
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Figure 8.7: The event rate around the Rn injection period. Each black point shows the event
rate in unit of event/day/kton for each Normal Run (basically 24 hours). The red curve is the
fitting function of Rn decay defined as equation (8.2.1).
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The fitting result for the parameters A and B is

A = 141.84± 5.33, (8.2.2)

B = 4.53± 0.29. (8.2.3)

Then, the conversion factor of the injected position is obtained. The result is

10.0 event/day/kton = 0.222± 0.008 mBq/m3 (for 3.5− 5.0MeV). (8.2.4)

8.3 Event rate analysis

8.3.1 Motivation

It is clear that the Rn concentration decreases after bypassing the membrane system as explained
in section 8.1.3. To understand the background event from the β decay of Rn daughters, it is
needed to compare the event rate before and after bypassing the membrane system.

8.3.2 Analysis method

To check the event rate before and after bypassing the membrane system, 2-year data samples
are analyzed. The first period is for about 1 year before bypassing and the second period is
for about 10 months after bypassing. Table 8.1 summarizes the information on the analysis
periods, their livetime and the Rn measurement results in the bottom region.

Before bypassing the membrane system, the Rn concentration measurement in the bottom
region was conducted only once. So, the resultant value of the Rn measurement has a large
statistical uncertainty.

Table 8.1: The information on the analysis period and the Rn concentration in the bottom
region before and after bypassing the membrane system.

Period Date[YYYY/MM/DD] Livetime [day] Rn concentration [mBq/m3]
Before 2013/06/01− 2014/05/20 322.95 6.08± 1.16
After 2014/07/01− 2015/04/30 255.90 2.79± 0.48

To extract the event rate from the background, the event rate is calculated using the following
step:

1. All solar neutrino reduction cuts are applied to select events.

2. Select events in 3.5− 5.0 MeV.

3. To select the events occurring in the bottom region, the vertex position is required to be
r ≤ 10.0 m from the (x, y) = (+0.353,−0.707) m and −13.5 ≤ z ≤ −10.5 m. Its volume
is 0.942 kton.
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4. The events whose cos θsun is less than 0 are selected to remove true solar neutrino events.
When converting the event rate to the Rn concentration, a factor of 2 due to this cut is
corrected as

Event Rate =
2× Event(cos θsun < 0)

Livetime× Volume
. (8.3.1)

5. For the sake of simplicity, it is assumed that the Rn concentration in the above selected
region is uniform.

8.3.3 Result

The calculated event rates before and after bypassing the membrane system are shown in Figure
8.8. Table 8.2 (Table 8.3) summarizes the event rate for each energy region. It is obvious that
the event rate in the bottom region drops after bypassing the membrane system, as shown in
Figure 8.8. The measured difference in the event rate between before and after bypassing is
122.80± 1.14 event/day/kton.

Table 8.2: The event rate in the bottom region before bypassing.

Energy [MeV(kin)] Event (cos θsun ≥ 0) Event (cos θsun < 0) Total event Event rate [event/day/kton]
3.5− 4.0 25373 25873 51246 170.01± 0.75
4.0− 4.5 9032 9110 18142 59.86± 0.44
4.5− 5.0 2220 2235 4455 14.69± 0.22
Combined 36625 37218 73843 244.56± 0.90

Table 8.3: The event rate in the bottom region after bypassing.

Energy [MeV(kin)] Event (cos θsun ≥ 0) Event (cos θsun < 0) Total event Event rate [event/day/kton]
3.5− 4.0 9930 10209 20139 84.66± 0.59
4.0− 4.5 3496 3582 7078 29.70±0.35
4.5− 5.0 842 892 1734 7.40± 0.18
Combined 14268 14683 28951 121.76± 0.71

According to the conversion factor (8.2.4) from the Rn injection study, the Rn concentration
in the bottom region is estimated as in Table 8.4. The estimated values are consistent with the
measured results. Therefore, it is concluded that the background events in the bottom region
are mainly due to Rn.

After bypassing the membrane system, the Rn concentration in the supply water is 1.85±0.31
mBq/m3, as shown in Figure 8.4. However, the Rn concentration in the bottom region is
2.79 ± 0.48 mBq/m3, hence the Rn concentration in the bottom region is larger than that in
the supply water. This fact indicates that there are some other Rn sources in the SK tank.
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Figure 8.8: The time variation of the event rate in the bottom region from June 1st 2013 to
April 30th 2015. The red dashed line shows the date of the bypassing on May 22nd 2014. On
September 16th, a power outage happened due to a thunder storm and the water circulation
system was down. After that, the event rate in the bottom region became higher than usual.
On October 30th 2014, Rn injection study was performed. The data sample taken from October
30th 2014 to November 20th 2014 was removed in this analysis.

Table 8.4: The summary of the estimated Rn concentration in the bottom region before and
after bypassing the membrane system.

Estimated Rn concentration [mBq/m3] Measurement result [mBq/m3]
Before 5.43± 0.20 6.08± 1.16
After 2.71± 0.10 2.79± 0.48

8.3.4 Position dependence

In order to evaluate the position dependence of Rn contamination, the event rate and the r2

distribution are checked. Figure 8.9 shows the those plots using the full SK volume (from
z = −16 m to z = +16 m) divided into 8 panels, each of which corresponds to 4 m interval
in z−axis. In addition, Figure 8.10 shows those plots using the bottom half of the SK volume
(from z = −16 m to z = ±0 m) divided into 8 panels, each of which corresponds to 2 m interval
in z−axis.

In the event rate plots (left of Figure 8.9 and Figure 8.10), the event rate below −8 m
decreases after bypassing the membrane system while the event rate above −8 m is unchanged
so much. In the r2 distribution plot (right of Figure 8.9 and Figure 8.10), the distributions
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Figure 8.9: Left: time variation of event rate. The SK tank is divided into 8 areas, 4 m in
z−axis. The horizontal axis shows the data from June 1st 2013 to April 30th 2015 and the
vertical axis shows the event rate in unit of event/day/kton. Right: r2 distribution for the 8
divided areas. The horizontal axis shows the r2 [m] and the vertical axis shows the event rate
in unit of event/day. The red (blue) histograms show before (after) bypassing the membrane
system.

below −8 m before and after bypassing the membrane system are significantly different. This
difference also demonstrates that Rn in the supply water contributes to the background event
in the bottom region.

In the r2 distribution plot, excess at large r2 position is seen, hence this excess is seen near
the wall. These background events are caused by the Rn emanation of the PMT’s glass or the
FRP cover, external γ−rays and so on.

Below −8 m, excess at small r2 is also seen. As mentioned in subsection 3.4.1, there is a
water convection in the bottom region (z < −11 m) because of the difference in the temperature
between the supply water and the bottom water. Due to non-uniformity water in the convection
zone, the Rn emitted from the glass of the PMT or the structure of the SK detector and so on
is stirred. In consequence, many background events are observed in this convection region as
shown in Figure 6.16.

Above results are summarized as follows:

1. After the bypassing the membrane system, the event rate in the bottom region decreases
to 121.76± 0.71 event/day/kton.
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Figure 8.10: Left: time variation of event rate. The SK tank is divided into 8 areas, 2 m in
z−axis. The horizontal axis shows the data from June 1st 2013 to April 30th 2015 and the
vertical axis shows the event rate in unit of event/day/kton. Right: r2 distribution for the 8
divided areas. The horizontal axis shows the r2 [m] and the vertical axis shows the event rate
in unit of event/day. The red (blue) histograms show before (after) bypassing the membrane
system.

2. Rn in the supply water contributes to the background events in SK.

8.4 Future prospect

8.4.1 Solar neutrino observation

After bypassing the membrane system, the event rate in the bottom region decreases. The solar
angle cos θsun distributions before and after are checked, as shown in Figure 8.11. In order to
investigate the radial position dependence, 3 kinds of cuts are applied to select the events:

1. Cut A: Usual solar neutrino reduction cuts are applied to the data and no additional cut
is applied. The full fiducial volume r ≤ 14.9 m is used. This sample is drawn in black in
Figure 8.11

2. Cut B: Usual solar neutrino reduction cuts are applied to the data. Then, in order
to remove the background events from the barrel PMTs, the events whose position is
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r ≤ 12.2 m are selected, where 12.2 m is the maximum radius of the tight fiducial volume
cut. This sample is drawn in blue in Figure 8.11

3. Cut C: Usual solar neutrino reduction cuts are applied to the data. Then, in order to see
the most inner region, the events whose position is r ≤ 10 m are selected. This sample is
drawn in red in Figure 8.11

Below −8 m, the background baseline decreases by a factor of ∼ 2. On the other hand,
above −8 m, no significant change is seen in the solar angle distribution. Slight excesses above
the background level are seen around cos θsun = 1.

When the analysis region is enlarged in r coordinate, the background baseline becomes high
by a factor of 2 ∼ 8. This fact indicates that the Rn emanation from the glass of the barrel
PMTs contribute to the background events in the solar neutrino analysis. A possible way to
reduce these background events is to install an additional acrylic cover in front of the PMTs
and to separate the inner physics observation region from PMTs.
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Figure 8.11: The solar angle distributions for divided 8 areas before (left) and after (right)
bypassing the membrane system. The SK tank is divided into 8 areas, 4 m in z−axis. The
red, blue black histograms show the events selected by r ≤ 10 m, r ≤ 12.2 m and r ≤ 14.9 m
(fiducial volume), respectively.
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8.4.2 Refurbishment of the membrane degasifier

Based on this study, it is expected that the background level in the bottom region is reduced if
the Rn concentration in the supply water is reduced. In order to observe excess of solar neutrino
signals below the −8 m region, it is required to reduce the background level by a factor of 10.
For this purpose, the membrane degasifier should be refurbished to reduce Rn in the supply
water. The Rn removal efficiency of the membrane system was evaluated before the installation
in SK-I and it is ∼ 90% [98]. If the membrane system is recovered, it is expected that the
event rate in the bottom region can be reduced and the solar neutrino analysis volume can be
enlarged.

In order to refurbish the membrane degasifier system, it is required to identify Rn rich
materials used in the system. For this purpose, Rn emanation rate from several materials used
in the system is evaluated. Although it is required to measure the Rn emanation rate from
materials into the water, it is difficult to measure it due to the technical issues. Therefore, the
emanation rate from gaskets to air (not water) is measured in this study.

First of all, EPDM (ethylene propylene diene monomer) gasket which is used to connect the
water flow pipe lines is evaluated [112], because 120 sheets of EPDM gasket are used in total.
In order to find the low background material, a Butyl and an Urethane type gaskets are also
measured. Figure 8.12 shows the gaskets measured in this study.

Figure 8.12: Rubber gaskets whose Rn emanation rate is measured. The left gasket is EPDM
which used in the membrane degisifier system. The middle (right) gasket is made from Butyl
(Urethane).

Table 8.5 summarizes the measured Rn emanation rate. The emanation rate of EPDM gasket
is 1.82 ± 0.03 mBq/1gasket, so it is considered that the EPDM gasket is the most suspicious
one of the Rn sources in the membrane degasifier system. On the other hand, it is found that
the lowest emanation rate among the three gasket types is the Urethane type. Thus, EPDM
gasket can be replaced to the alternative low background gasket.

Based on the Rn emanation study, the following things will be expected.

1. If the all EPDM gaskets used in the membrane system are replaced to the Urethane
gaskets, it is expected that the Rn concentration in the supply water will be reduced by
a factor of 100.
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Table 8.5: The summary of the Rn emanation rate from several gaskets used in the membrane
degasifier system [112].

Gasket material Rn emanation [mBq/1gasket]
EPDM 1.82± 0.03
Butyl 3.58± 0.04

Urethane 0.013± 0.004

2. Then, the event rate in the bottom region will be reduced by a factor of more than 10.
In addition, it is also expected that background events caused by the Rn decays can be
reduced in the tight fiducial volume in the SK tank.

3. The fiducial analysis volume for solar neutrino will be enlarged by a factor of ∼ 2 after the
refurbishment. This enlargement can help to reduce the statistical fluctuation of the solar
neutrino signal in the low energy region and to improve the sensitivity to the “up-turn”
of the energy spectrum due to the MSW effect.

8.5 Summary of this chapter

The study of background events in the solar neutrino analysis is performed. The measurement
system for the Rn concentration in the SK water is newly developed. According to the mea-
surements, it is found that the Rn concentration in the SK water decreases after bypassing the
membrane degasifier system.

In order to evaluate the background events from Rn decay, the Rn injection study is per-
formed. The Rn rich water is produced and injected into SK directly. The conversion factor
is obtained to be 10.0 event/day/kton = 0.222 ± 0.008 mBq/m3 in the 3.5 − 5.0 MeV energy
range.

Then, the event rates in the bottom region before and after bypassing the membrane system
are checked. The event rate before bypassing is 244.56 ± 0.90 event/day/kton and the event
rate after bypassing is 121.76 ± 0.71 event/day/kton. Using this conversion factor, the Rn
concentration in the bottom region is estimated. Before bypassing, it is 5.43 ± 0.20 mBq/m3

while it is 2.71± 0.10 mBq/m3 after bypassing. These estimated values are consistent with the
measurement values of 6.08± 1.16 mBq/m3 (before) and 2.79± 0.48 mBq/m3 (after). Based on
this study, it is concluded that background events in the bottom region are mainly due to Rn.

In addition, the position dependence of the background events is also studied. Background
events near the barrel PMTs are seen. It is required to reduce the event rate below −8 m by a
factor of 10 to observe the excess of solar neutrino signals.

In order to reduce the event rate in the bottom region, the Rn concentration in the supply
water should be reduced. For this purpose, the emanation rate from EPDM gaskets used in the
membrane degasifier is measured. It is found that EPDM is one of the possible Rn source in
the system. On the other hand, the alternative low background gasket made from Urethane is
found. It is expected to refurbish the membrane degasifier system when all the EPDM gaskets
are replaced to Urethane type.
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If the refurbishment is completed, it is expected that the event rate in the bottom region
will be reduced by a factor of ∼ 10 and that the analysis fiducial volume will be enlarged by
a factor of ∼ 2. Thus, the Rn reduction in the solar neutrino analysis will lead to suppressing
the statistical fluctuation of the solar neutrino signal in the low energy region and improve the
sensitivity to the “up-turn” of the energy spectrum due to the MSW effect.
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Chapter 9

Signal extraction method

9.1 Extended likelihood function

The direction of the recoil electron is strongly correlated with the direction of the incident
neutrino. Therefore, the neutrino events are extracted using the parameter cos θsun, as shown
in Figure 8.2. In order to precisely determine the number of solar neutrino elastic scattering
events, an extended maximum likelihood function fit to the cos θsun distribution is used for
3.5 − 19.5 MeV in kinetic energy. This method was developed in SK-I [109] and used in the
other phases [113, 114]. The likelihood function is defined as:

L = e−(
∑

i Bi+S)

Nbin∏
i=1

ni∏
j=1

(Bi · bij + S · Yi · sij) . (9.1.1)

The variables used in this likelihood function are as follows:

1. Nbin : The number of energy bins and Nbin = 23 is used in this thesis. The components
of Nbin are, 20 bins with 0.5 MeV width from 3.5 MeV to 13.5 MeV, 2 bins with 1.0 MeV
width for 13.5 MeV to 15.5 MeV and one bin spanning from 15.5 MeV to 19.5 MeV.

2. ni: The number of observed events in the i−th energy bin.

3. Yi: The fraction of signal events expected in the i−th energy bin based on the MC solar
neutrino simulation. The calculation method will be explained in the next subsection 9.2.

4. sij: The signal probability density function calculated from the expected solar neutrino
signal. This function consists of three exponential functions plus a Gaussian function as
described below:

sij =
2∑

k=0

exp (pi,2k + pi,2k+1 cos θsun,j) + pi,6 exp

[
−1

2

(
pi,7 − cos θsun,j

pi,8

)2
]
, (9.1.2)

where pi,0∼8 are the fitting parameters in the i−th energy bin. They are obtained from
the solar neutrino MC simulation. Figure 9.1 shows the distribution of sij.
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5. bij: The background probability density function calculated from the expected background
shape. It is obtained from the detector zenith and azimuthal angular distributions of the
real data after all solar neutrino reduction cuts. It is fitted by an eight-order polynomial
function and then converted from these coordinates to the cos θsun distribution. It is
represented as

bij =

[
8∑

k=0

ai,k (cos θsun,j)
k

]
/ai,9, (9.1.3)

where ai,0∼9 are the fitting parameters in the i−th energy bin. Figure 9.2 shows the
distribution of bij.

6. Bi: The number of background events in the i−th energy bin.

7. S: The total number of solar neutrino events in the entire energy region.

9.2 The expected fraction of signal events (Yi)

The calculation method for the expected fraction Yi is as follows:

1. Based on the 8B energy spectrum [115], the recoil electron energy distribution by the
elastic scattering is calculated. In this calculation, only the electron type neutrino is
considered, thus the reaction of νe + e− → νe + e−.

2. The expected energy distribution of the recoil electrons is calculated considering the de-
tector response in the MC simulation.

3. Using the above distribution, the expected total number of the elastic scattering events is
calculated. According to this calculation, the number of expected events in each energy
bin is also calculated.

The concrete treatments are described below.

9.2.1 Step 1: Calculation of the recoil electron spectrum

The elastic scattering is simulated based on the theoretical expectation. The cross section of
the elastic scattering is described as,

dσ

dTe

=
GF

2me

2π

[
A0 +B0

(
1− Te

Eν

)2

+ C0
meTe

Eν
2

]
. (9.2.1)

The parameters used in this formula are:

1. GF : Fermi coupling constant.

2. me : The electron mass.

3. Eν : The energy of the incident neutrino.
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Figure 9.1: The distribution of the probability density function of the signal sij.
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Figure 9.2: The distribution of the probability density function of the background shape bij.
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4. Te : The kinetic energy of the recoil electron. Based on the kinematics, it is described as

Te =
(1− cos θ)Eν/me

1 + (1− cos θ)Eν/me

Eν (9.2.2)

where θ indicates the angle between the direction of the recoil electron and the direction of
the incident neutrino1. When the θ = π, the kinetic energy of the recoil electron becomes
maximum

Te,max =
Eν

1 + (me/2Eν)
.

5. A0, B0, C0 : These parameters depend on the reaction type of elastic scattering and are
represented using alternative parameters of gv = I3 − 2Q sin2 θW and gA = I3, where I3 is
the third component of weak isospin of the target particle, Q is the charge of the target
particle and θW is the Weinberg angle. In the case of electron, I3 = −1/2, Q = −1,
gv ∼ −0.04 and gA = −1/2. Table 9.1 summarizes the parameters A0, B0 and C0 for the
elastic scattering between a νe,µ(τ) and an electron.

Table 9.1: The parameters used in equation (9.2.1).

Reaction A0 B0 C0

νe + e− → νe + e− (gV + gA + 2)2 (gV − gA)
2 −(gV + 1)2 + (gA + 1)2

ν̄e + e− → ν̄e + e− (gV − gA)
2 (gV + gA + 2)2 −(gV + 1)2 + (gA + 1)2

νµ(τ) + e− → νµ(τ) + e− (gV + gA)
2 (gV − gA)

2 g2A − g2V
ν̄µ(τ) + e− → ν̄µ(τ) + e− (gV − gA)

2 (gV + gA)
2 g2A − g2V

The left of Figure 9.3 shows the differential cross section of the elastic scattering in the
case of incident 11 MeV neutrino and an electron. The total cross section is also obtained by
integrating equation (9.2.1) and it is shown in the right of Figure 9.3.

The recoil electron energy distribution is determined as follows:

F (Te)dTe =

(∫ Eν,max

0

dσν−e(Eν , Te)

dTe

Φ(Eν)dEν

)
dTe, (9.2.4)

where Φ(Eν) is the solar neutrino flux as a function of neutrino energy. The solar neutrino
flux Φ(Eν) depends on the neutrino energy spectrum shape of 8B decay. In the solar neutrino
analysis of SK-IV, the spectral shape of 8B neutrinos is taken from the result of the α-spectrum
measurement of 8B (8B → 8Be

∗
+ e+ + νe and 8Be∗ → 2α) by Winter et al. [115], which is

shown in Figure 9.4.

1 The angle between the incident neutrino and the recoil electron is determined using the equation (9.2.2)

cos θ =
1 + (me/Eν)√
1 + (2me/Eν)

. (9.2.3)
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Figure 9.3: Left: The differential cross section when the energy of the incident neutrino is 11
MeV. Right: The total cross section as a function of the kinetic energy of the incident neutrino.

Figure 9.4: The top panel shows the 8B neutrino energy spectrum from [115]. The bottom
panel shows the ratio between the Winter spectrum [115] and the Oritz spectrum [116]. The
gray band shows the 1σ experimental uncertainty.

The angular distribution of the recoil electron is described as follows:

F (θ)dθ =

(∫ Eν ,max

0

Φ(Eν)
dσ

dTe

dTe

dθ
dEν

)
dθ. (9.2.5)

Figure 9.5 shows the calculated angular distribution of solar neutrinos. According to Figure
9.5, the scattered angle is less than 25◦ if the recoil electron energy is above 3.5 MeV in kinetic.
Since cos(25◦) = 0.91, solar neutrino signals are mostly in the first 4 bins in the solar angle
(cos θsun) distribution of Figure 8.1.
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Figure 9.5: The angular distribution of recoil electrons from incident solar neutrinos. The
horizontal axis shows the angle of recoil electrons from incident solar neutrinos and the vertical
axis shows the event rate in the fiducial volume (22.45 kton). The red, green blue and purple
lines illustrate the event rate above 3.5, 4.5, 6.5 and 9.5 MeV, respectively. The black line means
the event rate integrated over the full 8B and hep SSM spectrum [45].

9.2.2 Step 2 and Step 3: Detector Simulation and the comparison

The solar neutrino MC simulation is carried out in order to take into account the detector
response. In the simulation, recoil electrons are uniformly generated in the photosensitive
volume (32 ktons) in the detector.

The energy and the scattering angle of the solar neutrino MC event are determined by
equation (9.2.1) and equation (9.2.5). Simulation events are generated taking into account the
direction with respect to the Sun, in which the detector operation time is precisely reflected.
The same methods as in the real data analysis are used to reconstruct the vertex, direction and
energy of the generated solar neutrino events.

Then, the all data reduction steps are applied to the MC simulation events and finally the
MC simulation events are obtained. Based on this simulation events, the expected fractions Yi

are obtained. Figure 9.6 shows the expected energy distribution of the MC simulation events.
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Chapter 10

Systematic uncertainty

10.1 Systematic uncertainty on the total flux

10.1.1 Energy scale

The systematic uncertainty for the total flux due to the energy scale is estimated by taking
into account the systematic uncertainty in the absolute energy scale. Since the systematic
uncertainty of the absolute energy scale is estimated to be ±0.54% as described in subsection
5.3.3, the energy of the MC simulated events is shifted by ±0.54%. After the shift, new signal
fractions Y +scale

i and Y −scale
i are obtained. Using the shifted signal fractions, the extracted total

number of events is changed by +1.2%/ − 1.1%. So, this change is assigned to the systematic
uncertainty due to the absolute energy scale.

10.1.2 Energy resolution

The systematic uncertainty due to the energy resolution is estimated using the difference be-
tween the LINAC calibration data and its MC simulated data.

Detector performance function

A detector performance function R(Ee, Eobs) is defined as:

R(Ee, Eobs) =
1√

2πσ(Ee)
exp

(
−(Ee − Eobs)

σ(Ee)2

)
, (10.1.1)

where Ee is the total energy of the recoil electron and Eobs is the observed energy. To evaluate
R(Ee, Eobs), several MC simulations which generate mono-energetic single electrons are pre-
pared. The top panel of Figure 10.1 illustrates their energy distributions. Fitted by a Gaussian
function, their energy resolution is evaluated by calculating ∆σ = σ(Ee)/Eobs, as shown in the
bottom panel of Figure 10.1. The energy dependence of the energy resolution is evaluated by
fitting to a polynomial function, and the energy resolution as a function of the recoil electron
energy is obtained as

σ(Ee) =
1

Ee

(
−0.084 + 0.349

√
Ee + 0.040Ee

)
. (10.1.2)
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Figure 10.1: The top figure shows the energy distributions of electrons generated by the mono-
energetic MC simulations. The black points show the results of the simulation and the red
curves show the Gaussian fitting. The lower figure shows the energy resolution as a function
of electron total energy. The open circles show the resolution obtained by the Gaussian fitting.
The red dotted curve shows a polynomial function fit to the points.

Energy resolution from the LINAC calibration

Based on the above method, the energy resolution σLINAC,data(MC) is obtained using the LINAC
calibration data and the MC simulation. The energy distribution (for example, Figure 5.16) is
fitted by a Gaussian function and its peak position and standard deviation are checked. The
difference between the data and the MC simulation (∆σLINAC) is evaluated as below and they
are shown in Figure 10.2.

∆σLINAC =


1.00% (E < 4.89MeV),
0.60% (E > 6.81MeV),
interpolation (4.89MeV ≤ E ≤ 6.81MeV).

(10.1.3)

Evaluation method

The predicted recoil electron energy spectrum is obtained using equation (9.2.4). The systematic
uncertainty in the energy resolution is evaluated taking into account the energy spectrum shape
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Figure 10.2: The systematic error of energy resolution.

of solar neutrinos. In order to estimate the systematic uncertainty, Fsys is introduced as

Fsys(Eobs) =

∫ Emax

0

F (Ee)R(Ee, Eobs)dEe, (10.1.4)

where F (Ee) is the recoil electron energy spectrum.
In order to be taken into account in the systematic uncertainty, the parameter σ(Ee) in

equation (10.1.4) is replaced by σ± = σ(Ee)(1±∆σLINAC). Then, the shifted expected spectra
F±
sys(Eobs) are obtained. The top-left of Figure 10.3 shows the original expected energy spectrum

F and the shifted energy spectra F±
sys.

The ratio between the shifted spectra and the original spectrum are evaluated as shown in the
top-right of Figure 10.3 and this ratio is used as weighting function for the signal fraction Yi in
equation (12.3.14). Finally, shifted signal fractions Y

Eres±
i are obtained. The 8B solar neutrino

flux is calculated using the shifted signal fractions, and the obtained fluxes are changed by
±0.1% from the original. So, this difference is the estimated systematic uncertainty due to
energy resolution.

10.1.3 8B spectrum

The uncertainty in the shape of the 8B solar neutrino spectrum is estimated including both
experimental and theoretical uncertainties [109]. To estimate the effect for the extraction of the
total solar neutrino flux, the original solar neutrino spectrum Φ(Eν), which is used to produce
the MC simulation events is distorted according to the uncertainty of 8B spectrum shape. Thus,
the expected recoil electron spectrum is shifted from F (Eobs) to F

±8B
sys (Eobs). These new expected

recoil electron spectra are shown in the bottom-left of Figure 10.3. The difference between the
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Figure 10.3: Left: The expected recoil electron energy spectrum when shifted the energy reso-
lution (8B spectrum) in top (bottom) panel. The trigger efficiency and reduction efficiency are
taken into account in the spectra. Right: The difference between the shifted energy spectra and
the original energy spectrum.

original F and the shifted F±8B
sys are shown in the bottom-right of Figure 10.3. They are used to

produce the shifted signal fractions Y ±8B
i in each energy bin, which is used instead of the original

Yi in the extended likelihood function. By doing so, the systematic uncertainty is estimated to
be +0.4%/− 0.3%.

10.1.4 Background shape

The predicted background shapes bij are generated using the detector zenith and azimuthal
(ϕ) angle polynomial fits to the data sample after all solar neutrino reduction cuts. Since the
directional dependence is caused by the structure of the detector and possible non-uniform
angular distribution of the background, the background shape is not flat as shown in Figure 9.2.
In order to evaluate the systematic uncertainty in the background shape, the ϕ distribution is
forced to be fit by a flat shape, while still taking into account non-flat zenith angle distribution.
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These new background shapes are used to extract the total flux and the resultant systematic
uncertainty is estimated to be ±0.1%.

10.1.5 Signal extraction method

The systematic uncertainty in the signal extraction is estimated using a dummy data whose
signal and background events are known. After applying the extraction method to the dummy
data, the extracted number of events and the true number of events are compared. The difference
between them is taken as the uncertainty on the total flux and it is ±0.7%.

10.1.6 Cross section

The uncertainty in the solar neutrino interaction cross section was estimated by J. N. Bahcall
et al. in 1995 [117]. When masses of the top quark and the higgs particle were measured in
1995, their mass had large uncertainties.

Furthermore, an one loop QCD process also had large uncertainty at that time. Taking into
account these uncertainties before 1995, a 1σ theoretical uncertainty in the radiative corrections
parameters for νe − e elastic scattering is estimated.

When these radioactive correction parameters are shifted by ±1σ, the expected recoil elec-
tron spectrum. Using these shifted expected spectra. Then the signal extraction process is
performed and the total flux is compared with the original one. Thus, the obtained systematic
uncertainty from the cross section is ±0.5%.

10.1.7 Angular resolution

The uncertainty in the angular resolution is evaluated using the LINAC calibration data and
its MC simulation. The estimation is done by the following steps:

1. The LINAC beam events are selected by checking the reconstructed direction in z−axis
and the vertex position. The downward events whose vertex position is within 200 cm
from the beam injection position are selected.

2. Select events whose energy is between 3.5 MeV and 19.5 MeV.

3. The event quality cut and the external cut are applied to the events, and then count the
number of events.

4. Sort the angle between the beam injection direction and the reconstructed direction ac-
cording to the left of Figure 10.4.

5. Obtain the value of the angle, θdiff , which includes 68% of the selected events.

After getting the value of the angle θdiff , the difference between the LINAC calibration data
and the MC simulation is evaluated, as shown in the right of Figure 10.4.

Using the result of the above analysis, the signal shapes s±ang
ij are newly created by shifting

the reconstructed direction of the MC simulated solar neutrino event. Then the new signal
shapes are used to extract the total flux, and the systematic uncertainty is estimated to be
+0.2%/− 0.1%.
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Figure 10.4: Left: The schematic view of the definition of the region including 68% of the
LINAC events. Right: The systematic uncertainty in the angular resolution.

10.1.8 Vertex shift

Since the quality of the vertex reconstruction for the event occurring near the edge of the fiducial
volume is crucial for defining the size of the fiducial volume, the vertex resolution contributes to
the systematic error for extracting the solar neutrino signal. To evaluate the systematic error
of the vertex reconstruction, the following steps are made.

1. Using the Ni calibration data, the position dependence of the vertex shift is evaluated.
It is the difference between the mean values of the reconstructed vertex and the real Ni
calibration ball position, as shown in the left of Figure 10.5.

2. Based on the result of vertex shift, the vertex position of the MC simulated solar neutrino
event is artificially shifted as follows: (1) If the reconstructed z−vertex is more than 0
cm (less than 0 cm), the vertex position is shifted by +0.7 cm (−2.7 cm). (2) The radius
(r2 = x2 + y2) is increased by +1.78 cm2.

3. Apply all solar neutrino reduction cuts to the simulated event except for the vertex cut.

4. The (tight) fiducial volume cut is applied to the event and count the number of the
surviving events before and after the shift.

The left of Figure 10.5 shows the difference of the selection efficiencies before and the after
the artificial shift. The large uncertainties below 5.0 MeV are caused by the tight fiducial volume
cut.

The number of selected events is compared between before and after the artificial shift and
then the systematic uncertainty in the vertex cut is estimated to be ±0.2%.
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Figure 10.5: Left: The vertex shift based on the Ni calibration. The start of the arrow gives the
true Ni source position and the direction indicates the averaged vertex shift at the given position.
The length of the arrow indicates the magnitude of the vertex shift. To make the vertex shifts
easier to see, the length is scaled by a factor of 20. Right: The systematic uncertainty in the
vertex cut.

10.1.9 Event quality cut

The uncertainty in the event quality cut is estimated using the LINAC calibration data and
MC simulation of LINAC. The estimation is done by the following steps:

1. The LINAC beam events are selected by checking the reconstructed direction and vertex
position. The downward events whose vertex position is within 200 cm from the beam
injection position are selected.

2. Select events whose energy range is between 3.5 MeV and 19.5 MeV.

3. Count the number of the surviving events.

4. Count the number of events which do not pass the tight event quality cut, i.e. g2V − g2A <
0.25 as described in subsection 6.2.4.

Since the events which does not pass the tight event quality cut are rejected in the solar
neutrino reduction steps as described in subsection 6.3.8, the rejected events are used to calculate
the inefficiency of the event quality cut. Finally, the systematic uncertainty in the event quality
cut is estimated by comparing the inefficiency of the LINAC calibration data and the MC
simulation. Figure 10.6 shows the systematic uncertainty in the event quality cut as a function
of energy. In the lower energy region, the systematic uncertainty is larger because of the larger
uncertainty in the vertex shift. As a result, the uncertainty in the total flux is estimated to be
±0.1%.

10.1.10 Hit pattern cut

The systematic uncertainty is estimated with the same method as used in the event quality cut.
The inefficiency of the hit pattern cut is calculated using the LINAC calibration data and its
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Figure 10.6: The systematic error in the event quality cut.

MC simulation. As mentioned in subsection 6.3.10, this cut is applied to the events with their
energy more than 6.0 MeV.

1. The LINAC beam events are selected by checking the reconstructed direction and the
vertex position. The downward events whose vertex position is within 200 cm from the
beam injection position are selected.

2. Select events whose energy range is between 6.0 MeV and 19.5 MeV.

3. Count the number of the surviving events.

4. Apply the hit pattern cut to the events and then count the rejected events.

5. The inefficiency of the hit pattern cut is evaluated.

Finally, the systematic uncertainty in the hit pattern cut is estimated by comparing the
inefficiencies between the calibration data and the MC simulation. Figure 10.7 shows the sys-
tematic uncertainty in the hit pattern cut. As a result, the uncertainty in the total flux is
estimated to be ±0.5%.

10.1.11 Spallation cut

As already mentioned in subsection 6.3.9, since the dead time caused by the spallation cut
is taken into account in the calculation of the expected number of solar neutrino events, the
difference in dead time between the random data sample and the MC simulated events is used
to estimate the systematic uncertainty in the spallation cut. The dead time depends on the
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Figure 10.7: The systematic error in the hit pattern cut.

position, as shown in Figure 6.12, because of muon energy, arrival time, direction and so on.
According to the right of Figure 6.13, the dead time is stable within 0.3% level during the entire
period of SK-IV. Considering this dead time, the systematic uncertainty in the total flux is
estimated to be ±0.2%.

10.1.12 External cut

The external cut depends on the vertex position and the reconstructed direction, because the
parameter deff is calculated using the information on both the vertex position and direction. In
order to estimate the uncertainty in the external cut, the reconstructed vertex and direction
are artificially shifted according to the left of Figure 10.8 in the solar neutrino MC simulation.
The number of observed events is counted before and after the artificial shift, then the selection
efficiency is evaluated. The right of Figure 10.8 shows the difference in selection efficiency before
and after the artificial shift in each energy bin. The larger uncertainty below 7.5 MeV is caused
by the difference in the cut criteria of the external cut as mentioned in subsection 6.3.12.

The number of selected events are compared between before and after the artificial shift and
then the systematic uncertainty of the external cut is estimated to be ±0.1%.

10.1.13 Small hit cluster cut

The systematic uncertainty in the small hit cluster cut is estimated using the DT calibration
data and its MC simulation. Since the small hit cluster cut is applied to the events occurring
near the wall, the DT calibration is used instead of the LINAC calibration. Using the DT
calibration data taken near the wall, an event sample after the external cut is prepared and
then the efficiency of the small hit cluster cut is evaluated. Finally, the difference in efficiency

137



Recoil electon kinetic energy[MeV]
4 6 8 10 12 14 16 18

E
xt

er
n

al
 c

u
t 

sy
st

em
at

ic
 e

rr
o

r[
%

]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Figure 10.8: Left: Artificially shift of the reconstructed vertex. Right: The systematic uncer-
tainty in the external cut.

between the DT calibration data and the MC simulation is obtained. The systematic uncertainty
in the total flux is estimated to be ±0.4%.

10.1.14 Trigger efficiency

The trigger efficiency depends on various things, such as the vertex position, water transparency,
the number of the hit PMTs and so on. In order to evaluate the systematic uncertainty in the
trigger efficiency, the Ni calibration is used. The detail of the evaluation is described in Chapter
7. The systematic uncertainty on the total flux is estimated to be ±0.1%.

10.2 Summary of systematic uncertainties

Table 10.1 shows the systematic uncertainties in the total flux. Adding these uncertainties in
quadrature, the combined systematic uncertainty is calculated to be ±1.7%.

10.3 Spectrum systematic uncertainty

The systematic uncertainty in the spectrum shape is caused by two parts; One is the energy
correlated and the other is the energy uncorrelated uncertainty.

10.3.1 Energy correlated uncertainty

The energy scale, the energy resolution and the 8B solar neutrino spectrum shape cause the
energy correlated systematic uncertainty. In order to estimate their uncertainties, their values
or parameters are artificially shifted individually using equation (10.1.4). Figure 10.9 shows the
results on the energy correlated systematic uncertainty. The largest energy correlated systematic
uncertainty is caused by the energy scale.
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Table 10.1: The summary of the systematic uncertainties in the total flux in each SK phase.

Phase SK-I SK-II SK-III SK-IV
Threshold in MeV kinetic 4.5 6.5 4.0 3.5

Trigger efficiency ±0.4% ±0.5% ±0.5% ±0.1%
Angular resolution ±1.2% ±3.0% ±0.7% +0.2%/−0.1%

Event quality ±1.0% ±3.0% ±0.4% ±0.1%
Hit pattern ±0.8% − ±0.3% ±0.5%

Small Hit cluster − − ±0.5% ±0.4%
External Event ±0.5% ±1.0% ±0.3% ±0.1%
Vertex Shift ±1.3% ±1.1% ±0.5% ±0.2%

Second vertex fit ±1.3% ±1.1% ±0.5% −
Spallation cut ±0.2% ±0.4% ±0.2% ±0.2%

Background shape ±0.1% ±0.4% ±0.1% ±0.1%
Signal extraction ±0.7% ±0.7% ±0.7% ±0.7%
Cross section ±0.5% ±0.5% ±0.5% ±0.5%
Livetime ±0.1% ±0.1% ±0.1% ±0.1%

Energy scale +1.7%/−1.6% +4.2%/−3.9% ±1.2% +1.2%/−1.1%
Energy resolution ±0.3% ±0.3% ±0.2% ±0.1%

8B spectrum +1.1%/−1.0% ±1.9% ±0.4% +0.4%/−0.3%

Total +3.5%/−3.2% +6.7%/−6.4% ±2.2% ±1.7%

10.3.2 Energy uncorrelated uncertainty

Reduction

The energy uncorrelated uncertainties caused by the reduction cuts are estimated by the same
method described in section 10.1. The estimated systematic uncertainties are summarized in
Table 10.2. The full energy range is divided into 8 ranges, 7 bins with 0.5 MeV width and the
last bin from 7.5 to 19.5 MeV, as shown in Table 10.2.

Table 10.2: Energy uncorrelated systematic uncertainty in the spectrum shape.

Energy [MeV] 3.5− 4.0 4.0− 4.5 4.5− 5.0 5.0− 5.5 5.5− 6.0 6.0− 6.5 6.5− 7.0 7.0− 7.5 7.5− 19.5

Trigger efficiency +3.6%
−3.3%

±0.8% − − − − − − −
Event quality ±0.6% +0.7%

−0.6%
+0.6%
−0.5%

±0.4% ±0.2% ±0.1% ±0.1% ±0.1% ±0.1%

Hit pattern − − − − − ±0.6% ±0.6% ±0.6% ±0.4%
External ±0.1% ±0.1% ±0.1% ±0.1% ±0.1% ±0.1% ±0.1% ±0.1% ±0.1%

Vertex shift ±0.4% ±0.4% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2%
BG shape ±2.9% ±1.0% ±0.8% ±0.2% ±0.1% ±0.1% ±0.1% ±0.1% ±0.1%

Signal extraction ±2.1% ±2.1% ±2.1% ±0.7% ±0.7% ±0.7% ±0.7% ±0.7% ±0.7%
Cross section ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2% ±0.2%

MSG ±0.4% ±0.4% ±0.3% ±0.3% ±0.3% ±1.7% ±1.7% ±1.7% −

Total +5.1%
−4.9%

±2.6% +2.4%
−2.3%

±0.9% ±0.9% ±2.0% +2.0%
−1.9%

±1.9% +0.9%
−0.8%
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Figure 10.9: The energy correlated systematic uncertainties. The red, blue and green lines show
the systematic uncertainties caused by the 8B solar neutrino shape, the energy resolution and
the energy scale, respectively.

Multiple scattering goodness

In order to estimate the systematic uncertainty caused by the multiple scattering goodness, the
following method is employed:

1. The distributions of the MSG of LINAC calibration data and the MC simulated events
are compared. Figure 10.10 shows the ratio of the data over the MC simulation. Scaling
functions are obtained by fitting the distributions by a linear function.

2. The scaling functions are applied to the MC simulated events to obtain the distorted
functions of signal shape sij and the fractions of signal events Yi in equation (12.3.14).

3. The difference in the extracted number of events is taken as the systematic uncertainty
as summarized in Table 10.2.
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Chapter 11

Solar neutrino analysis using SK-IV
data

11.1 8B solar neutrino flux measurement

Using the 2055.5-day data in SK-IV, the 8B solar neutrino flux measurement is performed.
Figure 11.1 shows the solar angle distribution for the data. The energy range is from 3.5 to
19.5 MeV in recoil electron kinetic energy. The extracted number of solar neutrino events is
39, 786+317

−315(stat.)
+695
−674(syst.).

In order to determine the 8B solar neutrino flux, the number of the expected signal events
is calculated as

Nexp =
NMC,survival

NMC,generated

× TLive ×Rexp (11.1.1)

where NMC,generate and Nsurvival are the generated events and the surviving events after the all
reduction cuts in the solar neutrino MC simulation, TLive is the livetime in SK-IV (2055.5 days)
and Rexp is the expected event rate in the ID detector. The expected event rate Rexp is calculated
assuming that the number of electrons in ID is 1.086 × 1034 and using the 8B neutrino energy
spectrum shape measured by Winter et al [115]. Based on the SNO NC result [70], Φ8B,SNO,NC =
5.25× 106 /cm2/sec, the expected event rate in the ID detector is calculated as Rexp = 294.75
event/day/32.5kton. Finally, the expected signal during 2055.5 days is Nexp = 90, 406 events.

Comparing the observed signal with the expected signal, the ratio is 0.441, corresponding
to a 8B solar neutrino flux of

Φ8B,SK4 = 2.314± 0.018(stat.)± 0.039(syst.) × 106/cm2/sec. (11.1.2)

This result is consistent with other phases in SK within the total uncertainty as shown in
Figure 11.2. The long-term yearly variation of the 8B solar neutrino flux will be shown in section
12.1.

142



Sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

E
ve

nt
s/

da
y/

kt
on

/b
in

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
SK-IV 2055.5 days 3.5 - 19.5 MeV(kin.)
Signal = 39786 + 317 - 315(stat.) events

/s]2 /cm6 10× 0.04(syst.) [± +0.02(stat.) ±B Flux = 2.31 8 
B spectrum)8(with Winter06  

Figure 11.1: The solar angle distribution using 3.5 − 19.5 MeV energy range. The horizontal
axis shows the cos θsun defined in Figure 8.2 and the vertical axis shows the event rate in unit
of event/day/kton/bin where the total number of the bin in horizontal axis is 80. The black
marks with error bars show the observed data. The red solid and blue solid histograms show
the best fit signal and background shapes, respectively.

11.2 Day/Night flux asymmetry

To study the matter effect in the Earth, location of the Sun with respect to the detector
coordinate, solar zenith angle θz, is used. It is defined as the angle between the z−axis of the
detector and the vector from the solar position to the reconstructed vertex position, as shown
in the left of Figure 11.3.

The day/night flux asymmetry measurement in measured by extracting the solar neutrino
events above 4.5 MeV. Using the information on the solar zenith angle in the SK detector, the
daytime and the nighttime are separated as cos θz ≤ 0 and < 0, respectively. The livetime
during daytime and nighttime are calculated for cos θz ≤ 0 and cos θz > 0, respectively. They
are calculated using the date information of the operation period. For each subrun, the direction
of the Sun is calculated. Its accuracy depends on the length of subruns, thus within less than
∼ 85 sec as mentioned in chapter 6. The calculated livetime is

cos θz ≤ 0, TDay = 990.7 days,
cos θz > 0, TNight = 1064.8 days.

(11.2.1)

The observed 8B solar neutrino flux in day and night is calculated individually with the
same method as described above. Their results are

ΦSK4,Day =2.28± 0.03(stat.)± 0.05(syst.) × 106/cm2/sec,

ΦSK4,Night =2.35± 0.03(stat.)± 0.05(syst.) × 106/cm2/sec.
(11.2.2)
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The observed day/night flux asymmetry is calculated as

ADN,SK4 =
ΦSK4,Day − ΦSK4,Night

(ΦSK4,Day + ΦSK4,Night)/2

=− 0.031± 0.016(stat.)± 0.014(syst.). (11.2.3)

The day/night flux asymmetry in SK-IV is ∼ 1.5σ level away from zero. The combined
result will be discussed in subsection 12.1.2.

In addition, the solar zenith angle dependence of the 8B solar neutrino flux is shown in
Figure 11.4.

11.3 Energy spectrum

The spectrum of the recoil electrons is measured with the same method as the flux measurement.
Namely, the method of the flux measurement is applied to events in each energy bin and the
obtained flux is plotted on the spectrum. The energy range from 3.5 to 19.5 is divided into 23
energy bins as described in Chapter 9. In addition, the energy bins below 7.5 MeV are divided
into three MSG groups. As mentioned in Chapter 6, the event sample with smaller MSG value
has more background contaminations in the data sample because the background events mainly
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Figure 11.3: Left: The definition of the zenith angle θz. Right: The solar angle distribu-
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4.5 − 19.5 MeV energy range. The horizontal axis shows ALL, Day, Night and each cos θz
bin. The full cos θz range is divided into 11 bins, 5 bins for daytime plus 6 bins for nighttime.
The solar neutrinos pass through the core of the Earth in the most right bin (cos θz > 0.83).
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come from the beta decay of 214Bi. In contract, the solar neutrino signal is likely to have a
high MSG value, because of less multiple scatterings when traveling the water. Hence, more
background events exist in the low MSG group, while more neutrino signals exist in the high
MSG groups. Figure 11.5 and Figure 11.6 illustrate the solar angle distributions for the each
MSG group below 5.5 MeV and below 7.5 MeV, respectively.

For each MSG group and each energy bin below 7.5 MeV, the signal probability density
sij,MSG is obtained from the solar neutrino MC simulation and the background probability
density bij,MSG is obtained from the final data sample. Then, the signal extraction process is
simultaneously performed using new probability densities sij,MSG and bij,MSG for each MSG
group. Finally, the results from each MSG groups are combined into one. The merit of this
method is that the statistical uncertainty can be reduced by about ∼ 10% [108, 110]. The
additional systematic uncertainty caused by this method is relatively small compared to the
statistical fluctuation and it is taken into account in the spectrum analysis.

Figure 11.7 shows the solar angle distribution above 7.5 MeV without the MSG method.
Table 11.1 shows the observed and the expected rates in each energy bin.
The observed event rate is also shown in Figure 11.8. The energy spectrum in SK-IV is

shown in Figure 11.9.

146



sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0.02

0.03

0.04

0.05

0.06

0.07

0.08

3.5-4.0 MeV(kin)

0.0 <= msg < 0.35

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0.02

0.03

0.04

0.05

0.06

0.07

0.08

3.5-4.0 MeV(kin)

0.35 <= msg < 0.45

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0.02

0.03

0.04

0.05

0.06

0.07

0.08

3.5-4.0 MeV(kin)

0.45 <= msg <= 1.0

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.0-4.5 MeV(kin)

0.0 <= msg < 0.35

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.0-4.5 MeV(kin)

0.35 <= msg < 0.45

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.0-4.5 MeV(kin)

0.45 <= msg <= 1.0

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.5-5.0 MeV(kin)

0.0 <= msg < 0.35

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.5-5.0 MeV(kin)

0.35 <= msg < 0.45

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

4.5-5.0 MeV(kin)

0.45 <= msg <= 1.0

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

5.0-5.5 MeV(kin)

0.0 <= msg < 0.35

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

5.0-5.5 MeV(kin)

0.35 <= msg < 0.45

sunθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ev
en

t/d
ay

/k
to

n

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

5.0-5.5 MeV(kin)

0.45 <= msg <= 1.0

Figure 11.5: The solar angle distributions for the energy bins which use MSG sub groups.
The horizontal axis shows cos θsun and the vertical axis shows the event rate in unit of
event/day/kton/bin where the total number of bins is 40. The first through the fourth rows
show the plots for 3.5 − 4.0, 4.0 − 4.5, 4.5 − 5.0 and 5.0 − 5.5 MeV energy bins, respectively.
The first, second and third columns show the plot using 0 ≤ MSG < 0.35, 0.35 ≤ MSG < 0.45
and 0.45 ≤ MSG ≤ 1.0 respectively.
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Figure 11.6: The solar angle distributions for the energy bins which use MSG sub groups.
The horizontal axis shows cos θsun and the vertical axis shows the event rate in unit of
event/day/kton/bin where the total number of bins is 40. The first through the fourth rows
show the plots for 5.5 − 6.0, 6.0 − 6.5, 6.5 − 7.0 and 7.0 − 7.5 MeV energy bins, respectively.
The first, second and third columns show the plot using 0 ≤ MSG < 0.35, 0.35 ≤ MSG < 0.45
and 0.45 ≤ MSG ≤ 1.0 respectively.
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Figure 11.7: The solar angle distributions for the energy bins which do not use MSG sub
groups. The horizontal axis shows cos θsun and the vertical axis shows the event rate in unit of
event/day/kton/bin where the total number of bins is 40. The energy ranges are shown in each
panel.
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Table 11.1: The observed and expected event rates in each energy bin at 1 AU. The errors are
statistical errors only. The 8B solar neutrino flux is assumed to be 5.25× 106 [/cm2/sec].

Energy [MeV(kin)] Observed rate Expected rate
ALL DAY NIGHT 8B hep

−1 ≤ cos θz ≤ 1 −1 ≤ cos θz ≤ 0 0 < cos θz ≤ 1

3.5− 4.0 90.8+10.9
−10.7 91.0+17.1

−16.8 90.5+14.0
−13.8 196.6 0.347

4.0− 4.5 82.2+5.1
−5.0 76.8+7.9

−7.6 86.5+6.8
−6.6 182.8 0.335

4.5− 5.0 75.7+3.4
−3.3 71.6+5.0

−4.9 79.0+4.6
−4.5 167.8 0.323

5.0− 5.5 64.5+2.1
−2.1 64.5+3.1

−3.1 64.5+2.9
−2.9 153.2 0.312

5.5− 6.0 58.3+1.6
−1.5 57.2+2.3

−2.2 59.3+2.2
−2.1 137.9 0.298

6.0− 6.5 55.7+1.4
−1.3 53.8+2.0

−1.9 57.5+1.9
−1.9 121.9 0.282

6.5− 7.0 47.0+1.2
−1.2 44.7+1.7

−1.7 49.2+1.7
−1.7 106.7 0.266

7.0− 7.5 41.0+1.1
−1.1 42.3+1.6

−1.5 39.7+1.5
−1.5 92.1 0.249

7.5− 8.0 35.7+0.9
−0.9 35.5+1.4

−1.3 36.0+1.3
−1.3 78.0 0.232

8.0− 8.5 29.0+0.8
−0.8 28.6+1.2

−1.1 29.5+1.2
−1.1 65.1 0.215

8.5− 9.0 23.8+0.7
−0.7 24.1+1.1

−1.0 23.5+1.0
−1.0 53.4 0.197

9.0− 9.5 18.6+0.6
−0.6 18.4+0.9

−0.8 18.8+0.9
−0.8 42.9 0.180

9.5− 10.0 14.5+0.5
−0.5 13.9+0.7

−0.7 15.2+0.8
−0.7 33.7 0.162

10.0− 10.5 10.5+0.4
−0.4 10.2+0.6

−0.6 10.8+0.6
−0.6 26.0 0.144

10.5− 11.0 8.78+0.40
−0.38 8.16+0.56

−0.52 9.37+0.57
−0.54 19.52 0.128

11.0− 11.5 6.90+0.34
−0.32 7.03+0.49

−0.46 6.77+0.48
−0.44 14.30 0.112

11.5− 12.0 4.45+0.27
−0.25 4.10+0.38

−0.35 4.79+0.39
−0.36 10.23 0.097

12.0− 12.5 2.99+0.22
−0.21 3.08+0.32

−0.29 2.90+0.32
−0.29 7.08 0.083

12.5− 13.0 2.29+0.19
−0.17 2.36+0.27

−0.24 2.22+0.27
−0.24 4.78 0.071

13.0− 13.5 1.55+0.16
−0.14 1.62+0.23

−0.20 1.47+0.23
−0.19 3.09 0.059

13.5− 14.5 1.62+0.16
−0.14 1.59+0.23

−0.20 1.65+0.23
−0.20 3.16 0.088

14.5− 15.5 0.534+0.099
−0.083 0.559+0.144

−0.112 0.504+0.147
−0.114 1.116 0.056

15.5− 19.5 0.198+0.067
−0.050 0.120+0.089

−0.055 0.271+0.108
−0.075 0.456 0.064

150



Recoil electron kinetic energy [MeV]
4 6 8 10 12 14 16 18 20

O
bs

er
ve

d 
ev

en
t r

at
e 

[e
ve

nt
/d

ay
/2

2.
5k

to
n]

-310

-210

-110

1

10

Figure 11.8: The observed 8B solar neutrino event rate. The horizontal axis shows the recoil
electron kinetic energy [MeV] and the vertical axis shows the event rate [event/day/22.5kton].
The black (red) points show the observed solar neutrino event in data (MC). The reduction
efficiencies for each reduction cut are corrected.
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Figure 11.9: The energy spectrum of 8B solar neutrino in SK-IV. The horizontal axis shows the
recoil electron kinetic energy [MeV] and the vertical axis shows the ratio of the measured rate
to the unoscillated solar neutrino MC simulation rate. The MC simulation assumes a total flux
of 5.25 × 106 /cm2/sec. Below the 7.5 MeV region, the signal extraction is performed taking
into account the MSG groups.
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11.4 Low energy region

After the improvement of the water circulation system, optimization of the data reduction cuts,
the detection efficiency calibration study and the background study, the energy threshold of the
analysis is lowered down to 3.5 MeV from 4.0 MeV. The solar angle distributions in 3.5 − 4.0
MeV and 4.0− 4.5 MeV energy ranges are shown in Figure 11.10. For the first time, the clear
solar neutrino signal is extracted in the 3.5− 4.0 MeV energy range. The number of extracted
events, N3.5−4.0 is:

N3.5−4.0 = 1299+156
−154(stat.)

+66
−64(syst.) events. (11.4.1)

So this number is 7.8σ away from 0. It gives the most precise (statistically significant) mea-
surement in the 3.5− 4.0 MeV region among the all solar neutrino experiments.
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Figure 11.10: The solar angle distribution for the first lowest energy bin (3.5 − 4.0 MeV) and
the second lowest energy bin (4.0 − 4.5 MeV). The horizontal axis shows the cos θsun and the
vertical axis shows the event rate in unit of event/day/kton/bin where the total number of bins
is 80. The black dots show the observed data. The red solid line and blue solid line show the
best fit signal and background shapes, respectively
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Chapter 12

Combined analysis result

12.1 8B solar neutrino flux measurement

12.1.1 Extracted signal

Figure 12.1 shows the solar angle distributions through all SK phases. Since SK-IV has the
longest observation time and the lowest energy threshold, the solar neutrino signal peak around
cos θsun = 1 is the largest among all SK phases. Since the livetime of daytime and nighttime is
different, the primary difference in height of the distribution is due to the livetime.

Figure 12.2 shows the solar angle distribution for the combined data of SK-I through SK-IV.
The extracted solar neutrino signal exceeds 77, 000 events in 4890 days.

12.1.2 Combined result of 8B solar neutrino flux measurement

Table 12.1 summarizes the flux measurements with SK. As shown in Figure 11.2, the flux
measurements among the SK phases are consistent within the total uncertainties which is the
quadratic sum of statistical and systematic errors.

In order to calculate the combined flux value, a special treatment is done as follows: (1)
The statistical uncertainty and the total flux systematic uncertainties except for cross section,
neutrino spectrum shape, signal extraction and spallation are combined, which is represented
as esp, then, the weight factor is obtained for each SK phase. (2) Take the average of the flux
value using weight factors. (3) For the remaining above 4 uncertainties above, take the average
using the weight factors, then, merge into one by adding in quadrature, which is represented
as eup. (4) The total combined uncertainty is calculated by adding esp and eup in quadrature.
Finally, the obtained combined total flux of all SK data is

Φ8B,SK = 2.341± 0.044(stat.+ syst.) ×106/cm2/sec. (12.1.1)

Figure 12.3 shows the zenith angle distribution in each SK phase. The left of Figure 12.4
shows the combined zenith angle distribution. When considering the solar neutrino flux during
daytime and nighttime, the day/night asymmetry can be calculated as

ADN =
ΦDay − ΦNight

(ΦDay + ΦNight)/2
. (12.1.2)
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Figure 12.1: Solar angle distributions of each SK phase. The horizontal axis shows the solar
angle cos θsun and the vertical axis shows the number of events in each bin, where total number
of bins is 80. The black histograms are the solar angle distribution during all livetime, the
red histograms and the blue histograms are the solar angle distribution during daytime and
nighttime, respectively. Since the livetime between daytime and nighttime is different, the
primary difference in height of the distribution is due to the livetime.

Table 12.1: Summary of the flux measurement results of SK.

Live time [days] Energy [MeV] Extracted signal Flux [×106/cm2/sec] Ref.

SK-I 1496 4.5− 19.5 22, 443+227
−225(stat.)

+786
−718(syst.) 2.38± 0.02(stat.)± 0.08(syst.) [109]

SK-II 791 6.5− 19.5 7, 210+153
−151(stat.)

+483
−461(syst.) 2.41± 0.05(stat.)+0.16

−0.15(syst.) [113]

SK-III 548 4.0− 19.5 8, 148+133
−131(stat.)± 176(syst.) 2.40± 0.04(stat.)± 0.05(syst.) [114]

SK-IV 2055 3.5− 19.5 39, 786+317
−315(stat.)

+695
−674(syst.) 2.31± 0.02(stat.)± 0.04(syst.) This work

Combined 4890 - more than 77,000 2.341± 0.044(stat.+ syst.) This work
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Figure 12.2: Combined solar angle distribution for SK-I through SK-IV, the total live time
is 4840 days. The horizontal axis shows the solar angle cos θsun and the vertical axis shows
the number of events, where the number of bins is 80. The back points show the data, the
red histograms are the best fit result and the black bashed line shows the background shape,
respectively.

Table 12.2: Summary of day/night asymmetry for each SK phase.

Phase ADN ± (stat.)± (syst.) [%]
SK-I −2.1± 2.0± 1.3
SK-II −5.5± 4.2± 3.7
SK-III −5.9± 3.2± 1.3
SK-IV −3.1± 1.6± 1.4

Combined −3.3± 1.1± 0.8

The Table 12.2 shows the measurements of ADN for each phase. The SK combined day/night
flux asymmetry is obtained as

ADN,SK = (−3.3± 1.1(stat.)± 0.8(syst.))%, (12.1.3)

where it is 2.4σ away from zero. The negative sign indicates that the night flux is larger than
that of the day flux.

The right of Figure 12.4 shows the values of day/night asymmetry in each SK phase as well
as the combined result.
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Figure 12.3: The day and night flux values and the its zenith angle distributions. The horizontal
axis shows the ALL, Day, Night and the cos θz respectively. The full cos θz range is divided into
11 bins, 5 bins for the day time and 6 bins for the night time. The solar neutrinos passing
through the core of the Earth in the most right bin. The vertical axis shows the observed 8B
solar neutrino flux, assuming 5.25 × 106 /cm2/sec. The left-top, right-top, left-bottom, right-
bottom show the plots for SK-I, SK-II, SK-III and SK-IV, respectively. The error bars are only
statistical errors.

12.1.3 Yearly variation of the 8B solar neutrino flux

As explained in subsection 2.1.4, the solar activity changes with the 11-year cycle. SK observed
solar neutrinos for 18 years, which corresponds to about 1.5 solar activity cycle. So, it is possible
to discuss whether the solar neutrino flux is correlated with the solar activity or not.

To check the stability of the 8B solar neutrino flux, the yearly flux values are calculated with
the same signal extraction method as described in section 11.1. The data above 4.5 MeV (6.5
MeV for SK-II) is used, because the events above 4.5 MeV can be detected with the efficiency
of 100% among all SK phases. Although the data set used in this thesis includes a half of 2015
(Table 3.1), the data taken in 2015 is not used in this analysis, because it is not the complete
one year measurement. In addition, the data in 2002 is not used, because SK-II started in
October and the total livetime in 2002 is less than 3 months. It is noted that the yearly flux in
2008 is divided into two, one is during SK-III and the other is during SK-IV.
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Figure 12.4: Left: The combined zenith angle dependence of the solar neutrino flux. The error
bars are only statistical errors. The horizontal axis shows the ALL, Day, Night and the cos θz
respectively. The cos θz region is divided into 11 bins, 5 bins are used for the day time and
6 bins are used for the night time. The solar neutrino passed through the core of the Earth
in the most right bin. The vertical axis shows the observed 8B solar neutrino flux assuming
5.25× 106 /cm2/sec. Right: The day/night asymmetry for each SK phase. The horizontal axis
illustrates the phase of SK and the vertical axis shows the value of ADN. The red points show
the measurement results of each SK phase, where the inner error shows the statistical error
only and the outer (blue) error shows the total (stat.+syst.) error. The gray band shows the
combined value (stat.+syst.).

The right of Figure 12.5 shows the SK yearly solar neutrino flux measured throughout the
different phases in SK together with the corresponding sunspot number. The yearly variation
of the measured flux is fully consistent with a constant solar neutrino flux emitted by the Sun.

In order to test the correlation between the yearly fluxes and the sunspot numbers, the χ2

between the average flux value and the yearly flux values is defined as:

χ2 = Min

[
NSK∑
p=1

np∑
t=1

(
r − (dp,t + αp)

σp,t

)2

+

(
αp

τp

)2
]
, (12.1.4)

where p is a SK phase, t is the year in a SK phase, r is the combined SK average flux, dp,t is the
yearly flux corresponding to the SK phase p and the year t, σp,t is the statistical uncertainty of
dp,t, τp is the systematic uncertainty of SK phase p and αp is the nuisance parameter describing
systematic shift of phase p. The χ2 is calculated with the total experimental error as,

χ2 = 12.86/18 d.o.f, (12.1.5)

which corresponds to probability of 80.0%.
In addition, to evaluate the correlation between observed 8B solar neutrino flux and the

sunspot number, the following function is defined as

f(sy) = a0 × sy + c0, (12.1.6)
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where sy is an average value of sunspot number in each year, a0 and c0 are the fitting parameters.
The right of Figure 12.5 shows the yearly variation of the measurement flux as a function of
sunspot number as well as the best fit result, where best fit parameters are

a0 = (0.53± 1.05)× 10−4, (12.1.7)

c0 = 0.443± 0.006. (12.1.8)

According to the fitting result, the slope of the function is consistent with 0. No significant
correlation with the solar activity is seen.
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Figure 12.5: Left: The yearly variation of the 8B solar neutrino flux measured by SK. The
horizontal axis shows the data in year and the left (right) horizontal axis shows the measured
solar neutrino flux normalized to the unoscillated MC prediction using 5.25 × 106 /cm2/sec
(sunspot number). The red points show the yearly flux measured by SK (statistical error only),
the gray bands show the systematic uncertainty in each SK phase, the red band shows the error
on the combined solar neutrino flux and the black points show the sun spot number taken from
[49]. Right: The yearly flux as a function of sunspot number. The black points show the yearly
flux with the total uncertainty (stat.+syst.), the red line shows the best fit result and the blue
dashed lines show the 1σ band.

12.2 Energy spectrum

Figure 12.6 shows the energy spectrum with the total uncertainty in each SK phase. As men-
tioned before, the energy threshold is lowered to 3.5 MeV in SK-IV while the lowest energy is
4.0 MeV in SK-I and SK-III. In addition, the SK-IV data gives the most precise result among
all SK phases because of the longest operation time and the smallest systematic uncertainties.
The combined energy spectrum will be shown after the oscillation analysis.
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Figure 12.6: The energy spectrum in each SK phase. The horizontal axis shows the recoil
electron kinetic energy [MeV] and the vertical axis shows the ratio of the measured flux to the
unoscillated solar neutrino MC simulation flux. The total flux of 5.25×106 /cm2/sec is assumed
in the MC simulation. The SK-IV result has already been shown in Figure 11.9, however, it is
put here again for comparison.

12.3 Oscillation Analysis

12.3.1 Spectrum shape prediction

The expected energy spectrum of the recoil electrons is calculated by taking into account neu-
trino oscillations. The survival probability of electron type neutrino is weighted by a factor pe,
survival probability of an electron neutrino, and by a factor of (1− pe) and a cross section ratio
of νµ/τ and νe (σνµ/τ/σνe).

Since solar neutrinos are produced at the core of the Sun, their neutrino oscillations are
affected by the matter effect. Then, after going out from the surface of the Sun, neutrinos
travel in vacuum. In addition, neutrinos travel through the Earth during nighttime and matter
effect of the Earth must be taken into account. Thus, the predicted survival probability is
calculated by taking into account the following things: (1) From the production location to the
surface of the Sun, (2) From the surface of the Sun to the surface of the Earth, (3) From the
surface of the Earth to the SK detector.
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It is known that the traveling length from the Sun to the Earth is much longer than the
vacuum oscillation length, when the current oscillation parameters are assumed. Thus, in the
case (2), it is assumed that ν1 and ν2 of the mass eigenstates are incoherent. Under this
condition, the survival probability can be expressed as

pe = p1 × p1e + p2 × p2e = 2p1p1e + 1− p1 − p1e, (12.3.1)

where pi means that νe produced at the core of the Sun appears as νi and pie means that νi
at the surface of the Earth appears as νe in the SK detector [118]. In the MC simulation, the
production location distribution is based on the SSM model, as shown in the right of Figure 2.5.
Since the path of the observed solar neutrinos in the Sun is not identified, the expected value of
p1 is obtained by averaging over the production location. On the other hand, the path through
the Earth is uniquely determined when the time of the event, namely the position of the Sun, is
given. Since the matter effect in the Earth also depends on the oscillation parameters (∆m2, θ),
p1e is obtained as a function of both the energy and the zenith angle with various oscillation
parameters, thus pie is described as pie(Eν , ∆m2, θ, cos θz).

Since the signal extraction is performed by using Nbin = 23 in SK-IV, the predicted rate of
the solar neutrino interaction in the i−th bin in the observed energy range from Elow,i to Ehigh,i

is defined as

ri =

∫ Ehigh,i

Elow,i

dE

∫
Eν

dEνΦ(Eν)dEeR(Ee, E)

(
pe
dσνe

dEe

+ (1− pe)
dσνµ/τ

dEe

)
, (12.3.2)

where R(Ee, E) is the detector response function defined as equation (10.1.1), dσνx/dEe is the
differential cross section of the elastic scattering for νx.

In the analysis, the bin of cos θz in the daytime is 1 while the bin of cos θz in the nighttime
is divided into 1000. By means of this binning, the predicted event rate for 8B and hep solar
neutrinos in the i−th energy bin is represented as

Bosc
i =

1001∑
cz=1

τ(cz)

τtot
× r

8B
i (cz), (12.3.3)

Hosc
i =

1001∑
cz=1

τ(cz)

τtot
× rhepi (cz), (12.3.4)

where τ(cz) is the livetime of the cz = (cos θz) bin, which is obtained from the run profile
corresponding to the real operation data, and τtot is the total livetime. Figure 12.7 shows the
distribution of the livetime fraction τ(cz)/τtot.

12.3.2 χ2 definition for the spectrum shape

The definition of χ2 is

χ2 =

Nbin∑
i=1

[di − (βbi + ηhi)× f(Ei, δB, δS, δR)]
2

σ2
i

+ δ2B + δ2S + δ2R. (12.3.5)

The parameters used in this equation are as follows:
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Figure 12.7: The livetime fraction as a function of cz(= cos θz).

1. i: The i−th energy bin defined in section 9.1.

2. di, bi and hi : Ratios of the data and the oscillated MC 8B solar neutrino event rate to
the unoscillated SSM MC 8B solar neutrino event rate, which defined as:

di =
Di

Bi +Hi

,

bi =
Bosc

i

Bi +Hi

,

hi =
Hosc

i

Bi +Hi

,

where Di is the observed solar neutrino event rate, Bi and Hi are the expected event rates
without oscillations, which are summarized in Table 11.1.

3. β and η: The free parameters to allow the arbitrary fit of the total neutrino fluxes.

4. f(Ei, δB, δS, δR): The energy spectrum shape factor due to systematic uncertainties. They
are defined as:

f(Ei, δB, δS, δR) = fB(Ei, δB)× fS(Ei, δS)× fR(Ei, δR), (12.3.6)

where B is the 8B neutrino spectrum, S is the energy scale and R is the energy resolution
in the systematic errors. The function fx(Ei, δx)(x = B, S,R) is defined as:

fx(Ei, δx) =
1

1 + δxε±x (Ei)
, (12.3.7)
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where δxis the dimensionless parameter to scale the energy correlated uncertainty and ε
is the energy correlated systematic error on the spectrum shape shown in Figure 10.9.

5. σi: The combined uncertainty of statistical and energy uncorrelated systematic uncertain-
ties in quadrature with these errors.

δx varies until χ2 becomes minimum with βmin and ηmin, where βmin and ηmin are calculated
analytically by setting the partial first derivative of χ2 with respect to β and η to zero. When
βmin and ηmin are minimum, χ2 is denoted by χ2

min.
In equation (12.3.5), the uncertainty σi is calculated, taking into account the energy uncor-

related systematic uncertainty on the total flux. For this purpose, Taylor expansion of χ2 is
calculated around minimum of χ2

min.

χ2(β, η) = χ2
min(βmin, ηmin) +

(
β − βmin

η − ηmin

)T

C0

(
β − βmin

η − ηmin

)
, (12.3.8)

where

C0 =

Nbin∑
i=1

(
b2i /σ

2
i bihi/σ

2
i

bihi/σ
2
i h2

i /σ
2
i

)
. (12.3.9)

C0 is scaled by a new factor αsys to add the total energy uncorrelated systematic uncertainty
σsys. αsys is defined as

αsys =
σ0

σ2
0 + σsys

2
, (12.3.10)

where the statistical uncertainty σ2
0 is also defined as

σ2
0 =

Nbin∑
i=1

1

(σstat.,i)2
. (12.3.11)

Using αsys, χ
2 is scaled as

χ2
αsys

(β, η) = χ2
min(βmin, ηmin) +

(
β − βmin

η − ηmin

)T

αsysC0

(
β − βmin

η − ηmin

)
(12.3.12)

Finally, χ2 for the energy spectrum is represented as

χ2
spec(β, η) = Min

[
χ2
αsys

(β, η, δB, δS, δR) + δ2B + δ2S + δ2R

]
(12.3.13)

with five fitting parameters; β, η, δx (x = B,S,R).

12.3.3 Time variation analysis

The time variation analysis is performed taking into account the matter effect in the Earth.
The probability density of the signal sij in equation (12.3.14) is scaled by a scaling function
in order to take into account the matter effect. The scaling function is defined as, ri(cz)/r

ave
i

where ri(cz) is the predicted solar neutrino event rate as a function of cos θz in the i−th energy
bin and ravei is the average of the oscillated event rate over cos θz.
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Figure 12.8: The predicted zenith angle dependence of the solar neutrino event rate. The
horizontal axis shows cos θz and the vertical axis shows the ratio of the oscillated MC event rate
to the unoscillated event.

The cos θz dependence of the predicted solar neutrino rate is shown in Figure 12.8 with
∆m2

21 = 4.84× 10−5 eV2 and sin2 θ12 = 0.314.
According to the above modification, the likelihood function is rewritten as

Ltime = e−(
∑

i Bi+S)

Nbin∏
i=1

ni∏
j=1

(Bi · bij + S · Yi · sij · ri(cz)/ravei ) . (12.3.14)

Then, in order to test the matter effect in the Earth, the difference between the original L
and the Ltime is considered. The ∆χ2

time is obtained as

∆χ2
time = −2(logL − logLtime). (12.3.15)

Finally, the χ2 is defined as

χ2 = χ2
spec +∆χ2

time. (12.3.16)

Since SK has four different phases, χ2 in each SK phase should be summed up as

χ2
SK,full =

4∑
p=0

χ2
p

=
4∑

p=0

(
Min

[
χ2
αsys,p(β, η, δB,p, δS,p, δR,p) + δ2B,p + δ2S,p + δ2R,p

]
+∆χ2

time,p

)
.

(12.3.17)

12.3.4 Flux constraint

When the formalization of χ2
spec, free parameters β and η are introduced. In order to minimize

the difference between the data and the MC simulation prediction, β and η are allowed to have
any values. For the flux constraint fit, the flux factor β and η are constrained to the total rate
of the solar active neutrinos measured by SNO, hence the NC flux is used [71].
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To take into account this constraint, new two terms are added to χ2
SK,full as

χ2
SK,full =

4∑
p=0

χ2
p +

(β − 1)2

σΦ8B

+
(η − 1)2

σΦhep

. (12.3.18)

where σΦ8B
(= 0.04) is the uncertainties from the SNO NC measurement and σΦhep

(= 2.0) is the
uncertainty from the limit of the SSM prediction.

12.3.5 Oscillation analysis result

Using the flux constrained χ2 method, an allowed region of the solar neutrino oscillation param-
eters is obtained. Figure 12.9 shows the allowed region of tan2 θ12 vs ∆m2

21 (left) and sin2 θ12 vs
∆m2

21 (right). The best fit parameters are

sin2 θ12,SK = 0.339+0.027
−0.023, (12.3.19)

∆m2
21,SK =

(
4.73+1.42

−0.81

)
× 10−5 eV2. (12.3.20)

The SK measurement strongly constrains neutrino oscillation parameters. The SK measure-
ment uniquely selects the Large Mixing Angle (LMA) solution at ∼ 3σ level. When comparing
the obtained values with those with KamLAND, they agree well in sin2 θ12, while there is a 2σ
tension in ∆m2

21.
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Figure 12.9: Left: The allowed region (green) from the SK combined analysis with KamLAND
allowed region (light blue). The combined region is drawn in red. The horizontal axis shows
tan2 θ12 and the vertical axis shows ∆m2

21. Right: The allowed region (green) from the SK
combined analysis with KamLAND allowed region (light blue). The combined region is drawn
in red. The horizontal axis shows sin2 θ12 and the vertical axis shows ∆m2

21.
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Chapter 13

Discussion

13.1 Comparison with other solar neutrino experiments

Since both SK and SNO can observe 8B solar neutrinos in a similar energy range, it is better
to compare them. In order to combine the SK result with the SNO result, the SNO’s χ2 is
prepared [110]. It is added into the SK’s χ2 and it is used as the fifth phase of SK. Figure 13.1
shows the allowed region from the SK and SNO combined analysis. SK result is consistent with
SNO result. When both results are combined, the best fit neutrino oscillation parameters are

sin2 θ12,SK+SNO = 0.321± 0.013, (13.1.1)

∆m2
21,SK+SNO =

(
4.78+1.21

−0.67

)
× 10−5 eV2. (13.1.2)

The result from the radiochemical experiments, Homestake, SAGE and Gallex/GNO, and
the Borexino experiment (7Be only) are added into the calculation of χ2 with SK plus SNO.
The definition of χ2 from [119] is

χ2
other =

N=3∑
n=1,m=1

[
(RObs

n −RTheor
n )

(
σnm

2
)−1

(RObs
m −RTheor

m )
]
, (13.1.3)

where the N = 3 represent the number of experiments (Gallium experiments are merged), RObs
n/m

is the observed solar neutrino rate for the n/m−th experiment, RTheor
n/m is the predicted solar

neutrino event rate based on the SSM and σnm
2 is a matrix of squared uncertainty, which is the

sum of the correlated uncertainties.
After adding the χ2

other into χ2 of both SK and SNO, the allowed region is scanned as shown
in Figure 13.2. The best fit oscillation parameters are obtained as

sin2 θ12,solar = 0.315± 0.014,

∆m2
21,solar =

(
4.82+1.26

−0.63

)
× 10−5 eV2.

(13.1.4)

Then, by adding the results from KamLAND, the best fit oscillation parameters are

sin2 θ12,solar+KamLAND = 0.311± 0.013,

∆m2
21,solar+KamLAND =

(
7.48+0.19

−0.17

)
× 10−5 eV2.

(13.1.5)
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Figure 13.1: Left: The allowed region (green) from the SK combined analysis with the SNO
allowed region (light blue). The combined region is drawn in red. The horizontal axis shows
tan2 θ12 and the vertical axis shows ∆m2

21. Right: The allowed region (green) from the SK
combined analysis with the SNO allowed region (light blue). The combined region is drawn in
red. The horizontal axis shows sin2 θ12 and the vertical axis shows ∆m2

21.

After combining the results from the all solar experiments, a 2σ level tension is still seen in
∆m2

21 between the KamLAND result. As mentioned in chapter 1, the neutrino and anti-neutrino
disappearances are governed by the same oscillation pattern assuming the CPT invariance. It
is noted that this tension is not caused by the result from the SK, hence the center values from
the all solar neutrino experiments are slightly smaller than the result from KamLAND.

It is also possible to obtain the mixing angle θ13, when the constraining term of χ2 for SK
plus SNO is removed. Figure 13.3 shows the allowed region in the sin2 θ12 vs. sin2 θ13 plane.
The solar neutrino global fit is drawn in green and the best fit neutrino oscillation parameters
are

sin2 θ12,solar = 0.310+0.022
−0.017,

sin2 θ13,solar = 0.027+0.024
−0.027.

(13.1.6)

Then, by adding the result from the KamLAND, which is drawn in light blue, the best fit
neutrino oscillation parameters are

sin2 θ12,solar+KamLAND = 0.309+0.014
−0.013,

sin2 θ13,solar+KamLAND = 0.027± 0.015,
(13.1.7)

which gives ∼ 2σ significance for a non-zero θ13. This result is consistent with the results from
T2K and the short baseline reactor experiments [34, 37, 38].
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Figure 13.2: The allowed region (green) from the all solar combined analysis with the KamLAND
allowed region (light blue). The combined region is drawn in red. The horizontal axis shows
sin2 θ12 and the vertical axis shows ∆m2

21.

13.2 Combined energy spectrum

In order to test the MSW effect, it is convenient to calculate the prediction of the energy
spectrum with the measured oscillation parameters. Based on the oscillation analysis, the two
sets of the oscillation parameters are used, i.e. the result from solar neutrino global (13.1.4) and
solar plus KamLAND (13.1.5). In addition, the 8B solar neutrino flux is constrained based on
the SNO NC result [71], i.e. 5.25× 106 /cm2/sec. The numbers of bins in the energy spectrum
are, 21 for SK-I, 17 for SK-II, 22 for SK-III and 23 for SK-IV, respectively. Thus the total
number of bins becomes 83. Since the three parameters are constrained in the prediction, the
degree of freedom is 80 in total. It is noted that this spectrum analysis is independent of the
oscillation analysis, in other words, the combined spectrum shape is not used for the oscillation
analysis as described in section 12.3.2.

The χ2 between the measured energy spectrum and the prediction is calculated for each SK
phase because their systematic uncertainties are not the same. Then, four χ2s are merged into
one. Since the best fit 8B and hep solar neutrino fluxes for each phase are changed into one value
in the merge-process, the value of χ2 becomes worse. In addition, the systematic uncertainty
in neutrino spectrum is also considered in the merge-process. This systematic uncertainty also
contributes to the value of χ2. The best fit results are shown in Table 13.1.
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Figure 13.3: The allowed region (green) from the all solar combined analysis with the KamLAND
allowed region (light blue). The combined region is drawn in red. The horizontal axis shows
sin2 θ12 and the vertical axis shows sin2 θ13.

On the other hand, the ratio of the measured flux to the predicted flux provides with
information on the energy dependence of νe solar neutrino survival probability Pee. In order to
discuss the survival probability of νe flavor in solar neutrinos, a generic function is introduced
by SNO [71] as:

Pee(Eν) = c0 + c1

(
Eν

MeV
− 10

)
+ c2

(
Eν

MeV
− 10

)2

. (13.2.1)

This quadratic function is also used in the spectrum study. Based on the SNO analysis, the
three parameters are determined from the energy spectrum measurement. The χ2 is also listed
in Table 13.1.

In addition, in order to obtain the flat shape of the energy spectrum, the parameter pe used
in equation (12.3.1) is fixed at 0.317. Under this assumption, the “up-turn” in the transition
region can be suppressed. In consequence, the flat-like energy spectrum shape is obtained in
the transition region. It is noted that the flat-like shape is not completely flat due to the energy
dependence of the differential cross section between νe and νµ/τ .

Comparing the χ2 values of four different assumptions, the flat shape prediction is preferred
to the MSW predictions by 1.0 − 1.9σ level. The left Figure 13.4 shows the combined energy
spectrum as well as the predicted energy spectra. Since the systematic uncertainties for each
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phase are not the same, it is not adequate to statistically merge the energy spectra into one plot.
For this reason, Figure 13.4 is used only for demonstration purposes. In addition, the survival
provability is obtained from the parameters in the quadratic function. The right of Figure 13.4
shows the 1σ allowed band of the survival probability as a function of neutrino energy.

Table 13.1: Comparison of χ2 fitting results.

sin2 θ12 = 0.315, ∆m2
21 = 4.82× 10−5 eV2

Phase 8B flux [×106/cm2/sec] hep flux [×103/cm2/sec] χ2

SK-I 5.47 56.3 5.35
SK-II 5.41 40.8 19.07
SK-III 5.49 14.6 28.36
SK-IV 5.37 16.2 17.51

Combined 5.43 14.6 72.47

sin2 θ12 = 0.311, ∆m2
21 = 7.48× 10−5 eV2

Phase 8B flux [×106/cm2/sec] hep flux [×103/cm2/sec] χ2

SK-I 5.29 54.6 5.38
SK-II 5.27 39.4 19.56
SK-III 5.30 15.5 28.92
SK-IV 5.17 16.0 18.43

Combined 5.23 15.0 74.79

quadratic fit (c0, c1, c2) = (0.3355, 0.0014, 0.0008)
Phase 8B flux [×106/cm2/sec] hep flux [×103/cm2/sec] χ2

SK-I 5.26 50.3 5.39
SK-II 5.21 36.0 18.94
SK-III 5.28 10.5 27.95
SK-IV 5.17 13.0 17.21

Combined 5.22 12.9 71.25

flat shape
Phase 8B flux [×106/cm2/sec] hep flux [×103/cm2/sec] χ2

SK-I 5.52 58.5 5.26
SK-II 5.47 42.6 18.81
SK-III 5.55 13.4 27.97
SK-IV 5.45 16.6 17.67

Combined 5.50 14.1 71.42

13.3 Future prospect

13.3.1 “Up-turn” observation

Although it is not statistically significant, the spectrum shape of combined spectrum might
show a hint of the upturn observation. To observe the “up-turn” of the energy spectrum due
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Figure 13.4: Left: SK combined energy spectrum together with the MSW prediction curves.
The horizontal axis shows the recoil electron kinetic energy [MeV] and the vertical axis shows
the observed event rate normalized by the unoscillation prediction, 5.25 × 106 /cm2/sec.
The red points show the data, the green curve shows the predicted distorted shape with
(sin2 θ12, ∆m2

12) = (0.315, 4.82 × 10−5) from solar neutrino global and the blue curve shows
the predicted distorted shape with (sin2 θ12, ∆m2

12) = (0.311, 7.48× 10−5) from solar plus Kam-
LAND. The orange curve shows the quadratic fit, where (c0, c1, c2) = (0.3355, 0.0014, 0.0008)
and the black curve shows the flat shape prediction. Right: The survival probability. The hor-
izontal axis shows the neutrino kinetic energy in MeV and the vertical axis shows the survival
probability. The green and blue contour show the allowed region obtained from the SK and the
SNO [71]. The red contour shows the SK plus SNO combined allowed region.

to the MSW effect, it is required to improve the detector sensitivity to the lower energy solar
neutrino. Some possible ways to improve the sensitivity is discussed in this section. Related
with works presented in this thesis, the following topics are considered.

1. Background level in the solar neutrino analysis.

2. Trigger (Detection) efficiency for the lower energy region.

Background level

As described in section 8.4, the background level should be reduced by a factor of 10 to observe
the solar neutrino in the bottom region in the SK tank. Since it is found that EPDM gaskets used
in the membrane degasifier system emanate Rn, they should be replaced to the low background
Urethane type gaskets to reduce the Rn concentration in the supply water. If the refurbishment
is completed, it is expected that the Rn concentration in the supply water will be reduced.
Therefore, it is expected that the background events in the solar analysis will be reduced.

Currently, the dominant uncertainty in the 3.5 − 4.0 MeV (kin) region is statistical uncer-
tainty as described in equation (11.4.1). If the Rn background reduction above is completed,
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the analysis fiducial volume is expected to enlarged by a factor of ∼ 2 (8.85 kton → 22.45 kton).
The enlargement of the analysis volume can help to reduce statistical uncertainty.

In addition, the analysis energy threshold can be lowered below the current 3.5 MeV, when
the low background level is achieved. The lowered energy threshold can improve the sensitivity
to the “up-turn” of the energy spectrum caused by the MSW effect as described in subsection
2.3.1.

Trigger (detection) efficiency

As mentioned in Table 3.6, the hit threshold of SLE trigger was changed from 34 to 31 in May
2015. It allows to detector the low energy event more efficiently. Figure 13.5 shows the energy
dependence of the SLE trigger efficiency when the hit threshold is 31 or 34. As expected, the
detection efficiency is improved in the low energy region when the hit threshold is lowered. For
example, in 3.5− 4.0 MeV region, the trigger efficiency changes from ∼ 88% to ∼ 99%.
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Figure 13.5: The comparison of the trigger efficiency when the trigger hit threshold is 31 vs. 34.
This data is taken at the center calibration hole (x, y, z) = (+0.353,−0.707, 0.0) m. The left
(right) panel shows the calibration data (MC simulation). The red (black) hist shows the trigger
efficiency when the hit threshold is 31 (34) hit. The horizontal axis shows the reconstructed
energy [MeV] and the vertical axis shows the trigger efficiency [%].

The largest systematic uncertainty in the 3.5 − 4.0 MeV region is related with the trigger
efficiency, where it is +3.6/ − 3.3%, as shown in Table 10.2. This systematic uncertainty is
caused by the difference in the data and the solar neutrino MC simulation as described in
Chapter 7. Under the condition where the hit threshold is 31, the difference in the data and the
MC simulation is expected to be < ±1.0% in the 3.5 − 4.0 MeV region. Thus, the systematic
uncertainty in the 3.5− 4.0 MeV region can be reduced by lowering the hit threshold.
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Estimation of the sensitivity to the “up-turn”

Assuming the following conditions will be satisfied, the sensitivity to the “up-turn” of the energy
spectrum is estimated.

1. The detection efficiency in the lower energy region is ∼ 100%.

2. Background level is lowered by a factor of 1.5−2 in the tight fiducial volume. The current
event rate in the (tight) fiducial volume is shown in Figure 6.17. For example, the event
rate in the 3.5 − 4.0 MeV region should be lowered from 3 − 5 event/day/kton to 1 − 3
event/day/kton.

3. The (energy correlated) systematic uncertainty is half of the current evaluation.

The first and second conditions above are (expected to be) achieved based on the works
presented in this thesis. The first condition has been already achieved when the hit threshold
of the data acquisition is lowered from 34 to 31 as described above.

The second condition will be achieved, when the refurbishment of the membrane degasifier
system is completed as described in section 8.4.

The third condition, the systematic uncertainty, should be studied after the refurbishment
of the membrane degasifier system in the future.

Under the conditions above, the significance for “up-turn” is estimated, as in Figure 13.6.
It is expected that roughly 3σ observation will be achieved within approximately 6 years.

Figure 13.6: Sensitivity to the MSW effect (upturn) in future. The horizontal axis shows the
operation period and the vertical axis shows the significant for the upturn measurement. The
assumption in the text is considered. The solid line assumes that the background level is lowered
by a factor of ∼ 2. The dashed line assumes that the background level is lowered by a factor of
∼ 2 and the energy correlated systematic uncertainty is half 3 years later.
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13.3.2 Day/Night flux asymmetry

Since the day/night flux asymmetry measurement is statistically limited, it is required to take
more data. For 5- to 10-year observation, the significance of the day/night flux asymmetry will
achieve ∼ 3σ level.
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Chapter 14

Conclusion

The solar neutrino analysis using the fourth phase of the Super-Kamiokande, SK-IV, is carried
out to observe the MSW effect. In order to improve the sensitivity to the MSW effect, the
analysis energy threshold is lowered to 3.5 MeV in kinetic energy. For this purpose, the detection
efficiency, which includes the trigger efficiency and the data reduction, is precisely evaluated,
using calibration sources. In addition, a study of background at lower energy region is performed
and it is found that main background source is identified as radon in the tank water.

The flux of 8B solar neutrinos is revised, using all observed solar neutrino events above 3.5
MeV. In this thesis, systematic uncertainties of various reduction cuts are precisely re-evaluated
also for higher energy solar neutrino events. Finally, the total systematic uncertainty on the 8B
solar neutrino flux is estimated to be ±1.7%, which is the lowest among all SK phases.

Using 2055.5 day’s data sample taken in SK-IV, the observed 8B solar neutrino flux is

Φ8B,SK4 = 2.314± 0.018(stat.)± 0.039(syst.) × 106/cm2/sec,

which is consistent with SK-I through SK-III results. In the 3.5− 4.0 MeV region, the number
of the extracted solar neutrino signal is

1299+156
−154(stat.)

+66
−64(syst.) events,

which is the most precise (statistically significant) measurement among the all solar neutrino
experiments.

Combining the results in all SK phases, the 8B solar neutrino flux is

Φ8B,SK = 2.341± 0.044(stat.+ syst.) ×106/cm2/sec.

The day/night asymmetry is expected from the matter effect of the Earth. The flux is
measured separately for daytime and nighttime and their asymmetry is

ADN,SK =
ΦDay − ΦNight

(ΦDay + ΦNight)/2

= (−3.3± 1.1(stat.)± 0.8(syst.))%,

where it is 2.4σ away from zero. The SK data shows 2.4σ level asymmetry of the day/night
difference.
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The correlation between 8B solar neutrino fluxes observed by SK and the solar activity is
yearly evaluated. First of all, the χ2 assuming a constant flux is calculated to be χ2 = 12.86/18
d.o.f, which corresponds to 80%. The fit taking into account the linear correlation with sunspot
number is given. No significant correlation is seen.

The neutrino oscillation analysis combing all SK phases is performed. Obtained oscillation
parameters are

sin2 θ12,SK = 0.339+0.027
−0.023,

∆m2
21,SK = 4.73+1.42

−0.81 × 10−5 eV2.

In addition, the oscillation analysis including all solar neutrino experiments (SK, Chlorine,
Gallium, SNO and Borexino) is performed and obtained oscillation parameters are

sin2 θ12,solar = 0.315± 0.014,

∆m2
21,solar = 4.82+1.26

−0.63 × 10−5 eV2.

The value of sin2 θ12 is consistent with the KamLAND ν̄e measurement (sin2 θ12,KamLAND =
0.312+0.033

−0.025). However, ∼ 2σ level tension is seen in∆m2
21 compared with the value in KamLAND

(∆m2
21,KamLAND = 7.54+0.19

−0.18 × 10−5 eV2). Combining the solar neutrino global result and the
KamLAND result, the oscillation parameters are obtained as

sin2 θ12,solar+KamLAND = 0.311± 0.013,

∆m2
21,solar+KamLAND = 7.48+0.19

−0.17 × 10−5 eV2.

The 3-flavor oscillation analysis is also performed. When combining all SK phases and other
solar neutrino experiments, the best fit parameters are given as

sin2 θ12,solar = 0.310+0.022
−0.017,

sin2 θ13,solar = 0.027+0.024
−0.027.

Then, by adding the result from KamLAND experiment, the best fit parameters are

sin2 θ12,solar+KamLAND = 0.309+0.014
−0.013,

sin2 θ13,solar+KamLAND = 0.027± 0.015.

which is consistent with the results from the T2K and the short baseline reactor experiments.
In summary, the SK solar neutrino data is consistent with the global oscillation analysis

of solar plus KamLAND. However, there is a 2σ level tension between solar neutrino global
and KamLAND ∆m2

21. The main reason for the tension is the larger value of the day/night
asymmetry and small distortion of the energy spectrum.

Because of the MSW effect, the “up-turn” of the energy spectrum should be observed.
Using the low threshold SK-IV data combined with SK-I, II and III, the spectrum shape is
discussed. The χ2 of the observed spectrum with respect to general quadratic fit, flat shape, the
solar neutrino global best fit oscillation parameters and solar plus KamLAND best fit oscillation
parameters are 71.25, 71.42, 72.47 and 74.79, respectively. The flat shape is favored by 1.1−1.9σ
level compared with the MSW prediction with best fit oscillation parameters.
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Based on the study of the detection efficiency and the background, the future prospect for
the observation to the “up-turn” of the energy spectrum is discussed. With the improvements
of the detection efficiency and the reducing the radon background in the solar analysis, the
“up-turn” of the energy spectrum due to the MSW effect is expected to be observed at ∼ 3σ
level within about 6 years.
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Appendix A

Rn measurement system

In order to understand the origin of the background events in SK, it is required to measure the
Rn concentration in ultra pure water. For this purpose, a Rn measurement system is developed.
However, it is difficult to measure ∼ 0.1 mBq/m3 level of the Rn concentration in purified water.
Therefore, firstly new low BG 80 L Rn detector had been developed [102]. In order to increase
the sensitivity of the Rn detector, increasing the volume of the detector is the straight forward
way. However, it costs high and it is necessary to calibrate the detector, which takes long time.
Hence, it is chosen to measure Rn concentration using activated charcoal.

The strategy for direct measurement of the Rn concentration in purified water is follows:

1. Degas Rn from purified water with a Rn extraction mixer which is newly developed.

2. Absorb Rn into the cooled activated charcoal.

3. Degas Rn from the activated charcoal.

4. Measure the Rn concentration with the Rn detector.

A.1 Development of Rn extraction system

A.1.1 Mechanical structure

Figure A.1 shows a schematic diagram of Rn extraction system from water to air, as it mixes
water with air. It is called “mixer” hereafter. This mixer consists of 12 wing units, an inlet
part and an outlet part for water and air, and a water buffer tank.

The inside of the wing unit is welded with 4 wings which direct downward. Its height is
60.0 mm, its inner diameter is 41.6 mm and its outer diameter is 48.6 mm. The 6 right-turn
wing units and 6 left-turn wing units are prepared, then they are welded with each others
alternately. Each wing has many holes as described in Figure A.1. The surface of the inside is
electro-polished including holes.

The sampled water is supplied from the inlet at the top while pure air is also supplied to the
mixer from the inlet at the bottom. As water falls down through the mixer and hits against the
wings, water becomes mist-like and is mixed with pure air. During this process, Rn is degassed
from the sampled water and degassed to the air. The mixed air is sampled from the outlet at
the top of the mixer.
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Degassed water after mixing is stored in the water tank under the mixer. The water tank is
made of PVC and it has three layers to prevent Rn outside from coming into the mixer.

A.1.2 Extraction efficiency

Total radioactivity of Rn in water and air is the same before and after they are mixed

Cw,0Fw∆t+ Ca,0Fa∆t = CwFw∆t+ CaFa∆t, (A.1.1)

where Cw,0 (Ca,0) is the Rn concentration in water (air) before mixing, Cw (Ca) is the Rn
concentration of water (air) after mixing, Fw (Fa) is the flow rate of water (air) through this
mixer and ∆t is small unit time.

The equation (A.1.1) is re-written as follows

1 =
Cw

Cw,0

+
Ca − Ca,0

Cw,0

× Fa

Fw

. (A.1.2)

The first term is the ratio of the Rn concentration in purified water before mixing and after
mixing. The second term is the ratio between the sampled water before mixer and mixed air
after mixer. The second term in equation (A.1.2) is the efficiency of Rn extraction in this system

Thus, the Rn extraction efficiency can be determined by measuring the Rn concentration in
both air and water. For the Rn concentration in air, the Rn detector which has been developed
is used [120, 102]. For the Rn concentration in water, the liquid scintillator method which is
defined as a standard Rn concentration measurement method for hot spring water is adopted.
For this purpose, Liquid Scintillator Counter system (LSC) is used.

A.1.3 Calibration setup

To obtain the Rn extraction efficiency, a calibration system is constructed. Figure A.2 shows a
schematic diagram of the calibration system.

The system consists of a 70 L Rn detector [120], an air flow meter, two pressure gauges for
monitoring the pressure inside of the mixer, a mass flow meter, an electrical dehumidifier for
removing water in degassed air, an air pump and an ionization chamber.

The electrical dehumidifier is installed just after the mixer to remove water in the air because
the ionization chamber is sensitive to humidity.

The calibration data are taken under the atmospheric pressure because it is doubted that
the Rn extraction efficiency is sensitive to the pressure.

In this calibration system, the water flow rate is set at Fw = 4.0 L/min.

A.1.4 Calibration method

This calibration is performed by the following steps.

Step I Set water flow rate and air flow rate. After setting, keep running for over 12 hours.

Step II Sample input water and output water into shake flasks.
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Figure A.1: A schematic diagram of Rn extraction system. The length described in this figure
as in unit of mm. Arrows in each mixer unit explain the direction of the wings from top to
bottom of these units.

Figure A.2: A schematic diagram of the calibration setup.

Step III Measure the Rn concentration of outside air (Ca,0) with the high sensitivity 70 L Rn
detector, and measure that of output air (Ca) with the ionization chamber.
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Step IV Measure the Rn concentration in the input water (Cw,0) and the output water (Cw)
with the LSC system.

Step IV Substitute these measured values for the corresponding variables in equation (A.1.2).

A.1.5 Systematic uncertainties

The systematic uncertainties in the Rn extraction efficiency in the calibration are follows:

• The accuracy of the Rn concentration measurement with the ionization chamber ±5 %.

• The accuracy of the Rn concentration measurement with 70 L Rn detector ±1 %. Origi-
nally the 70 L Rn detector has ±10 % uncertainty but the contribution of this uncertainty
is quiet small because the Rn concentration in input-outside air (Ca,0) is less than 0.01
Bq/L, while those from other sources are more than 2.5 Bq/L.

• The accuracy of the LSC system ±10 %.

• The stability of the water flow controlled by the mass flow meter ±2 %.

According to these uncertainties, the total systematic uncertainty is estimated as ±11.4 %.

A.1.6 Calibration result

Figure A.3 shows the result of the calibration in the case of Fw = 4.0 L/min and Fa = 2.0
L/min. The ratio of the flow rate is Fa/Fw = 0.508± 0.004, the terms in equation (A.1.2) are

Cw

Cw,0

= 0.344± 0.040(stat.+ syst.), (A.1.3)

Ca − Ca,0

Cw

× Fa

Fw

= 0.654± 0.084(stat.+ syst). (A.1.4)

By adding (A.1.3) and (A.1.4), the obtained result is 0.998±0.093(stat.+ syst.). It is confirmed
that the total radio activity before and after mixing is conserved within the total uncertainty.

A.2 Measurement system and method

A.2.1 Absorption and desorption with activated charcoal

Activated charcoal is an effective absorbent for various impurities by physical absorption. Ac-
tivated charcoal completely absorbs Rn in purified air, when it is cooled under −60 ◦C and
desorbs, when it is heated over 120 ◦C [101]. So, a simple Rn trap is constructed in order to
absorb or desorb Rn in purified air. The Rn trap is a 1/2-inch stainless U-tube which contains
12.5 g activated charcoal. This U-tube can be put into liquid ethanol in a dewar vessel and
chilled with a refrigerator, while it is heated by a band heater when needed.

A commercial activated charcoal, DIASORB G4-8 produced by Calgon Carbon Japan KK,
is used for the Rn trap The typical size of this activated charcoal is between 2.4 ∼ 4.8 mm in
diameter. The average of its pore diameter is 19 Å and its pore volume is less than 300 Å (0.46
mL/g). Its specific surface is 980 m2.
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Figure A.3: Efficiency of Rn extraction with the mixer. 5-times calibrations are performed when
the water flow rate is set at 4.0 L/min and the air flow rate is set at 2.0 L/min. The blue plots
show the first term, and the red plots show the second term in equation (A.1.2). In addition,
the black plots show the sum of these terms and they are corresponding to 1.0 within the total
uncertainty.

A.2.2 Measurement setup

Figure A.4 (Figure A.5) shows a schematic diagram of this measurement system when an ab-
sorption (desorption) process. The SK water is sampled from the SK tank or the water flowing
lines by a water circulation pump. Then, the sampled water is supplied into the mixer and it is
mixed with purified air.

The mixer is connected with an electrical dehumidifier, two cooled copper wool traps, the
cooled activated charcoal trap, a dewpoint meter, a mass flow meter, an air circulation pump
and a 80 L Rn detector. The cooled copper wool traps and the cooled activated charcoal trap
are put into stainless steel 3/4 and 1/2 inch U-tubes respectively and they are put into chilled
liquid ethanol with the refrigerator.

A.2.3 Measurement method

There are two steps to measure the Rn concentration in purify water. The first step is an
absorption process to absorb Rn into cooled activated charcoal. The second step is a desorption
process to extract Rn from activated charcoal with a band heater.

First one is performed in the following steps.

Step 1 Before stating this measurement, the inside of the piping line except for the mixer and
the activated charcoal trap, is evacuated with a vacuum pump at less than 1.0× 10−4 Pa
level.
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Figure A.4: A schematic diagram of the measurement system when the absorption process.

Step 2 Then, close all valves and open the Rn trap. Heat the trap with a 230 ◦C band heater.

Step 3 Keep this state for over 1.5 hours with the inside of the Rn trap in vacuum.

Step 4 After the heating, close the valves of the the Rn trap and remove the band heater.
Then, cool down the Rn trap with the dewar vessel filled with −90 ◦C ethanol.

Step 5 Purge Rn extraction mixer with pure air for over 1 hours.

Step 6 After the purge, set air flow rate at 2.0 L/min. Then, sample the SK water with the
water circulation pump at 4.0 L/min. Open the valves as in Figure.A.4.

Step 7 Keep this state for several hours.

Step 8 During this absorption step, make the inside of the Rn detector evacuated at less than
4.0× 10−4 Pa.
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Figure A.5: A schematic diagram of the measurement system when the desorption process.

After the absorption process above, shift to the second step. Second one is performed in the
following steps.

Step A Close the valves of the activated charcoal trap. Remove the dewar vessel and wipe the
surface of the outside of the U-tube.

Step B Wrap the band heater around the U-tube of the trap. Set its temperature at 230 ◦C.

Step C Set the air flow rate at 1.0 L/min.

Step D Open or close the valves as shown in Figure A.5 and fill air degassed from heated
activated charcoal into the evacuated 80 L Rn detector.

Step E Keep this state until the inside of the Rn detector becomes at atmospheric pressure.

Step F Closed the valve (A) described in Figure A.5.
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Step G Set the supplied high voltage to the Rn detector to −2.0 kV.

Step H Start measurement for the Rn concentration with the 80 L Rn detector for about 20
days to obtain a decay curve.

The decay curve obtained by the Step H is fitted to the following exponential function

C(t) = C(0)e−(ln2.0/3.82)t + CBG, (A.2.1)

where t, C(t), C(0) and CBG are the elapsed time since start to measure the Rn concentration
with the 80 L Rn detector, the Rn concentration at time t, the Rn concentration at the start time
of the Rn concentration measurement, background from the 80 L Rn detector itself, respectively.
For every measurement, these parameters are obtained. Figure A.6 shows a typical result on
the Rn concentration measurement with the 80 L Rn detector.
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Figure A.6: A typical result om the Rn concentration measurement in the supply water. Similar
measurements are performed during 3-hour absorption process. The fitting curves are defined
by equation A.2.1. The horizontal axis shows the date in day and the vertical axis shows the
Rn concentration measured by the 80 L Rn detector.

A.2.4 Analysis method

After the measurements described in the previous subsection, the Rn concentration in the
sampled water is calculated using the following procedures.

1. The Rn concentration in the mixed air is calculated. First of all, the total Rn radioactivity
in the 80 L Rn detector should be obtained. It is described as C(0)× 0.080, where 0.080
[m3] is the volume of the 80 L Rn detector. Then, the total Rn radioactivity in the mixed
air is described as CaVa, where Va = Fa×tabs [m

3] is the total volume of mixed air through
activated charcoal. These two total Rn radioactivities should be the same. Therefore, the
Rn concentration in the mixed air is obtained as Ca = C(0)× (0.080/Va).
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2. The efficiency of absorption with activated charcoal is taken account. The efficiency,
described as Fabs, is 99 % in this calculation, when activated charcoal is cooled under −80
◦C.

3. The efficiency of desorption with activated charcoal is also taken account. The efficiency,
described as Fdes, is 99 % in this calculation, when activated charcoal is heated above 200
◦C.

4. Rn decays during the absorption and the desorption steps. So, a time correction factor
Ft = exp {(ln 2/3.82)tc} is defined, where tc = tabs + tdes is the total time during the
absorption and the desorption steps. Concretely, the start time is Step 6 and the end time
is Step G.

5. The Rn concentration in the sampled water (Cw,0) is obtained, using the Rn extraction
efficiency (Fmixer). It is calculated as Cw,0 = Ca/Fmixer.

Finally, the Rn concentration in the sampled water is calculated as

Cw,0 =
CaFt

FabsFdesFeff

. (A.2.2)
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