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Abstract

A general prescription for the construction of quasi-joint-probability dis-
tributions intended to describe the “joint behaviour” of an arbitrary pair of
(generally non-commuting) quantum observables, along with its application
to the geometric/statistical interpretation of Aharonov’s weak value and a
proposal for new uncertainty relations, are presented. The introduction of
such distributions is motivated by two complementary approaches: one from
a bottom-up and strictly operational construction by carefully examining the
mathematical framework of the conditioned measurement scheme, and the
other from a top-down viewpoint by applying the results of spectral theo-
rem for normal operators and its Fourier transforms. It is revealed that, for a
pair of simultaneously measurable observables, the distribution reduces to the
unique standard joint-probability distribution of the pair as expected, whereas
for a non-commuting pair, there exists an inherent indefiniteness for the choice
of such distributions, admitting a multitude of candidates that qualify to de-
scribe the “joint behaviour” of the pair. The L? structures induced by the
quasi-joint-probability distributions are then found to provide statistical in-
terpretation of the geometric structures that can be naturally introduced on
the space of operators on the underlying Hilbert space. As possible applica-
tions of our findings, we focus on orthogonal projections and inner products
of observables, and observe that such geometric concepts can respectively be
given statistical interpretations as “conditionings” and “correlations”. Inci-
dentally, weak values A,, are given a geometric/statistical interpretation as
either the orthogonal projection of an observable A on the subspace generated
by another observable B (or equivalently, as the conditioning of A given B
with respect to the quasi-joint-probability distribution under consideration).
Moreover, the Cauchy-Schwartz inequality applied on inner products of two
observables (or equivalently, correlations between the pair) leads to novel in-
equalities interpreted as uncertainty relations for approximation/estimation,
which entails the time-energy uncertainty relation as its special case.
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1 Introduction

1.1 General Introductions

Quasi-probabilities of Quantum Observables Since the discovery of quantum
mechanics in the beginning of the last century, our classical understanding of the
concept of “observables” has undergone a drastic change. It is now a widely ac-
cepted and established fact that, in the microscopic world, outcomes of a quantum
observable behave intrinsically randomly, and that certain combinations of quan-
tum observables do not admit coexistence, as typically exemplified by position and
momentum of a free particle. Such remarkable characteristics of quantum observ-
ables impose certain limitation to the mathematical framework to be employed for
describing their probabilistic behaviour, namely, that it is not always possible to as-
sign probability spaces in the usual sense for the description of the “joint behaviour”
of their arbitrary combinations. There had, nonetheless, long been various attempts
to construct a mathematical framework for the probabilistic description that resem-
bles the Kolmogorovian style of formulation of classical probability theory, and thus
extending the concept of “probability” had been one of the major trends. Such ex-
tended notion of probabilities are generally termed “quasi-probabilities” or “pseudo-
probabilities,” and among the most celebrated classical proposals are the Wigner-
Ville quasi-probability distribution (WV distribution) [1,2] and the Kirkwood-Dirac
quasi-probability distribution (KD distribution) [3,4], the former of which is alleged
to describe the “joint behaviour” of a canonically conjugate pair of quantum ob-
servables, whereas the latter can be defined for arbitrary pairs. Historically, both
the WV and KD distributions, along with the various other proposals, are said to
be discovered more or less in a heuristic manner, and as such, the general mathe-
matical framework for the study, including a general prescription for the concrete
construction of such quasi-joint-probability distributions and a transparent overview
of how each of them relate to each other, is rather vague. In comparison to classi-
cal probability theory, both distributions retain similar properties to the standard
joint-probability distributions defined for a pair of classical random variables. On
the other hand, they also retain their own outstanding queerness, in that the for-
mer generally admits negative numbers to be assigned whereas the latter even takes
complex numbers, which has occasionally been considered a serious impediment to
their physical interpretation.

The theme of this thesis revolves around the concept of quasi-joint-probability
distributions of quantum observables, and the first objective of our analysis would
thus be to construct a mathematically solid framework to address some of their
problems in a more transparent and systematic manner.

Aharonov’s Weak Value The novel physical quantity in quantum mechanics
called the weak value, proposed in 1988 by Aharonov and co-workers [5,6], has been
attracting much attention in recent years. Historically, the weak value

Ay = (¢, A9) (1.1)

(¢',9)



was first introduced as a physical quantity characterising the value of the observable
A in the process specified by the initial state |¢) and the final state |¢'), and as such,
unlike the standard physical value given by one of the eigenvalues of an observable
A, the weak value takes a definite value for any A and hence may be considered
meaningful simultaneously even for a set of non-commutable observables. This in-
spired a new insight for understanding various counter-intuitive phenomena. For
instance, the very complex nature of A, allows for a direct measurement of the
wave function, offering a novel technique to rival the existing quantum tomography,
which alludes us to envision the trajectories of particles [7] based on the weak value
(see also [8]). The weak value also admits novel physical interpretations regarding
the wave-particle duality and the local existence of the target system itself, leading
us to resolve some of the quantum paradoxes such as the three-box paradox [9],
Hardy’s paradox [10] and the Cheshire cat paradox [11]. Despite its growing at-
tention, the positioning of the weak value in the framework of quantum mechanics
along with its physical interpretation has yet to come to an agreement. One of the
recent strategies in addressing this question has been to investigate its relations to
quasi-probabilities, specifically those to the KD distributions [12,13].

As an application to the findings in the study of quasi-joint-probability distribu-
tions in the thesis, we shall follow this line of the study of weak values and intend
to provide its geometric/statistical interpretation based on the general framework
of quasi-joint-probabilities.

Uncertainty Relations Uncertainty relations lie at the heart of quantum me-
chanics, characterising the indeterministic nature of microscopic phenomena stem-
ming from the incompatibility of simultaneous measurement of two non-commuting
observables, as typically exemplified by position and momentum. Soon after the
celebrated exposition of Heisenberg’s tradeoff relation between error and distur-
bance [14], there appeared a revised form known as the Robertson-Kennard (RK)
inequality [15, 16], which refers to the relation in standard deviation in indepen-
dently performed measurements on the two observables. Due to its mathematical
clarity and universal validity, the latter has now become a standard textbook ma-
terial. These relations were later elaborated from operational viewpoints by taking
account of the measurement device, and this has yielded, e.g., the Arthurs-Goodman
inequality [17] and the Ozawa inequality [18,19] which concerns a mixed relation
among error, disturbance and standard deviation. Apart from these, the uncertainty
relations on error and disturbance have also been analysed in quantum estimation
theory [20,21]. On the other hand, the uncertainty relation between time and energy
has to be dealt with quite independently from these, due to the lack of a genuine
time operator conjugate to the Hamiltonian. For this, several ingenious frameworks
have been proposed, including the one devised by Mandelshtam and Tamm [22] and
that by Helstrom [23], where the uncertainty relation is shown to be identified with
a quantum version of the Cramér-Rao inequality [24] in estimation theory.

As another application to the findings in the study of quasi-joint-probability
distributions, we shall conduct a closer analysis on the quantum analogue of “cor-
relations” of a given pair of observables, and thus present a novel inequality of
uncertainty relations, providing its geometric/statistical interpretations alongside.



1.2 On the Thesis

The main theme of this thesis is thus to obtain a more coherent understanding on the
formalism of quasi-joint-probabilities of quantum observables, and subsequently to
apply the findings in some areas of the foundational problems of quantum mechanics,
in which the problem of interpretation of the weak value and a proposal of novel
uncertainty relations are two main choices. Now, the key problems regarding quasi-
joint-probabilities include, on top of the other,

(i) providing a solid and rigorous mathematical framework for the study of quasi-
joint-probabilities based on measure and integration theory, and possibly on
the theory of generalised functions,

(ii) presenting a systematic scheme to address the inherent indefiniteness/arbitrariness
to the possible candidates for quasi-joint-probability distributions of non-
commuting pairs of quantum observables, a methodical way for their con-
structions, and the relation between each of the candidates,

(iii) devising a concrete method in measuring such various candidates of quasi-
joint-probability distributions in a systematic manner.

We shall address this problem from two complementary approaches: one from a
bottom-up and strictly operational construction by carefully examining the math-
ematical framework of the conditioned measurement scheme, and the other from a
top-down viewpoint by applying the results of spectral theorem for normal operators
and its Fourier transforms.

The findings of the study shall be subsequently applied to two specific areas
among the problems of foundation of quantum mechanics, namely, weak values and
uncertainty relations. To this, we first concentrate on the L? structures which quasi-
joint-probability distributions naturally induce, and see that they provide “statisti-
cal” interpretation of the geometric structures introduced on the space of observables
on the underlying Hilbert space, in analogue to those introduced on the space of ran-
dom variables in classical probability theory. Geometric concepts such as orthogonal
projections and inner products are accordingly endowed statistical interpretation as
“conditionings” and “correlations,” respectively, and such representation by quasi-
joint-probabilities moreover provides us a convenient tool in conducting computa-
tions and proving inequalities among various quantities. These observation form a
solid starting place to perform further study on weak values and uncertainty rela-
tions. Weak values A,, are thus given a geometric/statistical interpretation, either as
the orthogonal projection of an observable A on the subspace generated by another
observable B, in geometric terminology, or equivalently in statistical expressions, as
the conditioning of A given B with respect to the quasi-joint-probability distribution
under consideration. On the other hand, application of Holder’s inequality (specifi-
cally, the Cauchy-Schwartz inequality) on the correlation of A and B is found to yield
novel inequalities interpreted as uncertainty relations of approximation/estimation,
and thus providing connections between uncertainty relation for correlations (the
Robertson-Kennard type) and the time-energy uncertainty relations, in particular.



1.2.1 Main Results

Systematic Construction of Quasi-joint-probability distributions We first
provide a general prescription for the construction of quasi-joint-probability distri-
butions intended to describe the “joint behaviour” of an arbitrary pair of quantum
observables. Inspired by the observations made on the Fourier transform of the
product spectral measure of two simultaneously measurable observables A and B,
we introduce

#(s,t) == a “mixture” of the disintegrated components of e*** and e~"#, (1.2)

for arbitrary pairs of (generally non-commuting) observables, and define the quasi-
joint-probability distribution of the pair by the inverse Fourier transform of the
distribution (s,t) — (¢, #(s,t)¢) given a normalised state |¢). Here, each of the
quasi-joint-probability distributions is found to possess reasonable properties to be
qualified as what its name suggests it to be, and that both the WV distribution and
the KD distribution belong to this class. The inherent indefiniteness/arbitrariness to
the possible candidates for quasi-joint-probability distributions is then understood
as the possible variety of the way one could “mix” the disintegrated components of
the unitary operators, which originates directly from the non-commutative nature
of the pair of A and B. A concrete measurement scheme for members of a specific
subfamily of quasi-joint-probability distributions is further proposed.

Geometric/Statistical Interpretation of the Weak Value As distributions,
each quasi-joint-probability distribution naturally induces an L? structure. It is
found that the quasi-joint-probability distributions provide convenient methods of
representing geometric structures, specifically inner products of the form

(B, A= o2 (B6, A0) + - %40, Bg), ~1<a<l  (13)

which can be introduced on the space of operators on the underlying Hilbert space.
Endowed with the inner product, we then specifically focus on orthogonal projections
onto the subspaces €(B) of operators generated by self-adjoint operators B, and
find that the orthogonal projections can be interpreted as “conditioning” given B
with respect to the quasi-joint-probability distributions under consideration. The
projection

r(AlBo) - [

R

(1+a(b,A¢> L 1-a(o.Ap)
2 (b9) 2 (¢,b)

of the observable A on the subspace &(B) is further found to be described by the
weak value, providing us its geometric/statistical interpretation (Proposition 7.5).

) 1b) (b] b (1.4)

Proposal of novel Uncertainty Relations We then subsequently investigate
the inner product (1.3) of observables in depth. The representation of the inner
product by integration with respect to the quasi-joint-probability distribution under
consideration are thus found to provide statistical interpretation to the quantities:
the inner products are examples of the possible definitions for quantum analogues of



“correlations” between observables, in imitation to those between random variables
in classical probability theory. Now, in studying the correlation, we start from the
inequality

A= FB)-llg(B)Il = %\<[A>9(B)]>’> (1.5)

by introducing the semi-norm || X|? := (X, X )40, where the notation f(A) repre-
sents the operator defined from a function f(a) of a through the spectral decompo-
sition, f(A) = [ f(a)|a)(a| da. The inequality admits interpretation as uncertainty
relations for analysing the error of approximating an observable based on the mea-
surement of another observable through an appropriate choice of proxy functions,
and thus directly addresses the effect of non-commutativity as

nf [|A = f(B)| ngp%l([Aag(B)Dl, (1.6)

by introducing g(B) = g(B)/||lg(B)|| (Theorem 7.9). Since the standard deviation
may be regarded as a special case of the approximation error, the inequality can
formally be considered as an extension of the RK inequality. Moreover, instead of
approximating an observable, we may also choose to estimate a physical parameter
pertinent to the observable so that the time-energy relation

VH— 1B - ito — g(BY| = (1.7)

2
can be treated along with the position-momentum relation (Theorem 7.10). In-
terestingly, in both approximation and estimation, Aharonov’s weak value of the
concerned observable arises as a key geometric ingredient, deciding the optimal
choice for the proxy functions. We shall also find in the context of parameter esti-
mation that the weak value determines the classical Fisher information and turns
our inequality into the Cramér-Rao inequality.

1.2.2 Organisation of the Thesis

The thesis comprises eight sections. The first section (this section) provides a general
introduction to the topic of quasi-joint-probabilities (QJP) of quantum observables,
weak values and uncertainty relations, along with the motivation for this research.
The main body, starting from Section 2 to Section 7, is devoted to the discussion of
three logical groups of mutually interrelated topics:

(A) QJP: Heuristic Construction Four sections starting from Section 2 to 5
are devoted to an heuristic and bottom-up construction of quasi-joint-probability
distributions of a pair of quantum observables. This is accomplished by a thor-
ough analysis on the mathematical formalism of the standard unconditioned
measurement scheme (Section 2 to 3) and that of the conditioned measurement
scheme (Section 4 to 5), each of which conducted on the level of (conditional)
expectations and (conditional) probabilities.

(i) UM I We start by reviewing, in Section 2, the unconditioned mea-
surement (UM) scheme by a standard operator-centric approach, and

9



investigate how one could reclaim the information of the target system
by means of it.

(i) UM II Subsequently, in Section 3, we take a closer look on the un-
conditioned measurement scheme in the level of probabilities, where the
quantity of interest is, not only the statistical average, but the “raw”
probability measure describing the probabilistic behaviour of the mea-
surement outcomes of the meter observable, and discuss how one could
recover the probability measure describing the outcomes of the target

observable.

(iii) CM I From Section 4 onward, we turn our attention to the conditioned
measurement (CM) scheme. In Section 4, we first start, in a parallel man-
ner as we have done in the preceding Section 2, by conducting an analysis
in the operator level, where now the quantity of interest becomes the con-
ditional expectation of the meter observable given another conditioning
observable B of the target system.

(iv) CM II In Section 5, the study of the conditioned measurement scheme
is given a probabilistic approach, where the quantity of interest is now the
Wigner-Ville distribution of a pair of canonically conjugate observables
on the meter system conditioned by the outcome of the conditioning
observable B of the target system, and see that this implies the existence
of the concept of quasi-joint-probability distributions of pairs of generally
non-commuting observables.

QJP: Formal Definition Inspired by the heuristic findings from the opera-
tional analyses conducted in the preceding four sections, we devote Section 6 to
the top-down construction of quasi-joint-probability distributions for arbitrary
pairs of in general non-commutative quantum observables. We shall then sum-
marise our findings throughout Section 2 to Section 5 from an aerial viewpoint
obtained here, discussing where the heuristic arguments and observations in
the preceding sections find their places in this general framework.

Application to Weak Values and Uncertainty Relations As an appli-
cation of the mathematical formalism obtained, in Section 7, we here perform
a study on the quantum analogue of “correlations” defined for a pair of, even
non-commuting, observables. Our findings will be applied to the study of weak
values and to a proposal of novel uncertainty relations.

We shall finally provide a summary of our findings and some concluding remarks on
the last Section 8.

1.2.3 Miscellanea

Mathematical Preliminaries The formalism that we intend to provide neces-
sarily requires, on top of the mandatory functional analysis, moderate acquaintance
to measure and integration theory, preferably some familiarity to the basic termi-
nologies in general topology, and ideally insight into the basic ideas of the theory

10



of generalised functions. The obvious difficulty is then to find a decent balance be-
tween rigour and generality on one side, and accessibility on the other. To achieve
this balance as much as possible and assure our entire arguments to be fully acces-
sible without any prior knowledge of advanced mathematics whatsoever, we have
included at the beginning of each section a subsection entitled Reference Materials
containing a rather lengthy introduction of mathematical concepts that are used in
the subsequent discussions. While the author took care in introducing the mathe-
matical concepts and their results in a manner that they are built up on another
in a logical sequence so that the line of arguments may be self-contained, Reference
Materials are primarily intended to serve as a convenient place to summarise the
basic concepts and results in a “crash-course” manner, and as such, the mathemat-
ical theories presented within is not intended to be learned from scratch. For those
who are interested in the mathematics itself are advised to be referred to standard
textbooks on the respective topics, e.g., for general topology [25-27], measure and
integration theory [28-33], functional analysis [34-36], and also those specifically
targeting audience from the physics community [37-42]. Naturally, those who are
already familiar with the preparatory materials may safely skip them and directly
go to the main arguments that follow.

Mathematical Notations Employed Throughout this thesis, we denote by K
either the real field R or the complex field C, and define K* := K\ {0}. In order
to avoid confusion, we denote the collection of all natural numbers including 0 by
No, and N* := Ny \ {0}. Since our primary interest is on quantum mechanics,
Hilbert spaces are always assumed to be complex. Conforming to the convention in
physical literature, we denote the complex conjugate of a complex number ¢ € C by
¢*, and an inner product (-,-) defined on a complex linear space is anti-linear in its
first argument and linear on the second. For simplicity, we adopt the natural units
where we specifically have A = 1, unless stated otherwise.

11



2 Unconditioned Measurement I: In Terms of Ex-
pectations

We start by providing a brief review on the archetype of the indirect measurement
scheme widely known as the von Neumann measurement scheme. The scheme will
be referred to as the unconditioned measurement scheme in generic terms through-
out this thesis, primarily in order to contrast it with the conditioned measurement
scheme (which includes the post-selected measurement scheme as a special case)
discussed later.

2.1 Reference Materials

As a preamble to this section, we here include three introductory topics that form
the basis of our study. We start by collecting some of the basic terminologies and
results of measure and integration theory, based on which the modern probability
theory is established by Kolmogorov et al. Subsequently, we provide a brief note on
both the Schrodinger representation and the Weyl representation of the canonical
commutation relations (CCR), which will be extensively employed in describing
the meter system in our measurement scheme. We finally close this subsection by
providing a short summary on the precise definition of tensor products of Hilbert
spaces and that of self-adjoint operators. Since these materials are included just
to make our presentation self-contained, those who are already familiar with the
subject may safely skip the contents and proceed directly to Section 2.2.

2.1.1 A Crash-Course into Measure and Integration Theory

We begin by presenting some of the most basic concepts and results of measure
and integration theory, starting from the definition of measure spaces up to the
construction of the Lebesgue integration, followed by the definition of LP spaces.

o-algebras and Measurable Spaces Let X be any set, and let (X) denote
the power set! of X, i.e., the collection of all subsets of X. A family 2 C B(X) of
subsets of X is called a og-algebra over X, if it satisfies the following conditions:

(i) X e
(ii)) A € A implies A°:= X\ A e
(iii) For any sequence (A,),>1 of subsets of X, | J -, A, € 2 holds.

Given a og-algebra 2 over X, each element A € 2 is called a measurable set, and the
ordered pair (X, %) is called a measurable space.

!The symbol 2 is the capital letter of the Fraktur typeface of “A” as in “Algebra”, B for “B”
as in “Borel”, € for “E” as in “Erzeuger (Generator)”, O for “O” as in “offen (open)” and P for
“P” as in “Potenz (power)” (some of them introduced shortly after).

12



Generator of a c-algebra A trivial, but important property of o-algebras is
that, for any collection (2l;);c; of o-algebras over X indexed by an index set I, the
intersection (,c; % = {4 € P(X) : A € A, Vi € I} is itself a o-algebra over X.
This leads to the following basic fact: For any collection & C B (X) of subsets of X,
there exists a smallest (with respect to the set inclusion) o-algebra encompassing
¢, namely, the intersection of all g-algebras that encompass €. The intersection is
called the o-algebra generated by &, denoted as o(€), and € is in turn called the
generator of o(€).

Borel c-algebras Let X be a metric (or, in general, a topological) space, and
let O denote the collection of all open sets of X. We call the o-algebra generated
by O, the Borel o-algebra of X, and denote it by B(X) := o(9). We prepare a
special symbol for the special case X = R" (n € N*), in which we denote the Borel
o-algebra of K™ by 8" := B(R"), which is among the most well-known examples of
o-algebras that, incidentally, also plays an important role in quantum theory. For
simplicity, we occasionally denote B := B! whenever there is no risk of confusion.

Measures and Measure Spaces Let (X,2l) be a measurable space. A map
p: A — R from the o-algebra 2 to the extended real line R := RU {—o0, 00} is
called a measure, if p satisfies the following conditions:

(i) u(0) = 0.
(ii) > 0.
(iii) For any sequence (A,),>1 of pairwise disjoint subsets of X, the countable
additivity
(Ua) =S o)
n=1 n=1
holds.

Given a measure p over a measurable space (X, %), the ordered triple (X, 2, ) is
called a measure space.

Lebesgue-Borel Measure As a concrete example, we make notes on the n-
dimensional Lebesgue-Borel measure 8" (n € N*) defined on the measurable space
(R™,8™), which is among the most well-known and important examples of measure
spaces. To this end, we first recall that a measure p on (R™,8") is called translation
imvariant, if

uw(B+a)=pu(B), BeB", (2.2)

holds for any a € R", where B+a := {z+a: x € B}. The Lebesgue-Borel measure
p" is then specified as the unique translation invariant measure on (R™,8") that
satisfies the normalisation condition 8"(]0, 1]*) = 1, where

10,1]":={zeR":0<a; <1 for 1 <i<n, x is the ith coordinate of x}. (2.3)
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This is the measure which is implicitly assumed for the most case in performing the
usual integration by the symbol

/ Z f(x)dw = /R f(x) dB(z), (2.4)

which is a common practice in the physics community (the precise definition of the
integral on the r. h. s. will be presented shortly after). The proof of the existence
and uniqueness of the Lebesgue-Borel measure will be found in most elementary
textbooks on the topic.

Measurable Functions Let (X,2) and (X',2') be measurable spaces. A map
f X — X' is called A" measurable (or just measurable for short, whenever
the measure spaces concerned are obvious by context), if f~'(21') € 2 holds. In
particular, we call a map f : X — X’ from a metric (or a topological) space X
to another metric (or a topological) space X' Borel-measurable if it is B(X)-B(Y)
measurable. An important fact to note is that a continuous map f : X — X’ is
necessarily Borel-measurable.

Numerical Functions In integration theory, it proves fruitful to consider not
only real functions f : X — R | but also functions that take values in the extended
real line R, which is called a numerical function. One naturally equips R with
the ordering —oo < a < 400, a € R, and may also define agreeable operations of
addition, subtraction and multiplication, where most of them should be self-evident,
except for the following rather arbitrary definition

0-(£o00) :=(£00)-0:=0, 00—00:=—00+ 00 :=0. (2.5)
We then define the o-algebra on R by
B:={BUE:B€B, EC{—oc0,+0o0}}, (2.6)

where, in particular, its restriction on the real line gives B|r = B. We then say that
a numerical function f : (X,2A) — (R, D) is measurable, if it is A-B measurable.
Throughout this thesis, we denote by M™(2() (or occasionally by M* whenever
the o-algebra concerened is evident by context) the collection of all measurable
non-negative numerical functions.

Lebesgue Integration In introducing the concept of integration, we proceed in
three steps: We first define the integration for non-negative step functions, then
extend the treatment to functions belonging to M™, and finally discuss the integra-
bility of measurable numerical or complex functions.

(i) Integration of Step Functions. Let (X,2, 1) be a measure space. A
measurable function f : (X,2) — (R,B) is called a step function (staircase
function, simple function), if it takes only finite distinct values in R. The
collection of all measurable non-negative step functions will be denoted by

14



T+. One readily sees that a non-negative step function f € 7+ admits an
expression

f= Zak;XAka (2.7)
k=1
where ay,...,a,, > 0 are non-negative real numbers, A;,... A, € A are
measurable sets, and x4 denotes the characteristic function
1, z€A
r)=¢%" ’ 2.8
Xala) {O’ o 23

of the subset A C X. We then define the (u-)integral of f (over X ) as

m

[ F =3 anlan. (29)

k=1

whose value lies in [0,00]. Note that, although the expression (2.7) is non-
unique due to the possible choice of the measurable sets used, the definition
(2.9) is well-defined since the outcome of the integral is independent of the
choice.

Integration of Functions in M™. Now that we have defined the Lebesgue
integral of non-negative step functions, we next define the integral of non-

negative measurable numerical functions. For f € M™, the Lebesgue integral
of f is defined as

/fdu:zsup{/5du:0§5§f,s€7'+}. (2.10)
X X

The above definition (2.10) is consistent with that for step functions (2.9)
introduced earlier, for one readily checks that the integral coincides for f €

THCc M.

Before we move on to the final step, we introduce some useful notations. We let
K denote either the real field R or the complex field C, and we understand them to
be respectively equipped with the Borel o-algebra B or B2. Analogously, we let

K:=TR or C, respectively equipped with the o-algebra B =B or B>

for later convenience. For a numerical function f : X — R, we define its positive
and negative parts as

fE(x) := max(£f(z),0). (2.11)

One then sees that a function f : X — K is measurable if and only if all the
positive and negative parts of both the real and imaginary parts (Ref)*, (Imf)* of
f are measurable. Given the necessary preparations, we finally obtain the following

definition:
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Definition (Legesgue Integral). Under the assumptions above, a function f : X —
K is called p-integrable (or simply integrable) over X if f is measurable, and all the
four integrals

/X(Ref)i dp, /X(Irnf)i dp (2.12)

are finite. The value

[ rau= [ (Repyt dn= [ (Rep) ausi [ () du=i [ () dp 213

is then called the (p-)integrable of f (over X ) or the Lebesque integral of f (over X
with respect to ).

By definition, linearity

/X (af (x) + bg(2)) dpu(x) = a /X £(2) du(a) + b /X 9(x) du(), (2.14)

of the integration naturally follows as expected. For a measurable set A € 2, the

use of the shorthand
[ rdui= [ xa-s o (2.15)
A X

is quite common, where x4 is the characteristic function of the measurable set.

Probability Spaces and Expectation Values A measure space (X,2, ) is
called a probability space, if the measure is normalised by unity p(X) = 1. Given a
probability space (X, 2, 1) and a p-integrable function f, the total integration of f
is occasionally denoted by

Elfin = [ 1 du (2.16)

and called the expectation value of f under pu.

Dominated Convergence Theorem The advantage of the Lebesgue integration
(over the familiar Riemann counterpart) especially manifests itself when dealing with
convergence. For later use throughout this thesis, we make a note of one of the most
powerful and oft-used theorems regarding the interchange of limit and integration.
To this end, we first furnish some terminologies. Let (X,2(, 1) be a measure space,
and let a statement F be defined on each element x € X. We say that the statement
E holds (u-) almost everywhere (abbreviation: (u)-a.e.), if there exists a measurable
set N € 2 with p(N) = 0 such that the statement E holds for x € X \ N.

Theorem (Dominated Convergence Theorem). Let (X, 2, u) be a measure space,
and let f, fn: X - K (n € N*) be measurable. If the sequence of the functions con-
verge pointwise lim,, . f, = f p-a.e., and if moreover there exists an p-integrable
function g € M™ such that | f,| < g holds p-a.e. for all n € N*, then

lim /X\fn—f] dp =0 (2.17)

n—oo

holds, which in particular implies

r}ggo/xf” du:/Xf dj. (2.18)
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L? Spaces Having provided the definition of the Lebesgue integration, we close
this subsection by introducing an important class of function spaces: LP. Let £P(u),
1 < p < o0, denote the space of all measurable functions f : X — K for which its

LP-norm U
= P d )
(Al (/lel M) (2.19)

is finite. For p = oo, we let £>(u) denote the space of all f for which its essential

supremum
| flloo :=inf{X € [0,00] : |f| <\ p-a.e.} (2.20)

is finite (such a function is called essentially bounded). The term essential supremum
is justified by the fact that the evaluation |f| < || f]|c f-a.e. universally holds (to
see this, observe that if ||f|l < oo is given, {z : [f| > |fll} = U {If] >
| fllco+1/n} is a set of measure zero). Now, by identifying two functions f, g € LP (1)
by the equivalence relation f ~ g & f = g p-a.e., we obtain a quotient space
LP(p) := LP(u)/ ~. For simplicity, it is customary to denote an element of LP(u) by
its representative f € L£P(u) whenever there is no risk of confusion. For f € LP(u),
one finds that the quantity ||f|,, 1 < p < oo is well-defined (irrespective of the
choice of the representative), and that this in fact provides a norm on LP(u), called
the LP-norm. The norm || - ||, is also known to be complete and hence makes LP (1)
into a Banach space. The case p = 2 is of particular interest in the context of
quantum mechanics, where the integration,

(f,9) :z/f*g dp, (2.21)

defines an inner product that satisfies {f, f) = || f||3, making L?(u) into a Hilbert
space. As a special case, we are mostly interested in the choice (R™, 8", ") of the

measure space. Conforming to convention in physical literature, we prepare a special
symbol for the LP spaces of it and denote LP(R") := LP(5").

2.1.2 Rudimentary Techniques in handling the CCR
While the contents of the following topics are widely known, we include this material

mainly for reader’s convenience, and also for self-consistency and reference.

Schrodinger Representation of the CCR  We start by recalling the definition
of the Schwartz space. A function f : R"™ — K is called rapidly decreasing when

lim 27 f(z) =0 (2.22)

|z|—o0

holds for any v := (71, ...,7,) with v € Nj. Here, the multi-index symbol v € Ny
is understood to be used as

=)t ayr, DY i= (Do) (D) (2.23)

where D; := 0/0x; is the partial differentiation operator with respect to the variable
x;. The space

FL(R") :=={f € C*°(R") : D" f is rapidly decreasing, v € Ny}, (2.24)
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is then called the Schwartz space, and its elements are in turn called Schwartz func-
tions. The Schwartz space is known to be a dense subspace . (R") C LP(R") for
1 < p < oo. A well-known example of Schwartz functions is provided by the form,

Temdel ¢ Z(R"), v eNI a>0. (2.25)

Specifically, the Gaussian wavefunctions, which also appear later in our analysis, are
among the most oft-used members of the Schwartz space belonging to this class.

Now that we have the necessary definitions, we return to the main topic of this
subsection and, for simplicity, confine ourselves to the case n = 1 without loss of
generality. We start by introducing a pair of important operators & and p on the
Hilbert space L*(R). Among these, & : dom(z) — L?*(R) is an operator on L*(R)
defined by the multiplication of x on a function f,

z: f(z) = xf(z), (2.26)

with its domain,

dom(z) := {f € L*(R) : of € L*(R)}. (2.27)

The operator & is known to be self-adjoint and is called the (one-dimensional) posi-
tion operator.

Next, consider the operator —iD defined on .(R) with D := d/dz being the
usual differential operator in our case n = 1. The operator —iD : . (R) — L?*(R) is
known to be essentially self-adjoint, which allows us to define the (one-dimensional)
momentum operator by its self-adjoint extension?,

pi=—iD. (2.31)

Here, the overline on a closable operator denotes its closure, which in the case of an
essentially self-adjoint operator is equivalent to its (unique) self-adjoint extension.

2While the explicit identification of the domain of the operator p is not quite straightforward,
we mention that it is given by

dom(p) = {f € L*(R) : f|; € AC(I) for all compact sub-intervals I C R, ;l—f € LQ(R)} , (2.28)

where f|; denotes the restriction of the function f on the interval I, and AC(I) denotes the space
of all absolutely continuous functions on I. Here, a function f : [a,b] — K is called absolutely
continuous, if for every € > 0, there exists a 6 > 0 such that

Z k — ak <9 = Z |f bk; (ak)| <€ (229)

k=1 k=1

holds for arbitrary partitions ¢ < a3 < by < as < by < --- < a, < b, < b, n € N* of the
interval [a,b]. It is known that a function f : [a,b] — K is absolutely continuous if and only if f is
differentiable almost everywhere (hence df /dx in (2.28) is well-defined), its derivative is Lebesgue
integrable df /dz € L'(I), and that

f@&) — f(s) 7/ 5]; dz, s,t€a,b], s<t (2.30)

S

holds (¢f. fundamental theorem of calculus).
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One then verifies that the pair {Z,p} satisfies the familiar (one-dimensional)
canonical commutation relations (CCR),

2, p] =i, (2.32)
[,2] =0, [p,p]=0, (2.33)

on the subspace . (R) C L*(R), where I denotes the identity operator and [X,Y] :=
XY —Y X denotes the commutator for operators X, Y, whose domain is understood
to be dom([X,Y]) := dom(XY) Ndom(Y X).

In general, let {H, D, {Q, P}} be a combination consisting of a Hilbert space H,
its dense subspace D C H, and a pair of self-adjoint operators {Q, P} on H. We say
that {#,D,{Q, P}} is a (one-dimensional) representation of the CCR, if the CCR

@, P| =il, (2.34)
[Q,Q=0, [P,P]=0 (2.35)

hold on the domain D fulfilling
D C dom(QQ) Ndom(QP) Ndom(PQ) Ndom(PP). (2.36)

One then concludes from the above argument that the combination,
{L*(R), 7 (R), {2} }, (2.37)

gives a concrete example for the representation of the CCR, called the (one-dimensional)
Schrodinger representation of the CCR.

Weyl Representation of the CCR We call a combination {#,{Q, P}} con-
sisting of a Hilbert space H and a pair of self-adjoint operators {@, P}, a (one-
dimensional) Weyl representation of the CCR, if {Q, P} satisfies the Weyl relations:

o15Q pitP _ e—istleitPeisQ7 (2.38)

elSQe’LtQ — ethe'LsQ’ ezsPeth _ e'LtPezsP (239>

Y

for s,t € R. One of the advantages of the Weyl relations, as compared to the CCR,
is that they deal only with unitary operators, for which no particular consideration
for the domain of the involved operators is necessary because of their boundedness.
Fortunately, in the present case one can actually prove that the pair {z, p} of the po-
sition and momentum operators introduced earlier satisfy the Weyl relations (2.38)
and (2.39) on L*(R). This implies that the Schrodinger representation of the CCR
{L*(R), (R), &, p} furnishes an example of the Weyl representation of the CCR,
at least in the case of the configuration space R. One also finds that this is true for
the Euclidean configuration space R™.

One may naturally be interested in how the Weyl representation of the CCR
relates to the standard representation of the CCR. To this end, we first begin by
collecting some of the necessary definitions and basic theorems. Recall that a vector-
valued map F : U — V from an open subset U C R to a normed space V is called
strongly continuous at ty € U if

lim [|F(u + o) = F(t)|| = 0 (2.40)
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with respect to the norm || - || on V, and in turn, strongly continuous on U if it
is strongly continuous at every point of U. The map F' is then called strongly
differentiable at ty € U with strong derivative F'(ty) € V' if

F(u+ty) — F(to)

lim

u—0

— F'(tp)|| =0 (2.41)

holds, and accordingly strongly differentiable on U if it is strongly differentiable at
every point of U. We will occasionally write its strong derivative in either of the
notations,
dF(ty) dF d
=—1(tg) = —F(t
dt g o) = @)

Now, let A : H D dom(A) — H be a self-adjoint operator on a Hilbert space H,
and consider a one-parameter unitary group {e?‘},cg (defined by means of func-
tional calculus). Then, Stone’s theorem on one-parameter unitary groups states
that, on account of the boundedness of the unitary operator, for a fixed |¢) € H the
unitary group yields a strongly continuous vector-valued map,

= F'(ty). (2.42)

t=to

F:t—eg), teR, (2.43)

for any self-adjoint operator A. However, consideration of the domain dom(A)
becomes necessary when differentiation of the map is considered. In fact, the map is
strongly differentiable on R if and only if |¢) € dom(A), in which case the derivative

reads
dF

dt
Returning to our main topic, we rewrite the r. h. s. of (2.38) to obtain

(t) = i A|p) = iAe™|p). (2.44)

esQeitl — itPeis(@=th) gt ¢ R, (2.45)
Considering the vector-valued map,
S eisQeitP‘w> — eitPeis(thI) ’w% (246)

for a fixed |¢) € dom(Q) = dom(Q — tI), t € R, one concludes from the above
argument that the r. h. s. of (2.46) is strongly differentiable at all s € R with the
derivative

d itP is(Q—tI) __ _itP d is(Q—tI)
dS (e € |,[7D>) =€ dse |,¢)>
— i @tD(Q — D)), s,t€R. (2.47)

Note here that the first equality follows from the linearity and boundedness (hence,
continuity) of the unitary operator €. Turning to the 1. h. s. of (2.46), differen-
tiability implies that €"|¢)) € dom(Q), whereby one has

d , ... . .
% (elsQeth|w>> — ie’sQQe’tP\Ib). (248)
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Combining the two results, one duly obtains
eQQe Yy = e @t (Q — D[y, st €R. (2.49)

Taking s = 0, one finds the validity of the operator identity Qe™f = ¢*?(Q — tI),
or equivalently ' .
e Qe = Q —tI, teR, (2.50)

on the subspace dom(@)). This shows how the unitary adjoint action generated by
P results in a parallel translation @ — @ — tI on its conjugate operator Q3. Now,
if one further considers the vector-valued map by rewriting (2.50),

Qe“P\w = e”PQ|z/J> — teitP]w, teR, (2.51)

one proves the differentiability of the r. h. s. for the choice of the initial state
|) € dom(PQ) N dom(P), which yields

% (e"PQlY) — te""|0)) = (ie"" PQ — "F —ite"" P)|y), teR. (2.52)

Turning to the 1. h. s., differentiability also leads to

d itP _ d up
& @) =@ (e o)

=iQe"TPlyY), tER, (2.53)

where, in particular, e Ply) € dom(Q) is implied, and the first equality is due to
the closedness of the operator @) (recall that a self-adjoint operator is necessarily
closed). By combining the above two results, one has

(iQe"" P) [y) = (ie"" PQ — ™" —ite""P) ), teER. (2.54)
Taking ¢ = 0, we learn that this in particular leads to the operator identity,
QP =PQ+i <« [Q,P]=il, (2.55)

on the subspace dom(PQ) Ndom(P). One also sees from this result that the choice
|v) € dom(PQ) N dom(P) automatically implies |¢)) € dom(QP).

Proceeding further from (2.39) by analogous reasoning, one eventually obtains
the CCR (2.34) and (2.35) on the domain (2.36). In the case where D is dense, one
sees that a Wely representation of the CCR {H, {Q, P}} together with the subspace
D indeed gives a representation of the CCR. In fact, in the case where H is separable,
D is known to be dense.

In passing, we mention that the importance of the Weyl relations becomes evident
when one considers configuration spaces, other than the Euclidean space R™, where
no reasonable counterpart of the CCR can be defined. For instance, when the
configuration space is given by a coset space G/H where G is a Lie group and H its
subgroup (typical examples being the spheres S ~ O(n+1)/0(n)), one can readily
adopt the inherent group theoretic structure of the configuration space to define
the Weyl relations extended to the space. Unlike the Euclidean case, such extended
Weyl relations are known to admit a multiple of inequivalent representations.

3Note that what we are discussing here is something more than just proving the Campbell-
Baker-Hausdorff formula.
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2.1.3 Tensor Product of Hilbert Spaces and Self-adjoint Operators

We finally provide a brief review on tensor products of Hilbert spaces and those of
self-adjoint operators. Although the topic is elementary, we find it beneficial to give
a summary of its precise definition in consideration of its extensive use due to the
nature of this thesis focusing on indirect measurement schemes.

Algebraic Tensor Products Let V,W be K-vector spaces. We call an ordered
pair

(VoW ®) (2.56)
consisting of a vector space V ® W and a bilinear map ® : V x W — V ® W, an
(algebraic) tensor product of vector spaces V and W, if for any K-vector space Z

and a bilinear map T : V xW — Z, there exists a unique linear map 7" : VW — Z
for which the diagram

VxW-5VeWw (2.57)

\ﬁ

Z

commutes® (universal property of (algebraic) tensor products). Each element of
V ®@W is called a tensor, and the bilinear map ® is called the tensor map, the image
of which is denoted by

v w = ®(v,w). (2.58)

The thus defined tensor products are in fact unique up to isomorphism. Indeed if
(VeW, ®)and (V' & W’ &) were two of such, then by first letting Z = V' @ W’
and T" = ®" in the above diagram, and then subsequently by changing roles of
(VeW,®)and (V'@ W, &), one concludes that ® and @’ are linear bijections
with ® o @ = I. In this sense, we may refer to (V@ W, ®) as the tensor product
of V and W, and forget about the way how it is constructed®. One of the basic
facts worth of special note is that, given two bases {e; };c; and {f;};c; of V and W,
respectively, the tensors {e; ® f;}ier jes form a basis of V@ W.

Tensor Product of Hilbert Spaces We are specifically interested in tensor prod-
ucts of Hilbert spaces. For a pair of Hilbert spaces (H1, (-, - )x,) and (Ha, (-, * )ny),
we denote by

(H1®@Ha, ®) (2.59)

their algebraic tensor product defined from their purely algebraic structures de-
scribed as above. We then introduce

(61 ® 2, Y1 ® o) := (D1, ¥1)3, (D2, Y2)3ys D05 € Hy (2.60)

4We say that a diagram is a commutative diagram, or more casually, the diagram commutes, if
all directed paths in the diagram with the same start and endpoints lead to the same result by
composition.

5One finds several concrete constructions of tensor products in various literatures. See, for
example [43].

22



defined for pairs of all tensors of the form D := {v®@w : v € V;w € W}, and let it
extend linearly on whole H; ® Hy = Span(D). Here,

span(S) = {kyv1 + - + kyv, 1 k; € Kjv; € S;n € N} (2.61)

denotes the subspace of a K-vector space V' spanned by a nonempty set S C V, i.e.
the set of all finite linear combinations of vectors belonging to S. It is routine to
check that the thus defined extension (-, - )4, g4, is well-defined, and one moreover
proves that the extension in fact makes itself an inner product on H; ® H», making
the pair (H; ®Hay, (-, )3, &%,) into a pre-Hilbert space (i.e., an inner product
space). The tensor map ® can be also shown to be continuous with respect to the
topology that the inner product generates. We then finally define the completion of

the pre-Hilbert space, and denote it by

(Hl ® HZ? < Ty >H1®7‘[2)' (262)

The new space (H1 ® Ha, (-, - )a,0m,) 1S a Hilbert space by construction, and to-
gether with the continuous extension ® of the bilinear map ® , is called the (topo-
logical) tensor product of the Hilbert spaces Hi and Ho. The map ® is called the
tensor map and the elements of Hi ® Hs are called tensors.

Tensor Product of Linear Operators A pair of linear operators A; : H; D
dom(A;) — H;, i = 1,2, defines a natural bilinear map

Al XAQ : dOIIl(Al) XdOIIl(Al) — Hl XHQ, (|§Z51>, |¢2>) — (A1|¢1>, A2|¢2>) (263)

From the universal property of the algebraic tensor product mentioned above, one
readily sees the existence of a unique linear map

A1 ® Ay dom(A;) ® dom(A;) — Hi @ Ho (2.64)

that makes the diagram

dom(A;) x dom(Az) —2 dom(A,) & dom(Ay) (2.65)
Al XAQJ{ o O e J/Al @AQ
Hi X Ha = 5 Hy @ Ho

commute. Note in particular that the diagram implies
A1 ® A1) @ [6a)) = |A1r) @ |Astha),  |¢) € dom(A), i = 1,2. (2.66)
Extending both the domain and the range of (2.64), we can think of
A1 ® Ay Hy @ Hy D dom(A4;) @ dom(As) — Hi @ Ha (2.67)

as an operator on the Hilbert space Hi ® Ho.
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Figure 1: A graphical illustration of the unconditioned
Target Meter measurement scheme. The figure is to be read from top

) ) to bottom. The initial state preparation stage of both the
target and the meter systems is depicted in the top part,
and the manner in which the two quantum systems under-
goes a von Neumann type interaction is illustrated in the
middle part. The composite system after the interaction,
which is depicted in the bottom part, generally becomes
Target { Meter | X entangled. One finally performs a measurement of an ob-
servable X on the meter system.

e—ng@Y

Tensor Product of Self-Adjoint Operators Now, for a pair of densely defined
closable operators A; : H; D dom(A;) — H;, ¢ = 1,2, the operator (2.67) itself is
known to be closable, whereby we define the tensor product

Al X AQ = Al @ AQ (268)

of the pair by its closure. Specifically, since self-adjoint operators are densely de-
fined and closed, the tensor product (2.68) is always well-defined. Although self-
adjointness is not preserved in general by taking (2.67), its essential self-adjointness
is at least known to be guaranteed. As the closure of an essentially self-adjoint
operator, this makes the tensor product (2.68) itself self-ajoint, which is precisely
the definition of the tensor product of self-adjoint operators.

2.2 Unconditioned Measurement

Now that we have reviewed the necessary materials, we begin our study on the
unconditioned measurement scheme. Suppose that the experimenter wishes to ex-
tract information of the combination of a given but unknown observable A and a
state |¢) € H of the target system, without direct access to it. To accomplish this,
one first arranges an auxiliary meter system K equipped with a pair of observables
{Q, P} for which {IC,{Q, P}} gives a Weyl representation of the CCR. As we have
seen above, the choice K = L*(R), Q = Z and P = p gives a concrete example. One
then prepares the meter system in a certain initial state represented by the vector
|v)) € K, and combines the two systems into the direct product state |¢®1) € HRK.
Choosing an observable Y of the meter system K either by ¥ = @ or Y = P, the
composite system is subjected to a von Neumann type interaction,

[09) = eV g0 y), geR, (2.69)

i.e., a unitary evolution on the composite system parametrised by a real number
g, which is often interpreted as the intensity, its time duration, or the combination
thereof, of the interaction between the two systems. Finally, the experimenter per-
forms local measurement of an observable X of the meter system KC by choosing
either by X = @ or X = P (chosen independently of Y'), or equivalently I ® X on
the generally entangled composite state |¥9) after the interaction (see figure 1).
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As a preparation for further analysis, we first introduce the reduced density
operator
P? = Ty [|97) (V9] (2.70)

representing the state of the meter system K after the measurement® obtained by
taking the partial trace of the composite state |¥9) with respect to the target system
‘H. The quantity of interest for our measurement is thus the expectation value

(U9, (I @ X)09)
INER
T (X Try 9909
Trc [Tryy [|09) (W9]]]
_ T [X97]
Trc [¢9]
=: E[X;¢7], (2.71)

E[l ® X; 0] .=

of the observable I ® X on the composite state |U9) after the interaction, which can
interchangeably be written in terms of that of the local observable X on the density
matrix [1)9) of the meter system.

Main Objective of this Subsection The main objective of this subsection is to
demonstrate the following basic proposition, which provides the sufficient condition
for its well-definedness and its explicit evaluations. For definiteness, we shall from
now on fix Y = P without loss of generality.

Proposition 2.1 (Unconditioned Measurement I). In the context of the uncondi-
tioned measurement scheme, let Y = P for definiteness. Given the right choices

() 1f X = Q- ¢) € dom(A), |¢) € dom(X),
(i) If X = P: |¢) € H, |¢) € dom(X),

of the initial states of both the target and the meter systems, depending on the choice
of the observable X on the meter system to be measured, the composite state after
the interaction lies in |V9) € dom(I ® X), g € R. The expectation value (2.71) thus
remains finite for all range of the interaction parameter, which reads

E@Q; 4] +gE[4;9], (X=Q)

B[Py, (X = P) (272)

E[X; ¢7] ={

for each of the choice of X.

6Here we are adopting, instead of the more common usage p9, a slightly unusual notation %9 to
denote the generically mixed state of the meter. This we do because we wish to reserve the letter p
for the density of some absolutely continuous complex measures (see Section 3.1.2). However, our
notation has an advantage on its own in that, if we also write the state as |¢9) when it is pure as
we usually do, the correspondence between the two, 9 and [¢9) (both represent the same state),
becomes obvious.
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Some Operator Identities Before we move on to the proof, we make notes on
some important operator identities that will be extensively used throughout this
thesis. Our analysis is based on the following operator identities on the composite
Hilbert space H ® K, similar to those of (2.38) and (2.39).

Lemma 2.2. Let H and K be Hilbert spaces, and let A be a self-adjoint operator
on H, and {Q, P} be a pair of self-adjoint operators on K for which {K,{Q, P}}
defines a Weyl representation of the CCR. Then, the operator equalities

ezs]@QeztA(X)P — e—zstA(X)IeztA@PezsI@Q, s, t e R, 273)

ISIBP GItABP _ (itABPisI®P o 4 R (2.74)

)

hold.

Proof. Since (2.74) is trivial, we only need to prove (2.73). To this end, we first
consider the special case where the self-adjoint operator A on the target system H
has a spectrum o(A) of finite cardinality. Letting o(A) = {a1,...,an}, N € N* be
any enumeration of its eigenvalues, the spectral decomposition of A reads

N
A=>"a,l,,, (2.75)
n=1

where II, is the projection on the eigenspace associated with the eigenvalue a,. In
the case where the eigenspace is one-dimensional (or non-degenerate), one may write
II,, = |a,){a,| with the eigenstate |a,) for which A|¢,) = a,|a,) holds (more on the
topic of spectral decomposition in Section 3.1.5). Now, for an arbitrary self-adjoint
operator Z on the meter system X, one may expect from the defining property
I12 =TI, of projections that the formal computation

it)k

6itA®Z _ (A ® Z)k

()

(I, ® "*7), teR, (2.76)
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is legitimate. This in fact turns out to be correct as an operator identity on H ® K
with full rigour, which can be proven in a fairly straightforward manner by means
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of rudimentary techniques of functional calculus. One then has

N
eis]@QeitA(X)P _ (I ® eisQ) (

(Han ® eitanP)>

n=1

I
WE

Han ® 6isQeitanP
(e, @ (

n=1

Il
WE

(Han ® (eistan eitanPeisQ))

n=1

_ Z (Han ® eitan(P—sI)) ([ ® eisQ)

n=1
eztA@(Pst) ezs]@Q

=

— efzstA®I€'LtA®PezsI®Q

, s, teR, (2.77)
which proves (2.73) for our special case, where we have used (2.38) in the third step.
Returning to the general case in which A is now an arbitrary self-adjoint operator,
one observes that the well-definedness of both the left-most and right-most hand
sides of the above equality remains valid. From this, one may expect that the
same result also holds for the general case, which indeed turns out to be true (as
usual, one may prove this without much difficulty through rudimentary techniques
of functional calculus). O

Measurement Outcomes We now return to the main problem of this subsec-
tion. We are interested in finding the condition for which (2.71) is well-defined, and
subsequently in obtaining an explicit formula in terms of the components of both
the target and the meter system. Since most of the techniques employed here is the
same as those introduced in Section 2.1, we shall proceed by sketching the proofs.

Proof of Proposition 2.1. Let us begin by choosing the operator X = () for the
measurement of the meter system, and thereby rewrite the r. h. s. of (2.73) to
obtain

is18Q it AP _ itAQP ,is(I0Q—tART)

e , s,teR (2.78)

for better usability”. By differentiating both sides of the above equality and taking
s = 0, an analogous argument given earlier for obtaining (2.50) leads to the operator
identity,

e_itA®P([®Q)6itA®P:I®Q_tA®[? t GR’ (279)

on the subspace dom(/ ® @) — tA ® I). This ensures that, if |®) € dom(/ ® Q —tA® I),
then one has

P19 € dom(I ® Q). (2.80)

"Note here that the sum of two (possibly unbounded) self-adjoint operators is not necessarily
self-adjoint. Fortunately, essential self-adjointness is at least assured for the sum of I ® @) and
A ® I for our case. We may thus take the self-adjoint extension of their sum in order to ensure its
self-adjointness (more to this in Section 3.1.7).
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Here, it may be worthwhile to note the analogy between (2.50) and (2.79). To put
this in our context, let ¢ = —g above. If one chooses [¢) € dom(Q) as the meter
state, and likewise assumes |¢) € dom(A) as the system state prepared prior to the
interaction, one has in particular |¢ ® ¥) € dom(/ ® @ + gA ® I). Then, equating
|®) = |¢ ® 1) in (2.80), we find

|W9) = e 949 |p @ ¢) € dom(I ® Q), g€ R. (2.81)

This guarantees that the expectation value (2.71) of the observable I ® @ on the
composite state |¥9) remains finite and is given by

U9, (1 @ Q)W)
REE
(¢ @1, (9497 (I @ Q)e 9497 @ o))
0112|212
(@Y, (IQ+gAR )P @)
161121112
= E[Q;¢] + gE[A;¢], g€R, (2.82)

B[l ©Q; w9 = 3

for any such combination of the initial states.
Evidently, for the choice X = P, one finds the validity of the operator identity

MOP ([ @ P)e™ 9P — T P, teR, (2.83)

on the subspace dom(/®P) by analogous reasoning. From this, one readily concludes
that the expectation value of I ® P reads

E[l ® P; V] =E[P;¢], g€R, (2.84)

which is well-defined for any choice of the state |¢)) € dom(P) of the meter system
and g € R, irrespective of the initial choice of the state |¢) € H of the target
system. ]

2.3 Recovery of the Target Profile

Now that we have revealed the explicit behaviour of the measurement outcomes of
the meter, we are thus interested in recovering the information of the target system
from it. As one may expect from the statement in Proposition 2.1, the information of
the target system (which should essentially consist of the specification of the pair of
A and |¢)) manifests itself in the form of the expectation value E[A; ¢]. In recovering
the desired information, one subsequently recognises from (2.72) that it fully suffices
to examine only the outcomes of the measurement of the observable X conjugate
to Y, and there is no use for that of the choice X = Y (this is to be contrasted
with the conditional measurement we discuss later). Specifically, one finds below
that there are two typical techniques in obtaining the desired information: one
is to investigate the behaviour of the measurement outcome (2.72) in the strong
region ¢ — +oo of the interaction parameter, and the other is to examine the
local behaviour of it around g = 0, which shall be respectively called the strong
unconditioned measurement and the weak unconditioned measurement in this thesis.
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2.3.1 Strong Unconditioned Measurement

Our result (2.72) shows that the expectation value of the measurement of X =
@ behaves linearly with respect to g, and that its growth is proportional to the
expectation value E[A; @] of the target observable. The experimenter would thus
divide the measurement outcomes of () by ¢ and then take the limit of the strong
coupling g — 400 (or equivalently gt — 0):

g~ 1-0 g g—1-0 g

allowing the recovery of the desired information of the target system E[A; ¢] in the
form of expectation values®.

2.3.2 Weak Unconditioned Measurement

The same information may be obtained by examining the weak region (¢ — 0) of
the interaction. Indeed, one trivially finds from (2.72) that

qr ]E[Q,Q/J], n =0,
Bl = qE[Agl, n=1, (2.88)
g g=0 07 n Z 27

which implies that the expectation value [E[A; ¢| of our interest may also be obtained
as the first differential coefficient (n = 1) of the measured outcome at g = 0.

2.3.3 Discussion

While this whole section consisted of rather trivial results, the line of arguments
presented here serves as the baseline of our analysis throughout this thesis. Namely,
we first examine the full behaviour of the target of our measurement (for this section,
is was the expectation value (2.71) of the observable X of the meter) and intend to
obtain an explicit description of how the profile of the initial configuration of the
the target system gets mixed into that of the meter system through the interaction
(which, for the current case, is the result (2.72)). We then intend to extract the in-
formation of the target system (for this section, it is the expectation value E[A; ¢])
by separating it from the measurement outcomes. Specifically, we find that exam-
ining either the strong or the weak region of the interaction parameter g reveals

8 Alternatively, one may consider the shift of the expectation value,

gE[4; 9], (X =Q),

0 X=P) (2.86)

Ax(g) == E[X;¢9] - E[X;¢°] = {

for g € R as a quantity directly related to the observable A of the system. For the choice X = Q,
one then simply has

AQg(g) =E[4;¢], geRX, (2.87)

which might be a more straight-forward way to be employed practically.
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itself useful for this purpose, and this should be the strategy that we take in the
subsequent sections.

In the next section, the unconditioned measurement is analysed in depth in terms
of probabilities, following the same line as described above. Specifically, while the
distinction between the strong and the weak measurements looked rather vague at
the operator level, we shall see shortly that these two strategies are recognised to
be qualitatively different from the viewpoint of probabilities.
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3 Unconditioned Measurement II: In Terms of
Probabilities

We have so far conducted an analysis of the unconditioned measurement on the op-
erator level, where the quantity of interest is the expectation value of an observable.
However, one may be interested in the raw information that the measurement pro-
vides, i.e., the probability describing the behaviour of each measurement outcomes,
which is the target of our study in this section.

3.1 Reference Materials

To prepare for our discussion, we here provide a concise summary on the topic of
complex measures and integration with respect to them. We next make a brief review
on the spectral theorem for self-adjoint operators and recall the general framework
for describing the ideal measurement of a quantum observable. Subsequently, we
expound on density functions and see how this relates to the description by measures.

3.1.1 The Space of Complex Measures

As a preparation in dealing with the spectral theorem for self-adjoint operators,
we collect below the basic definitions and results regarding complex measures and
integration with respect to them.

Signed Measures, Jordan Decomposition and Total Variation Let (X, )
be a measurable space. A map v : A — R is called a signed measure, if it satisfies
the following properties:

(i) v(0) =0.
(i) v(A) C] — 00, +o0] or v(A) C [—o0, +0o0].

(iii) Countable additivity (2.1) holds for any sequence (A,,),>1 of pairwise disjoint
subsets of X.

They are, in a sense, generalisations of the concept of the standard measures by
allowing negative numbers to be assigned to each measurable sets. A signed measure
v is called finite if v(2) C R. One of the most important properties of a signed
measure is described by the Jordan decomposition theorem, which states that every
singed measure v has the Jordan decomposition, i.e., a unique decomposition of v
into a difference

v=vt—uv" (3.1)

of two measures v and v~, respectively called the positive and negative variation
of v, and at least one of which being finite. Here, the positive and negative vari-
ations are singular to one another, denoted as v L v~, in the sense there exists
a decomposition of X = P U N into two measurable sets such that v*(N) = 0
and v~ (P) = 0 holds. The Jordan decomposition is minimal in the following sense:
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Given any decompostion v = p— o of v into two measures p, o, at least one of which
being finite, then v < p, v~ < ¢ holds.

Let M(2() denote the collection of all finite signed measures. One readily sees
that M(2() becomes an R-linear space, equipped with the natural addition (u +
v)(A) := u(A) + v(A) and scalar multiplication (cu)(A) := cu(A) for p,v € M(2A)
and ¢ € R. Now, let v = v+ — v~ be the Jordan decomposition of v € M(2), and
define a new measure by their sum

lv|:=vF +v7, (3.2)

called the variation of v. We then define its total variation by ||v| := |v|(X), which
is nothing but the evaluation of the whole space X by the non-negative measure
|v]. One proves that the total variation defines a norm on M(2(), and in fact makes
(M(2(), ]| - ||) into a real Banach space.

Complex Measures Let (X,2() be a measurable space. A map v : A — C is
called a complex measure, when it is countably additive (2.1). One sees that v is
a complex measure if and only if both its real and imaginary parts Re[v], Im [V]
are finite signed measures. Analogous to the case of signed measures, the collection
M (1) of all complex measures on (X, 2() becomes a C-linear space, equipped with
the natural addition and scalar multiplication. For a complex measure v € Mc¢(2),
we define the variation of a measurable set A € 2 by

|v|(A) :=sup {Z lv(A;)| + A; € A disjoint for j > 1, A = U AJ} : (3.3)
j=1

j=1

and also its total variation,

]l = [vI(X). (3.4)
The definition coincides with the previous definition when v happens to be a signed
measure. The total variation ||v|| of v is known to be the smallest positive measure
poon (X,2) satistying |v(A)] < p(A), A € 2. In parallel to the case of signed
measures, one finds that the total variation defines a norm on the linear space
M (1) and makes (Mc(20), || - ||) into a complex Banach space.

Integration over Complex Measures [t is now tempting to define integration
with respect to complex measures, as a natural extension to that defined for (stan-
dard) measures. For a complex measure v € M¢(2), we let p := Re[v], 0 := Im [V
and consider the intersection of the spaces

L) =LY )N L (p )N L (oeT) N L (o), (3.5)

where p* and o* respectively being the positive and negative variations of p and o.
We then define the Lebesgue integral of f € £!(v) with respect to v by

/devrz/xfdf—/xfdp+¢/dea+—z'/dea. (3.6)

Linearity of the Lebesgue integral with respect to the complex measure follows
naturally as expected.
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New Measure from Old There are several ways to construct a new (complex)
measure from a given measure. We mention below two of the most important
manners that are frequently employed throughout this thesis.

(A) Measure with Density. Let (X, 1) be a measure space. Given a p-
integrable function f : X — C, one may define a complex measure by

v(A) = /Af du, Ael (3.7)

The complex measure constructed in this manner is occasionally called the
complex measure with the density f with respect to pu, and we write it as
v = f®pu. A measurable function g : X — K is known to be (f ® pu)-
integrable, if and only if the product ¢ - f is p-integrable, in which case the

equality
[odrow={ g rau (3.8)
X X
holds.
(B) Image Measure. Let (X, 2, 1) be a measure space. Given another mea-

surable space (Y, ) and a measurable map f : X — Y, one may construct a
new measure on (Y,B) by

f(@)(B) = u(f1(B)), BeB, (3.9)

called the image measure (push-forward measure) of i with respect to f. A
measurable function ¢ : Y — K is known to be f(u)-integrable, if and only if
the composition go f is u-integrable, in which case the the change of variables

formula
[ o= [ g0 dn (3.10)
Y X

holds.

Measure Algebra The space of complex measures has an additional well-known
structure regarding convolutions. The convolution of the two complex measures

p, v € Mc(B") is defined by

(uxv)(B):= /n w(B —z) dv(z), B eB". (3.11)

One can easily confirm that the convolution is a bilinear operation, and is moreover
shown to be associative p * (v * p) = (u * v) * p and commutative p * v = v * p.
Together with the evaluation ||p * v|| < ||u||||v|| based on the total variation norm
(3.4), one sees that the convolution makes the complex Banach space M (B") into
a complex commutative Banach algebra, called the measure algebra of B™. The
measure algebra Mc(25") has a multiplicative identity e given by the delta measure
e = dg centred at the origin, that is,

[k 0y = g * b = 4 (3.12)
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holds for all y € Mc(B"). Here, the delta measure (or the Dirac measure) §, is a
finite measure centred at a € R™ defined by

1 B
5u(B) = {0’ ¢ Z L, Bew (3.13)
) a Y

characterised by the integral

[ (@) dai(a) = (o) (314)

whenever the integration is well-defined. It is essentially the same object as the
delta distribution that appears in the theory of generalised functions.

3.1.2 The Space of Density Functions

For later use, we are particularly interested in the special subspace of the space
Mc(8") of complex measures, namely, the space of absolutely continuous complex
measures with respect to the Lebesgue-Borel measure 8. We shall provide a concise
review on its definition, make comments on its relation to the space of complex
density functions, and sees that the subspace reveals itself to be a subalgebra of the
measure algebra.

Absolute Continuity and Density Functions Let ¢ and v be signed (or com-
plex) measures on a measurable space (X,2). We say that v is p-continuous or
absolutely continuous with respect to p, written as v < p, if u(A) = 0 implies
v(A) = 0 for all A € A. A signed measure p is called o-finite if there exists a
sequence (A, ),>1 of disjoint measurable sets A,, € A satisfying X = |J,~, A, and
l(A,)| < oo (n € N*). By definition, finite measures are always o-finite. The
Lebesgue-Borel measure " is among the most important examples of o-finite mea-
sures. The following theorem is of great importance.

Theorem (Radon-Nikodym Theorem for Complex Measures). Let pu be a o-finite
measure and v < p be a complex measure. Then, v has a density with respect to p,
that is, there exists a p-integrable function p: X — C such that v = p® u, and p is
unique p-a.e. If v happens to be positive, then one may choose p > 0.

In the above situation of the Radon-Nikodym theorem, the function p satisfying
v = p® p is called the Radon-Nikodym derivative (or more casually, the density),
and is denoted by

dv
=: —. 3.15
P (3.15)
This is nothing but to say that
dv
V(A) = / Wy du(w), Aen, (3.16)
adp

holds, if explicitly written out. For a v-integrable function f, a direct application of
(3.8) leads to

/X F(z) dv(z) = /X f<x>j—;<x> dp(z), (3.17)
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in which the notation for the Radon-Nikodym derivative (which might at first seems
strange) reveals its advantage.

Absolute Continuity with respect to the Lebesgue-Borel Measure We are
particularly interested in the sub-family L'(B") C Mc(B") consisting of complex
measures that are absolutely continuous with respect to the Lebesgue-Borel measure
™ on (R",B™). Whenever there is no risk of confusion, members of L' (28") shall oc-
casionally be referred to as absolutely continuous measures, simply without reference
to the base measure 8". One readily finds that the collection L'(B") forms a linear
subspace of M¢(8"). Now, uniqueness "-a.e. of the Radon-Nikodym derivative
allows us to define a linear map

LY(B") — LYR"), u+— C;%, (3.18)

which maps an absolutely continuous complex measure to its density. Conversely,
one may construct a new complex measure given an integrable function f € L'(R™)
by v := f ® B". From this, one obtains a bijective linear map between the space of
absolutely continuous complex measures L'(28™) and the space of integrable func-
tions L'(R™), associating an absolutely continuous complex measure v € L'(28") to
its density dv/dB™ € L*(R™). In this manner, one may identify a specific subspace
of the space of complex measures with that of integrable functions as

LY(B™) = LY(R™), (3.19)

and may translate and interpret various properties of complex measures in terms of
density functions. To discuss how this works, let dv/df"™ € L'(R") be the density of
v € L'(B™) with respect to the Lebesgue-Borel measure. One confirms from (3.17)
that, for any measurable function g, the equality

[ atw o) = [ g @) aso (3:20
n R s

holds whenever the integration exists. In this manner, one may replace the Lebesgue
integration of g with respect to the complex measure v (the 1. h. s.) by that with
respect to the Lebesgue-Borel measure with the help of the (possibly more familiar
notion of) density function dv/dg"™ (the r. h. s.).

Convolution Algebra The space L'(B") of absolutely continuous complex mea-
sures is readily shown to be a topologically closed subset (with respect to the topol-
ogy induced by the total variation norm |- || in (3.4)) of the Banach space M¢(B").
This implies that the subspace L'(8™) is itself a Banach space. One then finds
that the linear bijection (3.18) between the two Banach spaces actually defines an
isometric (linear) isomorphism, which is to say that

dv
1= 45

holds for all v € L'(B"), where the L. h. s. is the total variation norm (3.4) of the
complex measure v and the r. h. s. is the L'-norm (2.19) of its density function.

(3.21)
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We next see how this bijection plays with convolution. To this end, we first recall
that a linear subspace J of a commutative algebra 2 is called an ideal if it “absorbs”
multiplication by elements of 2, i.e.,

1€J,acA = it-a=a-i€7. (3.22)

In fact, it is known that the subspace L!(8™) forms an ideal of the measure algebra
Mc(B8™), which is to say that

peLY(B"), veMc(B") = puxv=vxpec L' (B"). (3.23)

In passing, the density of the convolution p * v above is given by the convolution of
the density of pu and the complex measure v as

d(p*v) _ dp §
agr agn

v, (3.24)

in which we understand the convolution of an integrable function f € L'(R") and a
complex measure 1 € Mc(B") to be

(f *p)(z) = . flz —y) du(y), (3.25)

where the integral is well-defined g"-a.e. for x € R™.

In particular, being an ideal trivially implies that the space L*(B™) of absolutely
continuous complex measures is closed under the operation of convolution, i.e., it
forms a subalgebra of the measure algebra Mc(B"™). Applying (3.17) to (3.24), one
concludes that the density of the convolution of two absolutely continuous complex
measures p, v € L'(28™) is given by the convolution of their densities as

dlpxv)  du . dv
agr dpr dpn’

(3.26)

in which we understand the familiar convolution of two integrable functions f, g €
LY(R™) to be

(f*g)(z) = . flx—y)gly) dB"(y), (3.27)

where the integral is well-defined f™-a.e. for z € R". Equality (3.26) implies
that, equipped with the convolution (3.27), the space L'(R™) of integrable func-
tions becomes a Banach algebra that is isomorphically mapped to the subalgebra
LY(B™) C Mc(B") by the isometric algebra isomorphism (3.18). Incidentally, the
subalgebra L!'(8") = L'(R") of the measure algebra is given its own name, and is
occasionally called the convolution algebra.

At this point, we note that the convolution algebra L'($8™) is a proper subalgebra
of the measure algebra M (B") in general, i.e., not every complex measure may be
represented by integrable functions. This can be readily seen by observing that the
delta measure 9, centred at a € R™ (3.13) does not admit a description by density
functions. Intuitively, such a density function, if existed, would be given by the
“delta function” centred at a, but it is actually a distribution and not a member
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of LY(R"™) as required. This leads to the basic fact that the convolution algebra
L*(R™) is non-unital, i.e., it lacks a multiplicative identity in the sense that there is
no element e € L'(R™) for which

exf=f (3.28)

holds for all f € L*(R™). This should be contrasted to the measure algebra Mc(28"),
which always possesses a multiplicative identity.

3.1.3 Product Measures

Given two measure spaces (X, 2, u) and (Y, B, v), we intend to construct a “product
measure” on the product space X x Y so that p(A x B) = u(A)v(B) holds for all
A e, BeB. As its domain of definition, we let

AxB:={AxB:AcA BecB} (3.29)

and define
AR B = o(Ax*B) (3.30)

to be the product-c-algebra of A and B. The following fact and definition is of
importance.

Definition (Product Measure). Given two measure spaces (X, %A, u) and (Y,B,v),
let both ju and v be o-finite. Then there exists a unique measure p@v : AR B — R
such that

pRv(Ax B)=u(Av(B), Ac®A, BeB (3.31)

holds. The measure p ® v is o-finite and is called the product measure of 1 and v.

The integration with respect to the product measure y ® v of two o-finite measures
1 and v can be performed by iterated integration of each of the respective variables.
This is the essence of the following Fubini’s Theorem, which belongs to one of the
most oft-used theorems of integration theory.

Theorem (Fubini’s Theorem). Let o and v be o-finite. Then, the following state-
ments hold:

) Iff: XY — K is p @ v-integrable, then f(x,-) is v-integrable for almost
all v € X. Moreover

A:={x € X : f(x,-) is not v-integrable } € A, (3.32)
and likewise
B:={y €Y : f(-,y) is not u-integrable } € B. (3.33)
The functions
o [ Haw) doty) @ [ o) duta) (3.34)
Y X
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are respectively p-integrable on A¢ and v-integrable on B¢, and the equalities

/Xxyf &y = /X (/Y f(z,y) dv(y)) dp(x)
- /y (/X flz,y) du(x)) dv(y) (3.35)

i) Iff: X®Y — K is it ® v-integrable, and one of the integrals

/Xxylf! du@u,/x(/ylf(x,y)\ dy<y)> dp(x), /Y(/X\f(x,y)]du(x)) dv(y)

(3.36)
1s finite, then all three of them are finite and agree, f is p ® v-integrable, and
the statements under (i) hold.

hold.

3.1.4 Measure on Topological Spaces

Let X be a metric space (or a topological space). One may naturally be interested
in how the topology relates to the complex measures defined on the Borel o-algebra
B := B(X) generated by it. To this end, we briefly review one of the prominent
results in the study of this realm, namely the famous Riesz-Markov-Kakutani Rep-
resentation Theorem. In order to avoid complexity, we shall only deal with the case
where the given measurable space is (R",8"). Observing now that a complex mea-
sure v € Mc(B") generates an (algebraic) linear map f +— [, fdv that maps a
function to a complex number, the opposite question is then our interest, namely:
what class of linear functionals admits representation by integration with respect to
some complex measure?

Riesz-Markov-Kakutani Representation Theorem Let Cy(IR"™) be the space
of all continuous functions f : R™ — C that vanish at infinity, in the sense for every
¢ > 0 there exists a compact subset K C R™ for which |f|K¢| < € holds. The space
Co(R™) equipped with the supremum norm || f|| := sup{|f(x)| : x € R"} is known
to be a Banach space. Now for each v € M¢(28"), the map

L:fe | fdv, feCy(RY (3.37)

Rn

gives rise to a continuous (i.e., bounded) C-linear functional from Cy(R™) to C, for
indeed the evaluation

L (AOF< - 1 f oo (3.38)

holds. The Riesz-Markov-Kakutani representation theorem is a classical theorem in
measure and integration theory stating that the converse is also true, which is to
say that, for any continuous C-linear functional I € C{(R"), there exists a unique
complex measure v € Mc(8") for which

10) = [ fan ey (3.39)

holds. The precise statement is given as follows.
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Theorem (Riesz-Markov-Kakutani Representation Theorem for Euclidian Spaces).
The correspondence

B : Mc(B") - Cy(R"),
@@Mﬁr:/1fdu v € Mc(B"), f € Co(R™),

n

(3.40)

that maps a complexr measure to a continuous linear functional on Cy is a bijection,
which moreover satisfies
@)l = [l (3.41)

In other words, the space of complex measures Mc(B") is isomorphic to the topolog-
ical dual of Co(R™), and can be mapped to each other by an isometric isomorphism.

Here, the norm on Mc¢(8") on the r. h. s. of (3.41) is naturally the total variation
norm, and the norm on the topological dual C}(R™) (the 1. h. s.) is the operator
norm defined by

M= swp [I(F)l, T e ChR). (3.42)

lIflle<1

In this sense we identify
Mc(B") = Cy(R"), (3.43)

and may interchangeably interpret a continuous C-linear functional on the space
Co(R™) as a complex measure on the measurable space (R™,98"), and vice versa.

3.1.5 Spectral Theorem and its Consequences

We next provide a concise review on some of the basic facts regarding the spectral
theorem for self-adjoint operators, which is just the generalisation of the famil-
iar eigendecomposition theorem for Hermitian matrices on finite-dimensional vector
spaces to the arbitrary dimensional case. In order to avoid confusion with operators,
Borel sets on R™ shall occasionally be denoted by A € 8™ in place of B, especially
when we are working in the context of quantum mechanics.

Spectral Measures Closely associated to the notion of complex measures is that
of spectral measures on a Hilbert space H. Let L(?) denote the space of all bounded
operators on H, and recall that a map

E:B" — L(H), A~ E(A) (3.44)

is called an n-dimensional spectral measure (or projection-valued measure), if each
E(A) is an orthogonal projection on ‘H and satisfies

(i) E(0) =0, E(R") =1,

(i) for pairwise disjoint Ay, Ay, -+ € B"
> E(A)|¢)=E (U Ai) ), V|g) e H. (3.45)
i=1 i=1
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The support of a spectral measure E on 8" is defined as the smallest Borel set
A € 8" that satisfies F(A) = I. An important point is that a spectral measure E
and a pair of vectors |¢), |¢) € H induce a complex measure on B"™ given by

A (¢ E(A)g), A e B (3.46)

Spectral Theorem of Self-adjoint Operators Having recalled the necessary
definitions, we now state the spectral theorem for self-adjoint operators, which con-
stitutes one of the most important mathematical ingredients in quantum mechanics.

Theorem (Spectral decomposition of self-adjoint operators). Let A : H D dom(A) —
H be self-adjoint. Then there exists a unique one-dimensional spectral measure F 4
supported on the spectrum o(A) C R of A satisfying

(&, Ad) = / @O BA@d), ¥I9) € dom(4), Y16 € T, (3.47)

where the . h. s. of the equality is understood as the Lebesque integral with respect
to the complex measure A — (¢, E4(A)@) induced from E4 and the pair of vectors

|¢) and |¢").

Under the situation above, the self-ajoing operator A is occasionally written sym-
bolically as

A= /U(A) a dE4(a), (3.48)

in terms of integration with respect to its spectral measure.

Finite-dimensional Case To see the meaning of the above formula, we make a
brief note on how the familiar eigendecomposition theorem for Hermitian matrices
appears as a special case of the general statement. Let A be a Hermitian matrix on an
N-dimensional complex Hilbert space H := CV, N € N*. The eigendecomposition

theorem states that, there exists an orthonormal basis B4 := {|a1),...,|an)} of H
with real numbers aq,...,ay € R such that
A|al) :ai\ai>, 1= 1,,N, (349)

hold. For each eigenvalue a € 0(A) = {ay,...,any} of A, we have the projection II,

onto the subspace,
H, = span{|a) € Ba : Ala) = ala)} (3.50)

spanned by the collection of all eigenvectors associated with a. As we noted be-
fore, when the eigenstate |a) is non-degenerate for a, or the subspace H, is one-
dimensional, we may write II, = |a)(a|. With the projection II, in hand, the
spectral measure of A is defined by

Es(A):= > M, Aew®B, (3.51)

a€c(A)NA

with the convention ) I, := 0. One readily verifies that 4 is indeed a spectral
measure supported on its spectrum o(A), and subsequently sees that the projection
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I, = E4({a}) is nothing but the image of the spectral measure E4 on the Borel set
{a} € B consisting of a single eigenvalue a € o(A) of the observable A. One then
finds

A=Y all,= Y aEs({a}) (3.52)

aco(A) aco(A)

in accordance with (2.75), and subsequently proves

(¢, A¢) = > al(¢' Ea{a})e), VI¢')|0) € H. (3.53)

aco(A)

The spectral decomposition formula (3.47) and the formal expression (3.48) are
respectively just the generalisations of the finite dimensional versions (3.53) and
(3.52).

Born Rule and Quantum Measurement The axiom of quantum mechanics
states that a quantum observable is represented by a self-adjoint operator A : H D
dom(A) — H on a Hilbert space H, and that the probabilistic behaviour of the
outcomes of an ideal measurement of A on the state |¢) € H is described by the
probability measure,

(0, Ea(A)9)
o>~

Here, the spectral measure FE, is induced from A by the spectral theorem, and
the Born rule proclaims that the measurement outcome be given by one of the
elements in the spectrum o (A) and that % (A) provides the probability of finding the
measurement in the measurable set A € B. Given |¢) € dom(A), one then realises
from the spectral theorem (3.47) that the statistical average of the measurement
outcomes of A gives the expectation value,

A (A = A €B. (3.54)

A

[oai@ =222 < wlagl (3.55)
R ]l

where the 1. h. s of the first equality is understood to be the Lebesgue integral with

respect to the probability measure (3.54).

3.1.6 Observables admitting a Description by Density Functions

While the analysis based on probability measures provides an adequately general
framework to work with, we find it useful to prepare a terminology for a special class
of observables for which probability density functions, not just probability measures,
are available to fully describe the behaviour of the measurement outcomes.

Observable admitting a description by probability density functions In
this thesis, we simply say that an observable A admits a description by probability
density functions, if the probability measure (3.54) induced by the spectral measure
of A is absolutely continuous with respect to the Lebesgue-Borel measure for every
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choice of the quantum state |¢) € H, which is to say that, if for every |¢) € H, there
exists an integrable function p% € L*(R) such that

W4 (D) = / #(a) dB(a), A€ B, (3.56)
A

holds.

A well-known example of it is provided by the one-dimensional position operator
& on L?(R) defined in (2.26). Indeed, one proves that the spectral measure of 7 is
given by the multiplication of the characteristic function (2.8) as

Es(A) 1 4(2) = xa(@)y(@), ¥ € L*(R), (3.57)

for each B € ‘B, so that

(b1, Ea( D)) = / i (@)xa(@)va(z) dB()

_ /A U (@) (2) dB(x), A€ B, (3.58)
holds. Specifically, this implies that
i) = [ OF sy Aes, (3.59)
a 1913

where the denominator of the integrand of the r. h. s. denotes the square of the
L*mnorm of ¢ € L*(R) (see (2.19)). One thus concludes that the density of the
probability measure u?f is provided by

)P
o3

Incidentally, it is known that each member of the pair of observables {Q, P} that
satisfies the Weyl relations (2.38) and (2.39) admits descriptions in terms of density
functions.

However, it should be noted that this is not always the case in general: an
observable with the spectrum consisting of a finite number of discrete eigenvalues
(such as spin) provides a simple counterexample. To see this, let A be such an
observable with N € N* distinct eigenvalues, and let o(A) = {ay,...,an} be any
enumeration of its spectrum. A straightforward application of (3.51) leads to

pe(x)

(3.60)

s =3 i {an}) - . (3.61)

in which one sees that the probability measure ,uﬁ is given by the weighted sum
of delta measures centred at each eigenvalue. Obviously, since each of the delta
measures is not absolutely continuous, the resultant probability measure does not
admit a description by density functions.
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For later use, we also note that, once the observable A admits a description
in terms of probability density functions, then the complex measure (3.46) is also
absolutely continuous for an arbitrary pair of vectors |¢'),|¢) € H. That this is
the case can be seen by application of the polarisation identity with respect to the
operator T,

(6.T0) = 1 ({6 + 6.7 +6)) |/ — 6, T(¢/ — 0)
Filo! 0. T(6 +i0) — il —i0.T(6 —id))}.  (362)

which holds for any pair of vectors |¢),|¢’) € dom(T"), and by simply replacing
T = Es(A) for each A € *B.

3.1.7 Simultaneously measurable Observables

For reference, we briefly review the basic mathematical definitions and facts involved
in describing measurements of simultaneously measurable observables, including the
simultaneous measurement of local observables on the tensor product of Hilbert
spaces.

Strong Commutativity of Self-adjoint Operators Let A and B be self-adjoint
operators on a Hilbert space H, and let £, and Ep be their respective spectral
measures. We say that the pair of operators A and B strongly commutes, if

EA(AA) EB(AB) = EB(AB) EA(AA), AA, AB c®B (363)

holds as an operator equality. Note that the strong commutativity of A and B
implies its (familiar) commutativity AB = BA. On the other hand, it is known
that the converse is in general not true in the case where either (or both) of the
operators happens to be unbounded. The term strong commutativity is named after
this fact, for it indicates a stronger condition than mere commutativity.

Product Spectral Measures It is a basic result of functional analysis that, given
such a pair of A and B of strongly commuting self-adjoint operators, there exists a
unique two-dimensional spectral measure E4 p called the product spectral measure

of A and B, for which
EA,B(AA X AB) = EA(AA) EB(AB) = EB(AB) EA(AA), AA,AB B (364)

holds. This is a straightforward operator-valued analogue of product measures in
measure theory. Specifying a pair of vectors |¢), |¢') € H, this gives rise to a complex
measure on (R? B?%), defined by

A (¢, Eap(A) ), AecB (3.65)

In the context of quantum mechanics, for a given pair of simultaneously measur-
able quantum observables represented by strongly commuting self-adjoint operators
A and B, the probabilistic behaviour of the outcomes of an ideal simultaneous
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measurement of both the observables on the state |¢) € H is described by the
joint-probability distribution

(6, EaB(A) @)
[t ’

of the pair of observables A and B on the state |¢), which is a two-dimensional
probability measure on the measurable space (R?,B?). Here, the r. h. s. of (3.66) is
interpreted as the probability of finding the outcomes of a simultaneous measurement
of both observables in the Borel set A € B2, Note that the measurement outcomes
of A and B may not be independent, i.e., the equality,

A= i p(A) = A e B2, (3.66)

Ha (B x Ap) = pi(A4) - ph(Ap),  Ax Ap B, (3.67)

may not necessarily hold, or in other words, the joint-probability distribution is
not necessarily the product measure uﬁ B F ,u(z ® u% of each of the respective
measurements, in general.

Functional Calculus regarding simultaneously measurable Observables
Given a pair of strongly commuting self-adjoint observables A and B, one read-
ily confirms

A:/adEAjg(a,b), B:/deA,B(a,b). (3.68)
R R

As for the sum and product of the observables, we first note the following basic fact.
Lemma 3.1. Let a pair of self-adjoint operators A and B strongly commute. Then,

(i) The operators A and B commute with each other on dom(AB) N dom(BA),
and the anti-commutator’

{A,B} .= AB+ BA (3.69)
1s essentially self-adjoint.
(ii) A+ B is essentially self-adjoint.

As a direct consequence, we thus have the operator equalities

y / (a+b) dBap(a,b) (3.70)
R2
AB T BA
+ = / ab dE4 p(a,b) (3.71)
Rz

worth of special notice. As above, the overline on closable operators denotes their
closures, and specifically for essentially self-adjoint operators, its self-adjoint exten-
sion.

9Here, the domain of the anti-commutator {X,Y} := XY + Y X of the pair of operators X, Y’
are understood to be dom({X,Y}) := dom(XY) Ndom(Y X).
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Composite Systems We comment on the special case of the above situation in
which the Hilbert space of our interest is the tensor product H ® K of the target
system H and the meter system K, and the operators involved are (local) self-adjoint
operators A; and As on the respective Hilbert spaces. Observing that the operators

Al = Al X [, AQ =1 (%9 A2 (372)

strongly commute with each other on the composite Hilbert space H ® K, and that
their spectral measures respectively read

E; =Ea ®I, Ej; :=I1®E4, (3.73)

the previous argument leads to the existence of a unique two-dimensional product
spectral measure Ea, ® Ea, 1= Ej, j, satisfying the operator equality

(Ea, ® Eay) (A1 X Ag) = E (A1) E4,(A0)
= (B4, (A1) @ I)(I ® E4,(A2))
= E]A1 (Al) ® EA2(A2), Al, AQ € $B. (374)

Here, the left-most hand side denotes the two-dimensional spectral measure defined
as in (3.64), while the right-most hand side denotes the tensor product of the self-
adjoint operators Ey, (A1) and Ey,(As) for each Ay, Ay € B. As we have seen in
the previous argument, this gives rise to a complex measure,

A () (Ea, @ Ea,) (A) D), A€ B2 (3.75)

for a given selection of a pair |¥), |®) € H ® K of vectors of the composite system,
and the map,

(P, (Ba, ® Ea,) (A) @)

A = Hil,AQ(A) = H(I)”Q )

A € B?% (3.76)

(here, we have slightly abused the notation on the 1. h. s. by writing A, in place
of A,, for each n =1, 2) provides a probability measure describing the probabilistic
behaviour of the outcomes of the ideal local measurements simultaneously performed
on each system in the state |®) € H ® K.

In passing, we note that in the case where the state |®) happens to be a direct
product state |®) = |p; ® ¢9), the induced joint-probability distribution of the
two local observables (3.76) becomes the product measure of the two probability
measures associated with A; and A,,

Hﬁ?ﬁ;(Al X Ag) = Mﬁll(Al) . Mﬁz(A2)> Ay, Ay €°B, (3.77)

indicating that the measurement outcomes of each local measurement A; and A,
are statistically independent (i.e., uill(%f; = uﬁll ® ,uﬁi). On the other hand, if one
chooses the state |®) to be an entangled state (i.e., those states in H® K that are not
direct product states), the joint-probability distribution (3.76) is no more a product
measure of those associated to the local observables in general. In the language of

physics, this implies that the local measurements performed on each remote system

45



may have some correlation if the state of the composite system happens to be en-
tangled, and this is widely considered to be one of the most intriguing properties
of quantum mechanics. Of course, statistical independence between the target and
the meter systems is useless for the purpose of our measurement, and we naturally
need an entangled state |®) in order to retrieve any meaningful information of the
former system out of the measurement of the latter.

Sum and Product of Local Observables As for the sum and product of a pair
of local observables, we note that a direct application of Lemma 3.1 leads to

Al = / a; d(Ea, ® Ea,) (a1,a2), 1® Ay = / as d(E4, ® Ea,) (a1,a9),
R R

(3.78)
and subsequently
A1®I+I®A2:/ (a1+a2) d(EA1®EA2) (al,ag), (379)
RQ
Al X A2 = / a1a9 d(EAl & EAQ) (al, CLQ), (380)
R2

as expected.

3.2 Unconditioned Measurement

Now that we have recalled the necessary mathematical concepts and results, we shall
embark on our main analysis. The target of our analysis is the probability measure
describing the behaviour of the outcome of the composite observable I ® X on |W9),
which may be rewritten in terms of that of the local observable X on the mixed
state 99 as

plox(A) = p¥ (4), AeB, (3.81)

where the last definition ;1% (A) := Tr[Ex (A)9]/Tr[¢p9] is merely a straightforward
extension of probability measures (3.54) for density operators (for the proof of the
equality (3.81), just replace X with Ex(A) in (2.71)).

Main Objective of this Subsection The primary interest of our study is now
to investigate how the information of the target system is encoded into the profile
of the outcome of the meter system (3.81) through the interaction. As in the pre-
vious subsection, we assume without loss of generality that the meter observable Y
coupled with the target observable A to yield the von Neumann interaction (2.69)
is given by Y = P. The main objective of the passage is to demonstrate the follow-
ing proposition as an answer to this question. The results, which shall be shortly
demonstrated, form the bases we rely on in conducting our further study.

Proposition 3.2 (Unconditioned Measurement 11.a). In the context of the uncon-
ditioned measurement scheme, let Y = P be fized for definiteness, and let |¢p) € H
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and b)) € K respectively be the initial states of the target and the meter systems.
Then, the probability measure (3.81) for both the choice X = Q, P reads

U P ¢
[ = HG * KAy
v,w e geRr, (3.82)
Hp = HKp,
in which the resultant profile of the measurement outcomes of X after the interaction

can be exclusively written by the convolution of the initial profiles of both the target
and the meter systems.

Specifically, the interaction causes the change only in the profile of the outcome of
the observable X conjugate to Y, in which the initial profile of the target system acts
upon that of the meter system through convolution of measures. On the other hand,
the profile of X for the same choice as Y is left untouched. The proposition can be
readily demonstrated by observing that the change of the spectral measure of the

measuring observables (I ® X)) with respect to the unitary operator U(g) := e~9A4®F
is provided by
U(=9) E100(A) U(9) = Egagrgaan(d), A €D, (3.83)
Ul=9) Eror(8)Ulg) = Egom (D), A€, (3.84)

in the Heisenberg picture (they are respectively direct consequences of (2.73) and
(2.74)), and that the probability distribution dictating the probabilistic behaviour
of the sum of two simultaneously measurable observables is described by the convo-
lution of both the individual profiles of the observables involved (which is in parallel
to the well-known result for random variables in classical probability theory). How-
ever, in the main passages that follow, we intend to provide a more elementary and
straightforward demonstration. As a corollary to this, one equivalently has:

Corollary 3.3 (Unconditioned Measurement I1.b). Under the same condition as

above, the result (3.82) can also be rewritten as
P9 _ ¥ @

Hig-1q) = Hig-1@) * Fas

(]

" g € R”, (3.85)
Fgp) = F(gp)

by rescaling the outcome by the interaction parameter.

The two different manners (3.82) and (3.85) of describing the effect of the interaction
correspond to the two possible ways of combining the interaction parameter g in the

unitary group as
Ulg) := e 9P — o=iA8(gP) (3.86)

Combining the interaction parameter g and the target observable A (the former)
corresponds to the scaling of the target observable A — gA, whereas combining ¢
and the meter observable P (the latter) corresponds to the scaling of the pair of the
meter observables {Q, P} — {¢g7'Q, gP}. Note that the pair of scaled observables
{971Q, gP} for g € R* still satisfies the Weyl relations (2.38) and (2.39).

Later on, we shall be investigating how one could recover the information of
the target system ,ufl based on the results that we obtained here. Incidentally, one
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finds that probing either the strong or the weak region of the interaction parameter
proves itself useful for this purpose, and the equalities (3.82) and (3.85) shall serve as
the respective starting points for analysing the weak and the strong unconditioned
measurement schemes.

Preliminary Observation For our purpose, we first consider the case where the
target observable A has a finite point spectrum o(A) = {ay,...,an}, N € N*.
Writing the spectral decomposition of A as (2.75) and applying (2.76), one finds
that the composite state after the interaction reads

N
T9) =) (I, ® e F) |6 @ )

n=1

Il
WE

(M) @ e ), g € R, (3.87)

n=1

It then follows that
(1 ® Eg(A))W9|]?

po (A) =y
N N . )
B (6T T @) (e Py, Bg(A)e-iswPy)
=22 0 e
N .
Ml [Eg(A)e
=2 P e

[
WE

1 ({an}) - 1o (A = gay)

1

=" ui{an}) - /R Ho(A = ga) dé,, (a)

n=1

— [ e - go) difia). geR, aem (3.89)
R

3
Il

=

where we have used the operator equality'® e’ Eg(A)e™ " = Eg(A —t), A € B in
the third to last equality, and have applied (3. 61) to obtain the last equality.

Description of the Measurement Outcome Returning to the general case,
where the target observable A is now arbitrary, we may conjecture from (3.88) that

i (8) = [ (8- go) diffa). geR, e (3.89)
R

generally holds, which indeed turns out to be true; it can be shown straightforwardly
in the general framework of functional analysis and measure and integration theory.
From (3.89), we see that the probability measure describing the behaviour of the

10This is a direct result of (2.50).
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measurement outcome of @) on the (mixed) state 19 after the interaction can be
explicitly given by those of the initial states of both the meter and the system.
Speaking in an intuitive way, each value a € o(A) of the spectrum of A causes a
translation ,ué(A) — MZ(A — ga), A € B to the probability measure of the initial
meter state while keeping its “shape” of the profile intact, and each of these effects
is all added over, weighted by the original probability ,uﬁ of the target observable
A.

Parallel to this, we remark that the ideal measurement of the observable X = P
after the von Neumann interaction would result in

uy =y, geER, (3.90)

which states that the interaction does not alter the profile of the measurement of
X = P at all. This can be readily shown by changing @) to P in (3.88), and by
applying the operator equality e?X Ep(A)e ™ = Ep(A), A € B.

Scaling of Measures and Density Functions For later arguments, it proves
convenient to rewrite our previous result (3.89) in terms of convolution of measures
after introducing some notations. Let u € Mc(B") be a complex measure, and
define a parametrised family {y}er of complex measures by

JutA), t € RX, .
(B = {M(Rn) W), t—o A e B (3.91)

Note that this definition is well-defined, for the continuity of the map z — tz
implies its Borel-measurability, hence t71A € B" for A € B". The coefficient
p(R™) multiplied to the delta measure for ¢ = 0 is to keep the total evaluation
pe(R™) = p(R™) constant for all ¢ € R. Intuitively speaking, this parametrisation
allows us to narrow down the profile of a given complex measure p while keeping its
total evaluation u:(R™) = p(R™) intact, so that it “tends” in an intuitive way to the
delta measure (weighted by its total evaluation p(R™)) as ¢t — 0. To help visualise
this, suppose that u is absolutely continuous and write p := du/dp"™ for simplicity.
One then finds

w8 = [ ot o

I
T

xa(tx)p(x) db™(z)

n

xal@)- 1170 () d8"(@),

n

p(x) dp™(z), AeB" teR”, (3.92)

I
o

where we have introduced the scaling

felw) == [t|™" f (%) ,  teRX, (3.93)
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of any given integrable function f € L'(R") by ¢ € R*. This implies that y; is also
absolutely continuous for each ¢t € R* by definition, and that its density is given by

Pt Z.'e'a

d d

dgfl:<dﬁy;l> . teRX, (3.94)
t

where the 1. h. s. is the density of the scaled probability measure 1, and the r. h. s.
is the density of the original probability measure p scaled by ¢ as in (3.93). In
the special case where p is a probability measure, one may intuitively see that the
parametrisation (3.93) takes any non-negative integrable function with the total
integral of unity (i.e., a probability density function) to the “delta function” in the
limit ¢t — 0.

Von Neumann Interaction and Convolution Now, note here that for each
t € R*, the probability measure p; is nothing but the image measure (3.9) of u with
respect to the map x +— tx (i.e., multiplication by ¢). With the help of the change
of variables formula for image measures (3.10), one confirms that the equality

f(@) dpe(z) = | f(tz) dp(z), tER (3.95)
Rn Rn

holds for all f that is integrable with respect to u. This allows us to rewrite (3.89)

in terms of convolution as

ply = i * (uﬁ)g7 gEeR. (3.96)
Alternatively, by scaling A — gA in (3.89), one finds from the definition that
(uég)g_l = (ué)g_l xpfy, g €RY, (3.97)

which is another way to describe how the von Neumann type interaction causes a
change in the profile of the meter observable X = Q).

Scaling of Observables We make a short digression at this point to seek for the
physical meaning of the two findings (3.96) and (3.97), which we have just acquired.
To prepare for our argument, we first introduce some notations regarding scaling of
spectral measures, in parallel to that of complex measures as we have done before.
Let E : 8" — L(H) be an n-dimensional spectral measure on the Hilbert space #,
and define a parametrised family {F;}icr of spectral measures by

E(t'A),  teR*
Ey(A) = ’ © Aemn 3.98

Here, we have introduced the “delta spectral measure” Ej centred at 0 € R", defined
by
1, 0€eA,

A€ B, 3.99
0, 0¢A, (3:99)

Ey(A) := {
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Incidentally, for the one-dimensional case (n = 1), the delta spectral measure E
centred at the origin is nothing but the spectral measure accompanying the zero
operator 0 on H.

We next confirm some basic facts regarding scaling of observables and their
accompanying spectral measures. Let E4 be the spectral measure of a self-adjoint
operator A : H D dom(A) — H. The goal is to specify the spectral measure of the
scaled self-adjoint operator tA, (¢t € R) and to show that

E(tA) = (EA)t7 t € R, (3100)

where the 1. h. s. is the desired spectral measure accompanying the scaled operator
tA, whereas the r. h. s. is the spectral measure accompanying the operator A scaled
by t. To see this, first observe the following equality

(6, (LA)$) = / ta dy,(a)

R

= [ @it
- [adto.Bane), ter (3.101)

for the choice |¢) € dom(A), where we have used (3.95) to obtain the second to last
equality. Applying the polarisation identity (3.62) for 7' = tA, one then has

(@.(t4)0) = [ @ (@ (Baula)o), tER (3102
for any |¢),|¢') € dom(A). Observing that the domain of a self-adjoint operator
is dense in H by definition, one may continuously extend the above equality on
|¢) € H, based on which the uniqueness of the spectral measure leads to the desired
result (3.100).

Returning to our main line of arguments, we first observe that the equality
(3.100) leads to

W= (n3),. teR (3.103)

which states that the probability measure describing the ideal measurement outcome
of the scaled observable tA on the state |¢) € H coincides with that of the original
observable A scaled by ¢t. Armed with this result, one may reformulate our previous
findings (3.96) and (3.97) respectively as

P9I P o)
o = [ * [0 s
{ o, TN geR, (3.104)
Hp = Hp,
and 4 . .
[ 1oy = Mo 1oy * W5,
{ (91;,@’ fj QTR e RX, (3.105)
Higp) = 'u(gP)’

where we have also explicitly written down the profile of the outcome of the mea-
surement of X = P. This completes our proof for Proposition 3.2 and Corollary 3.3.
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3.3 Recovery of the Target Profile

We now consider the inverse problem of what we have discussed so far, that is, we
argue how one can recover the probability measure ,uﬁ of the target observable A
from the probability measure ,uég obtained through the measurement of ) on the
meter system. Following the same line in the previous section, one finds it useful to
probe either the strong or the weak region of the interaction for this purpose, which
we shall see below one by one.

3.3.1 Strong Unconditioned Measurement

We first concentrate on (3.85) (or equivalently (3.97)), and observe that the problem
of recovering the desired probability measure reduces to the problem of “deconvo-
lution”, where one wishes to find the solution y := ,uz of the equation of the form

Vout = Vin * W, (3106)

having knowledge and control over both the “input” 1y, := “1(@*1@) and “output”

Vout ‘= uég_l Q) on their respective sides. Whilst there is rich literature on the topic
of deconvolution, we take a specific approach to the solution in order to make our
arguments simple.

Main Objective of this Passage A quick observation leads us to a naive expec-
tation that, if one could attune the input so that 14, may become a multiplicative
identity (in our case, it is the delta measure Jy centred at the origin), or in the
case where this is impossible, if one gradually approximates the input close enough
to it, then, one may obtain the desired solution u directly as the measured output
Vout — 0p * it = . One of the typical manners in which we attain such gradual ap-
proximation would be to fix the initial state ¢ and taking the strong limit g=! — 0
(9 — +o0) of the interaction parameter, so that v, = (/,Lw)g—l “tends” towards
the desired identity dp in an intuitive manner (recall (3.91) and (3.93)). The main
objective of this passage is to confirm that this idea is indeed valid, and thus to
state it in a mathematically rigorous way.

As it becomes apparent through the line of discussions below, there are some
certain mathematical hurdles that must be overcome to achieve this objective. In
order to avoid much intricacies, we shall impose certain condition to the choice of
the target observable, and present our main result in the following way:

Proposition 3.4 (Strong Unconditioned Measurement). In the context of the un-
conditioned measurement scheme, suppose that

(i) the target observable A admits description by density functions,

(i) the initial profile ,ué of the meter observable Q) on the state 1) is compactly

supported'! .
HWe say that a complex measure v has a compact support if there exists a compact subset
K C R for which the restriction of the variation |v| on the complement |v||xc = 0 is a zero
measure.
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Then, the scaled profile of Q after the interaction converges to the desired target in
the strong limit of interaction

] = o

with respect to the total variation norm (or, equivalently the L*-norm) for any choice
of the initial states |¢) € H.

The remainder of this passage is devoted to its demonstration.

Preliminary Observations Let us make a preliminary observation following the
above idea. The first thing we realise is that, in general, we cannot prepare the
input 1y, so that its profile may exactly coincide with the multiplicative identity
do. To see this quickly, first recall that the realisable input probability measures
vy are exactly those that are absolutely continuous with respect to the Lebesgue-
Borel measure. Since the delta measure ¢, does not belong to the space L' (), one
concludes that it is impossible to prepare the input in such a way that v, = d
holds. An alternative approach to this problem may be to consider a sequence of
inputs (vi,), that tends to the delta measure dy in hope that the resultant sequence
of multiplicative products (Vou)n := (Vin)n * p also converges towards the desired
solution g in the limit. Indeed, if one could only construct a sequence (vi,),, so that

lim H(Vin)n - (50” == 0, (3108)
n—o0
under the total variation norm, one concludes from the evaluation

[Win)n = pull = 1 ((Win)n = d0) * ol < [l (¥an)n — ol - [lel (3.109)

that the outcome tends to the desired solution

i | (Vout ) — ] = 0 (3.110)
in the limit. Unfortunately, however, one immediately realises that this idea also
fails, since in general there is no such sequence (14, ), that meets the condition (3.108)
in the first place, for indeed, since the space L(B) of absolutely continuous complex
measures is a topologically closed subset of the measure algebra M¢(8), a sequence
in L'(*B) never converges to an element outside of L'(B) with respect to the total
variation norm.

Discussion on the possible Approaches From the quick overview of our cur-
rent situation, we learn that the problem at hand is to do with the topology we
have given to the measure algebra M¢(B). Namely, the topology induced from the
total variation norm is too strong (fine) for our convenience. A fundamental cure for
this would thus be to equip the space with a weaker (coarser) topology on Mc(B)
such that, at least, it may allow us to construct sufficiently abundant sequences (or
nets, in general) of the “inputs” in L'(B) that converges towards dy, and that the
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sequence of the resulting “outputs” (i.e., the multiplicative product (3.106)) would
subsequently converge towards the desired solution in the limit!'2.

However, since this strategy, while being desirable, presupposes moderate fa-
miliarity with the mathematical branch of general topology, which the authors have
deemed to be beyond the scope of this thesis, an alternative approach to the problem
without explicit exposure to it would be favourable (possibly at the cost of gener-
ality, while hopefully having the merit of being mathematically less demanding).
In this thesis, this would be accomplished by introducing an auxiliary concept of
“approximate identities”, whose definition would be shortly presented. In essence,
we focus only on the convergence of the output in the total variation norm, based on
the observation that, even though there is no sequence of the input that converges
to the delta measure (3.108), there are certain conditions in which the sequence
of the output do converge towards the desired solution (3.110). As a preliminary
observation to this approach, observe that the output v, also necessarily lies in
L'($B8)!3, and by recalling that L'(8) is closed under the topology induced by the
total variation norm, one finds that the candidates of the solution y towards which
the sequence of outputs could ever converge are only those that also lie in L'(B).
Based on this inspection, in what follows, we shall only treat the case in which the
target observable A admits a description by density functions, which is to say that
the solutions p = ,uﬁ are always guaranteed to lie in L'(28), is assumed.

Approximate Identities The convolution algebra L'(B8) = L'(R"), contrasted
to the measure algebra Mc(®B), is non-unital. In order to compensate the inconve-
nience arising from the lack of a multiplicative identity, a weaker concept is often
used in analysing problems involving algebras. In this thesis, we call a family {e;}:~o
of elements of L*(R™) an approzimate identity, if for every element f € L'(R"), the
convolution e, * f converges to f in the topology induced by the L!'-norm, i.e.,

lim e, = f — 1 =0, fe€ LY(R™). (3.111)

Before we move on to the construction of an example, we collect some necessary
terminologies. Recall that the support of a function f : R® — K is a subset of R”
defined by

supp(f) :={x € R*: f(z) # 0}, (3.112)

12 A straightforward candidate for such a topology would be the weak-* topology based on the
identification (3.43) by the Riesz-Markov-Kakutani representation theorem, namely, the initial
topology with respect to the family of all algebraic linear functionals of the form p +— fR fdu,
where f € Cy(R). One eventually finds that the norm topology of the total variation is nothing
but the strong topology with respect to the identification, which implies that the weak-* topology
is strictly weaker than the topology we currently have at hand. Moreover, direct application of the
dominated convergence theorem and Fubini’s theorem reveals that the convergence of a sequence
of probability measures v, — ¢ implies v, * u© — p (both the convergence is meant in weak-*),
which is a much cleaner result than what we have seen in the main paragraphs. As an example
of such a sequence (net) of probability measures converging towards dy, one finds that the scaling
v+ (3.91) of a given probability measure v is typical. In fact, the scaling becomes a continuous
parametrisation from R to Mc(B) under the topology, which is also a welcome property.

13T see this, recall that the output can be written as a multiplicative product of two probability
measures with one of which being absolutely continuous, and that the space L!(8) of absolutely
continuous complex measures is an ideal in Mc(B).
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where the overline on a set denotes its topological closure. A support of a function
f: R"™ — K is said to be compact if supp(f) is bounded. Now, let n € L'(R") be
any integrable function possessing a compact support with the total integration of
unity,

/n n(x) de = 1. (3.113)

With this, consider a family {7, };crx of scaled functions defined as in (3.93), which
preserve the total integration of unity for all £ € R*. One may then intuitively
expect that 7, tends to the “delta function” in the limit ¢ — 0 and can be used for
an approximate identity,

lim [ f = fll = 0, (3.114)

for all f € L*(R™). To confirm that this is indeed the case, observe the inequality

I = = |
:/n

< [ ([ 1 -t - @) a57@)) 4w
= | Il 7w f = flle dB™(y), (3.115)

R"

" (x)

[ s =) = f(@) a5 )| dera

where 7, is the translation operator defined by
.f(x) = f(z +a). (3.116)

Recalling that lim, o ||7.f — f|l1 = 0 for any f € L'(R"), we see that for any
€ > 0, there exists a 6 > 0 for which a € K;5(0) := {x € R" : |z| < } leads to
|7af — fll1 < €. By taking [¢| small enough so that supp(n) C K;-15(0), we find that
the r. h. s of the above inequality is less than e. This shows that the family defined
by

ey =Ny, t>0, (3.117)

makes a simple example of approximate identities (here, the meaning of the subscript
on both sides of the equation is not to be confused, where the subscript on the 1. h. s.
indicates an index of the elements of the convolution algebra L!'(R™), whereas that
on the r. h. s. indicates the scaling parameter of an integrable function 1 defined
in (3.93)). Obviously, the construction of such approximate identities is highly non-
unique, and one may attain it in various different ways.

Realisation of Approximate Identities Our observation so far revealed that,
as long as the target profile u € L'(B) is absolutely continuous, by considering the
family of inputs {(v4n):}i>0 in such a way that it makes an approximate identity
in L'(B), the resulting family of outputs (Vow): := (V)¢ * u would successfully
converge to the desired solution

lim || (vout )¢ — ]| = 0 (3.118)
t—0
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in the L'-norm (or equivalently, in the total variation norm)'*. We are now interested
in the construction of such approximate identities for our current situation. To this,
we first observe that, since the profile of the input v;, = /fé_lQ in our case is
exclusively determined by the choice of the interaction parameter g and the initial
state |¢) € K of the meter system, the problem reduces to finding a sequence of the
pair (g, [1))s, t > 0 that makes the input an approximate identity. As an example
of such a construction, we first fix the initial state 1)) and observe that the density
of the input is given by

du? du?
(971Q) Q X

= R 3.119
s ( s )gl L IeR ( )

where we have used our previous result (3.94). Then, choosing |¢) so that the
density of ,ué may be compactly supported, one realises that taking the strong limit
of the interaction g=' — 0 (or equivalently g — +00) yields the desired result. In
turn, we fix the interaction parameter g € R* and choose a sequence of initial states
that makes the corresponding probability measures an approximate identity. Since
the scaling of an approximate identity by g~! is still an approximate identity, one
achieves another example of such a construction.

One thus finds a general guiding principle for the construction of an approximate
identity to be the combination of the two manoeuvres, namely, either

e by taking the strong limit of the interaction g~ — 0,

e by narrowing down the profile of the probability measures to the delta measure
(symbolically ;ﬂé — Jp) by changing the meter state |1)) € K.

In order to explicitly see how these work together, choose a sequence of initial states
[Y¥), |vn) € K, h > 0, such that the density of the initial profile Mé is compactly
supported and that the parametrisation corresponds to its scaling

P P
g’ _ (d“Q> : (3.120)
h

dp g

which makes itself an approximate identity as h — 0 (one may easily construct
such a sequence in the special case in which the meter system is described in the
Schrodinger representation of the CCR!®). Then, observing that the scaling of it by

“Lis
duwh duw
( dg ) = (d—ﬁQ : (3.122)
g1 hg—1

4\We note again that the subscripts ¢ used here is meant to be an index, and not to be confused
with that denoting scaling of complex measures.
150ne may choose any wave-function 1) € L2(R) with compact support, and define

Yoy (@) = |h[ 2 (%) . (3.121)

Here, the braces among the subscript i to denote the index is merely employed in order to avoid
confusion with that denoting scaling of a function (3.93). One then readily finds that this qualifies
as an example of the desired family (3.120).
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one finds that it is indeed an approximate identity that tends to the delta in the
limit as hg~' — 0 together.

Concluding Remarks In conclusion, we see that the unconditioned measurement
scheme allows us to recover the information of the target system and its observable
A, not only in the form of expectation values described earlier, but also in the form
of probability measures ui. This is accomplished by taking the limit of either nar-
rowing the profile of the probability measure ,ug of the meter system, or intensifying
the interaction parameter g — +00, or otherwise by appropriately balancing both
contributions and having hg~! — 0 as a whole. In this sense, we may say that in-
tensifying the interaction parameter has an equivalent role to narrowing the profile
of the probability measure of the meter. It may thus appear reasonable that, also
in this respect, the von Neumann measurement scheme is sometimes referred to as
the “strong measurement” or the “sharp measurement”.

3.3.2 Weak Unconditioned Measurement

We shall see next how the measurement outcome of the unconditioned measurement
behaves locally around g = 0 in terms of probability measures. Specifically, we are
interested in the (higher-order) derivatives of the map

R — L'(B), g+ uf) . (3.123)

which is now a map from the real line R to the space of complex measures L'(8) C

Mc(B).

Main Objective of this Passage The main objective of this passage is to first
compute the derivatives of the map (3.123) at the origin ¢ = 0, and subsequently
argue how one may reconstruct the profile of the probability measure uﬁ of our
interest from the information obtained. However, as one realises in the line of
discussion that follows, this involves certain mathematical intricacies. In order to
avoid any difficulties and complication that may arise, we impose some restrictions
to the configuration of the target and meter systems, and thus obtain the following
two propositions, the first of which shall be demonstrated in the main passages
below.

Proposition 3.5 (Outcome of the Weak Unconditioned Measurement). In the con-
text of the unconditioned measurement scheme, suppose that

(i) the target profile uﬁ is compactly supported,
(ii) the density of ,ué belongs to the Schwartz space dug/dﬁ € Z(R).

Then, the map (3.123) is arbitrarily many times strongly differentiable in the L'-
norm (or, equivalently, in the total variation norm), and its derivatives at g = 0

reads o
@ug)j =E[A" ¢] - (-D)"u§, n €Ny, (3.124)

g=0
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where D denotes the operation uniquely specified through the relation
d(Dv)/dp = D(dv/dp), (3.125)

by differentiating the density of absolutely continuous complex measures v € L'(B)
whose density dv/df € #(R) lies in the Schwartz space.

Note that compactness of the support of ,uﬁ implies the existence of all the higher-
order moments | E[A"; ¢] | < oo of the observable A, and that the Schwartz space is
closed under the operation of differentiation (i.e., D"(dv/df) € .#(R)), hence both
sides of (3.124) is well-defined. Operationally, the above proposition implies that
one may obtain not only the expectation value (n = 1) of ,uﬁ, as we have found
by the operator level analysis (2.88) conducted in the previous section, but also its
higher-order moments

E[A"; 9| = /Ra" du%(a), n e Ny, (3.126)

by probing the local behaviour of the interaction around g = 0. Incidentally, one
might expect that one could recover the full profile of the original probability mea-
sure ,ufl by knowing enough numbers of its higher-order moments, which in fact
turns out to be positive under our assumption.

Proposition 3.6 (Weak Unconditioned Measurement). Let A be self-adjoint and
|p) € H for which the probability measure ,uﬁ 1s compactly supported. Given an-
other compactly supported probability measure i on (R,B) such that all their higher
moments

E[A"; ¢] = /Ra" du(a), n € N, (3.127)

may coincide with that of ,uﬁ, then the two probability measures agree p = uﬁ. In
other words, one may uniquely reconstruct the probability measure pfl of the target
system by knowing all the higher moments of A by means of the weak unconditioned
measurement.

Proof. In fact, this is one instance of the famous problems collectively called the
classical moment problem [44,45]. We provide a sketch of the proof for our spe-
cific case at hand, and to this, we first observe that knowing all the higher-order
moments (3.126) is equivalent to knowing the integral [ p(a)duf(a) of all poly-
nomials p € P(K) on some compact subset K C R on which ,uﬁ is supported.
Now, choose a compact subset K C R that contains the support of both ,uﬁ and p,
e, llge = ,uﬁ ke = 0, and observe that the space of continuous functions on K
trivially coincide with that of continuous functions on K that vanishes at infinity
C(K) = Cy(K). We thus have C(K)' = Co(K)" = Mc(B|k) by the Riesz-Markov-
Kakutani representation theorem. Since the space of polynomials P(K) is dense in
C(K) with respect to the supremum norm (cf. Weierstrass approximation theorem),
one concludes that [, p(a)du(a) = [ p(a) du%(a), p € P(K) implies u = . O
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Preliminary Observation We now begin our analysis. To provide some prelimi-
nary observation to this problem, we start by observing that the target of our study
would be the following formal expression

LT (3.128)

in which we leave aside, just for now, all the inherent subtleties that will shortly be-
come apparent regarding the operation of taking the limit. Now, since the numerator
of the r. h. s. of the above formula can be written as

i === (), - ). (3.120)

one finds that the analysis of (3.128) reduces to the study of the formal expression

of the form
d

Véutm) = %Vout ()

e — 0o

= lim vy, *
=0 t—0

, (3.130)

where p, vy, € M (B) are probability measures (the latter being absolutely continu-
0US), Vout (1) := iy * 11y, and the subscript on p; denotes the scaling defined in (3.91).
In studying (3.130), one might find it a decent starting point to focus on the formal
expression (the right component of the above convolution)

lim K% (3.131)

t—0 t

From this, one realises that our problem is nothing but the differentiability of the
map t +— pu; at the origin ¢ = 0 (recall that we have defined py := Jy for any
probability measure p), and thus have symbolically written the limit of the above
expression by ), temporarily leaving aside the question of its existence and well-
definedness just as before. It would then be tempting to expect

Vous(0) = Vin * 110, (3.132)

which should resolve our main problem fairly nicely.

A Formal Computation of the Derivative Guided by the above naive ob-
servation, we are naturally led to consider what the derivative of the map t — p;
at t = 0 for a given probability measure p € M¢(98) would look like. As a first
step, suppose for simplicity that p is absolutely continuous, and denote its density
by 1 := du/dS. Armed with our previous findings n, = du,/dp, t € R* regarding
scaling of measures and that of its densities (see (3.94)), we then intend to formally
obtain

po = lim g (3.133)

t—0

in view of density functions, by first computing its derivative at ¢ > 0 and then
taking the limit ¢ — 0. Now, assuming suitable differentiability and integrability
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conditions for the density 7, one computes the derivative of the map ¢t — n; at t > 0
as

. Miyn — 7 1 T T T
2 () 500 ()

h—0 h t t
le (x
()
(t £"1\% )
=—D(zn),, t>0, (3.134)

where D := d/dx was the usual operation of differentiation. Then, one might be
tempted to formally proceed as

iy D (en), = D [l ()]

-o](for) o]

= Elx; 1] - Ddo, (3.135)

where we have used (3.91) in the second equality. The above argument implies that
the derivative of the map t — pu; at the origin would appear as

po = Elz; ] - (=D)do, (3.136)

which is the “derivative of the delta measure” weighted by the expectation value
of the original probability measure p. As for the general case in which the original
probability measure p is now not necessarily absolutely continuous, we may conjec-
ture that, since the r. h. s. of (3.136) does not depend on the absolute continuity of
the original probability measure p, the same result should hold even in the general
case as well.

Discussion on the possible Approaches While we have conducted a very for-
mal discussion above, the result in fact turns out to be true and can be made
mathematically fully rigorous in the framework of the theory of generalised func-
tions (distributions). In fact, it turns out that the derivative py that appears in
(3.136) is no longer a member of the space Mc(B) of complex measures', and

6Tncidentally, one may recall that the (higher-order) derivatives of the delta distribution appears
in several branches of physics, one of the most familiar of which being presumably the theory of
electromagnetism. The derivative of the delta distribution DJjy is among the most well-known
example of a distribution that cannot be expressed by a complex measure. In order to provide an
intuitive reasoning with the tools at hand, let ¢ be a smooth function with compact support (i.e,
a test function) satisfying (Dp)(0) = 1. As a concrete example, one may take ¢(z) := zpo(z) with

_ e (al<)
wo(x) = {o (2l > 1. (3.137)

Defining a sequence of test functions by ¢, (z) := n=tp(nz), n € N*, observe that the dom-
inated convergence theorem necessarily implies lim, fR pndp = 0 for any complex measure
1 € Mc(®B). On the other hand, with the help of an auxiliary smooth density function p to sym-
bolically express the delta distribution by the limit of its scaling dg = lim;_,g p¢, one may formally
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accordingly the framework in which we have been working so far (i.e., the space
of complex measures) is insufficient for our analysis. For further study of weak
unconditioned measurements, a preferable approach would thus be to expand our
framework by introducing the space of distributions. While this method has a great
merit in being able to conduct our analysis with decent generality (and in fact, dis-
tributions have their role, not just in this subsection, but also later in studying the
quasi-joint-probability distributions in Section 5 and 6), at the same time, it has a
drawback in that it would be rather mathematically demanding, especially since the
theory of distributions is build up on the results of general topology.

In view of this, an alternative approach to the problem without direct exposure
to the theory of distributions would be favourable. To this end, recalling the idea
employed in the previous subsection, we concentrate only on the differentiability
of the multiplicative product (3.130), setting aside the intricacies involving that of
the map ¢t — u; we have seen above. To see what we mean, we first expect, by
combining (3.132) and (3.136), that the derivative of the map ¢t — v (t) at the
origin be written as

V. 1(0) = Elx; p] - (v % (—D)dy) - (3.139)

out

Now, assuming suitable differentiability condition of the density pi, := dvi,/dS of the
imput 14, as a starting point, we employ an auxiliary smooth density function 7 to
symbolically express the delta distribution by the limit of its scaling oy = lim;_,o 7,
(a similar technique is used in (3.138)) and formally obtain the “density” of the
convolution v, x Dy as

(pn * Dd0) (2) = (pin D (limm:) ) (2)

= lim/Rpm(x —y) (Dne) (v) dB(y)

t—0

=lim [ (Dpw)(x —y)n(y) dB(y)

t—0 R

= (Dpin)(2). (3.140)
Introducing the notation Dy, as defined in (3.125), we thus obtain

V1 (0) = Elx; p] - (—D)vay. (3.141)

out

The basic idea is that, while we have seen that the distributional derivative of
the delta Ddy does not allow itself to be expressed by a complex measure, the

compute the integral of ¢,, weighted by the “density” DJ, as

t—0

~tin (- [ (D)@ mlalasia))

/R enl@) (D6o)(2)dB(z) = lim ( / onl) <Dpt><x>dﬁ<x>)

t—0
— [ De)@) do(@)ds (o), (3.138)
R
where we have used integration by parts to obtain the second equality.  This implies

limy, o0 [ n(Dd0)dB = limy, 0o —(Dy,)(0) = —1, which would lead to a contradiction if (Ddy)
were to be expressed by a complex measure.
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distributional derivative Dvy, of some probability measure vy, might belong to the
space Mc(B) of complex measures!”. If we could moreover find a condition for which
the differentiability (3.141) is valid with respect to the norm topology of the total
variation (i.e., strongly differentiable), we could develop a line of argument that is
totally confined in the space M (B), without referring to the theory of distributions
at all.

On the Main Results One finds below that the the above idea is indeed valid.
To this end, we assume

e The probability measure p has compact support.
e The density of v, belongs to the Schwartz space duy, /dS € % (R).

Under the above two conditions, we demonstrate below that the map ¢ +— vy (%)
is in fact arbitrarily many times strongly differentiable, and that its higher-order
derivatives read

(1) = (=D)"win) ¥ (a" © )y, tER, n €Ny, (3.142)
which in particular implies
v (0) = E[2"; 4] - (=D) v, n €Ny (3.143)

at the origin ¢ = 0. Here, D"y, denotes the signed measure defined in (3.125),
and the signed measure 2" ® p is defined in (3.7). Note that our two conditions
above, namely, the compactness of the support of 1 = 2° ® p and the density of
Vin = (—D)%, belonging to the Schwartz space, are true not only for n = 0, but for
all n € Ny. Note also that compactness of the support of u guarantees the finiteness
of all its higher-order moments |E[z™; u]| < oo, n € Ny. Applying (3.143) to our
physical situation by letting u = ,uﬁ and vy, = ,ué would prove Proposition 3.5.

Proof of our Main Result. For demonstration, we provide a sketch of the proof by
mathematical induction. One may readily confirm by definition that the above
statement is trivially true for n = 0. Now, assuming that the statement is true
for n € Ny, we rewrite oy, := (—D)"V, [t := 2" © p and Dou(t) 1= Py * fiy for
better readability. Now, recalling that the convolution algebra L'(B) is an ideal in
the measure algebra Mc(®B), one finds that Dy (t) is absolutely continuous for all
t € R (in passing, one moreover finds that the density of Doy (t) is also a Schwartz
function), and that its density pou(t) := dUou(t)/df is given by

o00) = [l =) dity), 1R (3.144)

where py, denotes the density of 7, (see (3.24) for this result).

17 As one may expect, the distributional derivative Dv of an arbitrary complex measure v can be
made well-defined by extending our framework into the theory of generalised functions. In general,
the derivative derivative Dv is a distribution itself (as we have seen for the special case v = dy),
but not necessarily a complex measure anymore.
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In order to prove the strong differentiability of the map t — Doy (t), we work in
the space of density functions. We start by demonstrating the point-wise differen-
tiability of the map t — pou(t), and to this end, we fix tg, 2 € R and observe

im ﬁout (t) (I’) B ﬁout (tO) (I’)

t—to t - tO
N ﬁin(x - ty) - ﬁin(‘r - tOy) ~
s | — dfi(y)
= / Y(—=Dpwm)(z — toy) di(y), (3.145)
R

where the exchange of the limit and integration in the second equality, while we shall
omit any details of its proof, is essentially a consequence of the dominated conver-
gence theorem. Next, we return to its strong differentiability (i.e., differentiability
with respect to the L'-norm). To this end, we assume t, < ¢ without loss of gen-
erality and recall the mean-value theorem, which state that there exists a t1 €]t, ¢

such that . -
Pout () () — Pout (to) (z)
t—1g

= (Pout(t1)) () (3.146)

holds. Then, one has

ﬁout(t)(x)_ﬁout(tﬂ)(x) ~/ ( )

t — tO — Pout tO )
= /R /R Y(—=Dpw)(x — t1y) — y(=Dpw)(x — toy) dii(y)| dB(x)
< J 1711 (D) = Tty (D) |, dfi(y): (3.147)

where the exchange of the order of integration in the last inequality is guaranteed
to hold (Fubini’s theorem), and the translation operator 7, is defined in (3.116).
Compactness of the support of i together with an analogous argument made in
(3.114) implies that the r. h. s. of the above inequality tends to 0 as ¢ — 0, which
completes our proof for strong differentiability. We thus have by (3.145)

pot () = fls (0)
= (=Dpin) * (z © [1);
= ((=D)""'pp) * (2" O u), teR (3.148)

and

pIE(0) = ((=D)™ pia) * (2" © p)o
= Elz"" 4] - (=D)" o, (3.149)

where we have used (3.91) and (z"™ © p)(R) = E[z""; u] in the last equality. This
completes our whole proof. O
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4 Conditioned Measurement I: In Terms of Con-
ditional Expectations

We shall next embark on our study of the measurement scheme that we call the
conditioned measurement scheme. As the name indicates, conditioned measurement
involves conditioning, where one employs the measurement of another observable on
the target system on top of the unconditioned measurement scheme studied earlier.
The conditioned measurement scheme can be understood as a natural generalisa-
tion of the post-selected measurement scheme, which has recently been attracting
much attention of numerous groups among the physics community. While the post-
selected measurement scheme itself has been practiced for quite a while, it has caught
a renewed interest since Aharonov et al. reintroduced it with the term weak mea-
surement which in particular applies to the post-selected measurement in the weak
limit, along with the complex quantity termed weak value purported to be measured
by it. Two sections starting from here is devoted to the analysis on the conditioned
measurement, scheme, and by following the same line as that of the former un-
conditioned counterpart, we start by examining the measurement scheme in terms
of conditional expectations (Section 4), and subsequently in terms of conditional
probabilities (Section 5).

Organisation of this Section The contents of this section is organised as follows.
We first provide a concise summary of some of the necessary mathematical concepts
that provides us the tools for conducting the analysis. We then make a brief re-
view on the conditioned measurement scheme from a relatively general framework,
and make some comments on the technique of employing conditioning (or post-
selection, as a special case) in precision measurements, whose alleged advantages
has recently become the topic of intensive debate. We shall then investigate how
one could reclaim the information of the configuration of the target system from
the the measured outcomes, and to this end, we concentrate on the behaviour of
the conditional expectation of the meter observable around the weak limit g = 0 of
the interaction parameter. In parallel to the unconditional case, we call this proce-
dure the weak conditioned measurement scheme in this thesis. We finally close this
section by introducing the concept of conditional quasi-expectations of a quantum
observable given another (not necessarily simultaneously measurable) observable, as
a generalisation of that of the standard conditional expectations, and examine some
of their notable properties.

4.1 Reference Materials

In this subsection, we shall briefly recall the necessary mathematical definitions and
results regarding the formal mathematical description of conditioning.

4.1.1 Conditioning

The essence of the conditioned measurement scheme lies in the conditioning of the
outcomes of a local measurement of an observable X of the meter system K by that
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of an additional observable B of the target system H. The quantity of interest is
then the conditional expectation of X given B, in contrast to the unconditioned
measurement, scheme described in Section 2, where the quantity of interest was the
mere (unconditional) expectation value of X.

Conditional Expectation given a Sub-o-algebra Since one may find the gen-
eral definition of conditional expectations to be rather involved, we start by some
preliminary discussion in order to ease the introduction. Let (R™,B"™, 1) be a prob-
ability space, and let f : R® — R be p-integrable. Given a Borel set B € 8" with
non-vanishing probability u(B) # 0, one defines the conditional expectation of f
given the measurable set B € B™ by the real number
_ Jp f(@) du(z)
E[f|B] : (B) . (4.1)
Now, let R* = UY, B;, B; € B" be a decomposition of R™ into finite numbers of
mutually disjoint Borel sets, and let & := {B;};,=1.. n denote their collection. We
then define

,,,,,

Ql::a(Qf):{UBi:IC{l,...,N}} (4.2)

iel

to be the sub-o-algebra of B" generated by €. Assuming p(B;) # 0 for all i =

1,..., N, this gives rise to an -8 measurable function
N
E[f|2)(z) := Y E[f|Bi] - xs,(2), (4.3)
i=1

where each xp, is the characteristic function of the subset B;. Observing that each
element A € 2 can be expressed by a union of elements of &, one has

| #a) duta) = 3 BIfIB] - ulB)
A B;CA
~ [ B dulato). v (4.4
A
where p|y denotes the restriction of the probability measure 1 on the sub-o-algebra

2. Guided by this observation, the conditional expectation of an integrable function
f given a sub-o-algebra 2l is defined in the following manner:

Definition (Conditional expectation given a sub-o-algebra). Let (R",B"™, u) be a
probability space. For a sub-c-algebra 2l C B™ and a p-integrable function f : R" —
R, the conditional expectation of f given A, denoted as E[f|2], is defined as a p|y-
integrable function satisfying

AfmdmwzéEmm@wwum,vAe% (4.5)

The conditional expectation E[f|2] exists, and is unique pi]y-a.e.
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To see the validity of the definition, first observe that the 1. h. s. of (4.5) defines
a complex measure A — (f ©® u)(A), A € . Since (f ©® pu) < ply, the Radon-
Nikodym theorem leads to the existence and uniqueness pu|y-a.e. of the conditional

expectation
d(f © p)
dpla

which is nothing but the Radon-Nikodym derivative (density) of f ® p with respect
to the restriction uly on the subalgebra 2. Note that the conditional expectation
is defined as a function (or more precisely, an equivalent class of functions) rather
than a mere number. The elementary definition (4.3) mentioned earlier is in fact a
special case of the above general definition, in which the sub-c-algebra concerned
is given by (4.2). The conditional expectation E[f|2(] serves as the, so to speak,
best approximation of the original function f by measurable functions defined on
the coarser'® g-algebra A C B".

E[f|¥] := , (4.6)

Conditional Expectation given another Function We next recall the defi-
nition of the conditional expectation given another real measurable function. As
above, we first provide an introductory argument. Let (R™, 8", 1) be a probability
space, and let f : R" — R be p-integrable. Given another measurable function
g : R" — R, suppose that the probability of obtaining the outcome y € R of ¢ is
non-vanishing p(g~'(y)) # 0. In a similar manner as before, one may define the
conditional expectation of f given the outcome y of ¢ as

oy flx) du(z
Elflg =y = Emg—l(y)]:fg ff(g(l()y))“ ( ), (4.7)

where we have just replaced B = g~ !(y) in (4.1). It is now tempting to construct
a function y — E[f|g = y] that maps each of the possible outcomes of g to the
corresponding conditional expectation. Assuming that the function ¢ only takes
a finite number of distinct outcomes {y;}i=1. ~, ¥ € R, one accordingly obtains a
decomposition R" = UY, g7 (y;) of R™ into a finite number of mutually disjoint Borel
sets. Assuming moreover that (g~ '(y;)) # 0 for all i, one obtains a well-defined
measurable function

E[flg] : R =R, y~ E[flg=y], (4.8)

called the conditional expectation of f given g.

To see how this relates to the previous definition of the conditional expectation
given a sub-c-algebra, consider a general situation in which one is given a set X
(without a o-algebra), a measurable space (Y,2) and a function g : X — Y. The
collection

I(g) = g7' () == {g '(A) : A A} (4.9)

makes itself into a o-algebra, called the initial o-algebra on X with respect to g,
and it is the coarsest o-algebra on R"™ for which the map ¢ is measurable. In the

8Given two o-algebras 2 C 9B, 2 is said to be smaller or coarser than B, and on the other
hand, ‘B is said to be larger or finer than 2.
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above situation, we take (Y,2l) = (R,B') and define
I(g) = g (B) = 0 (€), (4.10)

where we have let € := {g7(y;) }i=1.. n. Now, since we have assumed that u(g~'(y;)) #
0 for all 4, the conditional expectation of f given Z(g) can be expressed as

N

E[f|Z(g)] = E[f|o(€)] = > E[flg™" (5:)] - Xg-1(0)+ (4.11)

=1

where the last equality is due to (4.3) by replacing B; = g '(y;). It is then fairly
straightforward to see that the conditional expectations E[f|Z(g)], E[f|g] and the
conditioning function g are related to one another through the commutative diagram,

(R", Z(g)) 2— (R, B") (4.12)

E
E[fIZ(9)] lum

(R,B")

where each of the functions is measurable. In this sense, the function E[f|g] is
understood to be nothing but the factorisation of E[f|Z(g)] by g. The validity of
such observation for the general case is guaranteed by the following Factorisation
Theorem.

Theorem (Factorisation Theorem). Let X be a non-empty set, and let Z(g) =
g () be the initial o-algebra of a map g : X — (Y,B). A function h: (X,Z(g)) —
(R, BY) is measurable if and only if there exists a measurable function h: (Y,8) —
(R,B') that makes the diagram

(X, Z(9)) —— (Y.B) (4.13)

commute.

By letting (Y,9B) = (R,®B') and h = E[f|Z(g)], this guarantees the existence of the
function E[f|g] := h that makes the desired diagram commute, even for the general
case.

As for the integrability of the conditional expectation E[f|g], we first observe
that the probability of obtaining the outcome of g in a Borel set B € B! is dictated
by the probability measure

g(n)(B) = p(g~"(B)), BeB, (4.14)

which is nothing but the image measure of u with respect to g (see (3.9) for its
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definition and properties). One thus sees by the formula

/R [Flg] d(p Zﬂzﬂg 5) - 9 ({:})

= ZE flg =il - p(g™" (w))

— Z/ (2)
. f(x) du(z), (4.15)

that the function E[f|g] is g(u)-integrable, and its expectation value coincides with
the expectation value of f under u, which is what one naturally expects.

Guided by the above observation, the conditional expectation of an integrable
function f given another measurable function g is defined in the following manner:

Definition (Conditional expectation given a measurable function). Let (R™,B", 1)
be a probability space, and let f : R™ — R be p-integrable. The conditional expecta-
tion of f given a measurable function g : R™ — R, denoted as E[f|g], is defined as
a g(p)-integrable function that makes the diagram

(R Z(9). plz(gy) —— (R, B", g(n)) (4.16)

E[fIZ(s) FV g

(R, B
commute. Its existence and uniqueness g(p)-a.e. is known to be guaranteed.

Note that integrability of E[f|Z(g)] is due to the change of variables formula (3.10)
for image measures, and its uniqueness g(p)-a.e. is immediate by definition. Based
on the above definition, let [E[f|g] be (a representative of) the conditional expecta-
tion of f given g. We write

E[flg = y] == E[f|g](y) (4.17)

to denote the conditional expectation of f given the outcome y of g. Note that this
definition is dependent on the choice of the representative and may admit ambiguity.
Indeed, for the choice y € R for which the probability of obtaining the outcome of
g in {y} is vanishing: g(u)({y}) = p(g~'({y})) = 0, one sees that E[f[g = y] is
indefinite and may take any real number. As exemplified in here, the conditional
expectation E[f|g] of f given g is appropriate to be viewed as an equivalent class of
integrable functions, rather than a function alone.

Conditioning by Simultaneously Measurable Observables As in the previ-
ous section, we occasionally denote the Borel sets on R™ by A € 8™ in place of B for
better understanding and readability, especially in the context of quantum theory,
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where the confusion of the notation of B with that of an operator may become a con-
cern. Let A and B be a pair of simultaneously measurable observables on a quantum
system H. We have seen that this yields a probability measure ,uj 5 on (R?,B?) (cf.
(3.66)), which is interpreted as the joint-probability distribution describing the out-
comes of a simultaneous measurement of A and B performed on the quantum system
in the state |¢) € H. Letting f(a,b) = ma(a,b) := a and g(a,b) = 7wp(a,b) := b
describe the measurement outcomes of each of the observables A and B, we shall
briefly see below how the previous discussions on conditioning fits in the context of
quantum mechanics. For our purpose, assume |¢) € dom(A) so that the projection
ma(a,b) = a may be integrable

[ matad) dudplat) = [ aduia)

R2

= E[A; ¢, (4.18)

with respect to the probability measure ui - Observing that the image measure of
,uj p With respect to the second projection

w5 (Hh) (Ap) = i (R X Ap) = iy(A), Ap € B (4.19)

is nothing but the probability measure describing the outcome of B, we define the
conditional expectation E[A|B; ¢| of an observable A given B on the state |¢) as the
(equivalence class of) pg-integrable function(s)

E[A[B; ¢] := E[ra|mg], (4.20)

where the r. h. s. is the conditional expectation of w4 given 7w under the probability
measure uﬁ - Under the same assumption, we analogously define the conditional
expectation’of an observable A given the outcome b of an observable B on the state
|¢) € dom(A) by

E[A[B = b; ¢] := E[A|B; ¢](b). (4.21)

We note again that the last definition incorporates some ambiguity, in which the
number E[A|B = b; ¢] is not well-defined in the case where the probability that the
measurement of B yields the outcome b is vanishing.

4.2 Conditioned Measurement

Conditioned measurement incorporates the measurements of two observables, where
the experimenter measures one local observable on the meter system and the other on
the target system. In this thesis, we generally define the conditioned measurement
as the act of measuring the conditional expectation

E[X|B; 9] := E[l ® X|B ® I; V] (4.22)

of an observable for the choice of either X = ) or X = P of the meter system given
another observable B on the target system. Here, for better readability, we have
made a little abuse of notation by writing X instead of I ® X and B for B® I. We
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emphasise again that the conditional expectation (4.22) is defined as an equivalence
class of functions that are integrable with respect to the probability measure

:U’(gg = M%i@]a (423)

which describes the behaviour of the outcome of the measurement of the local ob-
servable B on the target system. Here, we have introduced the density matrix

¢9 = e[| T9) (1Y) (4.24)

on the target system defined in a parallel manner as in (2.70). For its well-definedness,
we note the following statement for reference.

Proposition 4.1 (Well-definedness of the Conditional Expectation). In the context
of the conditioned measurement scheme, let

(i) If X =Y:|¢) € H, |¢) € dom(X)
(i) If X #Y: |¢) € dom(A), |¢) € dom(X)

be the choice of the initial states of the target and meter systems. Then, the condi-
tional expectation B[ X |B; V9] is well-defined for all range of the interaction param-
eter g € R.

Proof. For demonstration, we shall only refer to Proposition 2.1 that guarantees the
integrability of the outcomes of the measurement of X (i.e., |E[l ® X;¥9]| < 00)
for all range of g € R, given the conditions assumed. O]

Post-selected Measurement As a special subclass of this measurement scheme,
we prepare the term post-selected measurement scheme to refer to the case where
the conditioning observable B = |¢/)(¢’| happens to be a projection on some one-
dimensional subspace of H spanned by some normalised vector |¢') € H, and in
such a case, the act of conditioning will be occasionally referred to as the post-
selection. It is also a common practice found in various literatures to call the state
|¢) prepared prior to the measurement and the normalised vector |¢’) spanning the
image of the one-dimensional projection B = |¢/)(¢’|, the initial/pre-selected state
and the final/post-selected state, respectively.

4.2.1 Topic: “Amplification Technique” by Conditioning

It is widely known that, in general, the range of conditional expectation may exceed
the (unconditional) expectation value, i.e., for some clever choice of the conditioning
observable B and its outcome b € R, one has

|E[X; 99| < |E[X|B=b;19]| (4.25)

with non-vanishing probability. Clearly, this property should prove itself useful in
some certain situations.

While this property has occasionally been utilised in experiments, it has recently
caught wide attention due to the reports on the success of application in preci-
sion measurements, including the experimental detection of the spin-Hall effect of
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light (SHEL) in 2008 [46], and the detection of an ultra-sensitive beam deflection in
a Sagnac interferometer in 2009 [47]. The experiments have effectively utilised the
technique of conditioning (or post-selection) to yield an enhancement (or “amplifica-
tion”) of an extremely small beam displacement to the extent that it is large enough
to overcome various technical imperfections (noise level), and eventually realising
significant detection of such tiny effects. In this context, this technique has often
been referred to as the “weak value amplification” or as “Aharonov-Albert-Vaidman
effect” of amplification [6].

Review of the Recent theoretical Analyses FExtensive theoretical analyses
have been conducted in recent years from various viewpoints on the technical ad-
vantages of the technique of post-selection over the conventional unconditioned coun-
terpart. Some of them addressed the question of signal amplification and its limit,
where one asks the question as to what extent one can amplify the signal [48] and
how one could achieve the optimisation [49]; the question of the existence of the limit
of amplification will be addressed shortly in a more general framework. As far as
the authors are aware of, the first sound analytic result appeared around 2012 [50],
in which the limit to the amplification rate, as well as the signal-to-noise ratio has
been explicitly presented. The computation was conducted for a special case where
the observable A fulfils the condition A% = I and the meter wave functions were
assumed to be of Gaussian states, which we shall also address in a relatively more
general setting later in this section, and also in Appendix A.

Others focused on the statistical loss which occurs due to the post-selection
and examine the feasibility of improving the parameter estimation of the coupling
constant g by post-selection based on estimation theory (for a concise review on
the topic form this point of view, see [51]). The result is that the post-selection
statistically deteriorates the quality of estimation, both in the case where ideal
noiseless experiments can be performed [52], and also in some case where certain
types of fully-known or controllable noise are present [53-55]. In an attempt to
address the question of how the post-selection technique, while being statistically
inferior to the unconditioned case, could be advantageous in realistic experiments,
the authors have conducted a theoretical analysis on post-selected measurement in
the presence of some intractable “measurement uncertainty”, a relatively modern
concept in metrology to express unknown or uncontrolable source of technical im-
perfections [56]. It was then found that, while post-selection suffers from statistical
deterioration, in certain cases the amplification effect becomes favourable in over-
coming the unknown/uncontrollable source of technical imperfections one could not
completely eliminate through “noise hunting”, which accordingly cannot be reduced
from statistical reiteration. This suggests that the post-selection technique should
be understood as the practice of taking advantage of the trade-off relation between
the reduced contribution from intractable source of measurement uncertainty due to
its signal amplification effect, and the statistical deterioration caused by the decrease
in success probability.
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4.2.2 Topic: “Limit of Amplification” in Terms of Essential Suprema

In what follows, we provide a somewhat general result regarding the question of
“limit of amplification” by conditioning, which has been one of the hottest topics
among the study of the technical advantages in employing conditioning in experi-
ments. A typical way to address this problem is to ask oneself, to what extent one
could enlarge the conditional expectation E[X|B;W9] by choosing an appropriate
conditioning observable B and its outcome b € o(B) with non-vanishing probability.
By recalling the definition of essential supremum of a function (2.20), one realises
that the question is equivalent to asking to what extent one could make the essential
supremum of the conditional expectation

| E[X|B; 99| (4.26)

large by the choice of the conditioning observable B.

Preliminaries To prepare for our arguments, we first observe some basic facts
regarding absolute continuity and essential suprema.

Lemma 4.2. Let (X, 2, 1) be a probability space, and let v : A — C be a complex
measure. Then, the following conditions are equivalent:

(i) v < p.
(i) |v] < p-
(iii) There exists a non-negative number M € [0, 00| such that
[ (A)] < v[(A) < M- p(A) (4.27)
holds for all A € 2.

In such a cases, the Radon-Nikodym derivative dv/du exists by the Radon-Nikodym
theorem, and its essential supremum ||dv/dp||s gives the smallest of such M that
satisfies (4.27).

Proof. For the equivalence of the condition (i) < (i), the reader is referred to any
textbooks on measure and integration theory. We already know from the Reference
Material in Section 3.1 that |v(A)| < |v|(A), A € A. The implication (i7) = (i) is
then trivial by simply taking M = oco. The converse (iii) = (ii) is also immediate
by the definition of absolute continuity. Now that we have proved the equivalence
of the three conditions, we move on to the demonstration of the final statement. To
this end, first observe the evaluation

dv
v(A —/—du‘
v(A)] i
dv dv
< —dug‘— - uw(A). 4.28
A L e R (4.28)

Combining this with the minimality of the variation |v|, one sees that the choice
M = ||dv/dp|| of the upper bound satisfies (4.27). Now, suppose that there exists
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a non-negative number 0 < M < ||dv/dul|~ satisfying (4.27). Then, by definition
of the essential supremum, there exists a measurable set A satisfying 0 < p(A) and
M < |dv/du||la (just take A :={z € X : M < |dv/du|(z)}), hence

pia) = [

which contradicts the minimality of |v/|. O

d M- p(A 4.29
o] > M (), (429)

As a corollary to this, the following observation is of special interest.

Corollary 4.3 (Conditional Expectations and Essential Suprema). Let (X, 2, 1) be
a probability space, f : X — R be u-integrable, and B C A be a sub-c-algebra. Then
the evaluation

IELf1B] lloo < 110 (4.30)

holds. As a direct consequence, if moreover a measurable function g : X — R 1is
given, the evaluation

IE[f19] oo < [l (4.31)
naturally holds.

Proof. First recall that the conditional expectation E[f|B] is nothing but the Radon-
Nikodym derivative of the complex measure f ® pu with respect to the restriction
p|s. Letting v := f ® p and replacing p by u|y in the above Lemma, one finds

v(A)| = \ /1 du‘ <l - ulA), (432)
hence

ldv/dpllse = | ELfB] oo < [|flloo; (4.33)
which was to be demonstrated. O

In casual language, this is to say that each value of the conditional expectation
of f never exceeds the maximum number that f takes under a given probability
measure, which is a result that should be intuitively clear. As a direct application
of the result in the context of quantum measurement of a pair of simultaneously
measurable observables A and B, this reduces to the following.

Corollary 4.4. Given a pair of strongly commuting self-adjoint operators A and B
and a fized state |¢p) € dom(A), the essential supremum of the conditional expectation
of A given B is never greater than

IE[AIB; ¢] [l < All%, (4.34)

where ||A||2, := ||a||ls denotes the essential supremum of the measurable function
a — a under the probability measure ,u(z describing the behaviour of the outcome of
the measurement of A on the state |¢). If A happens to be bounded, its operator
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norm® ||A|| becomes the universal (i.e., state independent) upper bound of || Al|.,
hence

IE[AIB; ¢] [l < AlI% < [JA]l < 00 (4.36)
holds for all |¢) € H.

Proof. The former part of the statement is immediate by Corollary 4.3. For the
latter part, we first recall that the numerical range of a self-adjoint operator X is
defined as

W(X) = {(, X¢) : [¢) € dom(X), [[¢* = 1}, (4.37)

which is nothing but the collection of all possible expectation values of X. Now, a
direct application of the Cauchy-Schwarz inequality leads to

|E[X; 0] < 1X]l, E[X;¢] € W(X), (4.38)
for bounded X, and by recalling the basic relation o(X) C W(X), where the overline
on W(X) denotes its topological closure, one concludes

IX1% < sup{lz| : 2 € o(X)}

<sup{|z|: 2z € W(X)} < [|X], (4.39)
which was to be demonstrated. O

The latter part of the statement is to say that conditional expectations of a bounded
observable has a universal upper bound given by its operator norm, which is also a
result that should be intuitively clear.

On the “Limit of Amplification” by Conditional Measurement As a direct
application of the above corollary to our problem, we obtain the main result of this
passage.

Proposition 4.5 (Amplification by Conditioning). Under the framework of the con-
ditioned measurement scheme, the essential supremum of the conditional expectation
of X given B is never greater than that of the unconditioned measurement of X

|E[X|B = b; W] | < | E[X|B; 9] [l < [ XIIE, (4.40)

where || X||% = ||z|| denotes the essential supremum of x under the probability
measure ;ﬁf(g describing the behaviour of the outcome of the local measurement X
on the meter system. In other words, | X||% gives the (conditioning-observable-
independent) upper bound to the extent the conditional expectation can be “amplified”
by means of conditioning.

9For a bounded operator X, recall that the operator norm of X is defined by

[ X1 == sup{[| Xl : [|¢]| =1} (4.35)

20Recall the inherent subtlety when we use the expression E[X|B = b; V9. The left most
inequality in (4.40) should thus be understood to hold ug]—a.e.
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In physical terms, this is to say that the extent one may “amplify” the condi-
tional expectation IE[X|B; ¥9] by means of changing the conditioning observable B
is predetermined by || X||%’. This is one general form to answer the question of the
existence of the limit of “amplification” by conditioning.

As the next step, one might eventually be interested in seeking for the condi-
tion under which || X% is bounded from above, even if we could freely choose the
initial state |¢p) of the target system. This would create a universal upper bound
of || E[X|B; V9] || that is indifferent to both the initial and final configurations of
the target system (i.e., the choice of the initial target state |¢) and the conditioning
observable B). As we have learned from the discussions above, this would typi-
cally be the case when there exists a subspace U(g,%) C H ® K, for fixed g € R
and |¢) € dom(X), such that |¥9) € U(g,) for all |¢) € dom(A), and that the
restriction of I ® X on U(g, ) is bounded.

Proposition 4.6 (Limit of Amplification by Conditioning). Under the framework of
the conditioned measurement scheme, let both the interaction parameter g € R and
the initial meter state |1) € dom(X) be fized, and suppose that the target observable
A has a spectrum o(A) = {a1,...,an}, N € N* of finite cardinality. Then, the
following facts hold:

(i) The density operator 9 of the meter system (2.70) can be written as a prob-
abilistic mizture of a finite number of projection operators (pure states) sup-
ported on the finite-dimensional (at most N-dimensional) subspace

K(g,v) = span({|e™9" ), ..., [e7 9N ) }), (4.41)
which is independent of the initial choice |¢) € H of the target state.

(ii) The restriction X i) of the meter observable X on the subspace (4.41) is
bounded, and thus its operator norm

IEX|B; O] [loo < || X k(o] < o0 (4.42)

provides a finite universal upper bound to the conditional expectation that is
independent of the configuration of the target system (i.e., the choice of the
initial state |¢) € H and that of the conditioning observable B).

Proof. Under the above condition, first observe that

WE

(09 = ) (o, @) [ @ 1))

Il
—

n

Il
M =

(e, ) ® [e7 9" ) (4.43)

Il
—

n

where we have used (2.76). One readily finds from the above formula that the
density operator
W9 = Ty [|99) (W], (4.44)
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defined as in (2.70), can indeed be written as a probabilistic mixture of a finite
number of projection operators (pure states) supported on the subspace (4.41). We
then recall that any operator X defined on a finite-dimensional Hilbert space are
necessarily bounded, and thus observe that the current problem at hand reduces to
the situation of Corollary 4.4. O]

In physical terms, this is to say that there exists a finite limit ||X | K(ng)H < o0 to
the extent one may “amplify” the conditional expectation E[X|B; W9 by means of
only changing the configuration of the target system (namely, by changing either
or both the conditioning observable B and the initial state |¢p) € H of the target
system). Specifically, the evaluation

|E[X|B =b; 9] | < || Xk < oo (4.45)

holds for all b € o(B) up to a set of probability zero, and the upper bound HX |k(g,0) H
does not depend on the choice of B nor |¢). Naturally, if one could change either
the interaction parameter g or the initial state |¢)) of the meter system alongside,
the above result is no more valid.

4.3 Recovery of the Target Profile

Parallel to the study of the unconditioned measurement, we are now interested in
the information of the target system which is to be extracted from the conditioned
measurement scheme. Following the line of arguments for the unconditioned mea-
surement scheme, we are specifically interested in investigating the local behaviour
of the outcome of the conditioned measurement around g = 0, i.e., the weak condi-
tioned measurement, in which the target of our analysis is the map

g— E[X|B; VY] (4.46)

from the interaction parameter g to the conditional expectation of X given B, which
was in general defined as a map from the real line to an equivalent class of functions.
To this end, we first conduct a preliminary observation.

4.3.1 Preliminary Observation

Since the definition of the conditional expectation is given in a rather abstract way,
the conditional expectation (4.22) in general does not admit an explicit expression by
vectors and operators (in contrast to the unconditioned measurement case (2.72),
which always admits such an explicit expression). In view of this, it would be
sometimes helpful if one could find a condition for which the conditional expectation
(4.22) of our interest may be explicitly written down. We first point out that this
will be indeed the case given that the spectrum of the conditioning observable B
has finite cardinality. Now, let

N
B=> by, (4.47)
n=1
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be the spectral decomposition of B, where o(B) = {by,...,by} is any enumeration
of its eigenvalues, and II, := Ep({b}), b € o(B) denotes the unique projection on
the eigenspace associated to it. It is then fairly straightforward to see by definition
that the conditional expectation of X given B is explicitly given by

E[X|B = b; 1]
_JEMe X v/ e DY, (bea(B), | Y| #0),
indefinite, (else).

(4.48)

Here, recall that conditional expectations are defined as an equivalence class of
functions, and hence its value for the outcome b of the measurement of the observable
B such that the probability of observing it is vanishing, is indefinite by definition.
The study of the weak conditioned measurement then reduces to the analysis of the
map

g— E[X|B = b; VY] (4.49)

for each b € o(B) such that the probability of observing it is non-vanishing. Since
this is a map from the real line to itself (i.e., a function), it should be a much more
familiar and straightforward object to deal with.

Objective of this Passage In what follows, we will be discussing the differentia-
bility of the function (4.49) at the point g = 0. To this end, first observe that the
choice of b € o(B) for which the probability of observing it is non-vanishing is de-
pendent on g. Hence, for each b € o(B), we must first guarantee its well-definedness,
at least on some neighbourhood of g = 0. Fortunately, this is indeed the case for the
choice b € o(B) such that the probability of finding it on the initial state |¢) of the
target system IE [IT, @ I; ¥°] = ||IT,¢||? # 0 is non-vanishing, due to continuity of the
function g — E [II, ® I; ¥9]. The main objective of this passage is to demonstrate
the following statement.

Proposition 4.7 (Differentiability of the Conditional Expectation: Preliminary).
Suppose that the conditioning observable B has spectrum of finite cardinality, and
moreover let |¢p) € dom(A), [) € D C dom(X) (the subspace D is defined as in
(2.36)) be assumed, so that the conditional expectation E[X|B; V9] is well-defined
for all range of g € R. Then for b € o(B) such that ||[Il,¢||* # 0, the conditional
expectation E[X|B = b; V9] is well-defined on some neighbourhood of g = 0. It
is moreover differentiable with respect to g at the origin, for which the differential
coefficient reads

d
—E|X|B = b; WY
i [X] ; W9 -
2Re [—||Hb¢|’2 CVA[X,Y;¢] 4+ 2Im —||Hb¢H2 C\/S[X,Y,ijj]. |
4.50
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Here, we have introduced the quantities,

CVs[X, Y5 9] := B[ X, Y}/2;¢] — E[X;¢]E[Y; ¢, (4.51)
CVALX, V3] i= BJ[X, Y]/(20); ¢, (452)
occasionally called the symmetric and anti-symmetric (quantum) covariance®*' of X

and Y on the state 1)) € D, respectively, where {X,Y} := XY + Y X denotes the
anti-commutator (not to be confused with the braces denoting sets).

Proof. Throughout the proof, we choose b € o(B) such that |[II,¢]|* # 0. Then, it
is fairly straightforward to see that the map

E[II, ® X; 9]
E([II, ® [; V9]’

E[X|B = b; V] = g € Uy, (4.54)
is well-defined on some neighbourhood U, around the origin g = 0. It then follows
directly from the expression (4.54) that the differentiability of both the numerator
and the denominator of the r. h. s. gives a sufficient condition for the conditional
expectation E[X|B = b; U9] to be differentiable. In order to simplify our notations,
we assume in the following that all the vectors |@), 1), representing the respective
initial quantum states of the target and the meter system, are normalised. Since
the proof is rather lengthy, we divide it into several parts.

Leibniz Rule To prepare for our arguments, we first recall some basic facts. Let
F,G : U — H be a map from an open subset U C R of the real line to a Hilbert
space H. If both maps F' and G are strongly differentiable at t, € U, the inner
product ¢ — (F(t),G(t)) is differentiable at ¢ty € U, and the derivative satisfies the
Leibniz rule,

S0, GO) = lim o), Gt fo)) = (Fllo). Gto)
o (F Qe to) = Flto), Glu + to)) + (F(to). Glu + to) = Glto)

_ <dF(t0) dG(t0)> | (4.55)

— ,G(t0)>+<F(t0), o

Differentiability of the Numerator To prove the differentiability of the nu-
merator of (4.54) and obtain its derivative, we first introduce two auxiliary maps
F(g) := |¥9) and Gx(g) := (I, ® X)F(g), by which we rewrite the numerator

g~ E[, @ X; W] = (F(g), Gx(9)) (4.56)

2INote that in the case where the two observables coincide X = Y, the symmetric quantum
covariance reduces to the familiar variance,

CVs[X, X;¢] = V[X; 9] == E[X?; ¢] - E[X; ¢]%, (4.53)

which is reminiscent of the familiar result in classical probability theory, whereas the anti-symmetric
covariance reduces to null CV4[X, X; ] = 0.
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in terms of their inner products. From the Leibniz rule, one sees that the desired
result can be immediately obtained once the differentiability of both the maps F'(g)
and Gx(g) are proven and their derivatives are given.

As for the strong differentiability of the map g — F(g), one readily finds by
Stone’s theorem on one-parameter unitary groups that the condition

|¢) € dom(A), [|¢) € D C dom(Y) (4.57)

would suffice, in which case the derivative is given by

dF(0)
4y = iAeY)ieeu) (4.58)

As for the map g — Gx(g), we first observe that it is written as
Gx(9) = (I @ I)(I © X)F(g). (4.59)

Due to the boundedness (continuity) of the operator (II,® 1), strong differentiability
of the vector-valued map g — (I®X)F(g) would give a sufficient condition for G'x(g)
to be strongly differentiable, which one readily proves under the condition

|¢) € dom(A), [|¢) € D C dom(XY)Ndom(Y) (4.60)

by imitating the arguments we have made starting from (2.51) with the help of the
relation (2.79). Now that the strong differentiability of both the maps g — F(g),
Gx(g) are proven, one finds from the closedness of the self-adjoint operator (I1,® X)
that

dGC;;(O) _ Lo X)df;;o)
= —i(I, ® X)(AQY)|$p ). (4.61)

Given the results (4.58) and (4.61), the Leibniz rule leads to the desired differ-
entiability of the numerator (4.56), in which one computes its derivative as

d o JdF(0) dF(0)
7o Bl ® X; ] ) <—dg (T, ® X)F(0)> + <F(O), (1, @ X) = = >

dF(0)
— 2Re KF(O), (I, ® X)?ﬂ
= 2Re [—i (F(0), (Il ® X)(A ® Y)F(0))]
= 21T ({6, T, Ag) (b, XY9)]
= 2Re (¢, 1L, A¢)] - E[[X, Y]/(2d); 9]
+21Im [(¢, I, Ag)] - E[{X, Y }/2: 4], (4.62)

where we have used the operator equality

XY = {X’QY} +¢[X2’Z,Y] (4.63)

valid on the subspace D.
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Differentiability of the Denominator The proof for the differentiability of the
denominator E [II, ® I; ¥9] goes essentially the same as that for the numerator,
where one readily proves its differentiability at ¢ = 0 under the condition |¢) €
dom(A), |¢) € dom(Y'), in which case the derivative reads

d

o EM @ 1w =200, T,A40)] - EIY; 0], (4.64)

g=0

by formally replacing X with I in (4.62).

Final Result Combining the above two results (4.62) and (4.64), one concludes
that, given the choice |¢) € dom(A) and b € o(B) with ||II,¢||> # 0 of the tar-
get configuration, and [¢)) € D for the meter system, the conditional expectation
E[X|B = b; V9] is indeed differentiable at g = 0. Its derivative can then be evaluated
based on the classical result of calculus (the quotient rule for derivative) as

d
—E[X|B =0b; ¥
SEX|B = b

g=0
+E [, ® X; 0]

E[L, @ LY - B[, X; 9] - ZE[II, ® [; ¥

_ g=0 g=0
E[IT, ® I; W9’
I1,A
2t [ (X, V) /20] - B UIEIY 0]
_ (9, HbA¢>] _ , |:<¢7 HbA¢>] _ ,
— 2Re {—HHMIQ CVAX,Y50] + 21 | bt CVSIXY30]. (463
We have thus verified our desired statement (4.50). O

4.3.2 Conditional Quasi-expectations of Quantum Observables

Now that we have computed the derivative of the map (4.49) for the special case,
we are now interested in the case in which the conditioning observable B is general,
and wish to specify the limit of the formal expression
. E[X|B; ¥9] — E[X|B; 7]
lim

g—0 g

(4.66)

and the topology in which the convergence is meant. From the result of Proposi-
tion 4.7, one might naturally conjecture that the limit is given by

2Ref - CVA[X,Y; 9] +2Imf - CVg[X,Y; 9] (4.67)
with a “function” f defined formally as
<¢7 HbA¢>
b) (= ———+. 4.68
0= e 09

In order to make this observation a precise mathematical statement, we first intro-
duce a convenient concept.
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Conditional Quasi-expectations Observing that in the case where A and B
are simultaneously measurable, the function (4.68) is nothing but the conditional
expectation of A given B. In general, however, the target observable and the condi-
tioning observable B need not be simultaneously observable. We thus wish to define
a quantum analogue of conditional expectations of an observable A given another
observable B, well-defined even for the pair that are not necessarily simultaneously
measurable. To this end, we first fix a non-zero vector |¢) € dom(A) and consider
a complex measure

v(A) = (¢, Es(D)Ag)/|IglI*, A € B, (4.69)

where Fg is the unique spectral measure accompanying B. Now, a direct application
of the Cauchy-Schwarz inequality leads to

(¢, Es(A)A9)| < [|Es(A)9] - [[A¢], (4.70)

by which one finds the absolute continuity v < 1%, where % (A) == || Eg(A)é|?/|| o>
as usual. This allows us to define the Radon-Nikodym derivative

E[A|B; ¢] := dv/du%,. (4.71)

By definition, it is the unique p%-integrable (equivalence class of) function(s) that
satisfies

(0. Es(D)Ag)/|10lI* = /A]E[AIB = b;¢] dup(b), A €B, (4.72)
and as such,

Blasd] = [ BIAIB = bo] iyt (4.73)

holds in particular. Incidentally, when the state |¢,) € dom(A) happens to be an
eigenvector of A with the eigenvalue a, the map

E[A|B; 6] = a (4.74)

becomes a constant function independent of the choice of the conditioning observable
B. The map E[A|B; ¢] thus shares properties similar to the conditional expectations,
and in the special case in which A and B happens to be simultaneously measurable,
it actually reduces to the standard conditional expectation. However, as one finds
shortly below, it can be shown by reductio ad absurdum that the map E[A|B; ¢]
may not admit itself to be understood as a standard conditional expectation in the
case where the pair of observables concerned does not admit coexistence. These
preliminary observations may tempt one to call the map (4.71) a conditional quasi-
expectation of A given B.

Arbitrariness to Conditional Quasi-expectations As one may immediately
notice, there exists an arbitrariness to the way one may define conditional quasi-
expectations. For example, one may just define the complex conjugate of the com-
plex measure (4.69) as

v (A) = (¢, AE(A)¢) /|| ¢l* (4.75)
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and introduce the Radon-Nikodym derivative as
E*[A|B; ¢] := dv* /dps, = E[A|B; 6. (4.76)

One may conduct analogous reasoning to verify that the function E*[A|B; ¢ also
satisfies properties similar to the usual conditional expectations, and that both defi-
nitions coincide when the pair of A and B happens to be simultaneously measurable.
One may even consider a complex linear combination of E[A|B; ¢] and its complex
conjugate to define

1+«

BU(AIB; 6] =~ E[AIB; 6] + " E[A]B; ]
— Re[E[A|B; ¢]] + oi Im [E[A|B; 6], «a€C, (4.77)

for example, so that E'[A|B; ¢] = E[A|B; ¢] and E7'[A|B; ¢] = E*[A|B; ¢]. In fact,
it reveals that there exists a multitude of potential candidates for possible definitions
of such “conditional quasi-expectations”, all sharing desirable properties mentioned
earlier. We shall be returning to this problem in a more general framework of
quasi-joint-probabilities of quantum observables in Section 6, but for our purpose
and the scope of this thesis, it suffices to concentrate only on the family (4.77) for
definiteness, and we thus introduce:

Definition (Conditional Quasi-expectation of A given B). Let A and B be self-
adjoint operators on a Hilbert space H, and let Eg be the spectral measure of B. For
a given state |p) € dom(A), we call the family of complex linear combinations of the
Radon-Nikodym derivatives (4.77) the complex-parametrised family of conditional
quasi-expectations of A given B. They are, by definition, a (family of) complex
function(s) defined on the spectrum o(B).

Note, by definition, that each member E®[A|B; ¢], a € C, of the family of condi-
tional quasi-expectations is integrable with respect to the probability measure u%,
and its total integration coincides with the expectation value E[A; ¢] of A. If the con-
ditioning observable B happens to possess spectrum with finite cardinality, so that
its spectral decomposition reads (4.47), the conditional quasi-expectation admits an
expression by operators and vectors as

B[AIB = b g] = | (O TAO/IOI, (b€ o(B), Mol #0). 7o)
’ indefinite, (else) ’
and o 1+« 11—« .
E*[A|B;¢] = ——E[A[B; 4] + E[A|B; 9] (4.79)

if explicitly written out.

Conditional Quasi-expectations, Two-state Values and the Weak Value
Incidentally, if the conditioning observable happens to be a projection B = |¢')(¢/|
on a one-dimensional subspace of H spanned by a unit vector |¢) (i.e., a post-
selection), the conditional quasi-expectation of A given the outcome B = 1 reads

L+ald,A9)  1-a( Ad)

EY[AIB = 1;6] = — @0 2 ()

(4.80)
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given that the probability of finding the outcome 1 of B is non-vanishing u%({l}) =
(¢, #)|* # 0. Specifically for the choice o = 1, this reduces to

E[A|B =1;¢| = (¢, 4¢) =: Ay, (4.81)

(¢', )

The value A,, is widely referred to as Aharonov’s weak value [5,6] of A for the pair of
pre-selected state |¢) € dom(A) and the post-selected state |¢') € H. Historically,
the weak value is said to have been originally introduced as a hypothetical value
of an observable A assigned to a quantum process from the pre-selected to the
post-selected state, generalising the common practice of solely assigning values to a
single static state in the standard framework of quantum mechanics. Following this
philosophy, the value (4.80) termed the two-state value [57] of A under the respective
selections of states was recently introduced in an attempt to generalise the idea of the
weak value and to find out the possible form of a quantity of an observable specified
by two quantum states. An application of the generalised Gleason’s theorem revealed
that, under certain desirable conditions, the most general form of the values of an
observable A that can be assigned to the two specification of the quantum states
|¢) € dom(A), |¢) € H satistying (¢, ¢) # 0 is given by (4.80) with a parameter
a € C representing the ambiguity inherent to it.

Essential Supremum of Conditional Quasi-expectations While conditional
quasi-expectations and the standard conditional expectations share various proper-
ties in common, the non-commutative nature of quantum observables results in some
interesting distinctions between the two concepts. In this thesis, as an example, we
shall focus on the remarkable difference in the behaviour of their essential suprema.
Now, as one recalls from Corollary 4.4, for a pair of simultaneously measurable ob-
servables A and B and a fixed state |¢) € dom(A), the essential supremum of the
conditional expectation || E[A|B; ¢] || is never greater than the essential supremum
|A||, of the measurable function a — a under the probability measure uﬁ. If A
happens to be bounded, the operator norm || A|| gives the state independent univer-
sal upper bound to ||A]|%,, which in turn also naturally becomes an upper bound
to the conditional expectation E[A|B; ¢]. However, in general, this property is no
longer preserved when A and B fail to be simultaneously measurable. There are
several possible ways to express this discrepancy, but for brevity, we formulate it in
the following manner.

To this end, we first prepare a terminology. In this thesis, we say that an ob-
servable A on H is non-trivial if A is not a scalar multiple of the identity operator
tI, t € R, or equivalently, if A has a spectrum o(A) of cardinality not less than 2.
Note that the non-triviality of A automatically implies dim(#) > 2, where dim(H)
denotes the dimension of the Hilbert space H. Since trivial operators strongly com-
mute with any other self-adjoint operators, the function E*[A|B; ¢] always become
an authentic conditional expectation, revealing itself to be a constant function al-
ways taking its unique eigenvalue E*[A|B; ¢| = ¢, whose case is not interesting for
our purpose. Hence, we shall from now on confine ourselves to the case where A is
non-trivial.

[
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Proposition 4.8 (Essential Supremum of Conditional Quasi-expectations). Let A
be a non-trivial observable, |p) € dom(A) a vector that is not an eigenvector of A,
and let o« € C be any choice of the ambiguity parameter of the conditional quasi-
expectation. Then, for any non-negative number 0 < M < oo, there exists a self-
adjoint operator B (not-necessarily simultaneously measurable with A) such that the
essential supremum of the conditional quasi-expectation of A given B is not less than

M < [|E*[A]B; ] || - (4.82)

Specifically, one may always choose such conditioning observable B = |¢')(¢'| to
be a projection onto a one-dimensional subspace of H spanned by some unit vector

¢') € H.

Proof. Tt suffices to prove that, one may always adjust the choice of the conditioning
observable B = |¢'){(¢'| so that the conditional quasi-expectation

¢, (ceC), (a#0)

r, (reR), (a=0) (483)

wmwznmz{

may take any complex number for the choice o # 0, and any real number for
the choice @ = 0, while maintaining the probability of observing it to be non-
vanishing p%({1}) > 0. The proof is a direct corollary of Proposition 4.9 that
follows immediately. O

In particular, this result is to say that one may always choose a conditioning observ-
able B such that the essential supremum || E[A|B;¢] || of the conditional quasi-
expectation exceeds ||A||2,, which is never possible for standard conditional expec-
tations defined for a pair of simultaneously measurable observables. This “am-
plification of conditional quasi-expectations” is a noteworthy property of quantum
mechanics, and the oft-discussed “amplification of weak values” could be understood

as a special case.

Proposition 4.9 (Range of the Two-state Value). Let A be a non-trivial observable
on H, and let |p) € dom(A) be a pre-selected state that is not an eigenvector of A.
Then, the two-state value of A under the pre-selected state |¢) may take any complex
number in the case o # 0, and in turn any real number in the case a = 0, given an
appropriate choice of the post-selected state |¢') € H.

Proof. For simplicity, we only provide the proof of the statement for the specific
choice o = 1 of the ambiguity parameter without loss of generality.

Now, before we go into the main part of the proof, we first observe that, for
a non-trivial self-adjoint operator A and a normalised vector |¢) € dom(A), there
exists a normalised vector |y) € H orthogonal to |¢) such that

Alp) = E[A; ¢] - |¢) + [I(A = E[4; 0]) &l - [x) (4.84)
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holds?2. To see this, we first consider the case

Alg) =E[A; 6] - |¢), (4.86)

that is, when |¢) is an eigenvector of A. Then, by choosing any normalised state |x)
satisfying (x, ¢) = 0 (the existence of such |x) is guaranteed by the fact dim(H) > 2),
one finds that the above equality is fulfilled. Next, suppose that A|¢) # E[A; @] -|).
Then, by defining : s o)) )
A—E|[A;9])|¢
= AR ) ol (487)
one indeed learns that ||x| = 1 and (x, ¢) = 0 as stated.
Armed with this fact and by fixing such |y), we choose the post-selected state as

1
#) = —18) + ) (1.85)
with a free parameter ¢ € C*. One then finds
(¢', Ap)
1A —1- —
BB =Ll = 250
(¢, 9) (¢, x)
= E[A; ¢] - A —E[A; .
E[4; ¢] @ 1(A — E[4; ¢]) 9| @ 0)
=E[4;¢] + c|[(A - E[4;¢]) 9] - (4.89)

This shows that, for the choice of an initial state |¢) € dom(A) that is not an
eigenvector of A (which is always possible due to the non-triviality of A), the weak
value (hence, also the two-state value) may indeed take any complex number by
adjusting the free parameter ¢ appropriately. O]

The difference between (standard) conditional expectations and conditional quasi-
expectations in the behaviour of their essential suprema makes it clear that, con-
ditional quasi-expectations are not conditional expectations in the classical sense.
This provides an indirect proof for the fact that, in general, the “joint behaviour” of
the outcomes of the pair of (in general non-commuting) quantum observables A and
B does not allow itself to be described by probability spaces. This would be accounted
for in depth in Section 5 and 6 shortly.

4.3.3 Weak Conditioned Measurement

Armed with our newly introduced concept of conditional quasi-expectations (4.77)
of a quantum observable given another (not necessarily simultaneously measurable)
quantum observable, we shall summarise our findings regarding the first-order local
behaviour of the conditional expectation at the origin. Combining Proposition 4.7
and (4.78), one is naturally tempted to conjecture that:

ZZNote that in the case |¢) € dom(A?), the equality (4.84) is equivalent to

Alg) = E[4; 9] - |9) + VV[4; 9] - [x), (4.85)

since one has ||(A — E[4; ¢]) ¢]|° = (¢, (A — E[A; ¢])* ¢) = V[A; ¢] with the variance defined as in
(4.53).
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Proposition 4.10 (Weak Conditioned Measurement). Let A and B be self-adjoint
operators defined on the target system H, and let the respective initial states |¢) €
dom(A), |[¢) € D be fized. Then, the conditional expectation E[X|B; V9] is well-
defined for all range of g € R, and the limit converges to

(B we)| e i BEIB Y~ BX| B 0
dg g=0 970 g
= 2Re[E[A|B; ¢]] - CVA[X, Y; 4]
+2Im [E[A|B; ¢]] - CVs[X, Y; 9] (4.90)

point-wise /ﬂ]; -almost everywhere.

While we have explicitly proved the above statement only in the special case where
B has spectrum of finite cardinality, the same statement indeed holds for general B,
although we do not go into the technical details for its demonstration. One may thus
understand the process of the weak conditioned measurement as the practice of mea-
suring (the real and imaginary parts of) the conditional quasi-expectation E[A|B; ¢]
of the target system. This result is to be compared with the unconditioned coun-
terpart, in which one may extract the standard (unconditional) expectation E[A; ¢]
by means of the weak unconditioned measurement from the first-order differential
coefficient of the measurement outcomes.

Topic: Conditional Quasi-expectation as the Merkmal for Amplification
Under the above conditions, Taylor’s theorem states that one has the following first
order expansion of the conditional expectation

E[X]|B; 9] = E[X; ]
+9- (2Re[E[A|B; ¢]] - CVA[X,Y; ] + 2Im [E[A| B; ¢]] - CV[X, Y ¢)])
+o(9), (4.91)

where o(g) (Landau symbol) denotes a member of the class of functions satisfying
the asymptotic property,

i °W9) _

im —= =0, (4.92)

9=0 |g|
and the equality (4.91) is understood to hold u%—almost everywhere. The above fact
purports that the conditional quasi-expectation E[A|B; ¢] gives the (best first order)
indicator on the degree of “amplification” of the conditional expectation E[X |B; 9]
one may attain by means of choosing the conditioning observable B on the target
system. Colloquially speaking, if one hopes to gain large amplification effect by
conditioning, the first place one should look for is its conditional quasi-expectation,
and one may hopefully achieve it by adjusting the conditioning observable B so that
the conditional quasi-expectation E[A|B; ¢| becomes large enough. However, note
here that while the conditional quasi-expectation (for non-trivial A, and in addi-
tion, for the choice of the initial state |¢) € dom(A) that is not an eigenvector of
A) admits arbitrary large amplification by a suitable choice of the conditioning ob-
servable B (Proposition 4.8), the classical conditional expectation E[X|B; ¥9] may
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have an upper bound depending on its configuration (Proposition 4.5). This gener-
ally suggests that the discrepancies between the full-order behaviour of E[X |B; W]
and its first-order approximation becomes larger (in other words, the higher-order
terms o(g) becomes more significant) as one adjusts the choice of the conditioning
observable B so that the conditional quasi-expectation may become larger. As for
the higher-order terms, although we shall omit details, we note that one may also
prove higher-order differentiability of the conditional expectation by placing stricter
conditions for the choice of both the initial states of the target system and the me-
ter system, and subsequently compute higher-order derivatives through analogous
procedure as demonstrated above.

In order to confirm this observation with a concrete model, we have included
in Appendix A an analytic example where we compute the conditional expectation
E[X|B; W] for the special case in which the conditioning observable B = |¢')(¢/|
is a projection onto a one-dimensional subspace spanned by a unit vector |¢') € H
(i.e., the post-selected measurement scheme), and moreover the target observable
A is dichotomic. One shall indeed find the existence of the limit of “amplification”
of the conditional expectation by the “weak value amplification”, and various other
general properties alongside that we found in discussions throughout this section.
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5 Conditioned Measurement II: In Terms of Con-
ditional Probabilities

In Section 3, we have elaborated the study of the unconditioned measurement scheme
conducted in the preceding Section 2 in terms of probabilities. In this section, we
follow the same line and intend to refine our analysis for the conditioned counterpart.

Preliminary Observations As one may recall, we have seen in Section 2 and
Section 3 that, by means of the unconditioned measurement scheme, one could
extract the information of the target system in both the form of the expectation value
E[A; ¢] and the probability measure ,uﬁ, the former by looking at the expectation
value of the meter observable X conjugate to Y, whereas the latter by focusing at
the probability measure of it, and they were obtained by either inspecting the strong
region g — Foo of the interaction or by probing its local behaviour at g = 0, both
in parallel manners.

Now, as for the conditioned case, while we have not looked into the strong
region g — 400 of the interaction parameter, our analysis on the local behaviour
conducted in Section 4 revealed that the first-order derivative of the expectation
value for the choice X = @, P both contain potions (real and imaginary parts)
of the conditional quasi-expectation E[A|B;¢]. By comparing this result to the
unconditioned case, one may come to a naive conjecture that both the expectation
value and the conditional quasi-expectation of an observable A has some quality in
common. Namely, since conditioned measurements incorporate conditioning, one
may speculate that the conditional quasi-expectation E[A|B; ¢] may be interpreted
as some form of a “conditional average” with respect to an underlying “probability
distribution” of some kind.

Quasi-joint-probability Distributions in Quantum Mechanics A quick ob-
servation on our previous result (4.50) reveals that, the full description of the condi-
tioned measurement must incorporate the information of the measurement outcomes
of both the choice X = @, P of the meter observables, which is in contrast to the
unconditioned case where we may concentrate only on the analysis of the probabil-
ity distribution describing the outcome of a single observable X that is conjugate
to Y. In view of this, it would thus be natural to consider some form of a “joint-
distribution” describing the measurement outcome of both the observables () and
P. However, as we have seen in Section 3.1.7, and also from an indirect proof by
observing the difference of conditional (quasi)-expectations in their behaviour re-
garding essential suprema that, by definition, only a pair of observables that are
simultaneously measurable admits a description by joint-probability distributions in
the classical sense and, unfortunately, the pair {Q, P} of observables of our present
interest does not fall into this category.

On account of this, there have been various attempts to construct some alterna-
tive form of “joint-distributions” for pairs of (in general non-commuting) quantum
observables that possesses convenient or desirable properties in describing the be-
haviour of both their outcomes. The Wigner-Ville quasi-probability distribution
(WD distribution) [1, 2], which purports to describe the “joint behaviour” of the
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otherwise incompatible pair of observables Z and p on the normalised wave-function
Y € L*(R), symbolically defined by

W)= [0 )t = et i) (5.1

and the Kirkwood-Dirac quasi-probability distribution (KD distribution) [3,4], which
on the other hand allows itself to be defined for arbitrary pair of observables A and
B, symbolically defined by

(0,0)(b, a)(a, ¢)
el

with the symbolical decomposition A = [, a d|a)(a|, B = [, b d|b)(b], are among
the most well-known classical proposals. The former allows negative numbers to be
assigned, whereas the latter even admits complex numbers. Despite their queerness,
they both retain some properties that one finds common in the standard (i.e., real
and non-negative) joint-probability distributions, e.g., that they both have total
integration of unity, and that the marginals coincide with the probability distribution
describing the behaviour of the remaining observable, and in this sense, they are
occasionally referred to as quasi-joint-probability distributions of the specific pairs
of observables.

K% pla,b) = (5.2)

Quasi-joint-probability Distributions and Conditional Quasi-expectations
Now, as some may expect, conditional quasi-expectations are closely related to the
notion of quasi-joint-probabilities in quantum mechanics. Indeed, a quick observa-
tion reveals that, given a symbolical spectral decomposition B = [, b d|[b)(b| of the
conditioning observable, the complex-parametrised conditional quasi-expectation
(4.77) for the choice @ = 1 coincides with the, so to speak, “conditional aver-
age” of A given the outcome b of B under the Kirkwood-Dirac quasi-probability
distribution, as one finds under the formal computation

¢
El[A‘B = b; ¢] — <¢’ b> <b7 A¢> o fRa KA,B<G7 b)dﬂ(a) (53)

b o2 [ K 5(a,0)dB(a)

As for the Wigner-Ville quasi-probability distribution, pure realness of its values
might lead one to think that this is in some form related to the parametrised condi-
tional quasi-expectation for the choice & = 0. Indeed, one confirms under the formal
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computation

E°[p|2 = ;6] := % [%Z@) ( i) ) ]
(6.2} W ({60, ) ()"

= |(z,9)7* 2
= [{z, )| 7> - (_i)—1% <<w>€_zypx>2<g:’e—2yp¢>> )
=l )2 (i) <¢*<w+y;¢(x_y)) )

= (2, 9)| 72+ — / pU*(x + y)v(x — y)e*™ dp(y)

_ Jep W¥(x,p)dB(p)
Je W¥(z,p)dB(p)
that the conditional quasi-expectation of p given & = x for the choice o = 0 coincides

with the, again so to speak, “conditional average” of the momentum p given the
outcome z of the position  under the Wigner-Ville quasi-probability distribution.

(5.4)

Conditioned Measurement The above observation is instructive in guiding the
direction of our analysis. Indeed, it would be natural to expect that the measurement
of the meter system in view of quasi-joint-probability distributions of the pair of ob-
servables {Q, P} would allow us to extract the information of the target system in
the form that is “akin” to it, i.e., one might hope to obtain a quasi-joint-probability
distributions of the target system, of which “conditional average” coincides with the
conditional quasi-expectations E*[A|B = b] of our interest. Guided by this formal
argument and heuristic observation, in this section, we shall be analysing the con-
ditioned measurement scheme in terms of quasi-probabilities, or more specifically,
in terms of conditional quasi-probabilities. Now, as our previous arguments (in
particular those developed in Section 3.3.2) indicate, analysis directly on the level
of probabilities is better suited to be performed in the space of generalised func-
tions, rather than density functions or measures, if one is to conduct it with decent
mathematical rigour and generality. This becomes especially crucial when introduc-
ing “quasi-joint-probabilities” of a pair of (generally not necessarily simultaneously
measurable) quantum observables, which is one of the key concepts of this thesis,
and thus examined in depth in the next Section 6. However, since the present au-
thor have judged the theory of generalised functions to be beyond the scope of this
thesis as a tool for analysis, we shall be working exclusively in the space of complex
measures and density functions as usual. While this treatment comes with some
unavoidable compromise on generality of the results and loss of transparency of the
line of arguments, we hope that we may still convey the essence of the contents.

Conditioned Measurement in View of the WV Distributions In this sec-
tion, the target of our interest for our measurement is the quasi-joint-probability
distribution of the pair of observables () and P on the meter, and we shall study
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how one may extract information of the configuration of the target system from
this viewpoint. Now, as one may realise from the two concrete classical proposals
given above (namely, WV distribution and KD distribution), there exist an indef-
initeness/arbitrariness to the choice of such distributions, and by its very nature,
one may equally conduct the analysis in view of any of one’s own selection. In this
section, we shall be analysing the conditioned measurement scheme exclusively in
terms of the Wigner-Ville quasi-probability distribution. The primary reason for our
choice is merely based on its degree of familiarity in the physics community, and as
mentioned above, the choice is essentially arbitrary. One may naturally conduct the
same type of analysis in view of another type of quasi-probability distribution (e.g.,
the Kirkwood-Dirac type) in a similar manner and obtain analogous results, or may
treat them collectively from a more general viewpoint (more to this in Section 6).

5.1 Reference Materials

As usual, we first make a brief review on the basic concepts and facts that are used
in our later discussion.

5.1.1 Conditional Probabilities

We first introduce some basic definitions and results on the topic of conditioning
of probability measures and some intricacies inherent to it. Let (X,2d, ) be a
probability space, and let B € 2 such that u(B) # 0. For A € 2, we define the
conditional probability of A given B by the number

H(ANB)

wB) -
It is immediate that the map u(-|B) is itself a probability measure satisfying the
relation

W(A|B) = Aesl (5.5)

(AN B) =u(AlB) -u(B), Aecl (5.6)

Conditional Probability given a Sub-o-Algebra We now intend to generalise
the elementary definition above to suit our further needs. In parallel to the manner
we have done for conditional expectations in the previous section, let 8 C 2 be
a sub-c-algebra, and for each measurable set A € 2, we define the conditional
probability of A given B by

where x4 is the characteristic function (2.8) of A. For fixed A € 2, note that by
definition, the conditional probability (5.7) is understood as an equivalence class of
a family of u|g-integrable functions by identifying those that are indistinguishable
under the given probability measure p|g. In the simplest case where B = o(B) =
{0, B, B¢, X} given some B € 2, the conditional probability u(A|o(B)) satisfies

u(AﬂB)Z/XA dp
B

= [ Eblo(B)] i) = w(Al(B) - u(B), A (53
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This clarifies the relation between the general definition (5.7) and the elementary
definition (5.6).

Conditional Probability given a Function Now, under the condition above,
instead of being given a sub-g-algebra, suppose that one is given a measurable
function g : X — Y for conditioning. We thus define

n(Alg) == n(AlZ(g)), A€, (5.9)

to be the conditional probability of A given g, where Z(g) is the initial o-algebra of
g (see (4.9) for its definition), and also introduce

w(Alg =y) = pu(Alg)(y), yeR, (5.10)

of which notation involves subtlety regarding the choice of the representative, in
parallel to the situation of conditional expectations we have seen earlier.

Conditional Probabilities as Equivalent Classes of Functions Given a prob-
ability space (X,2(, u) and a sub-o-algebra B C 2, the conditional probability
p( - |2B) satisfies properties analogous to those of probability measures, namely

(i) p(@B) =0, u(X|B) =1,
(i) u(AB) =0, Ae

(iii) for any sequence (A,),>1 of pairwise disjoint subsets of X, the equality

7 (U A,
n=1

‘B) = u(A,|B) (5.11)

holds.

However, the key distinction to be noted between the usual probability measures
is that, the above (in)equalities are guaranteed to hold almost everywhere, since by
definition, conditional probabilities are equivalent classes of functions. It is thus of
natural interest whether we could raise the limitation by dropping “validity almost
everywhere”, which one may occasionally find troublesome.

Transition Kernels To this end, we first recall the definition of transition kernels.
Let (X, Q) and (Y, B) be measurable spaces. We say that a map K : X xB — [0, oo]
that satisfies the conditions

(i) the map =z — K(x, B) is A-measurable for every B € B,
(ii) the map B +— K(xz, B) is a measure on (Y, *B) for every z € X,

a transition kernel from (X, 2() into (Y, B). A transition kernel is said to be (o-)finite
if the map B — K(z,B) is (o-)finite for all x € X. If K is normalised to unity
K(z,Y) =1 for all x € X, we say that K is a transition probability kernel. Given a
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o-finite transition kernel K : X x9B — [0, oo] from (X, () into (Y, *B) and a function
[ € M*(B), the integral

/ fyK(z,dy), zeX (5.12)

defines a function K f € M™*(2(). On the other hand, given a measure p on (X, %),
the integral

:/K(gg,B) du(z), BeB (5.13)

defines a measure K on (Y,B). Associative law is valid, which is to say that

e ([}
- [ 1) ([ Ktedy) dute) = i (514

holds. The following theorem is of much use.

Theorem (Transition Kernels into Measures on Product Spaces). Let K : X X8 —
[0, 00] be a o-finite transition kernel from (X,2A) into (Y,B), and let n be a measure

n (X,20). Then, there ezists a measure ™ on the product space (X XY, A ® B)
that satisfies

[ ) dnley) = /X /Y f (a9 K (x, dy) da(z) (5.15)

for all f € MT(A®B). If, moreover, both u and K happens to be finite, then m is
the unique finite measure on the product space satisfying

(A x B) = /AK(I,B) du(z), Aed, BeB. (5.16)

This provides us a convenient way to construct a measure on the product spaces
given a transition kernel and a measure.

Conditional Probability Distributions We now return to our main line of
arguments, and first introduce the definition of conditional probability measures.

Definition (Conditional Probability Measure). Let (X, 2, u) be a probability space,
and let B C A be a sub-o-algebra. We call a transition probability kernel K : X X
B — [0,1] a conditional probability measure (or a reqular version) of the conditional

probability p(-|B) given B, if the map x — K(x, A) happens to be a representative
of u(A|B) for all A € A, namely

K(-,A) e [u(AB)], Ae (5.17)

holds, where the brackets around an element denote its equivalence class. If such a
transition probability kernel exists, we customarily denote it with the same notation
p(-|9B), and its images are in turn denoted as

K(xz,A) = p(A|®B)(z) = u.(4), ze€X,Ac (5.18)

interchangeably, depending on the aesthetics of the formula in which it should appear.
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The presence of conditional probability measures allows us to readily make a con-
nection between conditional expectations (defined previously in (4.5)) and averages
with respect to conditional probabilities under consideration.

Proposition (Conditional Expectations as Averages over Conditional Probability
Measures). Let (X,2, u) be a probability space, B C 2 be a sub-o-algebra, and
suppose that the conditional probability pu( - |B) has a conditional probability measure.
Then, for every p-integrable function f, the map

v [ 1) duate') € [BL71B)) (5.19)

15 a representative of the conditional expectation of f given 8.

We note that conditional probability measures do not necessarily exist for general
measure spaces. However, fortunately for us, the case (X,2() = (R",B") that we
are interested in is known to always admit it.

Conditional Probability Distributions Given a probability space (X, u)
and a sub-o-algebra B C 2, suppose that a measurable map f : (X,2) — (X', ')
is moreover given. In parallel to what we have seen for conditional expectations,
this allows us to define an equivalence class of functions

p(f € A1B) = p(f(A)]B) (5.20)

for all A’ € . Then, a transition probability kernel K : X x A" — [0, 1] from
(X,B) into (X', ") satisfying

K(-,A)e [u(fedB)], Aecd (5.21)

is called a conditional probability distribution of f given *B. Likewise, given another
measurable map ¢ : (X,2() — (Y’,%B’), a transition probability kernel K : X x " —
[0,1] from (X,Z(g)) into (X', ") satisfying

K(-, A e [ulfeAL(g)], Ae (5.22)

is called a conditional probability distribution of f given g. Such transition proba-
bility kernels do not necessarily exist in general, but as above, the case (X', ') =
(R™,B™) that we are interested in is known to always admit it.

Conditioning in Quantum Measurements Under the context of quantum
measurements, let A and B be a pair of simultaneously measurable observables.
Given a joint-probability distribution ,u‘fL p of A and B on some quantum state
|¢) € H, we introduce

14 (A4|B) = ,ujB(WA € Aulmp), As€ B (5.23)

where m4(a,b) = a and mwp(a,b) = b are measurable functions (projections) re-
spectively representing the behaviour of the measurement outcomes of A and B.
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Accordingly, we define the conditional probability distribution of A given B to be a
transition probability kernel K : R x B! — [0, 1] that satisfies

K(-,A4) € [p43(A4|B)], Ase B, (5.24)

which, as guaranteed above, is known to always exist. The values of the conditional
probability distribution of A given B are in turn denoted ineterchageably by

HA(AAIB = b) = p_ (A € Ax) = pS(Aa|B) (D) = K (b, Ay), (5.25)

depending on the context.

5.1.2 Fourier Transformation

We next recall the basic definitions and properties of the Fourier transformation.
For convenience, we first introduce the renormalised n-dimensional Lebesgue-Borel
measure on R" by

dm,, == (2m)""/2dp". (5.26)

Accordingly, in this section we employ the renormalised LP-norm and the convolution
defined by the renormalised Lebesgue-Borel measure,

1/p
= ([ 1@ amaa)) g e ), (5.27
(fxg)@):= | flo=y)aly) dmaly). f.g€ L'(R™). (5.28)

For brevity, we occasionally write dm; = dm whenever there is no risk for confusion.
Now, for a function f € L'(R"), recall that the functions f, f : R” — C defined
by

fla) = [ 0 p(a) dim ), (529)
fq) = /n 20 f(2) dmy,(x), (5.30)

with the scalar product (g, z) := >} _; qxx of two real vectors in R”, are respectively
called the Fourier transform and the inverse Fourier transform of f. The C-linear
map .# that maps f to its Fourier transform f is called the Fourier transformation.
It is known that the Fourier transformation is injective, i.e. f = g implies f = g.
For f,g € L'(R"), the following properties under the convolution (5.28), scaling
(3.93), and translation (3.116),

(fx9) =13, (5.31)
(f)(a) = f(ta), t#0, (5.32)
(Rf)(®) =2 f(t), acR, (5.33)

respectively, are basic. The Fourier transormation .# plays particularly well on
the subspace ./(R") C L'(R"), where it becomes a linear bijection of .(R") onto
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< (R™), whose inverse is given by the inverse Fourier transformation (recall, on
the other hand, that one does not necessarily have f € LY(R") for f € L'(R") in
general). One then has

INFf)=(—)NF@f), ~veNG, (5.34)
F(Of) =g Ff, ~eN, (5.35)

for f € Z(R"), where we have used the multi-index v := (y1,...,7,) € Njj as in
(2.23) and introduced the shorthand |y| :==~y; + -+ + 5.

5.1.3 Wigner-Ville Quasi-probability Distribution

In order to make our line of arguments self-contained in the framework of density
functions L!'(9B), we assume 1 € L'(R) N L?(R) throughout this passage. Given
such 1), we define a complex function w?¥ € L*(R?) N L?*(R?) by

D% (2,y) =9 (@ — y/2)y(x + y/2), (5.36)

and evaluate its total integration as

&% dmatecg) = [ 0@ = u/20ite +u72) dmate.)

(/w i )(/w EL)

) dm(z (5.37)
Whenever the total integration (5.37) is non-vanishing, we introduce
oY (z,y
P (a,9) = y) (5.3%)

Jge @Y (z,y) dma(z,y)’

to denote its normalisation.
On the other hand, if we consider the Fourier transform of &% (x,y) with respect
to its second parameter y,

W(x,p) == /Reipy@w(ﬂ%y) dm(y)
- /R@/)*(rc +y/2)i(a - y/2)e™ dm(y), (5.39)

we readily find that it is a real function,

(W¢($,p))* = W¥%(z,p), (5.40)

whose marginals are given by
[ W) dmia) = [50)P
5 (5.41)
[ ) dm(p) = o)
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Applying Plancherel’s theorem, one finds that W¥ € L'(ms), and thus its total
integration reads

W¥(z,p) dms(z,p) = |[¥])5. (5.42)

RQ

If the total integration (5.42) is non-vanishing, which is equivalent to the condition
1 # 0, the real quasi-probability density function denoted by

_ W (x, p)
WYz, p) = o p) i) (5.43)

is called the Wigner-Ville quasi-probability distribution on 1. As we have seen in
(5.41), the WV distribution possesses useful properties for our analysis, namely, that
its marginals yield the probability density function describing the behaviour of the
measurement, outcomes of the respective observables & and p on the state 1, which
is to say that

WY (x,p) dm(z) = p} (p),
K2 (5.44)
W*(x,p) dm(p) = p3 (x),
R2
if explicitly written down. Thus, the choice ¢ € L'(R) N L*(R) defines a complex

measure
Hop =WV 0 (5.45)

on the measurable space (R, B?) that satisfies

P ¥
1o p(R X< A) = pn(A),
fjvp( ) f;( bA € B. (5.46)
tgp(A X R) = pg(A),
For our later argument we note that, since the functions w¥(x,y) and W¥(x,y) are
mapped to one another by Fourier transformation, they just represent the same
contents seen from different viewpoints, and are thus essentially the same object.

5.2 Conditioned Measurement

We are now interested in simultaneously measuring the probability measure of B on
the target system and a quasi-joint-probability distribution of () and P on the meter
system. This should be possible since every local measurements can be simultane-
ously performed on separate systems, and this leads to an existence of a joint dis-
tribution of the probability measure of B on one side, and a quasi-joint-probability
distribution of ¢ and P on the other. Throughout this section, for definiteness,
we exclusively treat the special case in which the meter state is described by the
one-dimensional Schrodinger representation of the CCR {L?*(R), . (R), {%,p}} and
choose Y = p without loss of generality.
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5.2.1 Conditioning over Quasi-probabilities

Since we are now dealing with complex measures, the definitions for conditioning
must be suitably expanded accordingly. To this end, we first prepare a terminology:

Definition (Quasi-probabilities). Let (X, ) be a measurable space. We call a com-
plex measure v on (X,2l) satisfying the normalisation condition v(X) =1 a quasi-
probability measure, and accordingly the triplet (X, 24, v), a quasi-probability space.

If the underlying space is given by (X, 2() = (R",8"), and the quasi-probability mea-
sure v happens to be absolutely continuous, we call its density dv/ds™ € L'(R"),
which is in general a complex function that has the total integration of unity, a
quasi-probability density function. According to the definition, note that the usual
(i.e., real and non-negative) probability measures and density functions are special
members of the respective families of quasi-probability measures and density func-
tions. In analogy to the standard probability spaces, given a quasi-probability space
(X, 2, v) and a v-integrable function f, we occasionally denote the total integration

by
E[f;v] = /Xf dv, (5.47)

and call it the quasi-expectation value of f under v.

Quasi-joint-probabilities As a special subclass of quasi-probability measures,
we say that a quasi-probability measure v € Mc(8B") qualifies as a quasi-joint-
probability distribution of the observables Aj, ..., A, on the state |¢p) € H, if it
satisfies

k-th
VKX xKx A xKx--xK)=p% (B), AeBEK)  (548)

n

for all 1 < k < n. In parallel to it, we prepare the term quasi-joint-probability
density function for those v that are absolutely continuous®. One confirms from
(5.46) that, for the choice of the quantum state ¢» € L'(R) N L?*(R), the quasi-
probability measure (5.45) qualifies as a quasi-joint-probability distribution for the
pair of observables () and P. It should be intuitively straightforward to see by
the formal arguments made in the introduction that the Kirkwood-Dirac quasi-
probability distribution also qualifies as a quasi-joint-probability distribution of the
pair of observables under consideration.

Conditional Quasi-expectations We next intend to introduce analogous def-
initions regarding conditioning on quasi-probability measure spaces (X,2,v). To
this end, we make some very important remarks on the different properties be-
tween standard probability measures and quasi-probability measures. Recall that
we have made extensive use of the Radon-Nikodym theory for defining conditional

23Here, we occasionally admit complex parameters to describe outcomes of each observable Ay,
for formal completeness. Accordingly, the r. h. s. of the above formula is understood as the
probability measure induced by the two-dimensional spectral measure of A seen as a normal
operator (cf. spectral theorem for normal operators).
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expectations and conditional probabilities. In applying the theory, first note that
positiveness of the measure p is necessary in order for the Radon-Nikodym deriva-
tive dv/du of some complex measure v < p to be well-defined. Hence, conditioning
by a sub-o-algebra 8 C 2f must be such that the restriction v|y becomes a measure.
The second fact to notice is that, for a v-integrable function f, the complex measure
on the sub-o-algebra defined by

B s (f @ v)(B) ::/Bf d, Bem (5.49)

is not necessarily absolutely continuous with respect to the restriction v|g, in con-
trast to that of positive measures. With these in mind, we hereby define:

Definition (Conditional Quasi-expectation). Let (X,2,v) be a quasi-probability
space, and B C A a sub-c-algebra such that the restriction v|g becomes a prob-
ability measure (i.e., real and non-negative). For a v-integrable function f such that
f v < v|s, we define the conditional quasi-expectation of f given B
d(f ov)
E[f|®B] = ———— 5.50

18] = Tt (5.50)
by the Radon-Nikodym derivative of the complex measure f @ v with respect to the
measure V|sg.

Given another measurable function g : X — R such that the above conditions are
fulfilled for the initial o-algebra B = Z(g), we define E[f|g] and any other relevant
notations such as E[f|lg = y] ete. in an analogous manner to those defined for
standard probability measures.

Conditional Quasi-probabilities We then intend introduce a complex analogue
of conditional probabilities defined for quasi-probability measures.

Definition (Quasi-Conditional Probabilities). Let (X,2,v) be a quasi-probability
space, and B C A a sub-o-algebra such that the restriction v|yg becomes a probability
measure. For a measurable set A € A, we define

V(A|B) = E[x4|®B], Aea, (5.51)

to be the quasi-conditional probability of A given B, whenever x4 ® v < v|g, where
XA s the characteristic function of A. Likewise, given a measurable function f :
(X, ) — (X', "), we introduce

v(f € A|B) = u(fL(A)B), A e, (5.52)

whenever the r. h. s. is well-defined. If, instead of being given a sub-c-algebra, one
is given a measurable function g : X —'Y for conditioning, we define

v(Alg) :=v(A|Z(g)), A€, (5.53)

where Z(g) is the initial o-algebra of g, whenever, as usual, the r. h. s. is well-
defined.
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The conditional quasi-probability v( - |8) satisfies properties analogous to those of
quasi-probability measures, namely

(i) v(0]%B) = 0, (X|%B) = 1,
(ii) v(A|B) e C, Aec,
(iii) for any sequence (A,),>1 of pairwise disjoint subsets of X, the equality

v (G A,
n=1

%) = i v(A,|B) (5.54)

holds,

whenever every component above is well-defined. In parallel to conditional proba-
bilities, the validity of the (in)equalities above are significant only in the sense of
V|p-a.e.

Conditional Quasi-probability Measures We now expand the definition of
transition kernels to fit into the theory of complex measures. Let (X, 2l) and (Y, B)
be measurable spaces. We say that a map K : X x B — C that satisfies the
conditions

(i) the map = +— K(z, B) is -measurable for every B € B,
(ii) the map B +— K(x, B) is a complex measure on (Y, *B) for every x € X,

a complex transition kernel from (X, 2) into (Y,B). If a complex transition kernel
K satisfies K(x,Y) =1 for all x € X, we call such K a transition quasi-probability
kernel. The following analogous result is of use.

Proposition 5.1 (Complex Transition Kernels into Complex Measures on Product
Spaces). Let K : X X8 — C be a complex transition kernel from (X, 21) into (Y,B),
and let p be a measure on (X,2l). Then, there exists a complexr measure ™ on the
product space (X XY, A ® B) that satisfies

[ ) dnley) = /X /Y f(,y) K (z, dy) dp(z) (5.55)

for all f, whenever the integration on the r. h. s. is well-defined. In particular, the
complex measure T satisfies

(A x B) = /AK(m,B) du(z), Aed, BeB. (5.56)

Armed with the above concepts, we thus introduce:

Definition (Conditional Quasi-Probability Measure). Let (X, 2, v) be a quasi-probability
space, and let B C A be a sub-c-algebra such that the restriction v|ys becomes a prob-
ability measure, and that v(A|B) is well-defined for all A € A. We call a transition
quasi-probability kernel K : X x B — C a conditional quasi-probability measure of
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the conditional quasi-probability v(-|B), if the map v — K(x, A) happens to be a
representative of v(A|B) for all A € A, namely

K(-,A) e [v(AIB)], Ae (5.57)

holds, where the brackets around an element denote its equivalence class. If such
a transition quasi-probability kernel exists, we customarily denote it with the same
notation v( - |B), and its images are in turn interchangeably denoted by

K(z,A) =v(AI®B)(z) =v.(A), ze€X Ac, (5.58)
depending on the aesthetics of the formula in which it should appear.

As above, such transition quasi-probability kernels do not exist in general, while the
case (X, ) = (R",B") is known to always admit it. We then have:

Proposition (Conditional Quasi-expectations as Averages over Conditional Quasi-prob-
ability Measures). Let (X,2,v) be a quasi-probability space, B C A be a sub-o-
algebra such that the restriction v|ys becomes a probability measure, and suppose that

the conditional quasi-probability v( -|B) has a conditional quasi-probability measure.
Then, for every v-integrable function f, the map

N / f(@') dva(') € [E[f|B]] (5.59)
X
18 a representative of the conditional quasi-expectation of f given 8.

Conditional Probability Distributions On a quasi-probability space (X, 2, v),
suppose that a measurable map f : (X,2) — (X', 2') is moreover given. Choosing
a sub-o-algebra B C 2 such that the restriction v|y is a measure, this allows us to
define an equivalence class of functions

v(f € AIB) == v(f1(A)B) (5.60)

for all A" € ', whenever they are well-defined. Then, a transition quasi-probability
kernel K : X x A" — [0, 1] from (X, *B) into (X', ") satisfying

K(-,A)e [u(fed|B)], Aed (5.61)

is called a conditional quasi-probability distribution of f given 8. Likewise, given
another measurable map g : (X, ) — (Y’,B’) such that the restriction of v over its
initial o-algebra Z(g) is a measure, a transition probability kernel K : X x" — [0, 1]
from (X,Z(g)) into (X', ") satisfying

K(- A)e [ulf € A|Z(g)]. A e (5.62)

is called a conditional quasi-probability distribution of f given g.
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5.2.2 Conditioned Measurement via the WV Distributions

Now that we have prepared the necessary concepts and results, we may embark
on our analysis. By measuring B locally on the target system on one side, and a
specific quasi-joint-probability distribution of () and P locally on the meter system
on the other, we obtain a quasi-probability distribution that describes the joint
behaviour of the target system and the meter system. If, by haps (e.g. by choosing
the right initial state |¢)) € K) the quasi-joint-probability distribution of ) and P on
the meter admits representation by a complex measure, the total quasi-probability
distribution of both the target and the meter system also admits representation by a
complex measure. We thus generally define the conditioned measurement as an act
of measuring the conditional quasi-probability distribution of the “joint outcome”
of @ and P of the meter system given the outcome of the conditioning observable
B on the target system.

Our Choice: WYV Distribution To demonstrate our point with an example, we
shall from now on exclusively concentrate on the Wigner-Ville distribution for our
choice of the quasi-joint-probability distribution of @) and P, for definiteness. Since
the choice ¥ € L'(R) N L*(R) of the initial meter state allows the WV distribution
to be described by quasi-probability measures on (R?,B?), we assume such special
choice throughout this passage in order to remain contained in the framework of
measure and integration theory (so that we may not have to deal with the theory
of generalised functions). In this subsection, the conditioned measurement scheme
is studied in view of the WV distribution. We first start by transcribing the con-
ditioned measurement scheme, which was initially introduced in terms of vectors
and operators on Hilbert spaces, into the description by quasi-probability density
functions on R?. It is then found that the transcription allows a much simpler ex-
pression in view of its Fourier transform (rather than the WV distribution itself), in
which the description of the meter system after the interaction is given precisely by
the convolution of the configuration of both the meter and the target system, quite
analogous to the case of the unconditioned measurement that we have previously
seen. This allows us to extract the information of the target system either by means
of deconvolution discussed earlier (specifically by constructing an approximate iden-
tity on the meter system), or by probing the behaviour of the distribution around
the origin ¢ = 0. We shall then investigate the properties of the information of the
target system we have just obtained, and find that this qualifies as a “conditional
quasi-probability distribution of A given B”, of which the average has a connection
to the conditional quasi-expectation of A given B introduced earlier.

Preliminary Observation As a preliminary observation, we start by assuming
that the target observable A has a spectrum consisting of a finite number of eigen-
values 0(A) = {ay,...,an}, so that its spectral decomposition reads (2.75). For the
ease of arguments, we further assume that the conditioning observable B also has
a spectrum consisting of a finite number of eigenvalues o(B) = {by,..., by}, that
every eigenvalue of B is degenerate, i.e., II, = |b,,) (b, | for some normalised vectors
|bm) € H for all 1 < m < M, and moreover that ||[II,¢||* # 0 for all b € o(B). As for
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the state preparation, let v € L'(R)N L*(R) be a wave-function of the meter system
with normalisation |[¢||2 = 1, so that the WV distribution can be represented by a
quasi-probability density function, and we also let the initial selection |¢p) € H of
the target system be normalised [|¢|| = 1.

Computing the WV Distribution We are now interested in measuring the
WV distribution of the meter system given the outcome of B on the target system.
Since both the measurements are local measurements performed on the respective
systems, this should be statistically equivalent to measuring the WV distribution
for the meter state

Uiy o= Trp [[Wh_y) (W] (5.63)
for all b € o(B) , where
T, ® I)|W9)
W, = ( 5.64
ool = m, @ 1w 00

is the, so-to-speak, “conditional” meter state?* given the outcome b of B. Our
analysis thus reduces to computing the WV distribution of the density operator
Y%_, for each of the outcomes b € o(B). In our case, in which we assume that the
eigenvalues of B are all degenerate, the density operator (5.63) in fact becomes a
pure state, of which representation by wave-functions reads

N, 11, o
o) = 3 el (i) (a)

_Z bHan x_gan)

N

—ZbEA{an} /wx—ga dda, (a)

/w x — ga) dvy(a), g€R, (5.65)

where we have used (3.87) to obtain the first equality. Here, we have introduced an
auxiliary quasi-probability measure

(b, 0)
defined by means of the spectral measure E4 of A, the initial state |¢) € H of the

target system, and the outcome b € o(B) of the conditioning observable, and have
used a result analogous to (3.61) in the last equality. One then finds that the WV

v, (A) = bea(B), AeB, (5.66)

ZNaturally, (5.64) and (5.63) are nothing but the state one would expect when the ideal mea-
surement of B yielded the outcome b € o(B), if one adopted the standard von Neumann projection
postulate.
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distribution of the meter wave-function (5.65) reads
W= (2, p)

/ (Voo + 5/2))" Gyl — y/2)e™ dm(y)
= [([ vt um ) ( [ o= ou =2 ana)) e anty

- /R < k2 U (z — gay +y/2)¢(z — gay — y/2) d(v; @ v,) (al, a'2)> €™ dm(y),
(5.67)

where we have introduced the product measure v} ® v, of v, and its complex conju-
gate?® in the last equality. In order to gain a better view of our findings, let us now
change variables according to the linear transformation,

(0)-r() w=() ow

Since T € GL(2,R) belongs to the general linear group, for indeed detT = 1/2,
note that this transformation is invertible, i.e., it is a linear automorphism. We
then introduce the quasi-probability measure

PAAIB =) =T (v; @ 1,) (A)
=@y (TrA), Ae®B® beo(B) (5.70)

defined on the measurable space (R? 98?) as the image measure (cf. see (3.9) for
the definition of image measures) of the product complex measure with respect to
the automorphism 7' (we shall be shortly returning to the properties of the quasi-
probability measure (5.70) and the righteousness of its notation). Then, due to the
change of variables formula (3.10), one may rewrite our previous findings (5.67) by

Z5For a pair of complex measures u and v, by observing that u < |u| and v < |v|, we define the
product complex measure of p and v by

du  dv
ey <d| d|y|)®(|u|®l/|)- (5.68)

By definition, product complex measures share properties similar to those of product measures
(3.31), and an analogue of Fubini’s theorem holds. Product complex measures reduce to the usual
product measures when both of the components happen to be finite measures.
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letting a} = a1 — ay and a) = a; + as as

W¥b=s(x, p)
— /R ( 5 V' (z — glar — az) +y/2)

< (o = gl + @)~ p/2) du s 0l B = 1)) 7 )

— /R2 (/qu*((x — gay) + (y + 29a2)/2)

< B((— gar) — (y + 2gas)/2)e™ dm<y>) 04y (ar, 0| B = b)

= [ ([ v gon) + 2
X (1 — gar) — /2 dm<y>) A (e, | B = )

= / e~ 29PYY (1 — gay, p) duﬁ(al,ang =), (5.71)
R2

where the change of the order of the integration in the second equality is guaranteed
by the Fubini’s theorem. For later convenience, we introduce the complex number
a € C defined by a := a, + iay by identifying C = R? in a usual manner, and write

Ww%=b(3:,p) = / e~ 9PV (1 — gay, p) duﬁ(a!B =b), geR (5.72)
C

To sum up, here we have learned how the conditioned measurement scheme may be

rewritten in terms of quasi-probability measures, in which the WV distribution of the

initial meter wave-function v is acted upon by the quasi-probability measure (5.70)

of the target system to yield the final WV distribution of the meter wave-function

Vpp

Changing the Viewpoint through Fourier Transformation One finds below
that the transcription (5.72) of the conditioned measurement scheme admits a much
simpler expression when described in terms of the inverse Fourier transform (5.38)
of the WV distribution, rather than the WV distribution itself. Introducing the (yet
to be normalised) function &%=+ (z, y) uniquely specified through the relation

Wihos(op) = [ & Mavba(a,y) dm(y), g€ R (5.73)

R

(cf., injectivity of the Fourier transformation), the goal of this small paragraph is to
show that our finding (5.72) is equivalent to

@Vo=r (1, y) = /d}w(af — gar,y — 2gaz) dui(a|B=0), g€ER, (5.74)
C

which is essentially nothing but the convolution of the initial profile @¥ of the meter
state by that of the two-dimensional quasi-probability measure A — u%(A|B = b)
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scaled by ¢. If, moreover, the total integration of &% happens to be non-vanishing,
we may renormalise both sides of the above equality to obtain

wlB=s (2, y) = /“’w(fv — gay,y — 2gas) du’(a|B=b), gE€R, (5.75)
C

for later use?®. Observe here the analogy between the unconditioned case (3.96): in
both cases, the profile of the “output” of the meter is given by the convolution of
the profile of the “input” of the meter and that of the target system scaled by g.

To verify our statement, one may simply repeat the previous argument to obtain
the result directly, but it is actually easier to demonstrate that the Fourier transforms
of the two sides of the above equality coincide. Indeed, the Fourier transform of the
1. h. s. is nothing but W¥5=, which is just the definition (5.73). As for the r. h. s.,
one has

[ ([0 - guny = 200 el =) ) am
R C
= [ ([ e g 200) dnw)) dusiol =1
C R
= / eT299P WY (2 — gay, p) dp’(a|B =b), (5.77)
C

where the exchange of the order of the integration (the first equality) is guaranteed
by Fubini’s theorem, and the last equality is due to (5.33). Combining the above
two results and by observing (5.72), the injectivity of the Fourier transformation
leads to the desired statement. We emphasise again that both (5.72) and (5.75)
represent the same contents seen from different viewpoints.

5.3 Recovery of the Target Profile

We are now interested in how one may recover the profile A — u%(A|B = b)
of the target system for each b € o(B) through conditioned measurement. As one
may expect, the procedure essentially goes analogously to that of the recovery of the
probability measure uf‘ in the case of the unconditioned measurement demonstrated
in Section 3.2. Recalling the techniques employed there, and by introducing the
rescaling

v(z,y) = 27w (2, 2y), (5.78)
for the ease of discussion, one may readily rewrite (5.75) into
w¥ho = 0 & (u;ﬁ(- B = b))g, gER, (5.79)
or equivalently
vt =l k(B =b), ge€R (5.80)

26Here, note that we have used the general property of convolutions

[ g =[ pa [ gz, ggerie) (5.76)

regarding integration.
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where the subscript on the respective quasi-probability measures/density functions
denotes the scaling (3.91) and (3.93), just as we have done for the case of the
unconditioned measurement (see (3.96) and (3.97)). In parallel to the case of the
unconditioned measurement case, these two expressions (5.79) and (5.80) correspond
to the manner in which one combines the interaction parameter (3.86), where the
former corresponds to the scaling of the target observable A — gA, whereas the
latter corresponds to the scaling of the pair of the meter observables {Q, P} —

{971Q, gP} (c¢f. (3.82) and (3.85)).

5.3.1 Strong Conditioned Measurement

We now intend to recover the quasi-probability measure A — % (A|B = b) by mak-
ing use of the latter expression (5.80). The idea and the procedure are essentially the
same as those we have employed in the unconditional case, namely, we manipulate
both the interaction parameter g € R* and the initial meter state ¢» € L*(R)NL?*(R)
so that the scaling U;p_l of the inverse Fourier transform of the WV distribution tends
towards the delta measure dy centred at the origin 0 € R2.

Recovery of the Conditional Quasi-joint-probability For the same reason
discussed in Section 3.3.1, we assume throughout this passage:

e The target observable A admits description by density functions.
e The total integration of @¥ is non-vanishing.

The first condition guarantees that the quasi-probability measure A — ,uﬁ(A\B =
b), A € B? is absolutely continuous for all b € o(B), of which density we shall write
d(-|B = b)
S |B=b) = A= 5.81

1B =)= TS (5.81)
The last condition is necessary in order to assure the well-definedness of w?. Then,
one sees from an analogous argument that we have previously made in Section 3.3.1
that, if one adjusts the pair of ¢ € R* and ¢ € L'(R) N L?(R) so that U;p,l makes
itself an approximate identity in L'(R?), one may let the product of the convolution
(i.e., the “outcome”) converge towards the desired target
vB= % |B =) (5.82)

g

with respect to the L'-norm. A typical way to construct such an approximate
identity is to start by preparing a compactly supported wave-function ¢, which
automatically guarantees ¢ € L'(R) N L*(R), and to consider a family {¢ ) }r>o of
the initial meter state defined as in (3.121). One then finds

B0 (2, y) = Dy (@ = y/2)Pm(x +y/2)

- (S522)s (252

= |h| - &} (2, y), (5.83)
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and hence by observing that the above equality has total integration of |A| fR2 o¥dms,
its normalisation becomes

W (x,y) = w;/:(x, ). (5.84)
This should further lead to
o =t (5.85)
g hg

when scaled by g='. With the initial w¥ (or equivalently v¥) being compactly sup-
ported, one then sees that this indeed makes an example of an approximate identity,
and we may thus achieve our objective by either narrowing the wave-function h — 0,
by intensifying the interaction g=* — 0 (g — 400) or by appropriately balancing
both manoeuvres and letting hg~' — 0 altogether.

5.3.2 Weak Conditioned Measurement

We shall next investigate how the map
g v¥B=s(z, ) (5.86)

behaves locally around g = 0, and discuss what information of the target config-
uration one might reveal through it. In parallel to the case of the unconditioned
measurement discussed in Section 3.3.2, one finds below that the information of the
configuration of the target system is encoded into the differential coefficients of the
above map at g = 0, and that by knowing all the higher-order derivatives, one may
fully recover the quasi-probability measure A — M‘Z(A|B = b) of our interest.

Main Objective Throughout the following passage, we assume the following.
e The quasi-probability measure A ,u‘z(A|B = b) has a compact support.

e The total integration of @¥ is non-vanishing, and its normalisation belongs to
the Schwartz space w? € .7 (R?).

These requirements are imposed primarily for the same reason as we have previously
discussed in analysing the weak unconditioned measurement scheme in Section 3.3.2
(which, in short, is to say that we do not wish to get involved in the theory of gener-
alised functions). A sufficient condition for the first and second assumptions would
be to respectively require that the spectral measure E4 be compactly supported,
and that ¢ € .(R). Under such conditions, the main objective of this passage is
to demonstrate the following Proposition:

Proposition 5.2 (Weak Conditioned Measurement). Under the above conditions,
the map (5.86) is arbitrarily many times strongly differentiable on all the real line
R, and its nth deriwatives at the origin g = 0 reads

d’l’b

—Uw%:b

dg™

=) E [Cﬂ;uﬁ( [B=0b)| - (=D)"v¥, neN. (5.87)

9=0 " |y|=n
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Here, v = (11,72) € N2 is a multi-index introduced in (2.23), and the “quasi-
moments” under the quasi-probability measure p’(-|B = b) is defined by

E o735+ 1B = )] i= [ al'al dui(alB =), (5.58)
C

i its explicit form, where we understand a = a; + tas € C.

Proof. Since the assumptions and reasonings are essentially the same as those pro-
vided for the unconditioned counterpart, we shall avoid reiteration and provide a
rough sketch of the proof. In order to avoid clumsiness of notation, we write v := v¥,
vlg] == v¥=s and p := p%(-|B = b) for simplicity, and denote by v(™[g] the nth
derivative of the map g — vlg].

We first prove that the nth derivative of v[g] reads

Z D)'v(x — ga)a” du(a). (5.89)
[v|=n /

As above, we argue by mathematical induction. The case n = 0 is trivial. Suppose
that the statement is true for n € Ny. Then, one may compute its point-wise
derivative as

CZI Z /R2 (dg Dyv(w - ga)) a’ dp(a)

[y|=n
= Z / (Z a;(—D);(=D)"v(x — ga)) a” du(a)
[y|=n
D)"v(z — ga)a” du(a), (5.90)
WIZnH/

and subsequently prove its strong differentiability by employing the same technique
as above. This completes our first step of the proof.
Now, by taking g = 0 of (5.89), we observe

Z / D)'v(x — 0a)a” du(a)

[v|=n
—Z/ww (—D)v(a)
[vl=n
— 3" Ela%i1] - (-D)u(a), (5.91)
]
which completes our proof. ]

One then immediately obtains the following corollary by applying the Weierstrass
approximation theorem and the Riesz-Markov-Kakutani representation theorem.
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Corollary 5.3 (Recovery of the Target Profile by Weak Conditioned Measurement).
The weak conditioned measurement (i.e., the knowledge of all the “quasi-moments”
(5.88)) allows us to uniquely specify the quasi-probability measure p%(-|B = b) of
our interest.

Compare these results to those obtained in the case of the weak unconditioned
measurement described in Section 3.3.2.

5.4 Profile of the Target System

We have so far investigated how the conditioned measurement scheme can be tran-
scribed into the language of conditional quasi-probabilities, rather than in terms of
mere conditional expectations. As a result, we found that the measurement out-
come after the interaction incorporates two components: one being the profile of
the meter system in the form of the WV distribution and the other being the that
of the target system in the form of the quasi-probability measure pu%(-|B = b) de-
fined in (5.70). Specifically, in view of the (scaled) inverse Fourier transform of the
WYV distribution, we found that the manner in which the two components interact
with each other admits a simple description by convolution (5.75), which is quite
analogous to the unconditioned case. Based on our findings, we have thus analysed
how one may recover the profile p%(-|B = b) by means of both the strong and
weak conditioned measurements, whose procedures are also quite analogous to the
unconditioned counterpart. We are now interested in the properties of the quasi-
probability measure ;%(-|B = b) we have obtained, which should be expected to
convey some information of the target system.

Quasi-joint-probability Measure of A and B By means of either the strong
or weak conditioned measurement, we have so far obtained the family of quasi-
probability measures u%(-|B = b) for all b € ¢(B). Allowing it to extend on the
whole real line, one may construct a complex transition kernel by

145 (AalB=1b), (bea(B))

indefinite, (b¢ o(B))’ Ax € B(C) (5.92)

fo(AA|B =)= {

from the space (R,%B!) of the measurement outcomes of B into (C,B(C)). For
definiteness, we assign to each b ¢ o(B) any quasi-probability measure, so that (5.92)
defines a transitional quasi-probability kernel as a whole. This allows us to construct
a quasi-probability measure qu 5 on the product space (C x R,B(C) ® B'), by
combining the transition quasi-probability kernel (5.92) and the probability measure
113, that satisfies

Won(dax An) = [ WAAE =D duf0). BaeBE), dne B, (93
Ap

whose existence is guaranteed by Proposition 5.1. The target of our analysis in

this passage is the quasi-probability measure (6.90). As one may expect from the

notation employed, we shall shortly see that this qualifies as a quasi-joint-probability

distribution of the target observable A and the conditioning observable B.
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Proposition 5.4 (Quasi-joint-probability Measure). Under the definitions above,
the quasi-probability measure ui p qualifies as a quasi-joint-probability distribution
of A and B in the sense of (5.48), namely

(B4 x R) = p5(As), Ay € B(C),

1 5(C x Ap) = uh(Ap),  Ap € B(R) (5.94)

holds. Here, uﬁ denotes the probability measure on (C,B(C)) generated by the
two-dimensional spectral measure associated to A understood as a normal opera-
tor, whereas /fg denotes the probability measure on (R,B) generated by the one-
dimensional spectral measure associated to the self-adjoint operator B.

Proof. We start by demonstrating that the marginal of the quasi-probability mea-
sure uﬁ’ 5 of the first term coincides with the probability measure % on (C,B(C))
generated by the spectral measure of A (seen as a normal operator). To this end,
we first observe

1 p(Aa xR) = / 14 (AA|B = b) dug(b)
=Y o) (T AL - [(b.o) (5.95)
bea(B)

where we have used (5.70) in the last equality.
Now, in order to proceed further, we then maintain that the measure

A p(A):= Y (o) (A) (b, AeB(C) (5.96)
beo(B)

is essentially the same object as the continuous C-linear map defined by

Tnas 1) = [ Flaca) (@), 1 € @) (5.97)

in the sense of the Riesz-Markov-Kakutani representation theorem. The proof can
be carried out in several ways, but for the sake of simplicity, we rather take an
elementary approach. Observing that any two measures on a product space (X x
Y, A ® B) coincides with each other if they coincide on the subset 2 % B C A ® B
(see (3.29) for the definition), one proceeds as

/C xan (1) xas (a2) dp(a) = sy x Ay)

= > W@y (A x As) - (b, @)

beo(B)

= > (¢, Ea(A1)b) (b, Ea(A2))

beo(B)

= (¢, EA(A1)Ea(A2) o)
- / X (@)X (@) iy (a)
= Idiag(XA1XA2)7 (598>
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which proves
% = Idiag' (599)

Armed with the findings, we return to our original problem (5.95) and finally
obtain

Yo 0 ou) (T AL) (0,8 = Lung(X(r-1a.))

beo(B)

_ / X1 (@ 0) diy(a)

- / Yax(a,0) iy (a)

= (¢, Eao(A4)0)
= u4(As), A4 € B(C), (5.100)

where E4 denotes the product spectral measure of the one-dimensional spectral
measure F4 of A (as a self-adjoint operator) and that of the 0 operator Ey (i.e., the
“delta spectral measure” (3.99) centred at the origin), and the last equality is due
to the observation that the two-dimensional spectral measure E4 of A as a normal
operator coincides with the product spectral measure E4 = E 4,0 introduced above.
This completes our proof for the marginal of the first term.

It now remains to compute the marginal of uj p of the second term, which one
carries out as

14 (€ x Ap) = / xan(®) i 5(ab)
xR

/C ey (D5(CIB = b) dyi )

Xa5 (b) du(0)

CxR
1y(Ap), Ap € B, (5.101)

where the second equality is due to the definition of qu g, and the third equality is

due to the fact that u%(C|B = b) = 1 is normalised to unity (i.e., a quasi-probability
measure) for all b € o(B). O

As for the relation between the quasi-joint-probability distribution ,uﬁ’ p and the
transition quasi-probability kernel (b, Ax) — pa(A4|B = b), one immediately has
the following corollary by construction.

Corollary 5.5. The transition quasi-probability kernel (5.92) is a conditional quasi-
probability distribution of A given B under the quasi-joint-probability distribution

HaB-
Conditional Quasi-expectation of A given B It is now tempting to investigate
how the “conditional average” of the quasi-joint-probability distribution ui  relates

to the conditional quasi-expectation E*[A|B; ¢] we have introduced earlier in (4.77).
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Proposition 5.6 (Conditional Average of the Quasi-joint-probability Measure).
Under the definitions above, the conditional average of A given B under the quasi-
joint-probability distribution uﬁ’ p reads

/ a dp%(a|B = b) = E[A|B = b; ¢, (5.102)
C

where the r. h. s. is the member of the complex-parametrised sub-family of condi-
tional quasi-expectations of A given B introduced in (4.77) for the purely imaginary
choice o = i of the parameter.

Proof. For the demonstration, let b € ¢(B). One then has
/a du%(a|B =b) = /2(a1 +iay) dT (v, ® v) (a1, az)
c R

a+ad a—d .
:/ 5 +i 5 d(vy @) (d,a)
C

1+ 11—
:/ —Ha—i- L d(v; @) (a,a’)
L2 2

_14d (A 1—i (b Ag)\
T2 ) 2 (<b,¢>)
=E'[A|B = b; ¢], (5.103)

where the second equality is due to the change of variables formula (3.10) for image
measures. O

Obtaining Conditional Quasi-probability Distribution by Conditioned Mea-
surement We now realise that the conditioned measurement scheme, in view of
conditional quasi-probabilities, can be regarded as a method of obtaining conditional
quasi-probability distributions of the target observable A given the conditioning ob-
servable B, and that it implies the existence of quasi-joint-probability distributions
of a pair of (in general not necessarily simultaneously measurable) quantum observ-
ables lying underneath. Moreover, we have seen a connection between the concept
of conditional quasi-expectations and the “conditional average” of the quasi-joint-
probability distributions, which is reminiscent of the familiar relation between classi-
cal conditional expectations and conditional average of probability measures. While
we have conducted an analysis for the special case in which both A and B happen
to possess spectra of finite cardinalities (and that B is degenerate), we note that
one may suitably generalise the results obtained here by introducing appropriate
mathematical tools and some little more advanced mathematical languages.
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6 Quasi-probabilities of Quantum Observables

By studying the (un)conditioned measurement schemes in depth throughout the
preceding four sections, we have so far naturally arrived, by a purely bottom-up
construction, at the concept of quasi-joint-probability (QJP) of an arbitrary pair of
quantum observables. While such an operational way of demonstration has its own
merit of being solid and down to earth, it has an apparent downside in that the line
of argument lacks transparency and that the whole structure may become obscure
on occasions. In this section, we will be conducting a top-down study on the topic
as a complement.

Organisation of this Section In this section, we first devote several pages to
introducing some mathematical tools for our analysis as usual. We then propose a
general prescription for the construction of QJPs of a given pair of quantum observ-
ables, and observe their basic properties. Since it is difficult to perform a general
analysis on the whole class of all possible candidates of QJPs with full mathematical
rigour due to the limited framework and tools available, for our demonstration we
shall concentrate on a special sub-family of such distributions parametrised by a
complex number, hopefully without loss of too much essence. We finally close this
section by observing where the bottom-up line of discussion performed in Section 5
fits in this more general framework.

6.1 Reference Materials

As usual, we first prepare some necessary mathematical tools for reference. As a
generalisation to those defined on integrable functions, we now introduce Fourier
transforms of complex measures.

6.1.1 Fourier Transform of Complex Measures

Analogous to the manner in which we have defined Fourier transforms of elements
of L*(R™) (namely, the density functions), one may define Fourier transforms of
complex measures. Given a complex measure p € Mc¢(2() on a measurable space
(X, ), we define the Fourier transform and the inverse Fourier transform of pu,
respectively by the functions

jitg) = [ 0 duta), (6.1)
jita) = [ ¢ duta), (6.2

where (g, z) 1= >"}_, gz, denotes the scalar product on R" as usual. Note that the
functions i, jt are well-defined, for indeed |fi(q)| < [ [e™*@™ | d|u|(z) = ||u| < oo
for all ¢ € R", where |u| and ||u|| are respectively the variation and the total variation
of v (a similar evaluation holds for f1).
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Basic Properties To see how this newly introduced definition of Fourier trans-
forms relates to that of integrable functions introduced earlier, let L'(B") C Mc(B")
be the sub-algebra of absolutely continuous complex measures with respect to m,,,
where m,, denotes the renormalised n-dimensional Lebesgue-Borel measure on (R, B")
defined in (5.26). Choosing p € L'(B") and letting p := du/dm, be the Radon-
Nikodym derivative of u, one finds by a direct application of (3.20) that

o) = [0 duta)
= /n e_i<q’$>p(a:) dm,,(z) =: p(q), (6.3)

holds as expected. An analogous relation holds for the inverse Fourier transform as
well. The C-linear map .% that maps a complex measure into its Fourier transform is
called the Fourier transformation. In parallel to that defined for integrable functions,
the Fourier transformation on the measure algebra is injective, i.e., i = U implies
pu=v. For p,v € Mc(B"), the properties

(,u*y):,& v, 6.4
(:ut)(Q> = :u( )a t 7& 07 6.5
(ran)(t) = €“20(t), a€R, (6.6)

are basic, in which one sees how the Fourier transformation behaves under the
convolution (3.11), scaling (3.91), and translation

(Top)(B) := u(B +a), a€R", (6.7)

respectively.

Linear Transformation Let T be a linear operator on R" (i.e., an n x n real
matrix), and let p € Mc(B") be a complex measure. We then define the linear

transform
pr(B):==uT'B), BeB", (6.8)

of p with respect to T' by its image measure. By definition, one readily finds the
validity of the product rule
(ur)s = s (6.9)

for a pair of linear operators S and 7" on R", and that

/ F(x) dur(x / F(T) du(x (6.10)

by the change of variables formula (3.10), whenever the integration exists. Note
that the familiar scaling y;, t # R defined in (3.91), and the translation 7,4, a € R™
defined in (6.7) are respectively special cases of the linear transform of p with respect
toT =tI and T' = I — a, where I denotes the identity operator. In such a cases,
note also that the linear operators involved are automorphisms, hence members of
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the general linear group GL(n;R). In relation to the Fourier transformation, one
finds

(Fur)@)i= [ e dpro)
_ /n 6—i(q,Ta:> d,u(x)

= / e M) qu(z)
= (Fu)(T"q), (6.11)
where T* denotes the adjoint (in this case, the transpose T* = T") of the Matrix 7.

Complex Conjugate We finally review how the Fourier transform behaves re-
garding the operation of taking the complex conjugate of a complex measure. To
this end, let u be a complex measure on (R™,8"), and define the complex conjugate
of u by p*(A) :== pu(A)*, A € B" in a natural manner. One then readily finds

()= [ e (@)

— (F1)" (=)
= (Fu)'(a), (6.12)

where f1(x) := f*(—x) denotes the involution of a function f.

Differentiation We finally make a brief note on the basic results regarding dif-
ferentiability and derivatives of a Fourier transform of a complex measure at the
origin.

Lemma 6.1. Let p be a complex measure on (R",B"), and let v € Ny be a multi-
index. If the integration

/n 2 du(x), (6.13)

exists for all 0 < ~' < =, then the derivative D7ji of the Fourier transform of p
exists at the origin, in which case the derivative reads

(D72) (0) = (i)l / 2 du(z). (6.14)

n

Proof. One readily computes

) (0)i= 07 ([ o) i)

= [ (pre o] ) dut

()M / ' du(), (6.15)
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where the second equality (exchange of the differentiation and integration) is a
consequence of the dominated convergence theorem. O

Compare this result to that for Schwartz functions (5.34).

6.2 Quasi-joint-probabilities of Quantum Observables

We now intend to provide a general prescription for defining a QJP distribution of
a pair of generally not necessarily simultaneously measurable quantum observables.

6.2.1 Preliminary Observations

In this passage, we conduct some formal discussions on the topic of QJP distributions
of combination of quantum observables. Since rigorous treatment requires advanced
mathematical tools that is beyond the scope of this thesis, we first conduct a formal
and intuitive argument to obtain the essence of the idea. Now, before we embark on
our main objective, we first recall a basic theorem regarding strong commutativity
of A and B and that of their unitary operators.

Theorem. Let A and B be self-adjoint. Then, the following conditions are equiva-
lent.

(i) The operators A and B strongly commute with each other.

isA and eitB

(ii) The operators e commute with each other for all s,t € R, namely

eltAeisB — isBoitd 5 1 e R (6.16)

holds.

This familiar theorem builds the starting point of our discussion that follows.

Fourier Transform of Product Spectral Measures Recall that the joint be-
haviour of the outcomes of an ideal measurement of a pair of simultaneously measur-
able observables A and B is governed by the product spectral measure E4 p of their
respective spectral measures £, Fp introduced earlier in (3.64). An important ob-
servation here is to see that the “Fourier transform” of the product spectral measure
E 4 g is nothing but the product (6.16) of the parametrised unitary operators

(FEap)(s,t) = / e (ATt 4B, p(a,b)
R2
_ o~ i(sA+tB)

= lim

(e—isA/Ne—itB/N>N
N—o00

— e—isAe—iiEB7 (6].7)

where the overline on the essentially self-adjoint operator sA+tB denotes its unique
self-adjoint extension as usual, and the second equality is due to the familiar Trotter
formula.
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Hashed Operators We now consider a pair of arbitrary (not necessarily strongly-
commuting) self-adjoint operators A and B. Guided by the above observation, we
formally introduce

A and e*itB’
(6.18)

#(s,t) := a “decent” mixture of the disintegrated components of ="

for the pair of A and B. Example of such mixtures of the disintegrated components
of the unitary operators are given by:

' s s
e zsAe 'LtB7
e—ztBe—zsA7

H;CVZIG—isA/Lke—itB/Mk’ (Zlk\f:1 L;l _1, Zgﬂ Mk_l _ 1) 7
(efisA/NefitB/N)N’

#(s,t) =

o—i(sA+tB)

. _ i N
— th%oo (6 zsA/Ne ztB/N) ’

 ete.,
(6.19)

or even any linear combinations of them. The term “decent” is intended to express
a mathematical condition as to what qualifies as a reasonable “mixture” to meet our
purpose. However, we do not intend to discuss its precise mathematical definition
here, for it is beyond the scope of this thesis. In this thesis, the “parametrised
family of operators” #(s,t) shall occasionally be referred to as hashed operators of
the unitary operators, in a rather casual manner. Due to the commutativity of
the unitary operators for a simultaneously measurable pair, the hashed operator
#(s,t) = e #4e7"B is always unique, while on the other hand, hashed operators
admit variety for non-commutative pairs. Now, given a hashed operator # of A and
B, we then introduce the collection of all parametrised operators of the form

M p = {# : # is a hashed operator of A and B defined as in (6.18) }. (6.20)

As we have seen above, in the case in which A and B are simultaneously measurable,
the above collection in fact consists of only one trivial element

Map = {e e P} (6.21)

due to the strong commutativity of the two operators. On the other hand, one
readily observes that the cardinality of 9014 5 is always greater than unity if the pair
of observables A and B fails to strongly commute.

Lemma 6.2. The cardinality of the collection fIATZA,B 15 equal to unity if and only if
the observables A and B strongly commute with each other. Otherwise, the cardi-
nality is always greater than unaity.

Distributions generated by Hashed Operators We now consider the inverse
Fourier transform of all the elements of the hashed operators 9,4 5, and thus for-
mally introduce

Mg = {ﬁ—l# 4 sﬁtA,B}, (6.22)
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without any consideration of the mathematical intricacies involved in its well-definedness.
By the injectivity of the Fourier transformation, one intuitively expects that the col-
lection reduces to the single element

Map={FEan} (6.23)

when the operators A and B strongly commute with each other, which should be
nothing but the original product spectral measure of A and B. On the other hand,
Lemma 6.2 implies that the cardinality of the collection 94 p is always greater than
unity in the case where A and B are not simultaneously measurable. Although being
possibly highly non-unique, each element of the collection M4 p defined for non-
commuting pairs retains similar properties to those of the standard product spectral
measures. Incidentally, choosing any element II € 94 g of the collection, the “total
integration” reduces to the unit I, as one finds under the formal computation

/ I(a,b) dmy(a,b) = / e~ OO+ OTT (4, b) dmy(a, b)
K2 K2
= (Z11)(0,0)
= #(0,0) = I, (6.24)

where # is the hashed operator whose inverse Fourier transform is the element
I = .% 14 of our choice. As for the marginals, by formally introducing

Mp(b) = /K M(a,b) dm(a) (6.25)

one observes under a formal computation that

1) 0 = [ e ( [ 110,0) ana) ) dmt)
= /K 2 e~ OO+ (4. b) dmsy(a, b)

— efitB

= (ZEg) (1) (6.26)

The injectivity of the Fourier transformation .%# leads us to conclude that the
marginal Iz = Ep is essentially the same object as the original spectral measure
governing the probabilistic behaviour of the outcomes of B. By a parallel argument,
one also finds that the marginal

Ma(a) = /K M(a,b) dm(b) (6.27)

is nothing but 14 = F4. These properties are naturally found common in product
spectral measures defined for strongly commuting pairs of self-adjoint operators,
although each Il(a,b) is not necessarily a projection, or may not be even positive.
This tempts us to introduce the term quasi-joint-spectral distributions of a pair of
observables, which can be understood as a generalisation of the concept of spectral
measures or POV Ms.
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Definition (Quasi-joint-spectral Distribution of a Pair of Quantum Observables).
Let A and B be self-adjoint operators on H. We call an element of M4 p a quasi-
joint-spectral distribution of the pair of observables A and B. The cardinality of the
collection M4 g is equal to unity if and only if A and B strongly commute with each
other. Otherwise, it is always greater than unity.

In the case where the observables A and B happen to strongly commute with each
other, we specifically call the unique element of M4 g the joint-spectral distribution
of A and B, which is nothing but the product spectral measure 4 g of the pair in
standard terminology. We note that the terminologies introduced above are highly
non-standard, and are only found in this thesis.

6.2.2 Quasi-joint-probability Distributions

Although the study on the precise definitions and properties of the family of quasi-
joint-spectral distributions would be of great mathematical interest in its own right,
we shall refrain from going further due to the limited mathematical tools available.
Instead, we turn to a more elementary object to ease our discussion.

Now, given a quasi-joint-spectral distribution II € 94 p of A and B, we fix a
specific quantum state |¢) € H, and consider a distribution of the form formally
defined by

(¢, I1(a, b))
el
_ (. (F ) (a,b)9)
el

_ 71<¢7#("')¢> a
- (7 ) wo, (025

where # is the hashed operator of which inverse Fourier transform II = .7 14
is the quasi-joint-spectral distribution under consideration. Since the distribution
p is “scalar valued”, it should be a much more feasible object to deal with than
the “operator valued” distribution Il introduced earlier. We thus introduce the

collection (¢, #(s,1)0)
~ ) S,
M, = {W

of all distributions generated by the hashed operators of the parametrised unitary
operators give a fixed state, and in turn formally define

p(a,b) :=

: # € ‘JﬁA,B, ’(b) c 7‘[} (629)

M = {F i ue M4} (6.30)

by their inverse Fourier transforms. We thus summarise as:

Definition (Quasi-joint-probability Distribution of a Pair of Quantum Observ-
ables). Let A and B be self-adjoint operators on H, and let |¢p) € H. We call
an element of Sﬁﬁ’B a quasi-joint-probability distribution (QJP) of the pair of ob-
servables A and B on |¢). The cardinality of the collection iij 15 equal to unity
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for every choice of the vector |¢) if and only if the observables A and B strongly com-
mute with each other. Otherwise, there exists a vector |¢) such that the cardinality
15 greater than unity.

In the case where the observables A and B happen to strongly commute with each
other, we specifically call the unique element of Sﬁg p the joint-probability distribu-
tion of A and B on |¢), which is nothing but the probability measure ,uﬁ, 5 of the
pair introduced in (3.66). Given a hashed operator # of the parametrised unitary
groups and a quantum state |¢) € H, we call an element p € zmj p specified by

(9, #(s, 1))

lel>
the QJP distribution generated by # and |¢). Our choice of the denomination of the
elements of p € i)ﬁj p is due to the fact that they retain similar properties to those
of classical joint-probability distributions. Indeed, the “total integration” reduces
to

(Fp)(s,t) = (6.31)

/ p(a,b) dms(a,b) :/ e~ 0a+0)h 4 b) dmy(a, b)
K2

= (ﬁp) (07 0)
_ (0 #0.0¢) _
16]2 ’

where # is the hashed operator that, together with |¢), generates p. As for the
marginals, by introducing the marginal distribution formally defined by

pp(b) = /K p(a,b) dm(a) (6.33)

one observes through a formal computation that

Fon) 0= [ ( [ pla) dm(a)) amo

K

:/ e—i((07a>+(t,b>)p(a7b) dms(a, b)
K2

(6, #(0,1)0)
[o]?
_ {($.e )
[o]?

= (7u3) @), (6.34)

The injectivity of the Fourier transformation .% leads us to conclude that the distri-
bution pg(b) is essentially the same object as the probability measure u% describing
the probabilistic behaviour of the outcomes of B. By a parallel argument, one also
finds that the marginal

(6.32)

pa(b) :== /Kp(a,b) dm(b) (6.35)

is nothing but py = ,ui. Before we proceed further, we make notes on some mathe-
matical intricacies involved in their definitions for the interested.
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Mathematical Remarks One may notice some subtleties inherent to the def-
inition of E))Tfl’ - The first problem might be the domain of the definition of the
inverse Fourier transformation: while the Fourier transform of a complex measure
@ is a function, in regard that it does not necessarily lie in 4 ¢ L'(R"), its inverse
Fourier transform may not be well-defined, even in the case where A and B strongly
commute with each other. This can be temporarily remedied by understanding the
inverse Fourier transform of an element u € ifﬂﬁ p to be the unique complex mea-
sure g such that v = [ holds, which should be a reasonable treatment due to the
injectivity of the Fourier transformation. This provides a sufficient cure in the case
where the pair of observables strongly commutes.

On the other hand, another problem arises in the case in which the pair of self-
adJ01nt operators fails to strongly commute: it might happen that, for some element
u e M A.p» there is no complex measure p such that its Fourier transform coincides
with v = 1. A straightforward and more fundamental cure for this would be to
expand our framework into that of generalised functions, specifically, by embedding
the space of complex measures into that of tempered distributions. Indeed, since
the Fourier transformation is a bijection on the space of tempered distributions, by
understanding that each of the elements of ifﬁi g to be a tempered distribution, its
inverse Fourier transform itself always exists as a tempered distribution. In consid-
eration of this, since we do not wish to get involved with the theory of generalised
functions, we shall be exclusively dealing with those elements u € fﬁtf‘ g for which
there exists a complex measure p satisfying u = [i, and understand the element
wi=F tuc zmﬁ}B to be the complex measure. To this end, we introduce:

Definition (Representation by Quasi-probability Measures). Under the above sit-
uation, let p € SmeB be a QJP distribution of A and B, and let u € 95?%13 be an
element such that p = .F ‘u. We say that the QJP distribution p admits represen-
tation by a quasi-probability measure, if there exists a quasi-probability measure
on K2 such that u = fi holds, and understand the QJP distribution p = p to be the
quasi-probability measure.

A similar concern arises for the definition of quasi-joint-spectral distributions II =
F 4 defined as inverse Fourier transforms of hashed operators # of the unitary
operators e~**4 and e B, Parallel to the “scalar valued” case seen above, quasi-
joint-spectral distributions II are better understood as an object generalising the
concept of spectral measures (or POVMs), in the sense that, while spectral mea-
sures £ (or POVMs) yield probability measures (¢, E(-)¢)/||¢||> when combined
with a vector |¢), quasi-joint-spectral distributions IT yield generalised functions,

symbolically denoted by (¢, I1(a,b)o)/||¢||*.

6.3 Complex-parametrised Sub-families

Since we have decided to confine ourselves in the framework of complex measures
rather than that of generalised functions due to our restricted mathematical tools
available, we would mostly refrain from treating the general cases, and shall concen-
trate on a special sub-families of QJP distributions of a pair of quantum observables
A and B.
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6.3.1 Additive Sub-family

As a simple example of QJP distributions admitting representation by quasi-probability
measures, we observe:

Lemma 6.3. Let A and B be self-adjoint operators on H, and consider the hashed
operator of either of the form

e—itAe—isB

#(s,t)—{e_isBe_itA . stER (6.36)

Then, the QJP distributions generated by # and any choice of the vector |¢p) € H
admit representation by quasi-probability measures.

Proof. We provide the proof for the first case without loss of generality. Observe
that the complex measure

(¢, EB(A)E4(Aa)d)
9|2 ’

is absolutely continuous with respect to u% for all fixed Ay € B. This allows
us to construct a transition quasi-probability kernel by taking the Radon-Nikodym
derivative of the above complex measure with respect to /jfg. A direct application
of Proposition 5.1 with f(a,b) := e~(@*% then leads to the desired statement. [

A v(AAy) = AeB (6.37)

This inspires us to introduce the complex linear combinations of the above two
distributions. We hereby consider the hashed operators of the form

l+a ~ 1—a . )
:dd(sa t) — + e—ztBe—zsA + e—zsAe—ztB’
2 2
and observe that the QJP distributions induced by them naturally admit represen-
tation by quasi-probability measures.

s,teR, aeC, (6.38)

Corollary 6.4. The QJP distributions generated by the hashed operators of the form
(6.38) and |p) € H admits representation by quasi-probability measures.

In this thesis, we call the above sub-family of QJP distributions the additive complez-
parametrised sub-family of QJP distributions of A and B on |¢) (or simply, the
additive sub-family, for short).

6.3.2 Convolutive Sub-family

One realises below that another class of QJP distributions parametrised by a com-
plex number can be introduced. We hereby consider the hashed operators of the
form

& (s,t) = e K (1m0)/ DA =itB =ils,(1+0)/2)A

cnv

, seC,teR, aeC (6.39)

where (s, a) := sjaq + sean denotes the inner product of s = sy + isg, & = ay +
iy understood as real vectors of R? = C, and introduce the convolutive complex-
parametrised sub-family of QJP distributions of A and B on |¢) (or simply, the
convolutive sub-family, for short) by those elements of ﬂﬁi p that are generated by
the hashed operators of the form (6.39) and |¢).
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Linear Transformation It is of natural interest to find out the condition as
to when an element of the convolutive sub-family admits representation by quasi-
probability measures. Obviously, the choice @ = £1 admits it, since they are also
members of the additive sub-family introduced earlier. As for the other choices of
the complex parameter a € C, we first introduce an auxiliary distribution defined
by

<¢7 e—islAe—itBe—i52A¢>

l? ’

where s = s1 + 159 € C, 51,59 € R. Once there exists a quasi-probability measure [
such that its Fourier transform coincides with .# i = @, one finds below that every
member of the convolutive sub-family is a linear transform of the quasi-probability
measure i, hence themselves admit representation by quasi-probability measures.
To see this, we first introduce the matrix

T, = ( (1_—024})2/2 (1 Zz&/é)/Z ) | (6.41)

u(s,t) = seC,t eR, (6.40)

defined for each complex number a = a3 + iay € C, ay,as € R. The Fourier
transform % fi(r, 1y of the linear transform of the quasi-probability measure /i with
respect to the operator

(T, x I)(a,b) = (T,a,b), acC,beR, (6.42)
reads

(y,a(TaxI)) (s,t) = u(1}s,1)
(e e DA B i 1) 2 g

Il ’

where we have used (6.11) in the first equality. We thus have:

(6.43)

Lemma 6.5 (Transformation between Parameters). Let A and B be self-adjoint
operators on H, and let |¢) € H.

(i) If the inverse Fourier transform of the auziliary distribution (6.40) admits rep-
resentation by a quasi-probability measure, then all the members of the convo-
lutive sub-family admait representation by quasi-probability measures.

(ii) Under the above situation, let T, be the linear transformation defined for every
choice of the complex parameter o € C as in (6.41), and let u be the auziliary
distribution (6.40) and i be the quasi-probability measure such that F i = a.
Then, every member of the convolutive sub-family can be described as the linear
transform of i as

P = fi(Toxa), (6.44)

where u®® denotes the quasi-probability measure generated by the hashed op-

cnv

erator of the form (6.39), and T, x I is the operator defined as in (6.42).
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Representation by Quasi-probability Measures Now, observing that the de-
terminant of the linear transform 7}, reads

det T, = Ima/2, (6.45)

one finds that the transformation p — 7, <) is invertible if and only if o € C\ R,
for indeed T, € GL(2;R) & a € C\R. The product rule (6.9) then reveals that, one
may move from one member of the convolutive sub-family to another by a sequential
application of the transformations as

o T;lx[ T xI o

ft i > (6.46)

for the choice « € C\ R and o € C. Combining Lemma 6.5 with the above
observation, one concludes:

Corollary 6.6 (Representation by Quasi-probability Measures). The following con-
ditions are equivalent.

(i) The inverse Fourier transform of the distribution @ defined in (6.40) admits
representation by quasi-probability measures.

(ii) A member of the convolutive sub-family for the choice of the parameter o €
C\ R admits representation by quasi-probability measures.

(iii) Fvery member of the convolutive sub-family admits representation by quasi-
probability measures.

Explicit Computation of the Members of the convolutive Sub-family We
shall provide an explicit example of the case in which every member of the convo-
lutive complex-parametrised sub-family admits representation by quasi-probability
measures.

Proposition 6.7. Let A and B self-adjoint, and suppose that B has spectrum o(B)
of finite cardinality and that it is non-degenerate

B= b-|b) (). (6.47)

beo(B)

For a quantum state |¢) € H such that the probability of finding the outcomes of
B is non-vanishing |(b, p)|* # 0 for all its eigenvalues b € o(B), every member
of the convolutive sub-family of QJP distributions admits representation by quasi-
probability measures.

Proof. Corollary 6.6 purports that it suffices to construct the quasi-probability mea-
sure fi that satisfies .# i = @, where @ is the auxiliary distribution (6.40). Now,
under the above conditions, let b € o(B) and A4 € B! be fixed, and introduce the
Radon-Nikodym derivative

vy, (A4) i= (dv(-, An)/dp) (D)
(b, Ea(AA)9)
= (6.48)
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where the complex measure v( -, A 4) was defined in (6.37). For every fixed b € o(B),
this defines a quasi-probability measure Ay — v, (A4), which is in fact nothing but
a slight generalisation of the quasi-probability measure (5.66) previously introduced
in Section 5. Defining the product complex measure

Kb, -):=v(b ) @v,-), (6.49)

on the product space R? = C for each b € o(B), we intend to extend the domain
of the variable b to the whole real line to make a transition quasi-probability kernel

from (R, B) into (C,B(C)) by defining, for example,

T 6(A), (b a(B)),

where 0y is the delta measure centred at the origin (for the extension into R \
o(B), we could have assigned any quasi-probability measure so that the extension
makes a transition quasi-probability kernel as a whole). Letting i denote the quasi-

probability measure on the product space C x R defined by K and ,u% by means
of

(6.50)

(Cfo(a b) dji(a,b) = //f a,b)K (b, da) dus(b), (6.51)

(see (5.1)), we maintain that (Fi)(s,t) = (¢, e @1 deBeis24g) /|| 4]|2. To see this,
just let f(a,b) := e~ e~ above and compute

—i(s,a) —itbf(b da) d ¢ b) = —i(s,a) —ztbK b d |< >|2
/R/(Ce € (7 a) :uB() Z / CL) H¢H2

beo (B

S e_m,«b, ) (b, =% )
= ol

_ <¢’€—i51Ae—itBe—i52A¢>

FE ’ (6.52)

which was to be demonstrated. We have thus achieved a concrete construction of
the quasi-probability measure, whose Fourier transform is the distribution @ defined
n (6.40). O]

In passing, we note that, by comparing the transformation matrices (6.41) and
(5.69), one finds that the quasi-joint-probability measure /Lﬁ, p obtained in the pre-
ceding Section 5 defined as in (6.90) is nothing but the member of the convolutive
complex-parametrised sub-family

1 5 = i, (6.53)

for the purely imaginary choice a = i of the complex parameter.
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6.3.3 Qualification as Quasi-joint-probability Distributions

Although we have provided a formal discussion to the problem, it yet remains to
be confirmed by a rigorous treatment that every member of either the additive or
the convolutive complex-parametrised sub-family of QJP distributions of a pair of
quantum observables indeed qualifies as what its name indicates itself to be. Without
loss of generality, we only provide the demonstration for the convolutive sub-family,
since the proof for the additive subfamily is essentially the same.

Proposition 6.8 (Qualification as Quasi-joint-probability Measures). Let A and B
be self-adjoint, |¢) € H, and suppose that there ezists a quasi-probability measure
on the product space C x R such that

(9, #aw (s, 1))
ralls

holds for some o € C. Then,  qualifies as a QJP distribution of A and B on |¢),
in the sense that (5.48) holds.

(F ) (s,t) = (6.54)

Proof. We first observe a general result regarding marginals of complex measures
and Fourier transformations. Let u be a complex measure on the product space
R™ x R", and define the marginal of u by

po : A= g (A) = p(R™ x A), A e B, (6.55)

which is itself a complex measure on (R",8"). One then observes
fia(p) = / e~ PV dpus(y)

:/ e~ H0,2) o —i(p,y) du(z,y)
R(m+n)
= ii(0,p), (6.56)

where the second equality is due to the change of variables formula (3.10) for the
image measure s = mo(p), where mo(x,y) =y, x € R™, y € R™ is the projection on
the second variable. Applying this fact to our situation as

L <¢7 eiiths) (g,
(Z0) (0.1) = 2 = (Fui) () (6.57)
one readily finds
1(C x A) = p%(A), Ae B (6.58)

by the injectivity of the Fourier transformation. One may also demonstrate p(A x
R) = pu%(A), A € B(K) by an analogous reasoning, which completes our proof. [J

6.3.4 Relation to other known Proposals

We demonstrate below, in passing, that the complex-parametrised sub-families of
the QJP distributions of a pair of quantum observables serve as generalisations to
the other well known proposals of quasi-probability distributions.
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Kirkwood-Dirac Quasi-probability Distribution We first note that the Kirkwood-
Dirac quasi-probability distribution, introduced in (5.2) in a formal manner, can be
given a mathematically rigorous definition within our framework, and that it be-
longs to both the additive and convolutive sub-families of the QJP distributions for

the choice a = 1.

Definition (Kirkwook-Dirac Quasi-joint-probability Distribution). Let A and B be
self-adjoint on H, and let |¢) € H. We call the member of the additive/convolutive
sub-family of the QJP distributions of the pair of observables A and B for the choice
a =1, the Kirkwook-Dirac quasi-joint-probability distribution of the pair.

To see how this definition can be justified, observe the following formal chain of
expressions

/ e—i(as—l—bt)Ki B(a’ b) dm2<a7 b) _ / e—i(sa—i-tb) <¢7 b> <b, (1> <a7 ¢> dmg(a, b)
- ! R [o]|?

<¢7 efitBefisA¢>
— 6.59
oE (6.59)

where K9 , is the formal definition of the Kirkwood-Dirac quasi-probability distri-
bution introduced in (5.2). The injectivity of the Fourier transformation leads to
the desired statement.

Wigner-Ville Quasi-probability Distribution We next note that the Wigner-
Ville quasi-probability distribution, introduced in (5.43), is also a special member
of the convolutive sub-family of QJP distributions.

Proposition 6.9 (Wigner-Ville Quasi-probability Distribution). Let {L*(R), #(R),{z,p}}
be the one-dimensional Schrodinger representation of the CCR. Then, for the choice
Y € LYR) N LA(R) of the wave-function, the member of the convolutive sub-family
of the QJP distributions of the canonically conjugate pair p and & admits represen-
tation by quasi-probability measures for the choice o = 0, which we denote by p%;®

cnv -°
The quasi-probability measure u¥:0 is absolutely continuous, and its Radon-Nikodim

cnv

derivative with respect to the renormalised two-dimensional Lebesque-Borel measure
reads

(duln/dms) (p,x) := W (z, p), (6.60)

where the r. h. s. is the Wigner-Ville quasi-probability distribution introduced in

(5.43).

Proof. Observe that the condition ¢ € L'(R) N L?(R) guarantees the integrability
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W¥ € LY(R?) of the WV distribution, based on which we compute
/R e HIWE (. p) dma(x, p)
= [ ([t w2t - w2 dnt) ) dmate.p
= [+ 5/200 - 5/2) dna)

= [ @y @) ) @) dno)
— <€isﬁ/2¢’ e—itie—isﬁ/2w>

7 (). (6.61)
Combining (6.3) and the injectivity of the Fourier transformation, one arrives at the
desired statement. ]

6.4 Some General Properties

We next observe some general properties of QJP distributions. We first provide
some discussion regarding the operation of taking the complex conjugate, and sub-
sequently seek for the condition for their realness.

6.4.1 Complex Conjugate

We are interested in the complex conjugate of QJP distributions of a pair of observ-
ables A and B on |¢). To this, let # be a hashed operator of the unitary operators
e~A4 "B and let |¢) € H be such that the QJP distribution generated by them
admits representation by a quasi-probability measure p. By applying (6.12), one
readily finds that the Fourier transform of the complex conjugate p* reads
(Fu*)(s,t) = (Fu)(—s, —t)
_ (#(=s,-1)6,9)
Il
_ s 0 ek (6.62)
18]]?
where #(s,t)* denotes the “adjoint” of the hashed operator. Since the “involution”
#(—s,—t)* is itself a hashed operator of e~ and e #Z, one concludes that the
complex conjugate p* is again a QJP distribution of the pair of observables A and
B, and that it is precisely the distribution generated by the “involution” of the
original hashed operator. One also specifically finds that the sub-family of the
QJP distributions SDTﬁ’ p that admit representations by quasi-probability measures
is closed under the operation of taking the complex conjugate.
Parallel to this, by observing that the left most hand side of (6.62) can be written

(9, (FIT")(s, 1))

B , steK (6.63)

(Fpr)(s,t) =
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where II = . ~14# is the quasi-joint-spectral distribution, one concludes the validity
of the equality

(FIF)(s, 1) = #(=s, —1)"
= (ZF1II)(—s, —t)"
= (ZI)i(s,t), s,t€K, (6.64)

where (Z1I)T denotes the “involution” (observe the analogy between (6.12)). This
shows that the “adjoint” IT* of the quasi-joint-spectral distribution of A and B
is again a quasi-joint-spectral distribution of the pair, and that it is precisely the
inverse Fourier transform of the “involution” of the original hashed operator.

Complex-parametrised Sub-families Armed with our findings, one may ex-
plicit compute the complex conjugate of the elements of both the additive and the
convolutive sub-families, and see that the sub-families are also closed under the
operation of taking the complex conjugate. Indeed, if we respectively introduce

a . g-lya o . g-1lya
add - 7 add> II =

cnv cnv?

(6.65)

for the members of the additive and convolutive sub-families, by observing that the
“involution” of the hashed operators read

*

gdd(_sa _t)* = #;doé (37 t)v (6'66)
gnv(—S, _t>* - #;nciéz(‘s? t)v (667)
one finds
(Mgyq)™ = T3 (6.68)
(Iey)" = Tl - (6.69)

This provide explicit formulae for the computation of the complex conjugate of the
members of the sub-families, and one specifically finds from it that both the sub-
families are closed under the operation of taking the complex conjugate as promised.
Now, fixing |¢) € H of one’s choice, one observes:

Lemma 6.10 (Complex Conjugate: Additive Sub-family). Let u$y, denote the QJP
distribution of A and B generated by #544 and |¢). Then, its complex conjugate reads

*

()" = mda™ (6.70)

Lemma 6.11 (Complex Conjugate: Convolutive Sub-family). Suppose that the
member of the convolutive sub-family admits representation by the quasi-probability

measure u&e for the choice o € C. Then, the member for the choice —a € C also

admits representation by quasi-probability measures, and the equality

(&) = 1éy™ (6.71)

holds.
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6.4.2 Realness

One may naturally be interested in the condition for which the quasi-joint-spectral
distribution II = .Z ~'4# becomes “self-adjoint”, so that the resulting QJP distri-
bution, symbolically denoted by p(a,b) = (¢, I1(a,b)d)/||}]?, is also “real” for any
choice of the vector |¢) € H. While the task of finding the explicit condition for
which II(a, b) becomes “self-adjoint” seems at first non-trivial, the problem becomes
significantly tractable if one considers its Fourier transform. Indeed, combining
(6.64) with the injectivity of the Fourier transform, one concludes that II = II*
is “self-adjoint” if and only if its Fourier transform (namely, the hashed operator)
# = #1 is a “self-involution”. Examples of such “self-involutive” hashed operators
are provided by

(o—itB/2,—isA,

e—isA/Ze—itBe—isA/Q’

1 ( —itB_—isA —isA —itB

#(s,t) = 2(.6 ¢ e ). . . . .

e—ztB/LNe—zsA/MN . 6—ztB/L1€—zsA/M1 e—ztB/Ll L e—zsA/MNe—ztB/LN’
T . » » N

e i(sA+tB) _ th%oo (6 zsA/Ne ztB/N) ’

—itB/2
)

| etc.,

(6.72)

where Efcvzl Mt =1, Eivzl L;' = 1 in the third example. Colloquially speaking,
hashed operators in which the disintegrated components of the unitary operators
appear “symmetrically” provide straightforward examples. As for our concrete ex-
amples, one finds:

Corollary 6.12 (Condition for Realness). A member of either the additive or con-
volutive sub-families of QJP distributions of A and B for the choice o = 0 is always
real.

6.4.3 Quasi-covariances (Quantum Covariances)

We are next interested in computing the “quasi-correlation” of A and B under the
QJP distributions. Naturally, since we are dealing with those pairs of quantum
observables that do not allow themselves to be simultaneously measured, the term
“correlation” is meaningless in the classical sense. We thus allow ourselves to be
guided by an analogy, and define by

| (e~ Else)(o ~ B(B:6]) due.b (6.73)

the quasi-covariance (quantum covariance) of A and B under u, whenever the in-
tegration exists, where p is a quasi-probability measure representing a QJP dis-
tribution of A and B on |¢). Since we are specifically interested in the complex-
parametrised sub-families, in what follows, we provide explicit computations of the
quasi-covariances under each member of the sub-families. As above, we let uf&ﬁ,
p:2 respectively denote the quasi-probability measure representing the members of

131



the additive and convolutive sub-families for the choice of the parameter o € C.
With this, we subsequently define the quasi-covariance

CV°[A, B; ¢) = / (a— E[A;@)(b— EIB; ) du®(a,b)  (6.74)

RQ

with either pu®® == pl2 u& in their places, whenever the integration exists. The
use of the same notation CV*[A, B; ¢] for the two distinct distributions is justified
below, in which one sees that the quasi-covariances of both the choices actually
coincide.

Proposition 6.13 (Quantum Covariance). Let A and B be self-adjoint, and let
|¢) € dom(A?)Ndom(AB)Ndom(BA)Ndom(B?). Then, the quasi-covariance of A
and B under the QJP distribution of both the additive and convolutive sub-families
exists for all o € C. The quasi-covariance coincides for the same choice of the
parameter o, which reads

CV°[A, B;¢] = CVs[A, B; 8] + ai CVA[A, B; ¢, (6.75)

where CVg[A, B; ¢] and CVA[A, B; @] are respectively the symmetric and anti-symmetric
quantum covariances introduced in (4.51).

Proof. Lemma 6.1 An iterated application of Stone’s theorem on one-parameter
unitary groups reveals that the derivatives of the Fourier transform of the QJP
distribution ,uﬁ’f’é reads

8518t<¢, e—i(57(1+a)/2)Ae—itBe—i<s,(1—Oc)/2)A¢> ’(Sl’t):(]

_ (%@s, (AB + BA)$) + %al(@ (AB — BA)gb)) (6.76)

3529t<¢, 6—1‘(57(1-‘:-&)/2)14e—itBe—i<8,(1—oc)/2>A¢> ‘(sm:
1

= —502(9, (AB — BA)9). (6.77)

0

Applying Lemma 6.1, one has
/ ab duﬁ’fg(a, b) := / arb duﬁ’%(al, b) +i/ asb duﬁ’j{;(ag, b)
CxR R2 R2

= <¢7 %(;» + i <¢, %d» 7 (6.78)

which immediately leads to the desired equality (6.75). O

The above Proposition implies that the complex parameter « is related to the or-
dering of A and B, and that quantum covariances can be decomposed into the
contributions of both the symmetric and anti-symmetric components.
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6.5 Conditioned Measurement Revisited

We finally investigate how the conditioned measurement scheme described in Sec-
tion 5 fits into our general framework of quasi-joint-probabilities of quantum observ-
ables. What we see below is that the conditioned measurement scheme is essentially
a measurement scheme for measuring QJP distributions of an arbitrary pair of quan-
tum observables. As before, since the tools for the analysis of the most general cases
are beyond the scope of this thesis, we shall exclusively concentrate on the subfamily
of quasi-joint-probabilities parametrised by a single complex number. Without loss
of generality, we only provide below a demonstration for the convolutive sub-family
for simplicity.

6.5.1 Short Introduction

We now intend to construct a measurement scheme for obtaining the member of
the convolutive sub-family of the QJP distributions for arbitrary choices of the
parameter o € C. As for the problem, let us first recall that the quasi-probability
measure (6.90) obtained in Section 5 was nothing but the member for the choice
of the parameter o = i (see (6.53) for the discussion). In fact, as we have seen
before, once we know the member of the subfamily for the parameter « € C\
R, we may compute all other members of the complex parameters by sequentially
applying linear transformations as depicted in (6.46). Hence, the knowledge of the
distribution for the choice a = i, obtained by means of the conditioned measurement
scheme in view of the WV distribution, actually suffices for our purpose. Even so,
one might be interested in how one could measure the QJP distribution for some
specific parameter in a more direct manner. This should also provide a much more
transparent view of the measurement scheme described in Section 5 from a more
general viewpoint, which may be beneficial in its own right.

Model and Assumption Throughout this subsection, we let A denote an observ-
able on the target system H, and assume that the meter system K is described by
the one-dimensional Schrodinger representation of the CCR {L?(R), . (R), {z,p}}
for simplicity. As usual, we prepare the two systems into their respective initial
states |¢) € H, 1) € K, and let them interact under the unitary operator e~94®Y
g € R, for which we choose Y = p for definiteness, and let |¥9) denote the state
of the composite system after the interaction. Since we intend to confine ourselves
within the framework of complex measures, we place several conditions throughout
this passage, so that, given a conditioning observable B on the target system H, all
the members of the convolutive sub-family of the QJP distributions of A and B on
|¢) admits representation by quasi-probability measures.

6.5.2 Conditioned Measurement Revisited

In the previous section, the choice of the QJP distribution we intend to measure on
the meter system was the WV distribution, which we found to be nothing but the
member of our convolutive sub-family of the QJP distributions of the canonically
conjugate pair of observables A = p, B = & for the choice of the parameter a = 0.
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The result was that, one could obtain the member of the convolutive sub-family
of the QJP distributions for arbitrary pairs of quantum observables for the choice
a = i. Motivated by this finding, it is then natural to conjecture that a different
choice of the meter QJP distribution results in different choice of the target QJP
distribution.

Meter QJP The starting point would be to find the equivalent object to w¥ for
other choice of the parameter a € C. To this end, we first assume ¢ € L'(R)NL?*(R),
and introduce the function

QY (z,y) =y (= y(L— ) /2) Y (z + y(1 + ) /2) (6.79)
and also its Fourier transform
W¢’a1(x,p) — / eI (1, y) dm(y), (6.80)
R

where we let a@ = a; + i, ai,as € R. Needless to say, the function o¥° = @¥
for the choice oy = 0 reduces to the original function introduced in (5.36), and
thus W¥° = W? is nothing but the (yet-to-be-normalised) WV distribution. By
computing the Fourier transform

(9 VNVI"’“) (¢, y) = / 2 e~iaz+yp) ( / e~ PV (2, ) dm(y)) dmy(x, p)
R R
= / e~ (g, —y) dm(z)
R

— / fiqxw* (l‘ + y(l _ 041)/2) Y (x — y(l + 041)/2) dm(x)
_ <¢7 i(y,(1=01)/2)p ,—igd , i<y,(1+a1)/2>ﬁw>’ (6.81)

one concludes from the injectivity of the Fourier transformation that the normali-
sation

W = ey
= (dp&2 /dms) (6.82)

is nothing but the Radon-Nikodym derivative of the member of the convolutive sub-
family of the QJP distributions of the canonically conjugate pair A = p, B = & for
the choice of the real parameter oy € R.

Rescaling For simplicity of the argument, we only treat the case for the choice
a € C\ R, and for later convenience, we introduce the function

0P (2, y) = 2/ 00| 70T (x, (2/az)y), (02 #0) (6.83)

for a given choice of the parameter &« € C\ R (note the minus sign for the real part
a; := Re« in the definition). Its Fourier transform then reads

/ T (i, ) dm(z) = (i, e (/0 (ha) 2D iah i@/ eu1-01) 2
R

<¢ e~ i, (1+an)/az)p e—iq:ﬁe—i<y,(1fa1)/a2>ﬁ¢>, (6.84)
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where we have combined the second and the last equality of (6.81), and applied the
result (5.32).

QJP of the “conditional” Meter State The next step is to compute the func-
tion 0¥ for the “conditional” meter state ¢ := 1)%_, introduced in (5.65). What
we find below is that, parallel to the findings in Section 5, the resulting function
0% is provided by the convolution of the initial profiles of both the meter and
the target configurations. As above, we assume, for the ease of demonstration, that
both the target and the conditioning observables A and B have spectra of finite
cardinality, that B is degenerate, and the probability of finding the outcomes of B
is non-vanishing [(b,¢)|* # 0 for all its eigenvalues b € o(B). Since the essence
of the demonstration is substantially the same as those provided in Section 5, we
proceed by sketching the proofs.

In computing the function of our interest, we first compute its Fourier transform
to observe

[ et —y) dm(a)
R
— <¢I§17 €—i<y,(1+a1)/a2>ﬁ€—iqie—i(yv(1—a1)/a2)ﬁ¢g>
= [ (oot it (1) o) p—ia =ity (1= fen)s =ig52P ) (1 @ 1, )5y, 59).
JRGa 0) (v @ 1) (s, 52)
(6.85)

where we have used (6.84) in the first equality, and where v, is the quasi-probability
measure introduced in (5.66). We next change variables of the above equality ac-
cording to the linear transformation

(o)=n(2) me= (UL CIRR) e

by substituting

1+ o 1—oy
az, S =a1+
Qo %)

§1 = a1 — as, (6.87)
to find
/Re_iqxf)wg’a(x, —y) dm(x)
= / <¢’ e*i@*g@:(1+a1)/a2>ﬁ€*i(qi79a1I)e*l’(@/*gaz7(1*a1)/a2>ﬁefigsﬁw> du%®(a|B = b)
R2
= /R2 (/R e (1 — gay, —(y — gag)) dm(x)) duy“(a|B =b)
= [ ([ o= gm0 g0 (@B =) ). (639

where uy*(A|B =b) == (v; @ 1, )(T,;'A), A € B? is the image measure, and we
have combined (6.84) with (5.33) to obtain the second equality. One thus concludes
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from the injectivity of the Fourier transformation that
0V (2, y) = /2 0V (x — gar,y — gas) duf®(a|B = b), (6.89)
R
as promised.

Recovery of the Target QJP As for the recovery of the target information
A p5(AIB =1b), A € B(C), one may resort to the familiar techniques we have
discussed so far in depth, namely, one may recover the full profile by either probing
the strong or the weak region of the interaction parameter. Once we obtained
p%%(-|B = b) for all b € o(B), one may extend the domain of b € ¢(B) to the
whole real line R in a consistent manner, making it a transition quasi-probability
kernel. This allows us to construct the QJP uﬁ’% of the pair of A and B in a manner
described in Proposition 5.1 that satisfies

HEH(Aa x Ap) = / UG (AA|B = 0) du(b), Ay € B(C), Ap e B (6.90)
Ap

A close look on the proof of Proposition 6.7 leads one to conclude that the QJP
obtained here

s = 1o (6.91)
is in fact nothing but the member of the convolutive sub-family for the choice o €
C\ R, and that u%“(-|B = b) is the conditional quasi-probability distribution of A
given B = b.

136



7 Application: Geometric/Statistical Interpreta-
tion of the Weak Value

We include below two possible areas of application of the findings we have obtained
so far. In what follows, although the general treatment including unbounded op-
erators is possible without any essential difficulty, we shall only deal with bounded
operators for simplicity of notation.

7.1 Preliminaries: Statistical Interpretation of Geometric
Structures

7.1.1 The Hilbert Space of Bounded Operators given a fixed State

Let H be a complex Hilbert space, and let L(#) denote the C-linear space of bounded
operators on H. We denote by X* the adjoint of the operator X € L(#), and refer
to the operation * : X +— X* itself that takes an operator to its adjoint as the
1muvolution.

Sesquilinear Form We are interested in introducing geometries in the space L(H)
given a fixed state 1)) € H. To this end, let a € C be a complex number, and define

1+« 11—«
= X, YY) +

(XY Yoo - V', X*Y), X,Y eL(H). (7.1)

One readily sees that this satisfies
(1) (X + XY +Y Do = (XY Dpa + (X, Y Do + (XY Do + (XY Do
(i) {aX,bY )ya =ab{X,Y )yq

for any X, X" Y)Y’ € L(H) and a,b € C, hence it defines a sesquilinear form on
L(#). By definition, one has

(XY D0 = (Y, XD —a- (7.2)

Observing moreover that
<<X7 Y>>’ZJ,O& = «Y, X>>1/J,oz*7 X7 Y e L(H) (73)
holds, the sesquilinear form (7.1) is symmetric (Hermitian) if the given parameter

a € R is real. If one lets X =Y, one has

1+« 11—«
(X, Xhva = —— X2 + =5

2

1 X*)|?, X € L(H). (7.4)

For the choice —1 < a < 1 of the parameter, the above evaluation happens to be
always positive. For the choice a = 0, we introduce the notation

[XNpa =X, XDy0r X € L(H), (7.5)

for later use.

137



Identification The space L(H) contains superfluous information in regards to the
sesquilinear form (7.1). In order to slim down the space, we introduce the subspace

{X € L(H): X[¢) =0}, (a=1),
ZpoH) = {X € L(H) : X*|¢) =0}, (a=-1), (7.6)
{X € L(H) : X[¢) = X*[¢) =0}, (a#=£1),

and define the C-linear quotient space
Lyo(H) = L(H)/Zyo(H) (7.7)

by identifying those operators for which the action of either or both themselves
and their adjoints on the state |¢)) are indistinguishable. One readily sees that the
sesquilinear form (7.1) passes to the quotient, and we thus obtain a sesquilinear form

(X Vpadwo = (XY Do [Xlpar [Y]ea € Lya(H) (7.8)

on the quotient space Ly o(?). Whenever there is no risk of confusion, we shall
occasionally denote equivalence classes by their representatives.

Involution Observing that the subspace Zy ,(H) is closed under the involution
in the case a # +1, the operation of involution

(X = [XTTpar  [Xlpa € Lyo(H), aF £l (7.9)
is well-defined even for equivalence classes.
Hilbert Space of Operators Now, due to the identification, the sesquilinear

form (7.8) on the quotient space Ly () becomes positive definite, which is to say
that

(i> «X,Y»w,a >0, Xe Liﬁ,a(H)a
(i) (X, X)ypa=0 & X=0

for the choice —1 < o < 1. This makes (7.8) an inner product on Ly ,(H) for
—1 < a <1, and thus allowing us to define the norm

1 X g == ((X,X))ia, XeLlys(H), -1<a<l. (7.10)

One moreover proves by rudimentary technique that the space is in fact complete
with respect to the norm. We thus have the following basic result.

Proposition 7.1 (Hilbert Space of Operators). For fized |¢)) € H and the choice
—1 < a < 1, the ordered pair (Lyo(H), (-, - Yv.a) makes itself a complex Hilbert
Space.

7.1.2 The Hilbert Space generated by a Normal Operator

We next concentrate on the special subsets of linear operators that represent mea-
surement of quantum observables.
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Normal Operators and its Spectral Theorem Recall that an operator N €
L(H) is called normal it N*N = NN* holds. An operator N is normal if and only if
|INvY|| = ||[N*¢|| for all [¢p) € H. We then let N(H) denote the collection (n.b., N(H)
does not necessarily form a subspace) of all normal operators on H. For a given
normal operator N € N(H), the spectral theorem for normal operators guarantees
the existence of a unique two-dimensional spectral measure Fy satisfying

N:/CszN(z) :/RQ(x—i—iy) dEx(z,y). (7.11)

Functional Calculus and the Algebra generated by a Normal Operator
Let N € N(H) be normal, and let Ex be its spectral measure. For a bounded
measurable function f on C, the result on functional calculus ensures the existence
of a unique normal operator f(N) € N(H) satisfying

/ £(2) A, En(2)d), [0, 16) € M, (7.12)

where the r. h. s. is understood as the Lebesgue integration of f with respect to the
complex measure p% : A — (¢, Ex(A)$) on A € B2, In this sense, we symbolically
write

- /@ 7(2) dEx(2) (7.13)

and call a normal operator of the form, an operator generated by N. We prepare a
special symbol for the C-linear subspace of L(H) consisting of all normal operators
generated by a given normal operator N as

E(N) :={f(N): f is a bounded measurable function on C} . (7.14)

The space €(N) is closed under the involution, in which specifically f(N)* = f(N)
holds. Moreover, one sees that any two operators f(N),g(N) € €(N) commute
with each other f(N)g(N) = (fg)(N) = g(N)f(N), and thus the space (N) in
fact makes itself into a commutative C*-algebra.

Geometry On N(H), observe that the evaluation (7.4) of the sesquilinear form
for the same element N € N(#) in both arguments

[Nl == (N, N>>3,,a =[Ny =0, NeN(H), (7.15)

does not depend on the choice of the parameter o € C, and that it is always
positive. The a-parameter arbitrariness of the norm is thus meaningful only for
those operators that are not normal, 7.e., those operators that do not represent any
quantum measurement. Given a fixed N € N(#), one finds that the sesquilinear
form (7.1) itself is independent of the choice of the parameter o € C on the space
€(N) generated by N as one sees in

(M, M)y = (M, M)y 0 = (Mp, M) (7.16)
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for any choice of M, M" € &(N). Specifically for M = f(N) and M’ = g(N), the
sesquilinear form reduces to

(M, M)y, = / F(2)9(2) duty(2), (7.17)

which is nothing but the standard inner product introduced on the space of complex
functions.

Summing up, one finds that the a-parameter arbitrariness of the sesquilinear
form is significant only for those operators that are not normal and do not com-
mute. Physically speaking, normality of an operator is required for it to represent a
quantum measurement, and commutativity of two operators represents simultaneous
measurability of the associated quantum observables. The sesquilinear forms (7.1)
could thus be interpreted as a way of quantification of certain relations between two
operators, and arbitrariness of the choice arises only when we intend to quantify the
relation between those operators lying in different measurement context.

Identification Following the same line of arguments in the previous subsection,
we next intend to identify those operators that are not distinguishable in view of a
given state |¢)) € H.

Definition. Let N € N(H) be normal, and let €(N) be the commutative C*-algebra
generated by N. Introducing the subspace

Zy(N) == {N € €(N) : N|g) = N*[) = 0}, (7.18)
we define the quotient space
&, (N) = €(N)/Z,(N) (7.19)

by identifying those operators for which the action of both themselves and their ad-
joints on the state |1) are indistinguishable.

One immediately observes that the symmetric form (7.16) passes to the quotient
and defines a complete inner product

([M]y, [M ]y ) o= (M, M)y, [M]y, [M]y; € €y(N), (7.20)
on the quotient space &,;(N). One thus has:

Proposition 7.2 (Hilbert Space of Normal Operators). For a given N € N(H),
the linear space €y (N) equipped with the inner product (7.20) is a complex Hilbert
space.

Embedding into the Space of Linear Operators Let my, : L(H) = Ly o(H),

X — [X]ypo and my : E(N) — E(N), M — [M], denote the canonical surjection
associated to the respective quotient spaces, and let ¢ : E(N) — L(H) be the
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cannonical embedding. It is then easy to see the existsence of a unique injection
ot €u(N) — Ly o(H) that makes the diagram

¢(N) —— L(H) (7.21)

W[ o e

€y(N) — Ly,a(H)

commute for —1 < a < 1. In fact, ¢, is an isometry of Hilbert spaces, which is to
say that
(M, My = (ea(M), ta(M))ypa, M, M" € EN) (7.22)

holds for all —1 < a < 1, hence an embedding.

7.1.3 Statistical Interpretation of the Sesquilinear Forms

We now intend to provide a statistical representation of the sesquilinear form (7.1)
by introducing quasi-probability distributions. To this, we let Mf"% denote a quasi-
probability measure satisfying

1+«
2

l1—«

5 (p,e " Be=84¢)  a € C, (7.23)

(FulG)(s,t) = (p,e e "B g) +

namely a member of the additive complex-parametrised sub-family of QJP distri-
butions of A and B. Then, it is quite immediate from the discussions above to
prove:

Lemma 7.3 (Statistical Representation of Sesquilinear Forms). Let uﬁ”% be a mem-

ber of the additive complex-parametrised sub-family of QJP distributions of the pair
of observables A and B defined as in (7.23). Then, for any complex functions f and
g defined on the real line R, the equality

(f(A),9(B) )y = . f*(a)g(b) dpy(a,b) (7.24)
holds.

We have thus obtained a convenient representation of the sesquilinear form by inte-
gration with respect to QJP distributions, offering it a statistical interpretation.

7.2 Geometric/Statistical Interpretation of Weak Values

Now, recall that for each subspace of a Hilbert space, there exists a unique orthog-
onal projection. In what follows, we are interested in the orthogonal projection of
an observable A onto the subspace &(B) generated by another observable B with
respect to the inner product (7.1) for the choice —1 < o < 1, and find its relation
to Aharonov’s weak value.
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7.2.1 Conditioning

We are first interested in computing the conditional quasi-expectation of the additive
complex-parametrised subfamily of QJP distributions of A and B. We first provide
a definition of conditional quasi-expectations of a QJP distribution of quantum
observables.

Definition (Conditional Quasi-expectation of Quantum Observables). Let u €
i)ﬁﬁ’B be a quasi-joint-probability distribution of a pair of quantum observables A
and B on the state |p) € H, such that is admits representation by quasi-probability
measures, and suppose that the expectation value E[ma; p| exists, where we respec-
tiely denote by ma(a,b) = a and wp(a,b) = b the measurable functions representing
the behaviour of A and B. We then define the conditional quasi-expectation of A
given B under the quasi-joint-probability distribution p by

Elma|mp; u], (7.25)

where the definition of r. h. s. is given in Section 5.2.1, whenever the Radon-
Nikodym derivatives concerned exist.

We now see the connection between the two definitions of conditional quasi-expectations
given here and discussed earlier (4.77). The following result should now be imme-
diate.

Proposition 7.4 (Conditional Quasi-expectation). Let ,uﬁ’% be a member of the ad-
ditive complex-parametrised sub-family of quasi-joint-probability distribution A and
B for the choice of some a € C defined as in (7.23), and that |¢) € dom(A). Then,
the conditional quasi-expectation of A given B under uﬁ’% is well-defined, and reads

Elralms; n55] = E*[A|B; ], (7.26)
where the r. h. s. 1s the a-parametrised conditional quasi-expectation introduced in
(4.77).

7.2.2 Orthogonal Projection, Conditional Quasi-expectation and the Weak
Value

Let N € N(#H) be normal. Since the Hilbert space €,(N) could be identified with
a closed subspace of Ly o(#H) for —1 < o < 1, the general theory of Hilbert spaces
guarantees the existence of the unique orthogonal projection

Bo( - IN;9) : Lya(H) = €4(N), X = Po(X|N;¢) (7.27)

that maps an element of L, ,(#) onto that of &,(NN). The following Proposition is
the main result of this subsection, whose proof should be quite straightforward by
NOW.

Proposition 7.5 (Orthogonal Projection). Let A and B be self-adjoint. Then, the
projection of A onto the subspace €,(B) generated by B reads

Fo(A|B; ) = E*[A|B; ¢](B), (7.28)
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where the r. h. s. denotes the operator
E*(AIB: v)(B) i= [ E*AIBi0I(8) dEs () (7.2
R

generated by the conditional quasi-expectation (4.77) of A given B.

This connects the geometric concept of “orthogonal projections” to the statistical
concept of “conditioning,” and thus provides a geometric/statistical interpretation
of weak values.

7.3 Novel Uncertainty Relations

We now conduct a deeper analysis of the inner product (7.1) for the choice —1 <
a < 1, and see that the study eventually yields inequalities that can be interpreted
as uncertainty relations of approximation/estimation.

To this end, we first make a brief review on both the Schrodinger [58] and the
Robertson-Kennard (RK) [15,16] inequalities. Now, the general theory of Hilbert
spaces teaches us that, for any choice of X,Y € Ly o(H), —1 < a < 1, the Cauchy-
Schwarz inequality

XY Pl < IXI - Y2 (7.30)

holds. Recalling that the evaluation of the norm on normal operators is independent
of the choice of the parameter «, and moreover observes
o

(XY g = (XY Dpo+ 5 (XY yn = (XY )y1)

= <w, @¢> + i <w, %wkp, XY € Lyo(H), (7.31)

by choosing X = A — E[A;v], Y = B — E[B; ] for some self-adjoint operators A
and B, one has the following result.

Proposition 7.6 (Cauchy-Schwarz Inequality for Self-adjoint Operators). Let A, B €
L(H) be self-adjoint. Then, one has

ICVs[A, Biy]|* + |a?* |CVA[A, B; ¥]|* < V[A4;9] - V[B; ¢ (7.32)
for =1 <a < 1.

Here, CVg[A, B;¢] and CV,[A, B; ¢] are respectively the symmetric and anti-
symmetric quantum covariances introduced in (4.51). This is a quantum analogue
to the classical covariance inequality |[CV[X,Y]|? < V[X]- V[Y], and by letting ei-
ther @ = 41 as a special case of the above proposition, one reproduces the following
famous results of quantum mechanics, namely the Schrodinger Inequality

(CVs[A, B;w]” +|CVA[A, Biv]]” < V[A] - V[B; ] (7:33)
and the Robertson-Kennard (RK) Inequality

|CVA[A, B;¢]|> < V[A; 4] - V[B; ). (7.34)
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Notes on the Styles and Conventions Used In what follows, in order to en-
sure better understanding of the physical contents, we shall present our results in a
simpler and more familiar notation by conforming to the convention in physical lit-
erature. Throughout this subsection, we only treat bounded operators, as prevously
stated in the beginning of this section, for simplicity of notations. We also fix the
state 1) € H normalised as ||| = 1 and denote the expectation values

(X)y == E[X;¢], (7.35)

and standard deviations o, (X) := \/V[X; 1] by their shorthands. For definiteness,
and also in order to avoid much distraction from the physics involved, we only
present our result for the choice of the parameter a = 1, so that we have

(XY )y = (X, Y )y = (X0, Vi) (7.36)

and thus may specifically introduce the shorthand
1
[ Xy == (X, X )5 = [ X (7.37)

for the semi-norms defined on the space L(H) of all bounded linear operators. More-
over, we shall stop using the natural unit, so that the Planck constant A appears
explicitly in the formulae.

7.3.1 Uncertainty relation for approximation

We now consider, instead of the RK inequality (7.34), a more versatile form of the
inequality.

Lemma 7.7 (Versatile Inequality). Let A and B be bounded and self-adjoint. For
any real bounded measurable functions f and g defined on the real line R, the in-
equality

A= f(B)lly - [lg(B)lly = % ([A,9(B)])y (7.38)
holds.

Proof. The proof of the inequality (7.38) goes precisely the same way as that of the
RK inequality?”. Namely, given two self-adjoint operators X, Y, we have || X ||12p .
1Y]]Z > [(XY)y[* by the Cauchy-Schwarz (CS) inequality. We also have

2

XYYl = |50 Y o+ X YD

= WX YD + S IHX Y Dy 2 X Y]l (7.39)

1| : i
4 4 4
where {X,Y} = XY + Y X as usual, and the second equality is due to the fact that
([X,Y]/2)y is purely imaginary whereas ({X,Y }/2), is real (this is nothing but the

2TWe note that one may provide a parallel proof in terms of integrations by utilising our previous
findings on the statistical representation of inner products by quasi-joint-probability distributions.
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special case of the inequality (7.31) by letting @ = 1). Combining these, and taking
the square root of the two sides, we arrive at

X0 ¥l > 5 %V, | (7.40)

Since X and Y are arbitrary, we may put X = A — f(B) and Y = g(B) to obtain
our inequality (7.38). The RK inequality (7.34) arises from (7.38) by letting f(B) =
(A)y (realised by the constant function f(b) = (A),) and g(B) = B — (B)y. O

Now, although our inequality is merely a generalisation of the RK inequality, the
acquired form (7.38) allows for a novel viewpoint on the uncertainty relation. Specif-
ically, noting that [|[A — f(B)||y gives a measure for the “distance” between the two
observables A and f(B), we may regard (7.38) as an inequality giving the lower
bound for the distance under the choice of f(B) and g(B). This will be made more
apparent by introducing g(B) = ¢(B)/||g(B)||, to rewrite (7.38) as

i [A = F(B)ly > sup 5 [((4.3(B)D . (7.41)

This indicates that the minimal distance between A and f(B), or the minimal error
in the approximation of A in terms of proxy functions f(B), is dictated by the
maximal degree of non-commutativity of A with respect to the family of all self-
adjoint operators g(B) normalised as ||g(B)|y = 1.

Clearly, our inequality will be useful in the operational context in which one
measures only B and approximates A out of the measurement result by choosing
the proxy function f(B) properly. In this context, the choice f(B) = (A),, which
makes the distance into the standard deviation o(A), is far from the optimal one,
having only its expectation value right. In fact, we shall see shortly that the optimal
choice for f(b) is provided explicitly by the real part of the weak value A,,(b), which
is defined in the quantum process specified by the initial state |b) and the final state
|Y) (see (7.42)). Under this optimal choice together with g(B) = B — (B)y, our
inequality (7.38) yields an uncertainty relation stricter than the RK inequality. The
freedom of choice for g(b) may further be exploited for considering parameter esti-
mation, that is, for estimating a parameter ¢ that specifies the state, as exemplified
later by the situation in which the state varies unitarily with the generator A. In
this context, the optimal choice for g(b) turns out to be given by the imaginary part
of the weak value A, (D).

7.3.2 Optimal Choice and the Weak Value

To see these, let us first introduce the weak value
A, (b) := E'A|B](b) (7.42)

for the initial state |b) and the final state |1)), where the 1. h. s. is the conditional
quasi-expectation (4.77) of A given B. Note that, for the conditioning observable
B possessing spectrum o(B) of finite cardinality, this can be explicitly expressed as

Aw(b) = {W’Ab)/(w,b), (b€ o(B), |(W[b)]? # 0)

7.43
indefinite, (b = else) (7.43)
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{7(B)}

{f(B) = const.}

Figure 2: Geometric relations among the operators involved. The left illustrates
how the operator A is projected onto the subspace of normal operators generated
by B, with the center line representing the space of self-adjoint operators {f(B)}.
The right elaborates the projection onto the space {f(B)}, where now the center
line represents the space of constant functions {f(B) = const.} (more precisely,
functions proportional to the identity operator I) including f(B) = (A)y.

Defining the operator function A, (B) defined as in (7.13) with f(b) replaced by the
weak value A, (b). From the results from Proposition 7.5, one readily finds that

(AF(B))y = (A, [(B))pa = (Au(B), [(B) w1 = (AL(B)f(B))y, (7.44)

since the weak value is the projection of A on the subspace €(B) generated by the
self-adjoint operator B (defined in (7.14)). In particular, note that

(A)y = (AL(B))y = (Redy(B))y, (7.45)

by letting f(b) = 1 above, and observing that (ImA,,(B)), = 0. Another important
observation is the inequality

IAII% = 1Au(B)I[% = [ReAw(B)|[}, + [TmAu(B)], (7.46)

since projections are contractions.

Optimal Proxy Functions These geometric/statistical properties on projection,
average and correlation suggest that weak values may furnish the optimal proxy
function for A minimizing the distance ||[A — f(B)||, for real f. That this is indeed
the case can be confirmed at once by applying the Pythagorean theorem

1A= F(B)I: = |14 = ReAw(B)|[} + [ReAw(B) — f(B)IIy, (7.47)

(this can be demonstrated by a direct application of (7.44)), leading to the following
lemma:

Lemma 7.8. The optimal choice
fopt(B) = ReA,(B) (7.48)
for the real proxy function f(B) minimising ||A — f(B)||y is given by the real part

of the weak value.
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Observe that, in both cases, we have (fout(B))y = (A)y as expected [59,60]. As for
the optimal choice for g(B) attaining the maximal value for the commutator in the
r.h.s. of (7.41), one readily learns from the equality condition of the CS inequality
and the observation

<@>¢ = ((AT(B))s — (AT(B));)

2i 2
= /R Im A% (b) - g(b) du’y(b) (7.49)

that the choice gopt(B) = ImA,,(B)/||ImA,(B)|ly provides the answer. If the equal-
ity in (7.46) happens to hold, it is then obvious that, these optimal choices, foput(B)
and Gopt(B), realise the equality in (7.41). We thus summarise as [61]:

Theorem 7.9 (Lower Bound by Maximal Non-commutativity). Let A and B be
bounded and self-adjoint. Then, the inequality (7.41) holds. Both the infimum and
the supremum are attainable, hence we have minimum and mazimum in their places
as

1
min [A — f(B)[ls = max 5 [{[A,9(B)DI, (7.50)
for which the optimal choices
fopt(B) = ReAw(B) (751)
Jopt(B) = Im Ay, (B) /[[Tm Ay, (B)]|s (7.52)

are explicitly given by the real and imaginary parts of the weak value.
See figure 2 for the intuitive visualisation of the geometric relations among the
operators involved.
7.3.3 Robertson-Kennard and Schrodinger Inequalities Revisited
RK Inequality Revisited Now, under the optimal choice (7.48) for f(B), one
may put ¢(B) = B — (B)y in (7.38) to obtain
1
|4 = ReAu(B)lly - IB = (B)lls = 5 | (14, Bl), | (7.53)

Recalling that the RK inequality arises from the non-optimal choice f(B) = (A)y,
we see that, apart from the trivial case where the l.h.s. vanishes, the inequality
(7.53) is tighter than the RK inequality (7.34). It is also evident that (7.53) reduces
to the RK inequality if

ReAu(B)[) = (A)yl), (7.54)

in which case the symmetric covariance,

Covyl 4, B) = 3 ({4, BY), — (A)u(B)y
= ((Redu(B) ~ (4)) (B~ (B)o) (7.59)

vanishes identically.
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Examples An elementary example to illustrate our point is provided by the 1-
qubit system with A = o,, B = 0,. Writing

B cos (0/2)
[¥) = (6@0 sin (9/2)) . 0<h<m 0<p<2r, (7.56)

in the Bloch sphere representation, one obtains
|ReAw(B) — (A)ylly = |cosbcos|, [|B—(B)ylly =|[sinb|. (7.57)

One thus finds that generically (as long as 6 # 0, 7/2, 7 and ¢ # 7/2, 37/2) our
inequality (7.53) gives a tighter relation than the RK inequality.

Covariance Inequality Now, notice that applying the CS inequality to (7.55)
yields another inequality,

IReAw(B) = (A)ylly - [|B = (B)ylly = %<{A7 B}y = (Ap(B)y | (7.58)

We then see, from (7.44) and (7.55), that the lower bound is equal to Cov, [ReA,,(B), B],
and hence (7.58) is nothing but the classical covariance inequality o, (X)o,(Y) >
Covy[X, Y]. This should be the case, because the operators appearing in (7.58) are
all generated by B and, accordingly, they are simultaneously measurable.

Schrodinger Inequality Revisited From this observation we learn that, while
the inequality (7.53) gives a purely quantum lower bound for the product of error
in approximating A and the standard deviation of B, the inequality (7.58) gives a
classical lower bound given by the covariance of the two observables. These two
may be regarded as complementary to each other in view of the fact that, if we sum
them after squaring the both, and use the triangle inequality, we find the Schrodinger
inequality,

4= ()l 18— (Bl
> ([ReAu(B) — ()l + [mAu(B)) - 18— (B,
> |3 (A BY, — (A0, (B), | + |5

+ 5404, Bl | (7.59)

which is a tightened version of the RK inequality.

Minimality Condition In passing, we observe from the equality condition of the
CS inequality and the identity

|4 =Redy(B)lly = [[Aw(B) = ReAy(B)|ly = [[Tm Ay (B)]y, (7.60)

which follows from the optimal choice applied to (7.41), that the equality in (7.53)
holds if
AlY) = Ay (B)[¥)

ImA,(B)|¢) = A(B — (B)y)[¥), (7.61)
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for some real A\, whereas the equality in (7.58) holds if

(ReAy(B) = (A)y) [) = u(B = (B)y)[¢), (7.62)
for some real g. Combining (7.61) and (7.45), we obtain
(A= (A)y) [¥) = B(B = (B)y)[¢) (7.63)

with 8 = p + i\. Obviously, when the position and momentum are considered
for the observables A = @), B = P, the condition (7.63) reduces to the standard
minimal uncertainty condition, in which £ is related to the parameter characterising
the squeezed coherent states.

7.3.4 Parameter Estimation and Time-Energy Uncertainty Relation

Returning to the original form (7.38), we consider a family of states |¢(t)) =
e~ A/ ) generated by A with a real parameter ¢ for a fixed |¢). Suppose that
our aim is to find the best function g(B) to estimate the parameter ¢ around a cer-
tain time ¢ = to by looking at the expectation value (g(B)); = (¥(t), g(B)¥(t)). In
more technical terms, we wish to find the locally unbiased estimator g(B) fulfilling

(9(B)li=to = to, %<Q(B)>’t:to =1, (7.64)

such that the variance Var[g(B)] becomes minimal.

Weak Value, Fisher information and Cramér-Rao Inequality At this point,
it is important to recognize from (7.60) that the lower bound |[ImA,,(B)]||?, where
we write || X]||; := || X¢(t)] for short, of the minimal (squared) error in the ap-
proximation of A that arises under the optimal value fo,(B) is nothing but the
Fisher information associated with the probability density p(b,t) = |[(b,(¢))]®. In-
deed, when the distribution p(b,t) is regarded as the likelihood function for ¢, the
corresponding Fisher information reads
2

I(t) = / [% lnp(b,t)rp(b,t) db = <%) IImA, (B)|?2. (7.65)

This prompts us to put g(B) — ¢(B) — (9(B)) in (7.38) at the optimality (7.48)
and see that our inequality turns into the Cramér-Rao inequality [24],

(#(9(B)))°
Var[g(B)] > T)
on account of the identity 4(g(B)); = < ([A, g(B)]),. The connection between the
uncertainty relation and a quantum counterpart of the Cramér-Rao inequality has
been pointed out earlier in estimation theory [23], but here we notice that the precise
connection between our uncertainty relation and the classical Cramér-Rao inequality
holds when the optimal choice is made as also mentioned in [62]. The optimal choice
of the efficient estimator g(B) fulfilling (7.64) and attains the lower bound is now
readily given by

(7.66)

2
Gopt(B) = RI(to)

which is well-defined as long as the Fisher information is nonvanishing I (o) # 0.

ImAy,(B) + to, (7.67)
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Time-Energy Uncertainty Relation Let us specialize to the case where the
unitary family of states is given by the time evolution generated by the Hamiltonian
H. The parameter ¢, which is to be estimated by g(B), is then the time parameter
of the evolution. Namely, we are estimating the ‘energy’ of the system through
f(B) and the ‘time’ of the system through g(B), both based on the measurement
of B. Plugging A = H and letting g(B) — ¢g(B) — ty in our inequality (7.38),
and assuming that g(B) is a locally unbiased estimator, we obtain the time-energy
uncertainty relation [61]:

Theorem 7.10 (Time-Energy Uncertainty Relation). Let H be a bounded infinitesi-
mal generator of the one-parameter unitary group e~ /" t € R. For a fized ty € R,
there exists a locally unbiased estimator of the parameter t at t = ty if and only
if I(to) # 0. In such a case, given that g is a locally unbiased estimator of the
parameter ty, the inequality

I1H = f(B)llto - lIto = 9(B)lley = 5 (7.68)

holds for any real function f defined on the real line R. The optimal choices of the
functions are explicitly given by

fopt(B) = ReH,,(B), (7.69)

Joot (B) = = (tO)Ime(B) + to, (7.70)

where Hy(b) is the weak value (7.42) of H.

Remark Before closing, we note that since the latter condition in (7.64) is equiv-
alent to ([g(B), H|);, = ih, a locally unbiased estimator g(B) is required to be
canonically conjugate to H in the expectation value at least around ¢ = ¢3. The
existence of such g(B) is ensured from (7.67) with A = H, which implies that an
admissible form of such estimators is provided by g(B) = g(B)opt + X for a time
independent self-adjoint operator X with (X); = 0. Of course, in the actual es-
timation we know neither H nor ¢y, but at least we know that there are a host of
estimators that meet our requirements.

7.3.5 Summary of our Findings

To summarise, we have presented a novel inequality of uncertainty relations for
approximation and/or estimation errors. The minimal uncertainty is determined
by the weak value, and in the context of estimation our inequality reduces to the
Cramér-Rao inequality. Since our inequality contains the RK inequality as a special
case, it can treat both the position-momentum and the time-energy uncertainty
relations in one formula, even though they have to be handled differently.
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8 Summary and Conclusion

8.1 Summary

The underlying motivation to our study was to obtain a more coherent understand-
ing on the formalism of quasi-joint-probabilities (QJP) of quantum observables,
and subsequently to apply the findings in two areas of the foundational problems of
quantum mechanics, namely weak values and uncertainty relations. The main body,
starting from Section 2 to 7, was devoted to the discussion of three logical groups of
mutually interrelated topics, namely the heuristic construction of QJP distributions
(Section 2 to 5), formal definition of QJP distributions (Section 6), and its applica-
tion to weak values and uncertainty relations (Section 7). The following is a concise
summary of our findings.

8.1.1 QJP: Heuristic Construction

Section 2 (UM I) Section 2 was devoted to a review on the unconditioned mea-
surement (UM) scheme from a standard operator-centric approach. The quantity
of interest was the statistical average of the meter observable after the interaction,
from which we confirmed that the information of both the target observable A and
the target state |¢) could be retrieved in the form of the expectation value [E[A; ¢] of
A, as is well known. The expectation value E[A; ¢| was shown to be obtained from
the measurement outcome of the meter observable, either by probing the strong
limit g — £o0 or the weak limit g — 0 of the interaction parameter.

Section 3 (UM II) In Section 3, we took a closer look on the unconditioned
measurement scheme in the level of probabilities, where the quantity of interest was,
not only the statistical average, but the “raw” probability measure describing the
probabilistic behaviour of the measurement outcomes of the meter observable. We
found that the outcome of the meter observable after the interaction was given by a
pure convolution of both the initial profiles of the target and the meter observables.
As for the retrieval of the target information, we found that, in a parallel manner
to the previous section, the full profile of the target observable could be reclaimed
by either probing the strong or the weak limit of interaction.

Section 4 (CM I) In Section 4, we have conducted an analysis of the conditioned
measurement, scheme in the operator level, where now the quantity of interest has
become the conditional expectation of the meter observable given another condition-
ing observable B of the target system. Some of the miscellaneous topics, including
review and comments on the recent theoretical analyses on the alleged technical ad-
vantages of employing conditioning for precision measurements, a measure theoretic
approach to the possible limit for “amplification” by conditioning, and a systemat-
ical method (with an example) to analytically evaluate the conditional expectation
in the case where A has a finite point spectrum, were presented. As for the re-
trieval of the target information, we have extensively studied the behaviour of the
meter outcome in the weak region of the interaction parameter, and observed that
the value obtained here could be understood as a quantum analogue of conditional
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expectations (conditional quasi-expectations), of the target observable A given the
conditioning observable B. It is also revealed that there exists some qualitative
difference on the properties of conditional expectations between classical and the
quantum analogue obtained here.

Section 5 (CM II) In Section 5, the study of the conditioned measurement
scheme was given a probabilistic approach, where the quantity of interest was the
quasi-joint-probability distribution of a pair of canonically conjugate observables
on the meter system, conditioned by the outcome of the conditioning observable
B of the target system. For definiteness, this was accomplished in view of the
Wigner-Ville distribution, which was primarily chosen as a convenient realisation
among various possible quasi-probability distributions of the canonically conjugate
pair that could be naturally associated with the quantum state of the meter system.
It was then argued that, in parallel to the unconditioned measurement case, one
could recover the information of the target system by examining either the strong
or the weak region of the interaction parameter, and that the information obtained
could be understood as a quantum analogue of conditional probabilities, which we
termed conditional quasi-probabilities, of the target observable A given the condi-
tioning observable B on the initial state |¢). We then found that the conditional
quasi-probability shares similar properties to the classical counterpart, while pos-
sessing queerness in that it admits complex values to be taken. We subsequently
confirmed that the “statistical average” of the conditional quasi-probability of A
given B, coincides with the conditional quasi-expectation of A given B, obtained in
the preceding section, just in parallel to the relation between classical conditional
probabilities and conditional expectations. This result led us to an observation that
there exists some form of a quantum analogue of probability distributions describ-
ing the “joint behaviour” of the in general non-commutative observables, which
we termed quasi-joint-probability distributions of the pair, lying behind the scenes,
inspiring the study in the next section.

8.1.2 QJP: Formal Definition

Section 6 Inspired by the heuristic findings from the operational analyses con-
ducted in the preceding four sections, Section 6 was devoted to the top-down con-
struction of quasi-joint-probability distributions for arbitrary pairs of generally non-
commutative quantum observables. Based on the results of the spectral theorem
for self-adjoint /normal operators on Hilbert spaces and their Fourier transforms, we
proposed a general prescription for the definition of distributions describing, in a
reasonable sense, the “joint behaviour” of quantum observables as a natural gen-
eralisation to that defined for a pair of simultaneously measurable observables. It
then revealed that such possible definition for a non-commutative pair of observ-
ables admits room for arbitrariness, namely, there exists a multitude of candidates
that all share certain desirable properties for them to be qualified as what the name
describes them to be, in common. We thus subsequently concentrated on a special
sub-family of the class of quasi-joint-probability distributions of a given pair of ob-
servables parametrised by a single complex number. This sub-family includes both
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the Wigner-Ville type and Kirkwood-Dirac type of quasi-probability distributions
as its special members, and thus serves as a convenient generalisation to the class
of most familiar classical proposals of quasi-probabilities. We finally summarised
our findings throughout Section 2 to Section 5 from an aerial viewpoint obtained
here, and discussed where the heuristic arguments and observations in the preceding
sections find their places in this general framework.

8.1.3 Application to Weak Values and Uncertainty Relations

Section 7 As applications of the mathematical formalism obtained, we here con-
ducted a study on the quantum analogue of “correlations” defined for a pair of, even
non-commuting, observables. Being complex measures, quasi-probabilities have a
natural L? structure that provides a convenient representation of the geometries on
the subspace of operators defined on the underlying Hilbert space by integration.
Different quasi-probability distributions represent different geometries, and as such,
we concentrated on a special sub-family, the members of which can be parametrised
by a single complex number, of the category of all quasi-joint-probability distribu-
tions of a given pair of quantum observables. Familiar results such as existence of
orthogonal projections, the validity of various convergence theorems and integral in-
equalities, including most importantly the Holder type, hold on the subspace. This
led to a geometric/statistical interpretation of the weak value as orthogonal projec-
tion/conditioning of an observable given another conditioning observable (Propo-
sition 7.5). We also looked into “correlations” in depth, and addressed the effect
of non-commutativity by the lower bound for approximation (Theorem 7.9), pro-
posed a quantum analogue of the covariance inequality by a direct application of
the Cauchy-Schwartz inequality on the integrable functions defined on quasi-joint-
probability distributions, and found that this makes a refinement of the standard
Robertson-Kennard or Schrédinger inequalities for a pair of observables. It is more-
over found that our inequality has connection to estimation theory, turning it to a
pure classical Cramére-Rao inequality, yielding another inequality interpreted as an
uncertainty relation between time and energy (Theorem 7.10).

8.2 Conclusion

The formalism of quasi-joint-probability (QJP) distributions of quantum observ-
ables presented in this theses offers us a “statistical” method in studying various
foundational problems of quantum mechanics that incorporate non-commuting ob-
servables as their element, typically exemplified by the study of weak values and
uncertainty relations as conducted in Section 7. One of the advantages in introduc-
ing such statistical method would be the intuition it provides, enabling us to draw
an analogy to various concepts and results in classical probability theory, and this
shall occasionally become a useful guide in conducting the study. Rewriting various
quantities defined by vectors and operators into that by integrations of functions
with respect to complex measures (quasi-joint-probability distributions) has its own
technical merit in providing mathematical proofs, since familiar results in measure
and integration theory, including convergence theorems (e.g. dominated conver-
gence theorem), integral inequalities (e.g. Holder’s inequality, Jensen’s inequality
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and Young’s inequality) and representation theorems, are readily available. General-
ity and mathematical rigour provided in this theses is expected to also offer a solid
reference framework in providing interpretation on various problems in quantum
mechanics, including the recent experimental results for counter intuitive phenom-
ena such as the Cheshire cat paradox [63] and the direct measurement of the wave
function [7]. For further mathematical study on the topic of QJP, open problems
include:

(i) study of the space in which quasi-joint-spectral distributions belong,
(ii) classification of quasi-joint-spectral distributions,

(iii) characterisation of each class of the QJP distributions, specifically those be-
longing to the complex-parameterised sub-families,

(iv) study of the representation of quantum observables by operators, functions,
and transformations between them (namely, the generalisation of the Wigner-
Weyl transform),

(v) study of the products defined on the space of functions that makes the above
transformation an algebra isomorphism (namely, the generalisation of the
Moyal product).
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A Post-selected Measurement and its analytic Ex-
ample

Given that the conditioning observable B has a spectrum of finite cardinality, we
have seen in (4.48) that the conditional expectation E[X|B; V9] admits an explicit
expression, of which value reduces to

E [IT, ® X; U]

— k. gl —

BIE =0 =, & Dy

— E[X|I, = 1; U] (A.1)

for the choice b € o(B) such that the probability of observing it is non-vanishing.
This is roughly to say that the description of a conditioning by a general observable
B, hence the study of conditioned measurement scheme, essentially reduces to that
given by a projection. Of course, this should be intuitively clear, since each self-
adjoint operator admits a unique spectral decomposition. As the extreme case, the
choice of the conditioning observable

B = |¢"){¢] (A.2)

given by some projection on a one-dimensional subspace of H spanned by a unit
vector |¢') € H becomes of special interest for our study. The vast majority of
literatures with similar interest to this thesis is devoted to the study of this special
type of conditional measurement, and thus the act of measuring the conditional
expectation

E[X|[¢)(¢] = 1; 9] (A.3)
is mostly referred to as the “post-selected measurement” or the “weak measure-

ment”. In such context, the unit vector |¢’) is occasionally called the final state,
denoted as |¢f) = |¢'), in order to contrast it with the initial state denoted as

|pi) = o).

A.1 Example: Analytic Model

We are now interested in the construction of a model in which the conditional
expectation can be analytically computed for all range of the interaction parameter
g € R. To this end, we assume that the target observable A has a spectrum of
finite cardinality. One readily sees that the “conditional” composite state essentially
reduces to the computation of the vector

N

(I @ DT =Y (5, o, i) - o5 @ €79 4p) (A.4)

n=1

for the special choice of the conditioning observable B = Iy := |¢)(¢| for some
|pf) € H. A careful observation reveals that the “conditional” meter state (5.63),
which is in general a mixed state, in fact becomes a pure state

(0 e, 1) - T )
|0 05, Ty 60) - femioony )|

[¥it,=1) (A.5)
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for the post-selected measurement, for which the conditional expectation reads
E[X[I; = 1; 9] = E[X; ¢fp, ]

e o (6, Mo, ) (b T, i) (€19 Y 4, Xemi90nY )

- Zg:l ZiV=1<¢i’Ham¢f><¢f:Han¢i><€*i9“myw,e*iganyw> ’
(A.6)

whenever the denominator is non-vanishing, i.e., when the “conditional” meter state
is not a zero vector. One thus learns that the computation of the conditional expec-
tation essentially reduces to the that of the quantity of the form

<6—igame, Ze—iganYw>7 1< m,n <N (A?)

for the choice Z =1,0Q), P.

Gaussian Example For our demonstration, we consider the simplest but non-
trivial model in which the target observable A is dichotomic, that is, it has a discrete
spectrum consisting of only two distinct eigenvalues {a;,as}. For concreteness, we
now assume that the meter system is described by the Schrodinger representation
of the CCR {L*(R), . (R),{Z,p}}, and choose Y = p without loss of generality.
Despite its simplicity, this model should retain its usefullness in the sense that it
covers the situations in recent experiments of weak measurement [46,47]. We also
note that the condition A% = I, under which the previous works [48,50,64] performed
a full order calculation, is in fact a special case ({a1,as} = {—1,1}) of our setting.

Now, by recalling that the subspace .(R) C L?(R) is in particular invariant
under the operations z and p, hence .(R) C D, we see from our previous general
argument that for any choice of the initial meter state ¢ € .#(R) and the pair of
pre- and post-selections satisfying the non-orthogonality condition |{(¢f|¢;)| # 0, the
conditional expectation (4.54) should be well-defined on an appropriate neighbour-
hood of ¢ = 0. For both definiteness and practicality, we shall choose the initial
meter state ¢ € .Z(R) to be a real Gaussian wave function,

T

Y(x) =7 Yexp (—5) (A.8)

centred at x = 0 with normalisation [|1||s = 1. In order to see how the choice of the
parameter g and that of the initial meter state affects the result of the measurement,
we consider the family of states {1 }r>0 scaled from the Gaussian state defined by

2

by () = (wh?) ™ exp <—%) , (A.9)

where now the parameter h specifies the “width” of the initial Gaussian profile of
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(cf. (3.120)). One then finds

<€—igamY¢7 Ze—iganY¢> = /Rz/;{h)(:c — 9am) Zny (T — gan) dB(x)

Z
= ¢ (g 2=f) exp (—z—i(“m;an)Q), Z =i (A.10)
Z

Given the spectral decomposition A = a;11,, + asIl,, for our case, we introduce
the shorthand,
_ap+a a2 —ag

, A= ;o AY = A, — Ay, (A.11)
2 2

A,

for later convenience, which respectively represents the barycentre of the two eigen-
values, the half-width of the numerical range, and the “centralised” weak value of
A defined as

Ay = oron (A.12)

One then finds through routine computation (see Appendix A.2 for computational
detail) the following results

A Re[49)

E[%‘Hf: 17@9] =g- 1+a(1_6—92A,2~/h2) —FgAm, <A13)
T A0 e—9?A2/R?

BplTly = 1;07] = L. mldle (A14)

T2 144 (1 — e—9?A7/h%)’
where we have used the quantity,

1(]A°
a=3 <' - 1) : (A.15)

which is to be understood as a parameter corresponding to the amplification rate
of the “centralised” weak value A% of A to the half-width of its numerical range
A,. We mention again that the result of the previous works in which A% = 1 is
assumed is indeed a special case of the above formulae: we just put A,, =0, A, =1,
a = 1(|Au* — 1) to reproduce it.

Some Observations While the general argument only assures that the shift of
the conditional expectation values are well-defined on an appropriate neighbourhood
Uy of g = 0 for a given non-orthogonal choice of pre- and post-selections, the above
result shows that it is in fact well-defined on the whole real line (hence Uy = R) for
our case. Moreover, we also find that the shifts are indeed bounded for any choice of
the pair of states of the target system due to the presence of the term |A%|? hidden
in the quantity a in the denominator.

As for the recovery of the weak value A,, one realises that, since the present
choice of the meter state implies ¢ € ¥ (R) C D, the general argument in the
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previous subsection guarantees the differentiability of the shift, and by noting that
CVs[z, p; 1] = 0 and CV[p, p; ] = V[p; ] = (2h*)~!, one should have

dilE[XﬂIf =109 = {Re[Aw], X =2z, (A.16)
g

Im[A,] - (21*)7, X =p,

9=0

based on the result (4.50). Indeed, observing that E [X|II; = 1; ¥°] = 0 for both
choices X € {&,p}, one may directly verify this as

T 1w
g, = 1,99 = lim ElE, = 1 07
dg g=0 90 g
: Re[AY]
= e (1 — e—9A3/?) + A
= Re[A%] + A,
= Re[A,] (A.17)
and
ST 1w
A, = )| =t 2P = 1)
dg g=0 970 g
1 Im[AQ|e—9*A7/h
= lim — - v s
g—02h% 1+ a (1 — e 9°A/h%)
= Im[A,] - (2! (A.18)

as expected

Another observation worthy of note is that the scaled outputs E[z|Il; = 1; 9] /g
and E[p|II; = 1;99]/(g/(2h?)) are dependent on the parameters g and h only
through the combination hg~!, and that both tend to the desired value,

. E[E[I; =199 Re[A4])] _
e g ism g a(l - e e = Relel (A1)
Bl =199 Im[A§ Je~o" AP/
1 = 1 = = Im|A, A.20
by s g/(2h?) hg-isoo L+ a (1 — e—9?A%/h?) m{Ay] ( )

by taking the limit of the combination hg=! — oo. Observe that the manner in which
we take the limit of the combination hg~! to recover the desired information is the
opposite between the unconditioned case (“strong”/“sharp” measurement) (3.122)
and the post-selected case above. Namely, here we may either take the interaction
g — 0 to the “weak” limit, broaden the wavefunction h — oo to the “unsharp”
limit, or appropriately balancing the combination thereof and let hg~! — oo as a
whole.

A.2 Computation of the Gaussian Example

For better readability, we write
Cn = (¢, Iy, ¢i), n=12. (A.21)
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Observing that (¢r, Adi) = aic1 + asce and (¢y, ¢;) = ¢1 + ¢2, one has

Ar — <¢f7A¢l> _Am
_ ai1cy + azc2 _ Am
1+ Co

. a1|01|2 + Clz|C2|2 + ajcicy + ascicy A
c1]? + |e2]? + 2 Re [cfey] "
—|e1]? + |e2)? + 2i Im[cf o]
" e+ a2 + 2Re [¢ley]

whereby one obtains

—|e1]? 4 |eo]?
R AT’ = AT’ ' 5
el4r] le1 |2 + |e2|? + 2 Re [¢feq)
Im[A,] = A 2Im [cfes)

e le1 |2 + |e2|? + 2 Re [¢feq]

(5
Ecl + [a*)? + 4(1m [cjcy)) _1)

and

l\')lr—l

1 ]? + |C2|2 + 2Re [c]cy)?
1”4 |e2]?)? — 4feieal® + 4(Tm [cfep])? 1)
(ler]? + |e2|? + 2 Re[cfea])?

(ler” + [ea]*)” = 4(Re[efes])®
= )

l\:)|>—t [\3|,_. wl»—t

(ler]? + |e2|? + 2 Re [cfes])?
2 Re[cfes]
c1]? + |ea]? + 2 Re [clea]

in terms of {c¢,}. Then, based on (A.6) and (A.10), one has

(W9, Ty9) = [c1]? + |caf? + 2 Re[ciea)e @ M/,

(9, 309) = |e1|* - gay + |eaf? - gas + 2 Re[cica] - gA e 0 M/,

(W9, py?) = 2Im|c]cs) - %ArengA,%/dQ

)
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(A.25)

(A.26)
(A.27)

(A.28)



which in turn yields

Bli: ] = L2007
(y9, Iy9)

lc1]? - ay + |co]? - ag + 2Re[ctcy] - A9 N/ E

- le1]? + |ca|? + 2 Re[c}co|e—9* A7/ ¢

_ al?ra A+ e’ as — (Jer? + [e)An

B lc1]2 + |ca|? + 2 Re[chcp|e—9*A%/d?
o AlPrleP)
— 9 le1]? + |ca|? + 2 Re[c}co|e—9* A%/ d gim
Ar(=ler]* + [ea]?)

+ gA,

- 2A2 2 + Am
Terl? + [cal? + 2Re[cies]) — 2 Re[ctca) (1 — e—o222/@) 7
Re[A,]
=9 T a(l = ey T 9hm (A.29)
and
A VI, py?
Bl = {00
(9, Ips)
B 2Tm[cico] - d%ATe—ngﬁ/d2
B le1 |2 + |ea)? + 2 Re[CTCQ]e_QQAg‘/d2
_gQAg/d2
g Im[A,]e (A.30)

TR 1ta(l - e NPy
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