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Abstract

Chiral structure is ubiquitously found in nature. Especially in biomolecular science, chirality plays a

central role because the building blocks of biomolecules such as L-amino acids and D-sugars are chiral

and enantiopure. Since the Pasteur’s discovery of the connection between molecular asymmetry and

optical rotation, asymmetric interaction between chiral molecules and circularly polarized light has

been utilized for studying chirality. Today, chiroptical spectroscopy such as electronic and vibrational

circular dichroism (ECD, VCD) and Raman optical activity (ROA) is widely recognized as a powerful

tool and routinely performed with commercially available spectrometers. The development of chirop-

tical spectroscopy has been fueled by the growing demands of chemists and biologists for obtaining

more detailed structural information of complicated molecules beyond the framework established by

the conventional non-chiroptical spectroscopy.

Such development toward chiroptical spectroscopy is, in turn, one of the major aims in the area

of ultrafast spectroscopy. Molecules to be measured in the ultrafast spectroscopy also become in-

creasingly complicated and new ultrafast techniques with better structural sensitivity are becoming

required. Development of ultrafast chiroptical method is, however, quite challenging due to weakness

of the chiroptical signal and instability of ultrashort light sources. In this thesis work, ultrafast chirop-

tical techniques are realized through overcoming such difficulties by employing polarization-resolved

optical-heterodyne detection.

First, femtosecond time-resolved CD (TRCD) spectroscopy which is practically applicable to

biomolecular dynamics is developed. It becomes possible to measure CD spectra of transient chemical

species produced by the pump pulse with the time resolution better than 300 fs. Proof-of-principle

TRCD experiments withΛ- and∆-Ru(bpy)2+
3 show that broadband spectra covering almost the whole

visible spectral range can be measured with the sensitivity better than 0.4 mdeg. One of the biggest

hurdles in TRCD spectroscopy is artificial signals arising from molecular orientation induced by the

pump radiation. I demonstrate this problem is solved by resolving a series of time-resolved spectra

by the singular value decomposition into genuine CD and artificial spectra. Using this new technique,

chirality change of biomolecules in the excited state is investigated. TRCD and transient absorption

spectra of bilirubin bound to human serum albumin at pH=4.0 and 7.8 are measured. The results show

that bilirubin undergoes ultrafast chirality flip with the time constant of about 10 ps at pH=4.0 but does

not at pH=7.8. This is, to the best of my knowledge, the first direct observation of ultrafast chirality

reversal.
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Second, a new spectroscopic method to measure ROA by coherent anti-Stokes Raman scattering

(CARS-ROA) is developed. ROA spectroscopy has better structural resolution than CD spectroscopy

but its signal intensity is several orders of magnitudes smaller than that of CD; the development of

time-resolved ROA spectroscopy is extremely challenging. In this thesis work, by exploiting multi-

plex CARS technique with the polarization-resolved heterodyne detection, ROA measurement with

markedly higher contrast ratio of the chiral signal to the achiral background is realized. The developed

CARS-ROA spectroscopy also enables to measure ROA spectrum using a pulsed laser source. Since

the first observation of CARS-ROA in 2012, I have developed three different spectrometers to improve

the performance. The first setup employs the near-infrared incident light and self-heterodyne scheme.

Although the contrast ratio is much better than that the conventional ROA spectroscopy, the signal to

noise ratio is worse than the conventional ROA spectroscopy mainly due to intrinsic weak scattering

intensity in the near-infrared. In the second-generation CARS-ROA, the active-heterodyne detection

is employed. Measurement of spectra with less artifact is accomplished because a broad offset arti-

fact due to optical rotatory dispersion could be quantitatively distinguished in the active heterodyne

detection. In the third-generation, the wavelength of the incident light is changed to the visible with

the self-heterodyne method. In the visible excitation, both the absolute signal intensity and the con-

trast ratio become higher than those in previous generations and much better signal to noise ratio is

accomplished. Although the CARS-ROA measurement is performed for a system in the steady state,

the method can readily be applied to the time-resolved measurements by introducing the pump pulses.

The methods developed in the present study open up a new class of spectroscopy which can directly

discuss chirality changes during various photochemical reactions. Besides the illustrative demonstra-

tion measuring the ultrafast chirality flip of the bilirubin-protein complex, the developed ultrafast chi-

roptical spectroscopy will play essential roles for investigating mechanisms of a variety of chemical

and biochemical reactions.
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Chapter 1

Introduction

1.1 Chiroptical spectroscopy

Chirality is the aspect of an object which that is not superposable on its mirror image. Chiral struc-

ture is found throughout the nature, from the elementary particles [1] to living systems [2]. Due to

its handedness, chiral structure interacts differently with left- and right-circularly polarized radiation.

Chiroptical spectroscopy exploits such difference to extract structural information of the chiral struc-

tures.

In the context of chemistry, a chiroptical phenomenon was first observed by Arago in 1811 in

the form of the rotation of the linear polarization in a quartz crystal, which we call optical rotation

(OR) [3]. Arago’s discovery was followed by the observation of OR in organic molecules in liquid

and solution phases [4]. Based on these discoveries, molecular chirality was found to be the source

of OR. Optical rotation is understood as a difference in refractive indices of left- and right-circularly

polarized light because the linearly polarized light is regarded as a superposition of left- and right-

circularly polarized light. An absorption analog of OR, circular dichroism (CD), is another form of

the chiroptical processes. Circular dichroism was first observed in 1847 and is most widely used

chiroptical technique today.

Up to the 1950s, most of chiroptical measurements had been performed at a single wavelength,

usually at the sodium D line at 589 nm. Due to the development of electronics in the 1950-60s, it

became possible to routinely measure the wavelength dependence of OR and CD by commercially

available spectrometers. Since then, CD and optical rotatory dispersion (ORD) spectroscopy has been

applied to structural investigation of a variety of molecules such as dienes [5, 6], benzene compounds

[7], biaryls [8], helical polymers [9], metal compounds [10], amino acids [11], polypeptides [12],

proteins [13–16], and nucleic acids [17,18].

In the CD studies of relatively small chiral organic molecules, the aim is the determination of abso-
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lute configurations, which is the most straightforward application of chiroptical spectroscopy because

a chiroptical spectrum of one enantiomer forms the mirror image of that of the opposite enantiomer.

Using the Rosenfeld’s formula for calculating the rotational strength [19],

R = Im[⟨0|µ|α⟩ · ⟨α|m|0⟩], (1.1)

the angle between the transition electric dipole moment and the transition magnetic dipole moment

can be evaluated from the observed CD. Based on the above formula, non-empirical methods such as

the octant rule [20] and the exciton chirality method [21] have been developed and used for intuitive

estimation of absolute configuration from the observed rotational strength. Today, determination of

absolute configurations is becoming even easier due to the development ofab initio quantum chem-

ical calculations [22]. In the studies of large biopolymers, CD spectroscopy is mainly used as a tool

for determining its secondly or higher order steric structure. Differently from the small molecules,

biopolymers are still beyond the reach of theab initio methods. So the CD spectra are usually ana-

lyzed empirically. Especially, for the structural studies of proteins, CD peaks ofn − π∗ andπ − π∗

transitions of amides below 250 nm are often measured as a marker because these are known to be

sensitive to the protein secondary structures [16].

Along with the CD spectroscopy, the emission analog of it, circularly polarized luminescence

(CPL) has evolved for investigating chiral features of the emitting states [23]. CPL is a unique tech-

nique because it can probe molecular chirality of the electronically excited states. Based on the fact

that the rotational strength of CD and CPL are the same if no structural change undergoes in the ex-

cited states, structural change in the excited states can be discussed from CPL measurements [24].

However, what is measured in CPL spectroscopy is temporally averaged over the lifetime of lumi-

nescence. Hence, experimentally observed CPL spectrum is a superposition of those from different

transient species, which makes the interpretation complicated [25].

Although chiroptical spectroscopy of electronic transitions has been used in stereochemistry and

biochemistry, the range of application of ECD is restricted to molecules having electronic transitions

whose transition wavelength is longer than∼160 nm. In contrast, vibrational optical activity (VOA)

can be applied to almost all molecules. It is because nearly all the molecules have vibrational tran-

sitions in the range between about 50 cm−1 and 3500 cm−1. VOA is composed of vibrational cir-

cular dichroism (VCD) and Raman optical activity (ROA), in which circular intensity difference of

infrared absorption and Raman scattering is observed, respectively. The measurable wavenumber of

VOA ranges from 500 cm−1 to over 10000 cm−1 in VCD and from less than 30 cm−1 to 2000 cm−1

in ROA. Also in terms of abundance of the obtainable information about molecular structure, VOA

spectroscopy has an advantage over the electronic optical activity spectroscopy. The application area

of VOA is, therefore, very broad. For example, the determination of the absolute configurations by

VCD [26], and ROA [27, 28] in combination withab initio calculation, the estimation of the enan-
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tiomeric excess in VCD [29] and in ROA [30] have been performed. VOA spectroscopy is a powerful

tool even when the sample is a mixed solution because the spectrum has many characteristic peaks, the

number of which is much more than that in the electronic optical activity spectrum [31].

Besides them, the most notable application of VOA is investigation of the three-dimensional con-

figurations of biological molecules. VCD spectra of amino acids [32, 33], peptides [34–37], pro-

teins [38, 39] with different temperature, pH, and solvents have been measured. From these studies,

VCD spectral shape were found to be highly sensitive to the protein secondary structures. Based on the

knowledges obtained in the early studies, phenomena more directly related to human pathologies such

as protein fibrillogenesis have recently been studied [40, 41]. ROA studies of biomolecules such as

amino acids [42], peptides [43,44], carbohydrates [45–47], proteins [48,49] and nucleic acids [50–52]

have also been performed. ROA spectra provide structural information even for unfolded and partially

folded proteins, to which it is hard to apply the X-ray crystallography and NMR spectroscopy [53]. For

example, the intermediate structure in the formation of amyloid fibrils, which cause neurodegenerative

diseases such as Alzheimer’s disease, has been revealed by ROA studies [54]. ROA spectroscopy at-

tracts an attention also as a tool for investigating the natively unfolded proteins, which lack a compact

tertiary fold in its native state and are recently recognized to have important functions [55,56].

As seen above, chiroptical spectroscopy has played important roles in a large area of chemistry.

One of the key features is its wide applicability. Although the information provided by chiroptical spec-

troscopy does not have the atomic resolution like NMR and X-ray crystallography, much broader range

of molecules can be investigated by chiroptical spectroscopy. In addition, another striking advantage

of chiroptical spectroscopy is its potential applicability to ultrafast time-resolved measurement. It is

expected that unique structural information of transient chemical species is extracted by time-resolved

chiroptical spectroscopy as discussed in the following sections.

1.2 Ultrafast spectroscopy

Understanding the microscopic mechanisms of chemical reactions is one of the major goals in chem-

istry. Toward this end, ultrafast spectroscopy plays crucial roles because elementary steps of chemical

reactions proceed with the timescale of femto- to picoseconds. Mainly due to the rapid progress of

the laser technology, spectroscopic techniques now can track such molecular dynamics. In the pump-

probe-type time-resolved spectroscopy, chemical reactions are initiated by the pump pulse and optical

spectra during the following structural change is measured by the probe pulse. By the probe pulse,

a variety of spectroscopic measurements such as UV-Vis absorption, infrared absorption, and Raman

scattering are performed. The time resolution of the pump-probe method is determined by the cross-

correlation of the pump and probe pulses. Since the invention of the laser in the 1950s [57, 58],

temporal width of pulsed laser emission has become shorter and shorter. Today, time resolution better
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than 100 fs is easily achieved using commercially available laser sources. Various chemical reac-

tions including bond cleavage, charge transfer andcis-transisomerizations have been investigated by

the ultrafast spectroscopy [59]. In parallel with investigations of purely chemical reactions, studies

focused on biological reactions have also been performed since the early stage of the ultrafast spec-

troscopy [60].

In the early works of ultrafast spectroscopy, electronic transitions of the excited state species from

the near-UV to the near-infrared were mainly measured. Although the ultrafast spectroscopy in such

wavelength range is still widely used today, interpretation of the obtained spectra is sometimes difficult

because these are complicated primarily due to coupling to the surrounding solvents [61]. Ultrafast

spectroscopy was then extended to vibrational transitions, with using the infrared [62] and Raman

[63] spectroscopy. In general, vibrational spectra provide more insights into molecular structure but

still are not in one-to-one correspondence with the molecular structure especially for complicated

molecules like biomolecules. Consequently, the assignments of the spectral profile are sometimes

difficult, and/or some dynamics can not be probed by the existing electronic and vibrational ultrafast

spectroscopy. New ultrafast spectroscopic techniques that can probe molecular dynamics unexplored

by the conventional methods have been desired.

1.3 Ultrafast chiroptical spectroscopy

As natural extension of the conventional ultrafast spectroscopies such as transient absorption and time-

resolved Raman scattering, one can think up ultrafast chiroptical spectroscopy. As described in Section

1.1, chiroptical spectroscopy provides fruitful structural information of chiral molecules compared to

the corresponding spectroscopy insensitive to chirality. The ultrafast chiroptical spectroscopy shall

give rich structural information for the transient bio/chemical species. The extendability to ultrafast

measurement is one significant advantage of chiroptical spectroscopy over NMR spectroscopy and

X-ray crystallography. The time resolution of NMR spectroscopy is the order of milliseconds, which

is determined by relaxation time scale of the nuclear spin. Therefore, if the material under measure-

ment interconverts between A and B faster than the milliseconds, the obtained NMR spectrum just

corresponds the average structure of A and B. Ultrafast NMR spectroscopy is, in principle, impossible.

Time-resolved X-ray crystallography with using X-ray free-electron lasers (XFEL) is one of the fron-

tiers of the current ultrafast spectroscopy [64] but it can track the dynamics only in the crystal phase.

We need to consider the possibility that what is observed in time-resolved X-ray crystallography is

different from the actual reactions in solutions orin vivo. In the optical spectroscopy including CD,

VCD, and ROA, on the other hand, femtosecond measurements in the solution phase can be achieved

by employing the pump-probe technique with femtosecond pulsed lasers.

In the early attempt to measure time-resolved CD (TRCD), standard CD spectrometer was em-
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ployed to track the time evolution of the chemical reaction initiated by pump sources such as dye

lasers [65]. In the standard CD spectrometer, continuous wave source (e.g. Xenon lamp) is used as

a light source. The incident light is modulated to left- and right-circularly polarization by an electro-

optic modulator and the transmitted light is detected with a lock-in amplifier in synchronized with the

modulator. This allows TRCD measurement with milliseconds time resolution. Using these appara-

tuses, results of biological interest have appeared [66]. The time resolution was, however, limited by

the modulation frequency of the electro-optic modulator and has been difficult to be improved. To

observe faster dynamics, development of a novel technique was needed.

To achieve nanosecond TRCD, Lewiset al. developed an ellipsometric CD measurement technique

in [67]. In the ellipsometric CD measurement, slightly elliptically polarized light is used as the incident

light. When the slightly elliptically polarized light passes through the chiral sample, the minor axis

intensity changes by CD. By monitoring the minor axis intensity of the transmitted light, CD spectra

can be obtained. In this scheme, the modulation was not necessary because the contrast ratio of the

chirality-induced intensity change and the intensity itself is relatively large in comparison with the

conventional CD technique with the circular polarization. The time resolution of the ellipsometric CD

spectroscopy is thus determined by the time cross correlation between the pump and the probe pulses.

In principle, pico- or femtosecond TRCD measurement is possible in this scheme. Probably some

technical problems such as intensity instability, polarization scrambling, and less tunability, hampered

extension of the ellipsometric CD measurements to pico- and femtosecond time region, at least in the

1990s,.

For the shorter temporal resolution, TRCD spectroscopy again by the polarization modulation

technique was developed in 1989 [68, 69]. This time, picosecond pulses from a dye laser pumped by

a Q-switched Nd:YAG laser were modulated on a pulse-to-pulse basis. The Q-switch was triggered in

synchronized with the modulator, and then the probe pulses were alternately left- and right-circularly

polarized. The transmitted pulses were detected by a photomultiplier tube and a lock-in amplifier that

was referenced to the modulation frequency. Time-resolved measurements were realized in a pump-

probe manner.

More than ten years after the development of picosecond TRCD spectroscopy by the modulation

technique, picosecond TRCD by the ellipsometric technique was developed by Niezboralaet al. in

2006 [70]. It was argued that the measurement was easier than the polarization modulation technique.

Recently, Choet al. developed a new ECD/VCD measurement scheme, which they named heterodyne

optical activity free induction decay (OA FID) characterization [71,72]. This method is similar to the

ellipsometric CD measurement but is more straightforward. They have used linear polarized femtosec-

ond pulses as the probe. Polarizers were placed before and after the sample with the crossed Nicols

configuration. The probe field was perturbed by the chiral sample and a small portion of the transmitted

light passes through the polarizer after the sample. By measuring both the amplitudes and the phases
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of the transmitted light by the spectral interferometry, CD and ORD spectra of the sample can be si-

multaneously obtained. They have demonstrated that steady-state ECD/VCD spectra were measured

with a femtosecond light source as a proof-of-principle experiment of this new scheme. However, to

the best of my knowledge, this method had not been applied to the actual time-resolved measurement

up to this thesis work.

The detection limit of the previously developed ultrafast TRCD spectroscopy is the order of 10

mdeg [68,70,74]. The magnitude of steady-state CD signal observed in the visible, and near UV range

is 10-100 mdeg when the concentration and path length are adjusted so that the absorbance becomes

1, which is the condition usually employed in pump-probe measurements. If 10% of the molecules

are excited by the pump radiation, expected magnitude of∆CD is 1-10 mdeg, comparable or smaller

than the detection limit of the reported TRCD spectroscopy. To measure transient CD signal of a broad

range of chiral molecules, including biomolecules, further improvement in sensitivity has been needed

in TRCD spectroscopy.

As for vibrational optical activity, the time-resolved study has been almost unexplored; only one

proof-of-principle ultrafast VCD measurement has been reported for a cobalt-sparteine complex [75].

Implementation of time-resolved VOA is even more challenging than that of the electronic TRCD

because the absorbance difference of vibrational transitions is typically 10-100 times smaller than that

of the electronic transitions. For the sake of an application of time-resolved VCD spectroscopy to

more different samples such as peptides and proteins, setup with improved sensitivity was reported

recently [76] but the measured time-resolved VCD spectra were still overwhelmed by an artificial

signal. Time-resolved ROA spectroscopy is also a promising tool for tracking the ultrafast structural

change of biomolecules. However, despite its high demand, time-resolved ROA measurements and

even ROA measurements with pulsed lasers had not been reported before this thesis work.

1.4 Present study

As described in the previous section, some efforts have been made to realize the ultrafast chiroptical

spectroscopy. However, it is still needed to improve its sensitivity and spectral bandwidth to apply

it to many interesting biological systems. In this thesis work, I report two major contributions to the

development of the ultrafast chiroptical spectroscopy.

First, broadband and ultrasensitive femtosecond TRCD spectroscopy is developed (Chapter 3). In

the previously reported TRCD spectroscopy, sensitivity was in the order of 10 mdeg even at a single

wavelength measurements [68, 70, 74]. In the present study, the sensitivity better than 0.4 mdeg was

achieved in the broadband measurement covering the whole visible range (415 - 720 nm). The key for

such improvements is using the polarization-resolved optical-heterodyne-detected CD measurement

scheme. With the linearly polarized incident probe radiation, chirality-induced change of the electric
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field is selectively detected by the optical heterodyne technique. Differently from the conventional in-

tensity difference measurement, measurement is free from the achiral background and less susceptible

to fluctuation of the optical system including the laser. Due to the broadband feature of the developed

TRCD spectrometer, we can analyze a series of time-resolved spectra by multivariate analysis such as

singular value decomposition (SVD). As discussed in Chapter 3, SVD is efficient not only for resolv-

ing spectra from different chemical species [77] but also for distinguishing the genuine TRCD signal

and artificial anisotropic signals induced by the pump radiation. With the developed TRCD spectrom-

eter, I demonstrate the first observation of ultrafast chirality flip in the excited state, which is observed

in bilirubin-protein complex (Chapter 4). Bilirubin is dimer-like molecule consisting of two dipyrri-

none groups, whose helicity is defined by the dihedral angle between them. Transient absorption and

TRCD spectra of the complex after the photoexcitation were measured and interpreted well within the

framework of the exciton coupling theory. Sign inversion of the excited state CD, which is attributed

the ultrafast chirality flip in the excited state, is observed with the time constant of∼ 10 ps. Ultra-

fast TRCD spectroscopy is proven to be a useful tool for probing chirality dynamics of biomolecular

systems.

Second, a novel scheme to measure ROA using coherent anti-Stokes Raman scattering (CARS) is

developed as a first step toward the time-resolved ROA measurements. CARS is one of the third-order

nonlinear Raman processes. The signal intensity of CARS is several orders of magnitude larger than

that of the spontaneous Raman scattering [78]. In the early 1980s, two theoretical papers proposing

CARS-ROA were published [79, 80]. Since then, however, the experimental observation of CARS-

ROA had not been achieved up to the present work. In Chapter 5, the proof-of-principle experiment of

CARS-ROA in the near-infrared region is reported. I show ROA measurement is realized by detect-

ing CARS radiation that is polarized perpendicularly to the incident polarizations, which are parallel

to each other. To detect the extremely weak chirality-induced CARS radiation, the self-heterodyne

detection method is employed by using the achiral CARS field as a local oscillator. Due to the more

freedom of polarization configurations in coherent anti-Stokes Raman scattering than in spontaneous

Raman spectroscopy, the contrast ratio of the chiral signal to the achiral background has been improved

markedly. For (-)-β-pinene, it is two orders of magnitude better than that in the reported spontaneous

ROA measurement. This is also the first measurement of ROA signal using a pulsed laser source. In

Chapter 6, CARS-ROA spectroscopy is also demonstrated by using the active-heterodyne detection.

The chirality-induced CARS field is amplified by a CARS field generated from an external reference

and is extracted by the spectral interferometry. In this interferometric coherent Raman optical activity

(iCROA), both the sign and the magnitude of optical active non-resonant background susceptibility can

be directly determined. Measurement of a CARS-ROA spectrum with less artifact is obtained because

a broad offset artifact due to optical rotatory dispersion is clearly distinguished in iCROA. In Chapter

7, CARS-ROA spectroscopy is extended to the visible range. In the visible excitation, CARS-ROA

spectrum of (-)-β-pinene shows a higher contrast ratio of the chirality-induced signal to the achiral

9



background than that of the near-infrared CARS-ROA spectrum.

The methods presented here open up a new class of spectroscopy which can directly discuss chiral-

ity changes during various photochemical reactions. Observation of the excited-state ultrafast chirality

flip by the TRCD spectroscopy is demonstrated as one of the illustrative examples of the ultrafast

chiroptical spectroscopy. In addition to this, we can imagine a wide variety of application of the

techniques developed here as will be discussed in Section 8.2. I believe these will be key tools for

elucidating the mechanisms of biochemical reactions at the molecular level.
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Chapter 2

Theory of linear and nonlinear

chiroptical processes

2.1 Introduction

This chapter provides the basic theory of linear and nonlinear chiroptical processes based on the semi-

classical theory. Chiroptical processes are generally understood as a difference in optical property

between left- and right-circularly polarized light. Thus, the chiroptical counterparts of normal (not

chiroptical) linear and nonlinear spectroscopy are generally conducted by measuring the optical sig-

nals with left- and right-circularly polarized light and taking the difference between them. However,

chiroptical spectroscopy is feasible also by using linearly polarized light because linearly polarized

light is the superposition of the circularly polarized light. As described in the following chapters, bet-

ter signal to noise ratio can be achieved with such a scheme in some cases because background level

is markedly suppressed. To comprehensively understand different forms of chiroptical spectroscopy,

herein, explicit expressions of optical susceptibility tensors of chiroptical processes are derived.

2.2 Framework for calculating effective polarization by the density ma-

trix formulation

Here, a general framework for calculating the optical susceptibility is given by using the density matrix

formulation. In the density matrix formulation, the system is described by the density operator:

ρ =
∑
ψ

pψ|ψ⟩⟨ψ|, (2.1)

wherepψ is the probability that the system is in the state|ψ⟩. In Eq. (2.1),|ψ⟩ is the ket vector

represented in the Schrödinger picture. With the Hamiltonian of the system,H, the time evolution of

11



the density operator is given by the Liouville equation:

dρ

dt
= 1
iℏ

[H, ρ], (2.2)

where[·, ·] is the commutator. Once one obtains the density operator by solving this differential equa-

tion, the expectation value of the observableA is given by

⟨A⟩ = Tr(Aρ). (2.3)

For convenience, the total Hamiltonian is assumed to be in the following form:

H = H0 +Hint +HR, (2.4)

whereH0,Hint,HR represent the unperturbed molecular Hamiltonian, radiation-matter interaction

Hamiltonian, and relaxation Hamiltonian, respectively. Including the electric dipole, magnetic dipole,

and electric quadrupole interactions, the interaction Hamiltonian is written as [81]

Hint =
3∑

i,j=1

(
−µiEi −

1
6
θij∇iEj −miBi

)
, (2.5)

whereE andB represent the applied electric and magnetic field in the time domain andµ, m, andθ

are the electric dipole, magnetic dipole, and electric quadrupole operators, respectively. Each operator

is given by

µi =
∑
s

(rs)iqs, (2.6)

mi =
∑
s

∑
jk

εijk(rs)j(ps)kqs, (2.7)

θij =
∑
s

(3rirj − |r|2δij)qs, (2.8)

wherers, ps, andqs are the position, momentum, and charge ofs-th charged particle, respectively,εijk

is the Levi-Civita’s epsilon, andδij is the Kronecker delta. The relaxation HamiltonianHR is defined

by the following equation:

1
iℏ

[HR, ρ(t)]mn = −ρmn(t)Γmn, (2.9)

whereΓmn is the damping constant ofmn element of the density matrix.

To make the calculation concise, the interaction picture is employed below. The density operator
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in the interaction picture,ρI , is defined as

ρI = exp
(
−H0
iℏ
t

)
ρS exp

(
H0
iℏ
t

)
, (2.10)

where the density operator in the Schrödinger picture is explicitly expressed asρS , but this is the same

as what is defined in Eq. (2.1). By differentiating Eq. (2.10), one obtains the time evolution ofρI as

dρI
dt

= −H0
iℏ

exp
(
−H0
iℏ
t

)
ρS exp

(
H0
iℏ
t

)
+ exp

(
−H0
iℏ
t

)(
dρS
dt

)
exp

(
H0
iℏ
t

)
+ exp

(
−H0
iℏ
t

)
ρS

(
H0
iℏ

)
exp

(
H0
iℏ
t

)
= 1
iℏ

[
−H0 exp

(
−H0
iℏ
t

)
ρS exp

(
H0
iℏ
t

)
+ exp

(
−H0
iℏ
t

)
[H, ρS ] exp

(
H0
iℏ
t

)
+ exp

(
−H0
iℏ
t

)
ρSH0 exp

(
H0
iℏ
t

)]
= 1
iℏ

exp
(
−H0
iℏ
t

)(
[H, ρS ]− [H0, ρS ]

)
exp

(
H0
iℏ
t

)
= 1
iℏ

[HI,int +HI,R, ρI ], (2.11)

where

HI,int = exp
(
−H0
iℏ
t

)
HS,int exp

(
H0
iℏ
t

)
(2.12)

and

HI,R = exp
(
−H0
iℏ
t

)
HS,R exp

(
H0
iℏ
t

)
(2.13)

are the interaction Hamiltonian and the relaxation Hamiltonian in the interaction picture, respectively.

As shown in Eq. (2.11), the Liouville equation in the interaction picture formally resembles that in

the Schrödinger picture (Eq. (2.2)), but theH0 term is omitted. This is because the time evolution

of the system byH0 is included in the Hamiltonian side by sandwiching the Hamiltonian between

exp
(
−H0t/iℏ

)
andexp

(
H0t/iℏ

)
.

With it in mind that Eq. (2.9) remains the same in the interaction picture1, Eq. (2.11) can be

1With ρS = exp (H0t/iℏ)ρI exp (−H0t/iℏ) andHS,R = exp (H0t/iℏ)HI,R exp (−H0t/iℏ), Eq. (2.9) is transformed
to

(iℏ)−1{exp (H0t/iℏ)[HI,R, ρI ] exp (−H0t/iℏ)}mn = −{exp (H0t/iℏ)ρI exp (−H0t/iℏ)}mnΓmn

As the matrix elements can be explicitly calculated as

{exp (H0t/iℏ)}nm = δnm exp (Ent/iℏ),

the equation is further transformed to

(iℏ)−1 exp {(Em − En)t/iℏ}[HI,R, ρI ]mn = − exp {(Em − En)t/iℏ}ρI,mnΓmn.
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explicitly written by

dρI,mn(t)
dt

= 1
iℏ

[HI,int(t), ρI(t)]mn − ΓmnρI,mn(t). (2.14)

This differential equation can be formally integrated as

ρI,mn(t) = 1
iℏ
e−Γmnt

∫
dt′[HI,int(t′), ρI(t′)]mneΓmnt′ . (2.15)

In order to obtain the density operator of the system aftern-times interactions with radiation, Eq.

(2.15) is computed by the perturbative method. Below, it is assumed that the system is initially in the

ground state, which is the eigenstate ofH0 with the lowest energy; the initial density operator is given

by

ρ
(0)
I = e−

H0
iℏ |g⟩⟨g|e

H0
iℏ . (2.16)

The first order perturbation term, which is responsible for the linear optical processes, is then written

as

ρ
(1)
I,mn(t) = 1

iℏ
e−Γmnt

∫
dt1[HI,int(t1), ρ(0)

I ]mn(t1)eΓmnt1 . (2.17)

In the same manner, thei-th order density operator is calculated as

ρ
(i)
I,mn(t) = 1

iℏ
e−Γmnt

∫
dti[HI,int(ti), ρ(i−1)

I ]mn(ti)eΓmnti . (2.18)

Now, the expectation value of thei-th order linear/nonlinear electric dipole, electric quadrupole and

magnetic dipole moment can be calculated through use of Eqs. (2.3), (2.6), (2.7), (2.8), (2.16) and

(2.18).

In usual textbooks, induced polarization is given by

P (t) = N⟨⟨µ(t)⟩⟩r, (2.19)

whereN is the number density of molecules and⟨ · ⟩r denotes the average over all the orientation.

Here, the theory is extended to include also the induced electric quadrupole and magnetic dipole mo-

The exponential terms are then cancelled out and one obtains

(iℏ)−1[HI,R, ρI ]mn = −ρI,mnΓmn.
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ments:

Q(t) = N⟨⟨θ(t)⟩⟩r, (2.20)

M(t) = N⟨⟨m(t)⟩⟩r. (2.21)

When these contributions are taken into account, the constitutive equations become

D = ε0E + P −∇ ·Q, (2.22)

H = 1
µ0

B −M . (2.23)

By substituting the above equations into the Maxwell’s equations, the wave equation is obtained as

∇2E − ε0µ0
∂2E

∂t2
= µ0

∂2P

∂t2
− µ0∇ ·

∂2Q

∂t2
+ µ0∇×

∂M

∂t

= µ0
∂2

∂t2
(P −∇ ·Q +

∫
∇×Mdt). (2.24)

Here, I define effective polarization by

P eff = P −∇ ·Q +
∫
∇×Mdt. (2.25)

By using this quantity, Eq. (2.24) can rewritten in a simple form as

∇2E − ε0µ0
∂2E

∂t2
= µ0

∂2P eff

∂t2
. (2.26)

This is formally the same as the well-known wave equation under the electric dipole approximation.

Equation (2.26) can easily be solved in the frequency domain. The Fourier transform of Eq. (2.26)

is given by

∇2Ẽ(ω) + ω2ε0µ0Ẽ(ω) = −ω2µ0P̃ eff(ω), (2.27)

whereẼ indicate the electric field in the frequency domain. By inserting the definition of the linear

and nonlinear susceptibility,

P̃ eff(ω) = ε0[χ(1,eff)Ẽ(ω) + χ(2,eff)Ẽ(ω)Ẽ(ω) + χ(3,eff)Ẽ(ω)Ẽ(ω)Ẽ(ω) + · · · ], (2.28)

into Eq. (2.27), the equation becomes the differential equation of the electric field with respect to the

space. If the induced polarization is linearly dependent on the electric field, Eq. (2.27) becomes

∇2Ẽ(ω) + ω2ε0µ0(1 + χ(1,eff))Ẽ(ω) = 0. (2.29)
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By solving this differential equation with respect to the space, the electric field after passing through

the medium can be calculated. When the higher order susceptibilities are taken into account, the power

series ofẼ(ω) come out in the right hand side of Eq. (2.27). In such cases, the frequencies different

from that of the applied field can be observed in the emission.

A general procedure for calculating the generated electric field as a result of the linear and non-

linear interaction is given in this section. Given the interaction Hamiltonian in Eq (2.5), thei-th order

perturbative expansion of the density operator is given by Eq. (2.18). Next, one can evaluate thei-th

order electric dipole, electric quadrupole and magnetic dipole moment induced by the external electric

or magnetic field using Eqs. (2.3) and (2.18). The final electric field in the far field is then given by

solving the wave equation (2.24). Practical examples of calculating generation of a chiroptical signal

will be given in the following sections for linear and nonlinear cases.

2.3 Linear and nonlinear chiroptical processes

2.3.1 Linear

First, the effective polarization by the first order interaction is given. Before going into a case that the

electric quadrupole and magnetic dipole interactions are included, the expectation value of the electric

dipole moment only with the electric dipole interaction is considered as a starter. Using Eq. (2.17), the

expectation value of the dipole moment is written as

⟨µi(t)⟩ =
∑
m,n

(µi)I,nmρ(1)
I,mn(t)

= 1
iℏ

∑
m,n

(µi)S,nm
∫ t

−∞
[HS,int(t′), ρ(0)

S ]mne(iωmn+Γmn)(t′−t)dt′. (2.30)

The interaction Hamiltonian is now just the usual one with the electric dipole approximation:

HS,int(t) = −
∑
i

µiEi(t). (2.31)

The applied electric field is assumed to be superposition of planer waves with different frequencies as

Ei(t) =
∑
p

Ẽi(ωp)e−i(ωpt−kpz). (2.32)

Eqs. (2.31) and (2.32) are introduced into Eq. (2.30) to obtain

⟨µi(t)⟩ = 1
ℏ

∑
p

∑
j

∑
m

[ (µi)gm(µj)mg
ωmg − ωp − iΓmg

+ (µj)gm(µi)mg
ωmg + ωp + iΓmg

]
Ẽj(ωp)e−i(ωpt−kpz). (2.33)
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With the use of the molecular polarizability tensor,αij(ωp), the electric dipole moment is also written

by

⟨µi(t)⟩ =
∑
p

∑
j

[αij(ωp)Ẽj(ωp)e−i(ωpt−kpz)]. (2.34)

Comparing Eqs. (2.33) with (2.34), one can explicitly write down the polarizability tensor as

αij(ωp) = 1
ℏ

∑
m

[ (µi)gm(µj)mg
ωmg − ωp − iΓmg

+ (µj)gm(µi)mg
ωmg + ωp + iΓmg

]
. (2.35)

Here, the first and second term becomes significant whenωmg ≃ ωp andωmg ≃ −ωp, respectively.

In the situations considered in this thesis, the second term is negligible because the initial state is the

ground state (Eq. (2.16)) and consequentlyωmg > 0.

One notes that the polarizability tensor above is given in the molecular coordinate system. In order

to obtain the susceptibility tensor observable in the experiments, one needs to convert the coordinate

from the molecular system to the laboratory system and to compute the orientational average. Here,

the Cartesian coordinates in the molecular system is written byx, y, z (or i, j, · · · for dummy indices)

and these in the laboratory system byX,Y, Z (or I, J, · · · for dummy indices). When the Euler angle

between these two coordinates systems is(ψ, θ, ϕ), tensor representations in these two coordinate

systems are connected via the rotation matrix:

R =


RXx RXy RXz

RYx RYy RYz

RZx RZy RZz



=


cosϕ cos θ cosψ − sinϕ sinψ − cosϕ cos θ sinψ − sinϕ cosψ cosϕ sin θ

sinϕ cos θ cosψ + cosϕ sinψ − sinϕ cos θ sinψ + cosϕ cosψ sinϕ sin θ

− sin θ cosψ sin θ sinψ cos θ

 . (2.36)

For the second order tensor, expression in the laboratory coordinate system,SIJ , can be obtained from

that in the molecular coordinate system,Sij by the following equation:

SIJ =
∑
i,j

RIiR
J
j Sij . (2.37)

In this thesis, experiments in the liquid phase, where molecules are randomly oriented, are consid-

ered. Thus, the observables obtained in the experiments correspond to the value added over all the

orientations

⟨SIJ⟩r = 1
8π2

∫ π

0
dθ sin θ

∫ 2π

0
dψ

∫ 2π

0
dϕSIJ , (2.38)
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where⟨ · ⟩r denotes the average over all the orientation as introduced in Eq. (2.19). Equation (2.37) is

inserted into Eq. (2.38) to obtain

⟨SIJ⟩r = 1
8π2

∑
i,j

Sij

∫ π

0
dθ sin θ

∫ 2π

0
dψ

∫ 2π

0
dϕRIiR

J
j

= δIJ
3

∑
i,j

δijSij

= δIJ
3

∑
i

Sii = δIJ
3

(Sxx + Syy + Szz). (2.39)

For the calculation of the second- and third-order susceptibility tensors below, general formulas for the

orientational average of third-, fourth- and fifth-order tensors are also given here [82]:

⟨SIJK⟩r = 1
6

∑
i,j,k

εijkεIJKSijk, (2.40)

⟨SIJKL⟩r = 1
30

∑
i,j,k,l


δIJδKL

δIKδJL

δJKδIL


T 

4 −1 −1

−1 4 −1

−1 −1 4



δijδkl

δikδjl

δjkδil

Sijkl, (2.41)

⟨SIJKLM ⟩r = 1
30

∑
i,j,k,l,m



εIJKδLM

εIJLδKM

εIJMδKL

εIKLδJM

εIKMδJL

εILMδJK



T 

3 −1 −1 1 1 0

−1 3 −1 −1 0 1

−1 −1 3 0 −1 −1

1 −1 0 3 −1 1

1 0 −1 −1 3 −1

0 1 −1 1 −1 3





εijkδlm

εijlδkm

εijmδkl

εiklδjm

εikmδjl

εilmδjk


Sijklm.

(2.42)

From Eqs. (2.19, 2.28, 2.34, 2.35, and 2.39), the observable susceptibility tensor is calculated as

χ
(1)
IJ = N

ε0
⟨RIiRJj αij⟩r

= NδIJ
3ε0

(αxx + αyy + αzz). (2.43)

We see that only the diagonal elements of the susceptibility,χ
(1)
XX , χ

(1)
Y Y , andχ(1)

ZZ , have non-zero

values and these are equal. With the explicit expression in Eq. (2.43), it can be checked that the

susceptibility tensor is not sensitive to molecular chirality. Whether a physical value is sensitive to

molecular chirality or not is determined by whether its sign reverse or not by the reflection through a

plane. In order to calculate the polarizability after the reflection, it is convenient to set the reflection

plane thexy-plane. From Eq. (2.43), it is obvious that the susceptibility does not change if the
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subscriptsx andy are interchanged:

χ
(1)
IJ = NδIJ

3ε0
(αxx + αyy + αzz)

reflection−−−−−→ NδIJ
3ε0

(αyy + αxx + αzz) = χ
(1)
IJ . (2.44)

Within the dipole approximation, as is well known, the linear spectroscopy is not chiroptical. This is, as

shown below, in contrast to the case of the second-order nonlinear processes, which can be chiroptical

even within the electric dipole approximation.

Now, the theory is extended to include the magnetic dipole and the electric quadrupole interactions

by expanding the Hamiltonian to

HS,int = −
∑
i,j

[
µiEi(t) +miBi(t) + 1

6
θij∇iEj(t)

]
. (2.45)

By introducing the above Hamiltonian into Eq. (2.30), the expectation value of the dipole moment is

calculated as

⟨µi(t)⟩ = 1
ℏ

∑
p

∑
jk

∑
m

[ (µi)gm(µj)mg
ωmg − ωp − iΓmg

Ẽj(ωp) + (µi)gm(mj)mg
ωmg − ωp − iΓmg

B̃j(ωp)

+ 1
6

(µi)gm(θjk)mg
ωmg − ωp − iΓmg

∇jẼk(ωp)
]
e−i(ωpt−kpz) (2.46)

= 1
ℏ

∑
p

∑
jk

(
αED
ij Ẽj(ωp) + αMD1

ij B̃j(ωp) + αEQ1
ijk ∇jẼk(ωp)

)
e−i(ωpt−kpz). (2.47)

Here the anti-resonant terms are neglected because only the transitions resonant with the real states are

considered in circular dichroism spectroscopy. The superscripts ED, MD1 and EQ1 correspond to the

terms with the electric dipole, magnetic dipole, and electric quadrupole interaction in the interaction

Hamiltonian, respectively. Here, the MD and EQ terms are numbered in order to distinguish them

from the effective polarization originating to the induced magnetic dipole and electric quadrupole by

the electric dipole interaction. Each tensor element in Eq. (2.47) is given by

αED
ij =

∑
m

(µi)gm(µj)mg
ωmg − ωp − iΓmg

, (2.48)

αMD1
ij =

∑
m

(µi)gm(mj)mg
ωmg − ωp − iΓmg

, (2.49)

αEQ1
ijk = 1

6
∑
m

(µi)gm(θjk)mg
ωmg − ωp − iΓmg

. (2.50)

The linear susceptibility tensors corresponding to the ED, MD1, and EQ1 terms are calculated by
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taking the orientational average (Eqs. (2.38) and (2.40)) of the above expression as

χ
(1,ED)
IJ = NδIJ

3ε0
(αED

xx + αED
yy + αED

zz ), (2.51)

χ
(1,MD1)
IJ = NδIJ

3ε0
(αMD1

xx + αMD1
yy + αMD1

zz ), (2.52)

χ
(1,EQ1)
IJK = NεIJK

6ε0
(αEQ1

xyz + αEQ1
yzx + αEQ1

zxy − αEQ1
xzy − αEQ1

zyx − αEQ1
yxz ). (2.53)

Here, one can immediately get

χ
(1,EQ1)
IJK = 0 (2.54)

by using the relationship,

αEQ1
ijk = αEQ1

ikj , (2.55)

which is derived from the definition of the electric quadrupole moment in Eq. (2.8). So the electric

quadrupole interaction term in the Hamiltonian does not contribute to the linear optical susceptibility

when the system is isotropic. When the system is anisotropic, on the other hand, the electric quadrupole

interaction has non-zero contributions to the linear susceptibility [83], which is not discussed further

here. As shown in Section 2.3.3, the electric quadrupole interaction also has non-zero contributions

for the third order nonlinear susceptibility.

As for the magnetic dipole term, it should be noted thatχ
(1,MD1)
IJ represents relation between the

induced polarizability and the incident magnetic field. The induced polarization in the laboratory

coordinate system is given by

P̃I = ε0
∑
J

(
χ

(1,ED)
IJ ẼJ + χ

(1,MD1)
IJ B̃J

)
. (2.56)

Concise expression is obtained for the planer electromagnetic wave propagating alongZ-axis, where

the magnetic field is given by

B̃X = −n
c
ẼY , (2.57)

B̃Y = n

c
ẼX . (2.58)

By inserting the above equations into Eq. (2.56), one obtains

P̃X = ε0
(
χ

(1,ED)
XX ẼX −

n

c
χ

(1,MD1)
XX ẼY

)
, (2.59)

P̃Y = ε0
(
χ

(1,ED)
Y Y ẼY + n

c
χ

(1,MD1)
Y Y ẼX

)
. (2.60)
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Next, the induced magnetic dipole moment is calculated. In the calculation of the induced mag-

netic dipole moment, the magnetic dipole and electric quadrupole interactions in the Hamiltonian are

neglected becausem andθ are several orders of magnitudes smaller thanµ. Thus, the induced mag-

netic dipole is given by

⟨mi(t)⟩ = 1
ℏ

∑
p

∑
j

∑
m

[ (mi)gm(µj)mg
ωmg − ωp − iΓmg

]
Ẽj(ωp)e−i(ωpt−kpz)

= 1
ℏ

∑
p

∑
j

αMD2
ij Ẽj(ωp)e−i(ωpt−kpz), (2.61)

where

αMD2
ij =

∑
m

(mi)gm(µj)mg
ωmg − ωp − iΓmg

. (2.62)

By calculating the orientational average of the above expression, the susceptibility tensor associated

with the MD2 term is given by

χ
(1,MD2)
IJ = NδIJ

3ε0
(αMD2

xx + αMD2
yy + αMD2

zz ). (2.63)

Here,χ(1,MD2)
IJ is defined as a physical value connecting the applied electric field and the induced

magnetic polarization:

M̃X = ε0χ
(1,MD2)
XX ẼX , (2.64)

M̃Y = ε0χ
(1,MD2)
Y Y ẼY . (2.65)

From the above equations, the effective polarization can be calculated via Eq.(2.25).

Finally, the induced electric quadrupole moment is discussed. Again, the magnetic dipole and elec-

tric quadrupole interactions in the Hamiltonian is neglected. The expectation value of the quadrupole

moment is given by

⟨qij(t)⟩ = 1
ℏ

∑
p

∑
k

∑
m

[ (θij)gm(µk)mg
ωmg − ωp − iΓmg

]
Ẽk(ωp)e−i(ωpt−kpz) (2.66)

= 1
ℏ

∑
p

∑
j

αEQ2
ijk Ẽk(ωp)e−i(ωpt−kpz), (2.67)

where

αEQ2
ijk =

∑
m

(θij)gm(µk)mg
ωmg − ωp − iΓmg

. (2.68)
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The orientational average gives the susceptibility as

χ
(1,EQ2)
IJK = NεIJK

6ε0
(αEQ2

xyz + αEQ2
yzx + αEQ2

zxy − αEQ2
xzy − αEQ2

zyx − αEQ2
yxz ), (2.69)

= 0. (2.70)

As with the EQ1 term,χ(1,EQ2)
IJK is zero in the expression of the linear susceptibility.

Now the effective induced polarization is calculated through the use of Eqs. (2.25, 2.59, 2.60, 2.64,

2.65) as

P̃
(1,eff)
X = ε0

(
P̃X + n

c
M̃Y

)
= ε0

(
χ(1,ED)ẼX −

n

c
χ(1,MD1)ẼY + n

c
χ(1,MD2)ẼY

)
, (2.71)

P̃
(1,eff)
Y = ε0

(
P̃Y −

n

c
M̃X

)
= ε0

(
χ(1,ED)ẼY + n

c
χ(1,MD1)ẼX −

n

c
χ(1,MD2)ẼX

)
. (2.72)

Here, each element of the susceptibility tensor is just written byχ(1,∗) because in the isotropic case,

χ
(1,∗)
XX = χ

(1,∗)
Y Y is satisfied as shown in Eq. (2.51), (2.52) and (2.63). By definingχ(1,eff) as

χ
(1,eff)
XX = χ

(1,eff)
Y Y = χ(1,ED), (2.73)

χ
(1,eff)
XY = −χ(1,eff)

Y X = −n
c

(
χ(1,MD1) − χ(1,MD2)), (2.74)

one can simply write down the effective induced polarization in the form of

P̃ (1,eff) = ε0χ
(1,eff)Ẽ. (2.75)

Now the electric field can be calculated by solving the differential equation (2.29) with the suscepti-

bility tensor given in Eqs. (2.73) and (2.74).

It can be seen that the sign ofχ(1,MD1) andχ(1,MD2) is inverted by the reflection through a plane.

As with Eq. (2.44), the reflection through thexy-plane is considered. From Eq. (2.7), the magnetic

dipole moment is converted by the reflection as


mx

my

mz

 reflection−−−−−→


−my

−mx

−mz

 (2.76)
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Through the use of Eqs. (2.49, 2.52, 2.62, 2.63, 2.76), one can readily obtain

χ(1,MD1) reflection−−−−−→ −χ(1,MD1), (2.77)

χ(1,MD2) reflection−−−−−→ −χ(1,MD2). (2.78)

These relations show that the MD1 and MD2 terms are sensitive to chirality. In experiments of the lin-

ear chiroptical spectroscopy, the goal is to obtain the value ofχ
(1,eff)
XY = −χ(1,eff)

Y X = −nc−1(
χ(1,MD1)−

χ(1,MD2)). In what follow, the way to access these values are discussed.

Given the light propagates alongZ-axis, Eq. (2.29) is explicitly written as

− ∂2

∂Z2 ẼX + ω2c−2(1 + χ(1,ED))ẼX − nω2c−3(
χ(1,MD1) − χ(1,MD2))ẼY = 0, (2.79)

− ∂2

∂Z2 ẼY + ω2c−2(1 + χ(1,ED))ẼY + nω2c−3(
χ(1,MD1) − χ(1,MD2))ẼX = 0, (2.80)

which can be rewritten in the matrix form as

∂2

∂Z2 Ẽ = AẼ, (2.81)

where

A =

 −ω2c−2(1 + χ(1,ED)) nω2c−3(
χ(1,MD1) − χ(1,MD2))

−nω2c−3(
χ(1,MD1) − χ(1,MD2)) −ω2c−2(1 + χ(1,ED))

 . (2.82)

Now the differential equation (2.81) is solved by diagonalizing the matrixA using a transform matrix

P = 1√
2

 1 i

1 −i

 . (2.83)

The matrixA is diagonalized as

B = PAP−1 =

 k2
+ 0

0 k2
−

 , (2.84)

with

k2
± = −ω2c−2(1 + χ(1,ED))± inω2c−3(

χ(1,MD1) − χ(1,MD2)). (2.85)
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In parallel, the vector representation is transformed to

Ẽ′ = P Ẽ

= 1√
2

 ẼX + iẼY

ẼX − iẼY

 =

 Ẽ+

Ẽ−

 . (2.86)

Eq. (2.81) can be rewritten with a diagonal matrix as

∂2

∂Z2 Ẽ′ = BẼ′. (2.87)

HereẼ± represent the right- and left-circularly polarized electric field. In order that the above differ-

ential equation has non-trivial solutions,

n2 ± i

c

(
χ(1,MD1) − χ(1,MD2))n− (1 + χ(1,ED)) = 0 (2.88)

is required. Four solutions of this equation with respect ton is given by

n+→ = 1
2c

[√
4c2(1 + χ(1,ED))− (χ(1,MD1) − χ(1,MD2))− i(χ(1,MD1) − χ(1,MD2))

]
, (2.89)

n+← = 1
2c

[
−

√
4c2(1 + χ(1,ED))− (χ(1,MD1) − χ(1,MD2))− i(χ(1,MD1) − χ(1,MD2))

]
, (2.90)

n−→ = 1
2c

[√
4c2(1 + χ(1,ED))− (χ(1,MD1) − χ(1,MD2)) + i(χ(1,MD1) − χ(1,MD2))

]
, (2.91)

n−← = 1
2c

[
−

√
4c2(1 + χ(1,ED))− (χ(1,MD1) − χ(1,MD2)) + i(χ(1,MD1) − χ(1,MD2))

]
. (2.92)

Here,→ and← correspond to the solutions for the electromagnetic field propagating to+Z and−Z

direction, respectively. Now the solutions propagating to+Z direction are discussed andn+→ and

n−→ will be simply written byn+ andn− in what follows. Equation (2.87) is then solved as

Ẽ+(Z) = Ẽ+(0)eik+Z , (2.93)

Ẽ−(Z) = Ẽ−(0)eik−Z , (2.94)

Above equations indicate that circularly polarized light passes through the material without mixing

with the circularly polarized light with the opposite helicity. The absorption coefficient of each polar-

ization,σ± is given by

σ± = 2ω
c

Im[n±]. (2.95)

Circular dichroism is defined as the absorbance difference between left- and right-circularly polarized
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light as

∆A = Z(σ− − σ+)
ln(10)

= 2ZωIm[n− − n+]
c ln(10)

= 2Zω
c2 ln(10)

(
χ(1,MD1) − χ(1,MD2)

)
. (2.96)

The discussion above is given with the basis set of right- and left-circularly polarized light, which

corresponds to the traditional circular dichroism spectroscopy with the absorbance difference scheme.

In what follows, the basis set is converted back to the unit vectors alongX- andY -axes. Equations

(2.93, 2.94) become

ẼX(Z) = ẼX(0)
(
eik+Z + eik−Z

)
+iẼY (0)

(
eik+Z − eik−Z

)
, (2.97)

ẼY (Z) = −iẼX(0)
(
eik+Z − eik−Z

)
+ẼY (0)

(
eik+Z + eik−Z

)
, (2.98)

which can be rewritten in the matrix form as ẼX(Z)

ẼY (Z)

 =

 MXX MXY

MY X MY Y

  ẼX(0)

ẼY (0)

 , (2.99)

where

MXX = MY Y = 1
2

(
eik+Z + eik−Z

)
, (2.100)

MXY = −MY X = i

2

(
eik+Z − eik−Z

)
. (2.101)

Equation (2.99) relates the input electric field,ẼX(0), ẼY (0), and the output electric field,̃EX(Z),

ẼY (Z), after passing through material with the thickness ofZ. This way of representing the change

of the electric field is known as Jones matrix calculus [84]. As will be presented later, the ratio

MXY /MXX can experimentally be determined precisely. With the approximation,eik±Z ≃ 1+ik±Z,

the ratio becomes

MXY

MXX
= Z

2
(k− − k+) (2.102)

= Zω

2c
(n− − n+). (2.103)

By comparing the above equation with Eq. (2.96), one obtains

Im
[
MXY

MXX

]
= ln(10)

4
∆A. (2.104)
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In the linear polarization basis, CD is simply measured asIm[MXY /MXX ]. An important advantage

of using the linear polarization over the circular polarization is that one does not need to observe the

small difference as in Eq. (2.96). As a result, measurements with the linear polarization are less

susceptible from fluctuation. The detailed procedure for measurement and analysis of the Jones matrix

will be given in Section 3.2.

2.3.2 Second order

Although the second nonlinear processes are not used in this thesis work, it is worthwhile to briefly

discuss the second order nonlinear chiroptical spectroscopy here. For an isotropic achiral liquid, the

second-order nonlinear optical processes are generally prohibited due to the inversion symmetry [85].

For systems lacking the inversion symmetry such as surfaces and chiral media, the second-order non-

linear processes become allowed within the framework of the electric dipole approximation [86]. In

sum-frequency generation (SFG) spectroscopy, signals originating from surfaces and chiral media can

be distinguished by different polarization configurations [87].

In analogy with Eq. (2.35), the hyperpolarizability is defined as

βED
ijk (ωp + ωq, ωq, ωp) = 1

2ℏ2

∑
m,n

[ (µi)gn(µj)nm(µk)mg
(ωng − ωp − ωq − iΓng)(ωmg − ωp − iΓmg)

+ (µi)gn(µk)nm(µj)mg
(ωng − ωp − ωq − iΓng)(ωmg − ωq − iΓmg)

+ (µk)gn(µi)nm(µj)mg
(ωmn − ωp − ωq − iΓmn)(ωng + ωp + iΓng)

+ (µj)gn(µi)nm(µk)mg
(ωmn − ωp − ωq − iΓmn)(ωng + ωq + iΓng)

+ (µj)gn(µi)nm(µk)mg
(ωnm + ωp + ωq + iΓnm)(ωmg − ωp − iΓmg)

+ (µk)gn(µi)nm(µj)mg
(ωnm + ωp + ωq + iΓnm)(ωmg − ωq − iΓmg)

+ (µk)gn(µj)nm(µi)mg
(ωmg + ωp + ωq + iΓmg)(ωng + ωp + iΓng)

+ (µj)gn(µk)nm(µi)mg
(ωmg + ωp + ωq + iΓmg)(ωng + ωq + iΓng)

]
. (2.105)

Using Eq. (2.40), the second order nonlinear susceptibility is written by

χ
(2,ED)
IJK (ωp + ωq, ωq, ωp) = NεIJK

6ε0
(βED
xyz + βED

yzx + βED
zxy − βED

xzy − βED
yxz − βED

zyx). (2.106)

As with the linear susceptibility including the magnetic dipole interaction, the reflection through the
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xy-plane inverts the sign of the susceptibility;

χ
(2,ED)
IJK = NεIJK

6ε0
(βED
xyz + βED

yzx + βED
zxy − βED

xzy − βED
yxz − βED

zyx)

reflection−−−−−→ NεIJK
6ε0

(βED
yxz + βED

xzy + βED
zyx − βED

yzx − βED
xyz − βED

zxy) = −χ(2,ED)
IJK . (2.107)

In the second-order nonlinear spectroscopy, chiroptical signal is generated within the electric dipole

approximation. From Eq. (2.106), one notes thatχ
(2,ED)
IJK is proportional toεIJK . Thus, the suscepti-

bility vanishes unless all the electric fields have components perpendicular to each other. In an optical

configuration where two incident beams co-propagate and these polarizations are perpendicular to each

other, the induced polarization is parallel to the traveling direction and the emission is not construc-

tively generated. Thus, non-collinear configuration is used in the chiral SFG experiments, where the

coherence length is∼ 100 nm [88]. Although the coherence length is dependent on the incident angle

of the two incoming beams, it is generally much shorter than usual third order nonlinear spectroscopy

such as coherent anti-Stokes Raman scattering [89], in which the coherence length can be longer than 1

cm. Consequently the signal is relatively weak in the chiral SFG spectroscopy even though it is dipole

allowed.

Chiral SFG spectroscopy resonant with vibrational transitions [90–93], electronic transitions [88,

94], and both [95,96] has attracted attention as an emerging tool for investigating molecular chirality.

2.3.3 Third order

In this subsection, the theory is extended to the third order perturbation. Using Eq. (2.18), the third-

order perturbation expansion of the density operator without the damping is expressed as

ρ
(3)
I,mn(t) =

( 1
iℏ

)3∫ t

−∞
dt3

∫ t3

−∞
dt2

∫ t2

−∞
dt1[HI,int(t3), [HI,int(t2), [HI,int(t1), ρ(0)

I ]]]mn. (2.108)

Eq. (2.108) expresses the molecular density operator after the interactions with light which occur at

t1, t2 andt3. Eq. (2.108) includes 8 terms as a result of the expansion of the three commutator. These

correspond to different third-order nonlinear optical processes including the coherent Stokes Raman

scattering and stimulated Raman scattering. In this study, I perform chiroptical measurements using

coherent anti-Stokes Raman scattering (CARS), which is derived from the term

ρ
(3,CARS)
I,mn (t) =

( 1
iℏ

)3∫ t

−∞
dt3

∫ t3

−∞
dt2

∫ t2

−∞
dt1(HI,int(t3)HI,int(t2)HI,int(t1)ρ(0)

I )mn. (2.109)

So I will focus on this term in this section but the discussion below is easily applicable to optical

processes originating to the other terms. By introducing the relaxation Hamiltonian, Eq. (2.109)
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becomes

ρ
(3,CARS)
I,mn (t) =

( 1
iℏ

)3∑
a,b

e−Γmnt
∫ t

−∞
dt3(Hint(t3))mbe−(Γbn−Γmn)t3

×
∫ t3

−∞
dt2(Hint(t2))bae−(Γan−Γbn)t2

×
∫ t2

−∞
dt1(Hint(t1))ag⟨g|n⟩eΓant1 . (2.110)

Using Eq. (2.3), the expectation values of the third order nonlinear electric dipole moment density,

magnetic dipole moment density, electric quadrupole moment density are given by

⟨µi⟩ = N

( 1
iℏ

)3 ∑
a,b,c

(µi)gce−Γcgt
∫ t

−∞
dt3(Hint(t3))cbe−(Γbg−Γcg)t3

×
∫ t3

−∞
dt2(Hint(t2))bae−(Γag−Γbg)t2

∫ t2

−∞
dt1(Hint(t1))ageΓagt1 , (2.111)

⟨mi⟩ = N

( 1
iℏ

)3 ∑
a,b,c

(mi)gce−Γcgt
∫ t

−∞
dt3(Hint(t3))cbe−(Γbg−Γcg)t3

×
∫ t3

−∞
dt2(Hint(t2))bae−(Γag−Γbg)t2

∫ t2

−∞
dt1(Hint(t1))ageΓagt1 , (2.112)

⟨Qij⟩ = N

( 1
iℏ

)3 ∑
a,b,c

(Qij)gce−Γcgt
∫ t

−∞
dt3(Hint(t3))cbe−(Γbg−Γcg)t3

×
∫ t3

−∞
dt2(Hint(t2))bae−(Γag−Γbg)t2

∫ t2

−∞
dt1(Hint(t1))ageΓagt1 . (2.113)

Generally, the magnitudes of the magnetic dipole moment and the electric quadrupole moment are

several orders of magnitude smaller than that of the electric dipole moment. In the above expressions,

the terms including the magnetic dipole and electric quadrupole moments more than twice are negli-

gible. In Eq. (2.111), therefore, among the interaction Hamiltonians, the magnetic dipole and electric

quadrupole interactions are included at most once (Fig. 2.1, (A)-(G)). In Eqs. (2.112) and (2.113),

all the interaction Hamiltonians are approximated simply by the electric dipole interaction (Fig. 2.1,

(H),(I)).

First, the process including only electric dipole interactions (Fig. 2.1, (A)) is considered. The

expectation values of the third order nonlinear electric dipole moment density of the process (A) in
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Figure 2.1: Diagrams of the CARS processes including magnetic dipole or electric quadrupole inter-
actions.
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Fig. 2.1 is given by

⟨µi⟩A =− N

(iℏ)3

∑
a,b,c

∑
j,k,l

(µi)gce−(iωcg+Γcg)t
∫ t

−∞
dt3(µj)cbe−[iωbc−(Γbg−Γcg)]t3

×
∫ t3

−∞
dt2(µl)bae−[ωabi−(Γag−Γbg)]t2

∫ t2

−∞
dt1(µk)age−(ωgai−Γag)t1Ej(t3)El(t2)Ek(t1)

=N

ℏ3

∑
a,b,c

∑
j,k,l

(µi)gc(µj)cb(µl)ba(µk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

× e−i[(2ω1−ω2)t−(2k1−k2)·r]Ej(ω1)El(ω2)Ek(ω1), (2.114)

where the applied electric fields are assumed to be

Ei(t1) = Ei(t3) = Ei(ω1)e−i(ω1t−k1·r), (2.115)

Ei(t2) = Ei(ω2)e−i(ω2t−k2·r). (2.116)

The third-order nonlinear susceptibility of the electric dipole allowed CARS process in the molecular

coordination system is written as

χAijkl = N

ℏ3

∑
a,b,c

(µi)gc(µj)cb(µl)ba(µk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

. (2.117)

Each molecular state is written as a product of an electronic state and a vibrational state to apply the

Placzek’s polarizability approximation:

|g⟩ = |0⟩|0⟩, |a⟩ = |e⟩|na⟩

|b⟩ = |0⟩|n⟩, |c⟩ = |e⟩|nc⟩. (2.118)

As the Raman tensor is defined as

αij(ω) = 1
ℏ

∑
e

⟨0|µi|e⟩⟨e|µj |0⟩
ωe − ω0 − ω

, (2.119)

the third-order nonlinear susceptibility tensor given in Eq. (2.117) is rewritten as

χAijkl = N

ℏ
⟨0|αij(2ω1 − ω2)|n⟩⟨n|αlk(ω1)|0⟩

ωbg − ω1 + ω2
. (2.120)

When the magnetic dipole interaction is included in the CARS process, one of theµi andEi in Eq.

(2.114) is substituted bymi andBi, respectively. For example, the expectation value of the electric
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dipole moment density induced by the process B is written as

⟨µi⟩B =N

ℏ3

∑
a,b,c

∑
j,k,l

(µi)gc(µj)cb(µl)ba(mk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

× e−i[(2ω1−ω2)t−(2k1−k2)·r]Ej(ω1)El(ω2)Bk(ω1) (2.121)

=χBijklEj(ω1)El(ω2)Bk(ω1)e−i[(2ω1−ω2)t−(2k1−k2)·r]. (2.122)

By defining a Raman tensor with the magnetic dipole interaction as

Gij(ω) = 1
ℏ

∑
e

⟨0|µi|e⟩⟨e|mj |0⟩
ωe − ω0 − ω

, (2.123)

the third-order nonlinear susceptibility of the process B can be written as

χBijkl = N

ℏ
⟨0|αij(2ω1 − ω2)|n⟩⟨n|Glk(ω1)|0⟩

ωbg − ω1 + ω2
(2.124)

χC andχD are calculated as the same way as

χCijkl = N

ℏ
⟨0|αij(2ω1 − ω2)|n⟩⟨n|Gkl(ω1)|0⟩

ωbg − ω1 + ω2
(2.125)

χDijkl = N

ℏ
⟨0|Gij(2ω1 − ω2)|n⟩⟨n|αlk(ω1)|0⟩

ωbg − ω1 + ω2
. (2.126)

For the case that the electric quadrupole interaction is included, one of theµi andEi in Eq. (2.114)

is substituted byθαi and∇αEi. Therefore, the expectation value of the electric dipole density induced

by the process E is written as

⟨µi⟩E = N

6ℏ3

∑
a,b,c

∑
j,k,l

(µi)gc(µj)cb(µl)ba(θαk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

× Ej(ω1)El(ω2)e−i[(ω1−ω2)t−(k1−k2)·r]∇α[Ek(ω1)e−i[ω1t−k1·r]] (2.127)

= i(k1)α
6

χEijαklEj(ω1)El(ω2)Ek(ω1)e−i[(2ω1−ω2)t−(2k1−k2)·r]. (2.128)

By defining a Raman tensor with the electric quadrupole interaction as

Aiαj(ω) = 1
ℏ

∑
e

⟨0|µi|e⟩⟨e|θαj |0⟩
ωe − ω0 − ω

(2.129)
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the third-order nonlinear susceptibilities of the process E,F,G can be written as

χEijαkl = N

ℏ
⟨0|αij(2ω1 − ω2)|n⟩⟨n|Alαk(ω1)|0⟩

ωbg − ω1 + ω2
, (2.130)

χFijkαl = N

ℏ
⟨0|αij(2ω1 − ω2)|n⟩⟨n|Akαl(ω1)|0⟩

ωbg − ω1 + ω2
, (2.131)

χGiαjkl = N

ℏ
⟨0|Aiαj(2ω1 − ω2)|n⟩⟨n|αlk(ω1)|0⟩

ωbg − ω1 + ω2
. (2.132)

In the same way, the expectation values of the third order nonlinear magnetic dipole moment density

and electric quadrupole moment density are calculated as

⟨mi⟩H =N

ℏ3

∑
a,b,c

∑
j,k,l

(mi)gc(µj)cb(µl)ba(µk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

× e−i[(2ω1−ω2)t−(2k1−k2)·r]Ej(ω1)El(ω2)Ek(ω1) (2.133)

=χHijklEj(ω1)El(ω2)Ek(ω1)e−i[(2ω1−ω2)t−(2k1−k2)·r], (2.134)

⟨θαi⟩I =N

ℏ3

∑
a,b,c

∑
j,k,l

(θαi)gc(µj)cb(µl)ba(µk)ag
(ωcg − 2ω1 + ω2 − iΓcg)(ωbg − ω1 + ω2 − iΓbg)(ωag − ω1 − iΓag)

× e−i[(2ω1−ω2)t−(2k1−k2)·r]Ej(ω1)El(ω2)Ek(ω1) (2.135)

=χIαijklEj(ω1)El(ω2)Ek(ω1)e−i[(2ω1−ω2)t−(2k1−k2)·r], (2.136)

where

χHijkl = N

ℏ
⟨0|Gji(2ω1 − ω2)|n⟩⟨n|αlk(ω1)|0⟩

ωbg − ω1 + ω2
(2.137)

χIαijkl = N

ℏ
⟨0|Ajαi(2ω1 − ω2)|n⟩⟨n|αlk(ω1)|0⟩

ωbg − ω1 + ω2
. (2.138)

The total nonlinear polarization induced by above interactions is thus expressed as

PNLi =
G∑

X=A
⟨µi⟩X −

c

ω

∑
j,l

εijlkj⟨ml⟩H −
i

6
∑
j

kj⟨θji⟩I (2.139)

=
∑

j,k,l,α,β

[
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l E
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k + i(k1)α

6
χGijαklE
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− c
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εiαβ(k3)αχHβjklE
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∗l
2 E

k
1 −

i(k3)α
6

χIαijklE
j
1E
∗l
2 E

k
1

]
. (2.140)

Here,E1, E2 representE(ω1), E(ω2), respectively. Magnetic field is expressed asBi =
∑
α nεjizEj ,

wherez represents the traveling direction of the electromagnetic field. Therefore, the nonlinear polar-
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ization can be written as

PNLi =
∑

j,k,l,α,β

[
χAijkl + n1εjαzχ

B
iαkl + n2εlαzχ

C
ijkα + n1εkαzχ

D
ijαl + i(k1)α

6
χEiαjkl

− i(k2)α
6

χFijkαl + i(k1)α
6

χGijαkl − n3εizβχ
H
βjkl −

i(k3)α
6

χIαijkl

]
Ej1E

∗l
2 E

k
1 . (2.141)

Up to here, the discussion is given in the molecular coordinate system. What we observe experi-

mentally is, however, the susceptibilities in the laboratory coordinates. Now, the system is changed to

the laboratory coordinates system and averaged over all orientations by the use of Eqs. (2.41, 2.42).

The total nonlinear polarization in the laboratory coordination is written as

PNLI =
∑

J,K,L=X,Y,Z

N

ℏ(ωbg − ω1 + ω2 − iΓ)

× ⟨0|(a2 + γ2

45
)(δIJδKL + δIKδJL) + 2

15
γ2δILδJK − i

2
15
γ2
G(n2 − n3)δJKεIJZ

− i(aG′ + 1
45
γ2
G)[(n1 + n2)(δIJεKLZ + δIJεJLZ)− (n1 + n3)(δJLεIKZ + δKLεIJZ)]

+ iγ2
A

270ω1
[(k1 + k3)(δIJεKLZ + δIKεJLZ − (k1 + k2)(δJLεIKZ + δKLεIJZ)]|n⟩EJ1EL∗

2 EK1 ,

(2.142)

where tensor invariants are defined as

a = 1
3

(αxx + αyy + αzz), (2.143)

γ2 = 1
2

[(αxx − αyy)2 + (αyy − αzz)2 + (αzz − αxx)2], (2.144)

G′ = − i
3

(Gxx +Gyy +Gzz), (2.145)

γ2
G = i

2
[(αxx − αyy)(Gxx −Gyy) + (αyy − αzz)(Gyy −Gzz) + (αzz − αxx)(Gzz −Gxx)],

(2.146)

γ2
A = 3

2
ω1[Azxy(αyy − αxx) +Ayzx(αxx − αzz) +Axyz(αzz − αyy)]. (2.147)

The third-order nonlinear susceptibility including not only electric dipole interactions but also mag-

netic dipole and electric quadrupole interactions are thus given in the form of

χ
(3,eff)
IJKL = χNR

IJKL + NRIJKL
Ω− ω1 + ω2 − iΓ

, (2.148)
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where

RIJKL =⟨0|(a2 + γ2

45
)(δIJδKL + δIKδJL) + 2

15
γ2δILδJK − i

2
15
γ2
G(n2 − n3)δJKεILZ

− i(aG′ + 1
45
γ2
G)[(n1 + n2)(δIJεKLZ + δIKεJLZ)− (n1 + n3)(δJLεIKZ + δKLεIJZ)]

+ iγ2
A

270ω1
[(k1 + k3)(δIJεKLZ + δIKεJLZ − (k1 + k2)(δJLεIKZ + δKLεIJZ)]|n⟩/ℏ.

(2.149)

In CARS measurements, as the difference amongω1, ω2 andω3 is less than 10000 cm−1, the differ-

ences of refractive indices at each wavelength can be neglected. Under the approximationn1 = n2 =

n3 = n, Eq. (2.149) becomes simpler form as

RIKJL =1
ℏ

⟨
0
∣∣∣∣(a2 + γ2

45

)
(δIJδKL + δIKδJL) + 2

15
γ2δILδJK

− 2in
(
aG′ + 1

45
γ2
G

)
[(δIJεKLZ + δIKεJLZ)− (δJLεIKZ + δKLεIJZ)]

+ inγ2
A

135ω1

[(
1 + ω1 − ω2

2ω1

)
(δIJεKLZ + δIKεJLZ)

−
(

1− ω1 − ω2
2ω1

)
(δJLεIKZ + δKLεIJZ)

]∣∣∣∣n⟩
. (2.150)

For isotropic achiral media, the tensor invariantsG′, γG, γA vanish. Therefore, there are only two

independent tensor elements:

RXXXX = RY Y Y Y = 2
(
a2 + 4

45
γ2

)
, (2.151)

RXY Y X = RY XXY = 2
15
γ2, (2.152)

RXXY Y = RY Y XX = RXYXY = RY XY X = 1
2

(RXXXX −RXY Y X). (2.153)

For isotropic chiral media, on the other hand, the tensor invariantsG′, γG, γA do not vanish and two

more elements ofRIJKL become non-zero;

RXXXY = −RY Y Y X = −4in
[
aG′ + γ2

G

45
−

(
1 + ω1 − ω2

2ω1

) γ2
A

270c

]
, (2.154)

RXY Y Y = −R2111 = 4in
[
aG′ + γ2

G

45
−

(
1− ω1 − ω2

2ω1

) γ2
A

270c

]
, (2.155)

RXYXX = RXXYX = −RY XY Y = −RY Y XY = 1
2

(RXY Y Y −RXXXY ). (2.156)

In spontaneous ROA experiments, the dimensionless circular intensity difference (CID) is mea-
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sured. CID is defined as

∆(ξ) = IR(ξ)− IL(ξ)
IR(ξ) + IL(ξ)

. (2.157)

Here, IR(ξ) and IL(ξ) are the Raman intensities obtained with right- and left-circularly polarized

incident light in the scattering angleξ. The CIDs for backward (ξ = 180◦) and forward (ξ = 0◦) are

written in terms of the tensor invariants [97]:

∆(180◦) = 48n(γ2
G + γ2

a/18c)
45a2 + 7γ2 , (2.158)

∆(0◦) = 4n(45aG′ + γ2
G − γ2

A/6c)
45a2 + 7γ2 . (2.159)

By comparing Eqs. (2.155) and (2.159),RY XXX is approximated by the product of∆(0◦) and

RXXXX as

RY XXX ≃ −
i

2
∆(0◦)RXXXX (2.160)

In this research, I concentrate on detectingχ
(3,eff)
Y XXX = χNR

Y XXX+ NRY XXX
2ℏ(Ω− ω1 + ω2 − iΓ)

as a chirality

sensitive value. Detailed experimental procedure for extractingRY XXX will be given in Section 5.2.
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Chapter 3

Development of broadband and sensitive

femtosecond time-resolved dichroism and

birefringence spectroscopy

3.1 Introduction

Time-resolved circular dichroism (TRCD) spectroscopy has great potential as a powerful tool for inves-

tigating three-dimensional structural evolution during the reactions of chiral chemical species [98–100]

and biomolecules [67,101,102]. However, TRCD measurement remains a great challenge, mainly be-

cause of the extremely low signal intensity.

To date, ultrafast TRCD instruments have been developed by several groups [68,70,103]. They are

roughly classified into two categories, depending on their measurement schemes: difference absorp-

tion measurement and ellipticity measurement. In the former scheme, a small difference in absorbance

between right- and left-circularly polarized light, which is typically less than10−3 of the total ab-

sorbance, is measured as is the case in conventional steady-state CD spectroscopy [68]. The sensitivity

of this straightforward method is limited by power fluctuation of the light source because the noise

of the TRCD signal is primarily determined by intensity fluctuation of the huge achiral background.

In addition, in a pump-probe experiment, the measurement is susceptible to artifacts due to linear

birefringence (LB) and/or linear dichroism (LD) induced by pump radiation [104].

In the early development stage of the time-resolved difference absorption method, single wave-

length radiation was employed as the probe light [68]. Recently, Trifonov et al. have developed a

broadband TRCD spectrometer, where a white-light continuum (WLC) generated by self-phase mod-

ulation was employed as a light source [103]. While broadband TRCD measurements can provide rich

spectral information in the frequency domain, the difficulty in polarization control, attributed mainly to
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the strong wavelength dependence of the polarization property of optical components, prevents precise

CD measurement across the whole spectral region. On that account, broadband TRCD measurement

has been made only for a sample providing strong a TRCD signal of>50 mdeg [103].

In the ellipticity measurements, linearly-polarized or slightly elliptically-polarized light is em-

ployed as the probe light; CD is measured by monitoring the change in the ellipticity and azimuth of

the transmitted light, usually by the use of a strain plate or a Babinet-Soleil (BS) compensator [67,70].

In this method, only small portion of the probe light reaches the detector because most of the achi-

ral background is reflected at the polarization analyzer located after the sample, which drastically

increases the signal to background ratio of the CD measurement. Nevertheless, this type of TRCD

measurements using a BS compensator is only practicable at a single wavelength due to the strong

wavelength-dependent behavior of the phase retarder [70,74,100].

Recently, Eomet al. have developed new methods for ellipticity measurement employing the

heterodyne-detection technique [72,105]. They successfully obtained the steady-state CD and optical

rotatory dispersion (ORD) spectra of Ni-(tartrate)2 by measuring the relative phase and amplitude

of the transmitted electric field perpendicular to the incident polarization. They also referred to the

advantages of the technique for time-resolved CD or ORD applications; however no such an attempt

has yet been made probably because one has to overcome difficult obstacles in implementing the

technique to achieve precise TRCD measurements.

In this Chapter, I report the development of TRCD spectroscopy by the heterodyne detection,

which covers almost the whole visible range of 415 - 730 nm with a sensitivity much higher than

previously obtained (< 0.4 mdeg). Change of the polarization state by the sample is characterized

by measuring the phase and amplitude of the transmitted electric field by the spectral interferometry.

The setup developed here is used for measurements not only of time-resolved CD/ORD but also of

time-resolved LD/LB by employing different polarization angles.

3.2 Method

3.2.1 Jones matrix calculus

For investigating the polarization change by passing through the sample, it is convenient to use the

Jones matrix calculus, in which the polarization state of the light is described by a two-dimensional

complex vector. When the electric field propagating in thez-direction is written by (see Fig. 3.2 for

the definition of the coordinates1)

E(z, t) = Ẽxe
−i(ωt−kz) + Ẽye

−i(ωt−kz), (3.1)

1Here,x, y, z indicate the laboratory coordinate. It should be noted that the notation is different from Chapter 2, where
X, Y, Z are used for the laboratory coordinates.
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the Jones vector is defined by

J =

 Ẽx

Ẽy

 . (3.2)

Here, the absolute magnitudes and the arguments ofẼx andẼy represent the amplitude and the relative

phase of the electric field inx andy direction, respectively.

Polarization change induced by various optical components is represented by multiplication of

2× 2 Jones matrices. Those of CD, ORD, LD, and LB are given by [101]

MCD = 1
2

 kR + kL −i(kR − kL)

i(kR − kL) kR + kL

 , (3.3)

MORD =

 cos δ − sin δ

sin δ cos δ

 , (3.4)

MLD =

 kx 0

0 ky

 , (3.5)

MLB =

 e−iρ 0

0 eiρ

 . (3.6)

In the expression,kR, kL, kx andky are the square root of the transmittance of right circularly, left

circularly, x- and y-polarized light andδ and ρ are the phase retardation between right- and left-

circularly polarized light andx- and y-polarized light, respectively. Eqs. (3.5, 3.6) are the Jones

matrices for LD and LB when the optical axis isx or y direction. More generally, the Jones matrices

for LD and LB with the optical axis tilted byϕ are written by

MLD(ϕ) = R(ϕ)MLDR(−ϕ)

=

 kx cos2 ϕ+ ky sin2 ϕ (kx − ky) cosϕ sinϕ

(kx − ky) cosϕ sinϕ kx sin2 ϕ+ ky cos2 ϕ

 , (3.7)

MLB(ϕ) = R(ϕ)MLBR(−ϕ)

=

 e−iρ cos2 ϕ+ eiρ sin2 ϕ (e−iρ − eiρ) cosϕ sinϕ

(e−iρ − eiρ) cosϕ sinϕ e−iρ sin2 ϕ+ eiρ cos2 ϕ

 , (3.8)

whereR(ϕ) is the rotation matrix,

R(ϕ) =

 cosϕ − sinϕ

sinϕ cosϕ

 . (3.9)

When the linearly polarized light is used as the pump radiation, the angle of the induced anisotropy,ϕ,
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is the same as the polarization angle of the pump radiation.

Polarization change by successive optical components is written by multiplying the corresponding

matrices in the order of the interaction. When one optical component has more than two polarization

properties, the product express the total polarization change if they commute. For example, the Jones

matrix for the optical component possessing CD and ORD can be written by

MCD,ORD = MCDMORD

= MORDMCD

= 1
2

 kRe
−iδ + kLe

iδ −i(kRe−iδ − kLeiδ)

i(kRe−iδ − kLeiδ) kRe
−iδ + kLe

iδ

 . (3.10)

The above Jones matrix is the same as Eq. (2.99) in Section 2.3, which was derived for the isotropic

chiral system. When the incident field is polarized in thex-direction, the Jones vector for the output

radiation becomes

Jout = MCD,ORD

 E0

0

 (3.11)

= E0

 kRe
−iδ + kLe

iδ

i(kRe−iδ − kLeiδ)

 =

 Ẽout,x

Ẽout,y

 , (3.12)

(3.13)

whereE0 is amplitude of the incident field. As seen in Eq. (2.104), by calculating the ratio ofẼout,y

to Ẽout,x, CD and ORD can be extracted in the imaginary and real parts as

Ẽout,y

Ẽout,x
= δ + i

kR − kL
kR + kL

. (3.14)

If one optical component has more than two polarization properties and their Jones matrices do not

commute, the matrix for the component cannot be simply expressed by the product of the each matrix.

In order to calculate the Jones matrix for the net polarization change, N-matrix method is generally

used [106]. In the N-matrix method [101,106], the total Jones matrix is calculated via N-matrix, which

is defined as

N = dM

dz
M−1. (3.15)

If the sample is homogeneous alongz-direction, Eq. (3.15) can be formally solved as

M = exp (Nz). (3.16)
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From Eq. (3.16), the Jones matrix for infinitely thin layer can be approximated by

M ≃ 1 +Nz. (3.17)

Thus, the Jones matrix for multiple infinitely thin layers can be written as

∏
i

Mi ≃ 1 + z
∑
i

Ni, (3.18)

wherei indicates the index of the layers. This equation means, in the N-matrix representation, one

does not need to care about the order of interaction. For the calculation of the Jones matrix of the

optical component with more than two polarization properties, therefore, one can simply calculate the

total N-matrix by summing N-matrices of each property and then the total Jones matrix is calculated

from the total N-matrix using Eq. (3.16).

The N-matrices corresponding to Eqs. (3.3, 3.4, 3.7, 3.8) are

NCD = 1
2z

 ln kR + ln kL −i(ln kR − ln kL)

i(ln kR − ln kL) ln kR + ln kL

 , (3.19)

NORD = δ

z

 0 −1

1 0

 , (3.20)

NLD(ϕ) = 1
z

 ln kx cos2 ϕ+ ln ky sin2 ϕ (ln kx − ln ky) cosϕ sinϕ

(ln kx − ln ky) cosϕ sinϕ ln kx sin2 ϕ+ ln ky cos2 ϕ

 , (3.21)

NLB(ϕ) = − iρ
z

 cos2 ϕ− sin2 ϕ 2 cosϕ sinϕ

2 cosϕ sinϕ sin2 ϕ− cos2 ϕ

 . (3.22)

Given the N matrix

N =

 n1 n2

n3 n4

 , (3.23)

equation (3.16) can be explicitly rewritten as

M = eTz

 cosh (Q′z) + 1
2Q′

(n1 − n4) sinh (Q′z) n3
Q′

sinh (Q′z)
n2
Q′

sinh (Q′z) cosh (Q′z)− 1
2Q′

(n1 − n4) sinh (Q′z)

 ,
(3.24)
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where

T = n1 + n4
2

, (3.25)

Q′ =
√

1
4

(n1 − n4)2 + n2n3. (3.26)

With the N-matrices in Eqs. (3.19-3.22), the total Jones matrix representing all of LD, LB, CD, and

ORD becomes

Mtot(ϕ) =

 m1 m2

m3 m4

 , (3.27)

with

m1 = coshQ+ (sin2 ϕ− cos2 ϕ)(β − iρ)sinhQ
Q

, (3.28)

m2 = −
[
2 cosϕ sinϕ(β − iρ) + (δ + iγ)

]sinhQ
Q

, (3.29)

m3 = −
[
2 cosϕ sinϕ(β − iρ)− (δ + iγ)

]sinhQ
Q

, (3.30)

m4 = coshQ− (sin2 ϕ− cos2 ϕ)(β − iρ)sinhQ
Q

, (3.31)

where

β = 2(ln kx − ln ky), (3.32)

γ = 2(ln kL − ln kR), (3.33)

Q =
√

(β − iρ)2 + (δ + iγ)2. (3.34)

Equation (3.27) is a general form of Jones matrix which expresses all of LD, LB, CD, and ORD. What

is experimentally observed for such a sample will be discussed in the following sections.

3.2.2 Heterodyne-detected dichroism and birefringence measurement

In the present study, linearly-polarized radiation, with polarization angleθ from thex-axis, is employed

as the incident probe light. As will be shown in Section 3.2.4, the quantity experimentally measured

in Fourier transform spectral interferometry (FTSI) [107] is

Fx,y(ω, θ, τ) = Ẽx,y(ω, θ)ẼLO∗
x,y (ω) exp (−iωτ), (3.35)

whereẼx,y(ω, θ) and ẼLO
x,y (ω) express the electric field of the signal and the local oscillator(LO),

respectively, andτ is the temporal delay betweeñEx,y(ω, θ) and ẼLO
x,y (ω). As seen in Eq. (3.14),
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when a chiral liquid or solution is employed as the target object, one can simply calculate CD and

ORD from the quantityα(ω) defined as

α(ω) = 2θ0S(ω, 0)
S(ω, θ0)− S(ω,−θ0)

≃ δ + i
kR − kL
kR + kL

, (3.36)

where

S(ω, θ) = Fy(ω, θ, τ)
Fx(ω, θ, τ)

, (3.37)

with a fixed polarization angle,θ0. As (kR−kL)/(kR+kL) andδ in Eq. (3.36) respectively correspond

to CD and ORD, one can readily obtain CD and ORD spectra.

When the sample is photoexcited in TRCD measurements, LD and/or LB associated with pho-

toinduced anisotropy should be taken into consideration in addition to CD and ORD, where the total

Jones matrix is represented by Eq. (3.27). This leads to a situation in which the real (imaginary) part

of α(ω) does not simply correspond to ORD (CD). I have performed a model calculation ofα(ω) by

using Eq. (3.27) with hypothetical, but realistically presumed, CD, ORD, LD, and LB spectra in order

to estimate how LD and LB have a controversial influence on the CD and ORD measurement. With

Eq. (3.27),α(ω) spectra are calculated as

α(ω) = 2θ0S(ω, 0)
S(ω, θ0)− S(ω,−θ0)

(3.38)

= θ0m3(m2
3 cos2 θ0 −m2

2 sin2 θ0)
m1 sin θ0 cos θ0(m1m4 −m2m3)

. (3.39)

Calculated spectra ofα(ω) are shown in Fig. 3.1.

As shown in Fig. 3.1, the imaginary part of the calculatedα(ω), Im[α(ω)], is roughly reproduced

by the linear combination of CD and LB, and the real part,Re[α(ω)], by that of ORD and LD. The con-

tribution of LB and LD is nearly proportional to the angle between the pump and probe polarizations,

ϕ. The model calculations, however, also reveal thatIm[α(ω)] deviates significantly from CD and the

same goes forIm[α(ω)] vs. CD even when the pump and probe polarizations are set to be parallel

(ϕ = 0). These deviations can be approximated byLD × CD − LB × ORD for the imaginary part

and−LD×ORD−LB ×CD for the real part (see Fig. 3.1). In the measurements of time-resolved

CD and ORD, therefore, signals originating from anisotropy are generally superposed inα(ω) spectra

and great care is needed in handling the obtained data.

The discrepancy between the genuine CD/ORD andIm/Re[α(ω)] spectra atθ = 0 is explained

also by analytical calculation. With the assumptions ofθ0 ≪ π, δ ≪ β, γ ≪ ρ, andQ≪ 1, Eq. (3.39)
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Figure 3.1: Simulated spectra of the (a) imaginary and (b) real part of theα(ω) spectra(top) with
different pump polarization angleϕ. Hypothetical spectra of the CD, LB, ORD, and LD of the sample
are shown in the middle part of the figures. At the bottom of the figures, the difference between the
CD/ORD andα(ω) spectra are shown.
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is approximated by

α(ω) ≃ (δ + iγ)(1− β + iρ) (3.40)

= δ − δβ − γρ+ i(γ + δρ− γβ). (3.41)

As shown in Fig. 3.1 in the main text, the obtained spectra are significantly distorted when the system

has LD and/or LB. The difference between the spectrum ofIm[α(ω)] calculated by N-matrix method

and the true CD spectrum is approximated byδρ−γβ ,viz.,LB×ORD−LD×CD and that between

Re[α(ω)] and ORD is approximated by−δβ − γδ ,viz.,−LD ×ORD − LB × CD.

As will be discussed in Section 3.3.4, this issue can be circumvented by taking advantage of broad-

band measurements ofα(ω). A large quantity of the time- and wavelength-resolvedα(ω), which

are experimentally obtained by heterodyne-detected ellipticity measurements, are analyzed by the

singular value decomposition (SVD). In the SVD analysis, a series of time-resolvedα(ω) spectra

are well decomposed into genuine transient CD/ORD components and the anisotropic components,

LD × CD − LB × ORD and−LD × ORD − LB × CD for the imaginary and real parts, respec-

tively.

3.2.3 Apparatus and sample preparation

The optical setup of our heterodyne-detected femtosecond dichroism and birefringence spectrometer

is shown in Fig. 3.2. A Ti:Sapphire regenerative amplifier (Integra-C, Quantronix) is used as a light

source. The output of the amplifier (785 nm, 1 kHz, 2.2 mJ) is divided into pump and probe pulses.

The pump pulse is obtained by frequency conversion such as the second harmonic generation (SHG)

or the optical parametric amplification (OPA). In the proof of principle experiment using Ru(bpy)2+
3

as a sample, SH at 393 nm generated by LiB3O5 crystal is employed as the pump light. The pump

radiation is focused into the sample after passing through an optical delay and a Gran-Taylor polarizer.

For the probe pulse, WLC is generated by the self-phase modulation (SPM). The WLC beam is divided

into two so that they constitute a Mach-Zehnder interferometer; one is used as a probe and the other

is used as a LO. The probe polarization is set at an angleθ with the x axis by a Glan-Taylor (GT)

prism mounted on a stepper-motor driven rotational stage, which is placed just before the sample.

Here, thex- andy-coordinates are parallel to the polarization of the reflected and transmitted light

of the GT prism after the sample, respectively. The polarization of the LO is set to be linear and

slightly tilted fromx axis in order that the phase of thex- andy-polarization may be identical. The

probe light is recombined with the LO with optical delayτ , which is modulated using a piezo stage.

The combined light is separated intox- andy-polarized light by the GT prism and their spectra are

measured simultaneously in different lines of the CCD camera.

The pulse width of the probe and LO are elongated to∼2.5 ps primarily due to the dispersion of
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Figure 3.2: Experimental setup of the heterodyne-detected femtosecond TRCD spectrometer . BS:
beam splitter, BC: beam combiner,λ/2: half wave plate, P: polarizer, PZT: piezoelectric stage
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Figure 3.3: Protocol of measuring the time-resolved dichroism and birefringence spectra.

the polarizer. For measurements of dynamics faster than 2.5 ps, therefore, chirp compensation is done

by measuring the pulse shape using the optical Kerr effect. The time resolution is estimated to be less

than 400 fs in the measured wavelength range after the chirp compensation.

In this study, first, time-resolved LD/LB measurements were performed on an ethanolic solution

of 3,3’-diethyloxadicarbocyanine iodide (DODCI) with the excitation wavelength at 550 nm. Then,

I performed time-resolved CD/ORD measurements on∆- andΛ-Ru(bpy)2+
3 as a proof-of-principle.

Racemic Ru(bpy)3Cl2 was purchased from Aldrich and optically resolved by the procedure given in

Ref. [108]. The enantiomeric separation was confirmed by measuring CD spectrum of each sample

with a commercial CD spectrometer. Measurements below are made for 1 mg/mL aqueous solution of

∆- andΛ-Ru(bpy)3Br2.
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3.2.4 Procedure to extract dichroism and birefrengence spectra

In the conventional FTSI procedure, a better separation of the heterodyne term from the homodyne

terms in time domain is achieved by performing measurements with a largerτ value. The modulation

depth decreases, however, with increasingτ value, due to the limited coherence length. Thus, the

separation and the modulation depth are in a trade-off relationship. In order to overcome this difficulty,

in this study, measurements were performed with several differentτ values at sub-wavelength intervals

within the coherence length, and the heterodyne term is further separated by filtering out the homodyne

terms in the reciprocal space ofτ . The extraction of the heterodyne termsFx,y(ω, θ) is done as follows.

The sequence of each measurement is summarized in Fig. 3.3. In the current scheme, one set of

measurement at a single delay consists of 48 acquisitions of spectra. The dichroism and birefringence

spectra with and without the pump radiation are obtained from 24 acquisitions of the first and second

halves. In each half, the initial and final four acquisition are performed atθ = −0.5◦ (A,D in Fig.

3.3) and0.5◦ (C, F) to obtainS(ω,−0.5◦) andS(ω, 0.5◦), respectively. The middle 16 acquisitions

are performed atθ = 0.0◦ (B, D) to obtainS(ω, 0.0◦). The acquisitions at eachθ are performed with

different LO delays, which is modulated as

τ = τ0 + n∆τ, (3.42)

wheren indicates the data number. The measurements atθ = 0.0◦ are performed with the greater

number of acquisitions because the observed fringe is much weaker than those obtained atθ = ±0.5◦.

What is done for extractingS(ω, θ) is the same for these three processes (A, B, C in Fig. 3.3). So the

procedure is demonstrated below for a series of spectra atθ = 0.0◦ and 10 ps after the photoexcitation

of DODCI with the pump polarization,ϕ = 2.5◦.

The spectrum obtained atτ is formulated by

Ĩx,y(ω, θ, n) = |Ẽx,y(ω, θ) + ẼLO
x,y (ω, θ) exp[iω(τ0 + n∆τ)]|2 (3.43)

= |Ẽx,y(ω, θ)|2 + |ẼLO
x,y (ω, θ)|2

+ Ẽ∗x,y(ω, θ)ẼLO
x,y (ω, θ) exp[iω(τ0 + n∆τ)]

+ Ẽx,y(ω, θ)ẼLO∗
x,y (ω, θ) exp[−iω(τ0 + n∆τ)]. (3.44)

Here, what one needs to extract is the fourth term in Eq. (3.44). In the 16 acquisitions, the LO delay

is modulated fromτ = τ0 to τ = τ0 + 15∆τ with the increment of∆τ . Obtained raw spectra are

shown in Fig. 3.4, where the peaks of the spectral fringes shifts by the evolution ofτ . The observed

intensity monitored at 540 nm plotted as a function of the data number is shown in Fig. 3.5 (a). Sine

modulation originating toexp(iω(τ0 + n∆τ)) andexp(−iω(τ0 + n∆τ)) in Eq. (3.44) is observed

which is observed as a peak around 0.3 in the reciprocal space (Fig. 3.5 (b)).
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Figure 3.4:y component of the raw spectra obtained
at θ = 0. The LO delay is modulated fromτ = τ0 to
τ = τ0 + ∆τ .

Fourier transform

(a)

(b)

Figure 3.5: (a) Intensity change as a func-
tion of the data number. (b) Fourier trans-
form of (a). The blue and red curves rep-
resent the real and imaginary parts, respec-
tively.

By Fourier transforming̃Ix,y(ω, θ, n) from n tom, one obtains

ˆ̃Ix,y(ω, θ,m) =
∫
dn exp(−inm)Ĩx,y(ω, θ, n) (3.45)

=
(
|Ẽx,y(ω, θ)|2 + |ẼLO

x,y (ω, θ)|2
)∫

dn exp(−inm)

+ Ẽ∗x,y(ω, θ)ẼLO
x,y (ω, θ) exp(iωτ0)

∫
dn exp[−in(m− ω∆τ)]

+ Ẽx,y(ω, θ)ẼLO∗
x,y (ω, θ) exp(−iωτ0)

∫
dn exp[−in(m+ ω∆τ)]. (3.46)

Thus, in the ˆ̃Ix,y(ω, θ,m) spectra, as shown in Fig. 3.6, the homodyne and heterodyne terms are

observed atm = 0 andm = ±ω∆τ , respectively. Figure. 3.6 shows that the homodyne terms are

observed only atm = 0. However, the heterodyne terms are distributed fromm = 1/16 tom = 8/16

due to the spectral leakage in Fourier transformation [110], although it should be atm = 4/16, 5/16.

The spectral leakage is not problematic in the current analysis because the component only atm = 0

is erased at this stage and the others remain. Inm-space, the homodyne terms are erased by making
ˆ̃Ix,y(ω, θ, 0) = 0. Then, the spectra are inverse Fourier transformed fromm to n-space to obtain

Ĩ ′x,y(ω, θ, n) = Ẽ∗x,y(ω, θ)ẼLO
x,y (ω, θ) exp[iω(τ0 + n∆τ)]

+ Ẽx,y(ω, θ)ẼLO∗
x,y (ω, θ) exp[−iω(τ0 + n∆τ)], (3.47)
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x 1/20
m = 0

m = 1/16

m = 8/16

m = 2/16

m = 7/16

Figure 3.6:ˆ̃Iy(ω, θ,m) spectra obtained as Fourier transform ofĨy(ω, θ, n) from n tom.

whose spectrum atn = 0 is shown in the blue curve in Fig. 3.7 (a). By the comparison with the raw

spectrum shown in the red curve in Fig. 3.7 (a), it is clearly seen that the homodyne contribution is

canceled.

Next, Ĩ ′x,y(ω, θ, n) is inverse Fourier transformed fromω-space toT -space to obtain the time-

domain interferogram as follows:

I ′x,y(T, θ, n) =
∫
dω exp[−iω(T − τ0 − n∆τ)]Ẽ∗x,y(ω, θ)ELO

x,y (ω, θ)

+
∫
dω exp[−iω(T + τ0 + n∆τ)]Ẽx,y(ω, θ)ELO∗

x,y (ω, θ). (3.48)

The experimentally obtained time-domain interferogran withn = 0 andθ = 0.0◦ is shown in Fig.

3.7(b). The first and second terms in Eq. (3.48) are observed atT ≃ ±0.3 ps and the residual

homodyne terms are observed atT = 0. In order to extract the second heterodyne term, the filter

function given by the blue curve in Fig. 3.7 (b) is multiplied by the time-domain interferogram. For

comparison, the time-domain interferogram without the filtering inm-space is shown in Fig. 3.7 (c),

where the homodyne and heterodyne terms are mixed to each other at aroundT = 0.12 ps. In this case,

these are not separated simply by multiplying the filter function in the time domain. Reduction of the

homodyne term by the filtering inm-space improves the separation of the heterodyne term from the

homodyne term. This improvement is essential for sensitive measurement of weak chiroptical signals.
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(a)

(b)

(c)

Figure 3.7: (a) Red curve: the raw spectrum obtained atθ = 0.0◦ andτ = τ0, which corresponds
to Ĩy(ω, 0.0◦, 0). Blue curve: the spectrum after filtering in them space, which corresponds to
Ĩ ′y(ω, 0.0◦, 0). (b) Red: Time-domain interferogram obtained atθ = 0.0◦ andn = 0, which cor-
responds tõI ′y(ω, 0.0◦, 0). Blue: Filter function employed to extract the heterodyne term atT = τ . (c)
Notation of each curve is the same as (b), but the time-domain interferogram was obtained without the
filtering in them space.

After the filtering in the time domain, the time-domain interfergram is Fourier transformed to obtain

Fx,y(ω, θ, n) = Ẽ∗x,y(ω, θ)ẼLO
x,y (ω, θ) exp[iω(τ0 + n∆τ)]. (3.49)

Through the use of Eqs. (3.36, 3.37, 3.49),α(ω) spectra can be calculated.

3.3 Results and discussion

3.3.1 TRLD and TRLB measurements of DODCI

First, time-resolvedα(ω) spectra of DODCI after photoexcitation at 550 nm with non-parallel pump

polarization (ϕ = 2.5◦) are observed. Because DODCI is achiral molecule, the real and imaginary parts

of α(ω) precisely correspond to the LD and LB spectra induced by the photoexcitation, respectively2.

Figure 3.8 (a) shows LD spectra, which are observed asRe[α], at selected delays. For comparison, the

transient absorption (TA) spectra observed at the magic angle polarization are shown in Fig. 3.8 (b).

The spectral shapes of these two resemble each other, but the temporal decay of the LD is faster than
2Actually, whether or not the sample is chiral,α(ω) spectra are dominated by LD and LB whenϕ > 1◦.
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that of the TA.

In general, the absorbance changes on the condition that the probe polarization is parallel and

perpendicular to the pump polarization can be written by

A∥(λ, t) = d
∑
i

σi(λ)Ni(t)
1 + 2ri(t)

3
, (3.50)

A⊥(λ, t) = d
∑
i

σi(λ)Ni(t)
1− ri(t)

3
, (3.51)

wherei is the index of transitions,d is the thickness of the sample,σi(λ) is the absorption cross

section, andNi(t) is the number of molecules responsible fori-th transition at delay timet. In the

above equations,ri(t) is the anisotropy defined by

ri(λ, t) = 1
5

(3 cos2 ψi(t)− 1), (3.52)

whereψi(t) is the angle between the transition dipole moments of the probe and pump absorption. In

the current measurement, what is measured as LD is

Re[α(λ, t)] ≃ tanϕ
2

(A∥(λ, t)−A⊥(λ, t))

= d tanϕ
2

∑
i

σi(λ)Ni(t)ri(t). (3.53)

In the usual TA measurement, the absorbance difference measured at the magic angle is written as

AMA(λ, t) = 1
3

(A∥(λ, t) + 2A⊥(λ, t))

= d
∑
i

σi(λ)Ni(t). (3.54)

As the anisotropy is determined by the angle of the transition dipole moment, its value is constant over

a single transition. From Eqs. (3.53) and (3.54), the spectral profiles of LD andAMA are the same if

the anisotropy values are the same for all the measured transitions.

The sameness of the spectral profiles in the LD and TA indicates that all the considered transition

dipole moments are parallel to each other. From its linearity of the structure of DODCI (Fig. 3.9), it

is natural to assume that the transition dipole moments observed in the visible range are along its long

axis.

The difference in decaying behavior between the LD and TA is attributable tor(t). From the

measurements of the LD and magic-angle TA, anisotropy value is calculated by taking the ratio of LD

to TA. The decay profile ofr(t) is shown in Fig. 3.10. The temporal change ofr(t) is well reproduced

by a single exponential function with the decay constant of168± 3 ps, which is almost identical to the

previously reported values [111,112].
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Figure 3.8: (a) Time-resolved LD and spectra of DODCI after photoexcitation at 550 nm withϕ =
2.5◦. (b) Transient absorption spectra of DODCI measured at the magic angle polarization. The pump
wavelength is the same as that of (a).

N

O

N

O

Figure 3.9: Molecular structure of DODCI

3.3.2 Kramers-Kronig relations between LD and LB

In the current measurements, LB spectra are also measured at the same time (Fig. 3.11). Linear

birefringence is observed as the imaginary part ofα and proportional to the difference between the

refractive indices parallel and perpendicular to the pump polarization:

LB(λ, t) = Im[α(λ, t)]

= n∥(λ, t)− n⊥(λ, t)

= d tanϕ
2

∑
i

νi(λ)Ni(t)ri(t), (3.55)

whereνi(λ) represents wavelength dependence of refractive index of thei-th transition. As seen in the

LD spectra, decay due to the relaxation of the anisotropy is also observed in the LB.

In the current setup, the LD and LB spectra are measured independently. However, these should
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Figure 3.10: Temporal change of anisotropyr(t) measured at 440 nm. The circles represent the
observed data and the solid line represents the curve fitted by a single exponential function with the
lifetime of 168± 3 ps.

be related to each other via the Kramers-Kronig (KK) relations as follows [113,114]:

Re[α(ω)] = 2
π
P

∫ ∞
0

dω′
Im[α(ω′)]ω′

ω′2 − ω2 , (3.56)

Im[α(ω)] = − 2
π
P

∫ ∞
0

dω′
Re[α(ω′)]ω′

ω′2 − ω2 , (3.57)

whereP denotes the Cauchy principle value. Hence, the satisfaction of the KK relations is a good

criterion for the reliability of the measurements.

Below, LB spectrum is evaluated as the KK transform of the LD spectrum at 0.6 ps. It is hard to

evaluate the integral in the above equations because they span from 0 to∞ while the experimental data

are obtained in the limited range. Instead, I evaluate the KK relations by decompose the observed LD

spectrum into superposition of several Lorentzian functions as

Im[α(ω)] =
∑
i

AiΓi
(ω − ωi)2 + Γ2

i

. (3.58)

For the spectrum represented by Eq. (3.58), the KK transform can be analytically calculated as

Re[α(ω)] = −
∑
i

Ai(ω − ωi)
(ω − ωi)2 + Γ2

i

. (3.59)

To perform the KK transform, the LD spectrum at 0.6 ps was fitted by 5 Lorentzian functions as shown

in Fig. 3.12 (a). Figure 3.12 (b) shows the LB spectra observed experimentally (red) and reproduced

by the KK relations (blue). These two spectra are obviously consistent with each other. This is one

strong evidence showing spectra obtained in the developed setup are reliable.
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Figure 3.11: Temporal change of anisotropyr(t) measured at 440 nm. The circles represent the
observed data and the solid line represents the curve fitted by a single exponential function with the
lifetime of 168± 3 ps.

3.3.3 TRCD and TRORD measurements of Ru(bpy)2+
3

Steady-state CD and ORD spectra of∆- andΛ-Ru(bpy)2+
3 obtained with the setup developed in this

study are shown in Fig. 3.13 (a) and (b), respectively. The spectra of the enantiomers form a mirror

image and are consistent with the spectra measured with a commercial CD spectrometer. The imag-

inary and real parts of the obtained time-resolvedα(ω) spectra of∆- andΛ-Ru(bpy)2+
3 are shown

in Fig. 3.13 (c) and (d), respectively. In these measurements, no chirp compensation was performed

because the minimum time increment (4 ps) was longer than the cross-correlation between the pump

and the probe pulse. The observedα(ω) spectra at the longer delay are explained by the superposition

of the bleach of the ground state CD and a broad CD peak ranging from 550 nm to over 730 nm, which

is assignable to transient species. It should be noted that the spectra of the enantiomers at the longer

delay time are in a mirror image even for weak (∼ 0.4 mdeg) signal observed in the longer wavelength

region. On the other hand, the obtained spectra are significantly distorted at the shorter delay time due

to the photoinduced anisotropy.

3.3.4 SVD analysis

I performed SVD analysis on the obtainedα(ω) spectra ofΛ-Ru(bpy)2+
3 in order to separate spectral

components with different time dependence. Here, a series of time-dependentα(ω) spectra are denoted
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(a) (b)

Figure 3.12: (a) Red: Observed LD spectrum of DODCI att = 0.6 ps. Blue: Fitted curve by 5
Lorentzians. (b) Red: Observed LB spectrum of DODCI att = 0.6 ps. Blue: LB spectrum reproduced
by Kramers-Kronig transformation of the fitted LD spectrum (blue curve in (a)).

as

S =
(

s1 s2 · · ·
)
, (3.60)

wheresi corresponds to the spectrum obtained at thei-th delay. SVD decomposesS into the product

of three matrices as

S = UWV T , (3.61)

whereV T is the transposed matrix ofV . Here, the decomposition is done uniquely under the condition

such thatU andV are orthogonal andW is diagonal. Equation (3.61) is thus written in the vector form

as

(
s1 s2 · · ·

)
=

(
u1 u2 · · ·

) 
w1 0

0 w2
...




vT1

vT2
...


=

∑
i

uiwiv
T
i . (3.62)

Results of the decomposition ofIm[α(ω)] by SVD are shown in Fig. 3.14. From Fig. 3.14 (c), one

can see that only the beginning two components have non-negligible contributions. In other words, the

obtainedIm[α(ω)] spectra are mostly reproduced by the superposition ofu1 andu2, which temporally
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Figure 3.13: (a) CD and (b) ORD spctra of∆- andΛ-Ru(bpy)2+
3 in the ground state obtained with

our setup. (c) Imaginary and (d) real part of obtained time-resolvedα(ω) spectra of Ru(bpy)2+
3 . The

exposure time was 30 min for each spectrum except for that of the∆-isomer at 400 ps delay time,
which was obtained with 4 hours exposure time.

59



(a) (b)

(c)

Figure 3.14: Singular value decomposition of time-dependentIm[α(ω)] spectra. (a) Spectral compo-
nents (first and second columns ofU matrix), (b) Temporal components (first and second rows ofV
matrix), (c) Singular values (diagonal values ofW matrix)

evolve asv1 andv2, respectively, as follows:

(
s1 s2 · · ·

)
≃

(
u1 u2

)  w1 0

0 w2

  vT1

vT2

 . (3.63)

In SVD, asui andvi are determined by the orthogonality condition, they are not physically meaningful

in general.

At this stage, a model is needed for obtaining something physically meaningful. If the model

spectral sets,u′
i, or the model temporal changes,v′

i, can be reproduced by the linear combination of

ui or vi, respectively, the model may explain the experimental data. The linear combination is taken

with a transform matrixM as

S = UWV T

= UWM−1MV T

= U ′V ′T

=
∑
i

u′
iv
′ T
i , (3.64)

where

U ′ = UWM−1, (3.65)

V ′T = MV T . (3.66)

Usually one assumes the function form of eitheru′
i or v′

i by the model to calculateM . The other is

then derived from the above equations.

In the current measurements, one can safely presume that there are two different components
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Figure 3.15: Results of SVD analysis on the time-resolvedα(ω) spectra ofΛ-Ru(bpy)2+
3 . (a) Imag-

inary and (b) real parts of the spectra of the non-decaying and exponentially decaying components.
(c,d) Time dependence of the imaginary and real parts of each component, respectively.

becausewi are almost zero ati ≥ 3. I assume that one component does not change over time and the

other exponentially decays;

v′1(t) = v′10, (3.67)

v′2(t) = v′20e
−t/T . (3.68)

With V , from the SVD calculation, andV ′, from the model,M can be derived using Eq. (3.66). In

the actual analysis,v1(t) andv2(t) are fitted by the superposition ofv′1(t) andv′2(t), in which five

parameters, each element ofM andT , are determined. ForIm[α(ω)], the model of the temporal

changes,v′1(t), v′2(t), are shown by the solid lines in Fig. 3.15 (c). The linear combination ofv1(t) and

v2(t), obtained from Eq. (3.66) with theM determined by the fitting procedure, are drawn by + and

◦ markers in Fig. 3.15 (c), which shows the current model well explains the obtained data. One can

immediately calculate the corresponding spectra,u′1(ω) andu′2(ω), from Eq. (3.66), which are shown

in Fig.3.15 (a). The same analysis is performed independently for the series ofRe[α(ω)] spectra,
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Figure 3.16: Time-resolved (a) LD and (b) LB spctra ofΛ-Ru(bpy)2+
3 after photoexcitation at 393 nm.

Spectra are measured atϕ = 5◦.

whose results are shown in Fig. 3.15 (b,d). As theoretically expected, both the real and imaginary

parts ofα(ω) spectra are well reproduced by the same model.

Based on the fact that the spectrum of component 1 is reproduced by superposition of the reversed

ground state spectrum and a broad positive peak above 550 nm, which is not observed in the ground

state CD, I conclude that component 1 corresponds to the bleaching of the ground-state CD and the

appearance of long-lived excited-state CD.

The decay time constant of component 2 is estimated to be106 ± 13 ps, which is equal to that

of the anisotropy (119 ± 10 ps) measured by LD. Thus, I conclude that component 2 arises from the

photoinduced anisotropy. Although component 2 originates from the anisotropy, its spectral shape is

different from that of LB (Fig. 3.16), which is superposed onα(ω) spectra when the pump polarization

is not parallel to the probe polarization. Therefore, it is impossible to remove this signal simply by

rotating the polarizer for the pump radiation.

3.3.5 Assignments of the spectral components

There are several possible assignments for the broad CD peak observed in the wavelength range above

550 nm. Ru(bpy)2+
3 is photoexcited to a singlet metal-to-ligand charge-transfer (MLCT) state, which

undergoes ultrafast intersystem crossing to the long-lived triplet MLCT state. Besides the triplet MLCT

state, Ru(bpy)3+
3 , Ru(bpy)1+

3 , and solvated electrons are reported as products of redox reactions of

triplet MLCT state [115]. One can safely exclude the possibility of Ru(bpy)1+
3 because it does not

62



Figure 3.17: Time-resolved CD spectrum of∆-Ru(bpy)2+
3 with the electron scavenger (mixture of

water and acetone with the ratio of 4:11). Spectrum was obtained at 468 ps after the photoexcitation.

possess absorption ranging from 570 to 730 nm [116].Λ-Ru(bpy)3+
3 has positive CD band from 400

to 500 nm [117], which is not discernible in the CD spectrum of component 1. Hence, the contribution

of Λ-Ru(bpy)3+
3 should be negligible. The solvated electron has a broad absorption above 500 nm

and induced CD could be observed in this band if the electron is close to the chiral complex. In

order to check this possibility, I measured the TRCD spectrum of the same sample with electron

scavenger (mixture of water and acetone with the ratio of 4:11). It has been reported that the solvated

electron scavenged within 1.2 ns in the presence of 1% acetone [118,119]. As seen in Fig. 3.17, with

the addition of acetone, the spectral profile of the broad TRCD peak did not change from that with

pure water. This allows us to discard the possibility of the solvated electron as the spectral carrier.

Consequently, I concluded that the broad excited state CD comes from the triplet MLCT state.

There are two important advantages in our TRCD setup developed in this study over previous ones.

The first one is better sensitivity. In the recently reported single wavelength TRCD measurements [74],

the measurement error was about 0.3 mOD, which equals to 10 mdeg. Also in broadband TRCD spec-

troscopy, the sensitivity was estimated to be the order of 0.1 mOD [103]. The sensitivity obtained in

this study (< 0.4 mdeg or 0.013 mOD) is, at least, one order of magnitude better than in the previously

reported TRCD measurements. The other advantage is that the genuine TRCD spectra are extracted

from the raw spectra congested by the anisotropy induced signal. In the previous setups, it was as-

sumed that the anisotropy induced signals were negligible by employing linear polarization parallel

to the probe polarization [70, 100] or scrambled polarization [68, 99, 103] as pump pulses. However,

spurious signals originating anisotropy have not been quantitatively estimated in these studies. In our

setup, the anisotropy induced signals, which are induced even in the parallel polarization configuration,

can be clearly differentiated from the true TRCD spectra using SVD analysis.
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3.4 Conclusion

It is demonstrated that broadband and sensitive dichroism and birefringence spectroscopy with fem-

tosecond time resolution are feasible by the polarization-resolved optical heterodyne detection. The

developed setup was used both for time-resolved LD/LB and CD/ORD with using different pump po-

larization angle. In the TRCD spectroscopy using a linearly polarized pump light, it was impossible

to remove completely the artificial signal coming from anisotropy. By combining broadband TRCD

spectroscopy with SVD, I succeeded to extract the true TRCD spectra from the observed spectra.

Using the setup, sensitivity of about 0.4 mdeg was achieved with 30 minutes exposure time. The de-

veloped broadband and sensitive TRCD spectrometer will open up possibilities of accessing ultrafast

three-dimensional structural changes during photochemical reactions.
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Chapter 4

Direct observation of photo-induced

ultrafast chirality flip by TRCD

spectroscopy

4.1 Introduction

In this Chapter, the actual application of the developed TRCD spectroscopy to biomolecular dynamics

is demonstrated. As a target of biomolecular study with TRCD spectroscopy, I employ bilirubin (BR)

molecule (Fig. 4.1 (a)) bound to human serum albumin (HSA). Bilirubin is one of the mammalian bile

pigments. In the blood circulation, BR is transported by binding to serum albumins because BR is not

water-soluble. Due to its biological importance and interest as a molecular scientific target, structure

of the BR-HSA complex has been thoroughly investigated by X-ray crystallography [121], Resonance

Raman spectroscopy [122], and CD spectroscopy [123–134]. Among them, CD spectroscopy is rec-

ognized as a particularly powerful tool for analyzing the structure of BR-serum albumin complexes

because BR shows strong CD signal when it binds to serum albumins. CD spectra of BR-HSA com-

plex show bisignate peaks in between 400 and 500 nm which correlate with the dihedral angle between

the two dipyrrinone groups. One of the striking features of BR-HSA complex is its CD spectrum is

flipped by changing the pH value of the solution [123, 125, 126], which is attributable to the sign in-

version of the dihedral angle (Fig. 4.1 (b)). From the pH-dependent change of CD signal, this change

of the structures is associated with the N-F transition of the protein [126].

Besides its steady-state structure, understanding the structural evolution of BR-HSA complex after

photoexcitation is of importance in terms of application to phototherapy to lower BR concentration

of patients with neonatal hyperbilirubinemia. Structural change in the excited-state BR-HSA complex

has been investigated by fluorescence lifetime [135–137], transient absorption (TA) [136–138], and

circularly polarized luminescence (CPL) [135, 139]. In the CPL study, Tranet al. [135, 139] reported
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the sign of the CPL spectra are the same for pH=4.1 and 7.4 while CD spectra have opposite peaks at

these pH values. They attributed this results to the chirality flip in the excited states, but its dynamical

behavior has not been observed due to the lack of the ultrafast chiroptical techniques.

Herein, I report the direct observation of the ultrafast chirality flip of BR-HSA complex by the

femtosecond TRCD spectroscopy. In this study, I have measured the TRCD and TA spectra of BR-

HSA complex at pH=4.0 and 7.8 with the time resolution of∼ 100 fs. Both the ground-state bleach

(GSB) and excited-state absorption/CD (ESA/ESCD) are observed in the wavelength range between

400 and 500 nm. In order to interpret the observed ESA and ESCD spectra, I established a framework

for calculating them based on the exciton coupling theory, which enables us to calculate the ESA and

ESCD just from the information obtained in the ground state absorption and CD. The observed TRCD

show that the BR-HSA complex undergoes the chirality flip with the time constant of 10 ps at pH= 4.0.

4.2 Theory

Here we consider TA and TRCD spectra of a dimer-like molecule consisting of two chromophores

within the framework of the exciton coupling theory. In general, time-resolved spectra consist of

GSB, ESA/ESCD, and stimulated emission (SE). The spectral shape of GSB can easily be deter-

mined because it is identical to the flipped steady-state absorption/CD. Computational estimation of

the ESA/ESCD spectra is usually difficult because one needs to calculate the metastable states in the

electronically excited states. Here I demonstrate a practical method for calculating ESA and ESCD by

considering transitions only between the exciton states.

When a molecule consists of two interacting chromophores,i andj, one-exciton states|α⟩ and|β⟩

are formed as the linear combination of the locally excited states (Fig. 4.1 (c)):

|α⟩ = 1√
2

(
|ia⟩|j0⟩ − |i0⟩|ja⟩

)
, (4.1)

|β⟩ = 1√
2

(
|ia⟩|j0⟩+ |i0⟩|ja⟩

)
, (4.2)

where|ia⟩|j0⟩, |i0⟩|ja⟩ represent the states where chromophorei or j is locally excited. The ground-

state absorption and CD are derived by calculating the transition electric dipole moment and the transi-

tion magnetic dipole moment. The transition dipole moment of the transitions|0⟩ → |α⟩ and|0⟩ → |β⟩
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Figure 4.1: (a) Structure and (b) two enantiomeric conformers of BR. (c) Electronic energy states of
BR given by the exciton coupling. (d) Schematic CD spectra of BR of P- and M-conformers

are calculated as

⟨0|µ|α⟩ = 1√
2

(
⟨i0|⟨j0|(µi + µj)|ia⟩|j0⟩ − ⟨i0|⟨j0|(µi + µj)|i0⟩|ja⟩

)
= 1√

2
(µi

0a − µj
0a), (4.3)

⟨0|µ|β⟩ = 1√
2

(
⟨i0|⟨j0|(µi + µj)|ia⟩|j0⟩+ ⟨i0|⟨j0|(µi + µj)|i0⟩|ja⟩

)
= 1√

2
(µi

0a + µj
0a), (4.4)

whereµi andµj are the dipole moment operators of the isolated chromophores.

The total magnetic dipole momentM is defined as

M = e

2mc
(Ri × pi + Rj × pj) + mi + mj , (4.5)

whereRi,pi andmi are the position, momentum, and the internal magnetic dipole moment of chro-

mophorei. Thus, the transition magnetic dipole moment of the transitions|0⟩ → |α⟩ and|0⟩ → |β⟩

67



are calculated as

⟨0|M |α⟩ = 1√
2

[
e

2mc

(
Ri × pi0a −Rj × pj0a

)
+mi

0a −mj
0a

]
, (4.6)

⟨0|M |β⟩ = 1√
2

[
e

2mc

(
Ri × pi0a + Rj × pj0a

)
+mi

0a + mj
0a

]
. (4.7)

For the linear momentum of the chromophore can be rewritten by using the dipole moment as

pi0a = −2πimc
e

σ0µi
0a, (4.8)

whereσ0 is the excitation energy [140].

Through the use of Eqs. (4.3, 4.4, 4.6, 4.7, 4.8), the dipole strength,D, and the rotational strength,

R, of the transitions are given by

D(|0⟩ → |α⟩) = |⟨0|µ|α⟩|2

= 1
2
|µi

0a − µj
0a|

2, (4.9)

D(|0⟩ → |β⟩) = |⟨0|µ|α⟩|2

= 1
2
|µi

0a + µj
0a|

2, (4.10)

R(|0⟩ → |α⟩) = Im[⟨0|µ|α⟩ · ⟨α|M |0⟩]

= 1
2

[
Im{(µi

0a − µj
0a) · (m

i
a0 −mj

a0)}+ πσ0Rij · (µi
0a × µj

0a)
]
, (4.11)

R(|0⟩ → |β⟩) = Im[⟨0|µ|α⟩ · ⟨α|M |0⟩]

= 1
2

[
Im{(µi

0a + µj
0a) · (m

i
a0 + mj

a0)} − πσ0Rij · (µi
0a × µj

0a)
]
. (4.12)

For linear chromophores like dipyrrinone, the internal magnetic dipole momentsmi,j are negligible

and the rotational strength is simplified to

R(|0⟩ → |α⟩) = 1
2
πσ0Rij · (µi

0a × µj
0a), (4.13)

R(|0⟩ → |β⟩) = −1
2
πσ0Rij · (µi

0a × µj
0a). (4.14)

So the sign of the two CD peaks of the dimer system are opposite to each other (Fig. 4.2 (b)) and its

magnitude is determined by the angle between the transition dipole moments of chromophoresi and

j.

Suppose that the molecule is excited to|α⟩ to consider the excited-state CD and absorption. In this

case, the transition|α⟩ → |γ⟩ needs to be considered. Here,|γ⟩ denotes the two-exciton state with
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Figure 4.2: Schematic of the steady-state (a) absorption and (b) CD spectra of BR in the P-
conformation. (c) TA and (d) TRCD spectra of BR in|α⟩ forming the P-conformer. (e) TA and
(f) TRCD spectrum of BR in|α⟩ after the chirality flip to M-conformer.
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both the chromophores excited:

|γ⟩ = |ia⟩|ja⟩. (4.15)

If structural change in the excited states is negligible, the transition wavelength of|α⟩ → |γ⟩ is identi-

cal to that of|0⟩ → |β⟩ (Fig. 4.1(c)). The dipole strength of this transition is given by

D(|α⟩ → |γ⟩) =
∣∣∣⟨α|µ|γ⟩∣∣∣2

= 1
2

∣∣∣⟨ia|⟨j0|(µi + µj)|ia⟩|ja⟩ − ⟨i0|⟨ja|(µi + µj)|ia⟩|ja⟩
∣∣∣2

= 1
2

∣∣∣−µi
0a + µj

0a

∣∣∣2
= D(|0⟩ → |α⟩). (4.16)

Similarly, the rotational strength of|α⟩ → |γ⟩ is calculated as

R(|α⟩ → |γ⟩) = Im[⟨α|µ|γ⟩ · ⟨γ|M |α⟩]

= 1
2

[
Im{(−µi

0a + µj
0a) · (−mi

a0 + mj
a0)}+ πσ0Rij · (µi

0a × µj
0a)

]
= R(|0⟩ → |α⟩). (4.17)

Thus, in this model, the magnitudes of ESA and ESCD associated with the transition|α⟩ → |γ⟩ are

the same as those with the transition|0⟩ → |α⟩ as shown by the red spectra in Fig. 4.2 (c,d).

In the current discussion, it is assumed that SE is not observed in the wavelength range between

400 and 500 nm because large Stokes shift is observed in fluorescence on BR-HSA complex [141].

Thus, the total TA and TRCD at|α⟩ are given by the superposition of GSB and ESA/ESCD as shown

in Fig. 4.2 (c,d). In the TA spectrum, GSB in the shorter wavelength range is canceled by the ESA. In

the TRCD spectrum, on the other hand, those in the same wavelength range are constructively added.

If the molecule is excited to|β⟩ by pumping the absorption peak at the shorter wavelength, the ESA

and ESCD are observed in the longer wavelength range, corresponding to|β⟩ → |γ⟩ transition. In this

case, the ESA/ESCD peak in the longer wavelength is canceled by GSB in the TA spectrum and is

constructively added with the GSB in the TRCD spectrum.

Structural change in the excited states can happen in actual cases. If the handedness of the molecule

is reversed, the ESCD of|α⟩ → |γ⟩ transition reverses while the ESA of the same transition remains

the same as shown in Figs. 4.2 (e,f). Consequently, in this simple framework, the total TRCD peak at

the shorter wavelength disappear by the chirality flip. In the actual experiments, the results are bit more

complicated because also the de-excitation happens simultaneously and both|α⟩ and|β⟩ are populated

because two peaks are overlapped in the ground state absorption. Such complications will be taken

into account as parameters in the fitting analysis as shown in Sec. 4.4.1.
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Figure 4.3: Schematic of the developed OPA system for generation of the wavelength-tunable pump
radiation

4.3 Experimental

4.3.1 Optical setup

In this study, I have performed the TA and TRCD measurements of BR-HSA complex with excitation

wavelength resonant with the exciton band. For the probe part of TRCD measurements, the setup

and procedure presented in Chapter 3 is employed. For the generation of wavelength-tunable pump

radiation, optical parametric amplifier (OPA) was newly developed.

The design of the developed two-stage OPA system is based on what is found in the literature [142].

About 0.8 mJ of the output of the regenerative amplifier was used for pumping the OPA system. An

only small portion (∼ 0.1 mJ) of the input beam is reflected by a quartz plate both for the generation

of the seed pulse and for the pump pulse of the first-stage amplification. For the seed light, the beam

reflected again by the quartz plate (∼ 1µJ) is focused into a sapphire plate and white light continuum is

generated. The generated continuum and the pump are spatially and temporally overlapped in a BBO

crystal (type 2,θ = 28◦, 3 mm). The temporal overlap is realized by finely tuning the position of the

quartz plate until the sum-frequency generation between the pump pulse and the generated signal pulse

is found. The amplified seed pulse is combined with the pump pulse for the second-stage amplification

by a dichroic mirror. The seed pulse is further amplified by the intense pump radiation with∼ 0.7 mJ

71



Polychromator

Sample

BS

BC

CCD
λ

SC

PP(θ)

Water

90°

90°

P

λ/2

Pump (~490 nm: Signal(1300 nm)  + 785 nm)
Ti:sapphire regen (785 nm, 100 fs, 1 kHz)

Quartz

λ/2

P(φ)

Chopper

Time

1 ms

37 ms

Time

Delay
Chopper

49 ms

Chopper

CCD exposure

Probe

Pump

(a)

(b)

Figure 4.4: (a) Schematic of the setup used for TA measurements, (b) Timing sequence diagram of the
pump and probe pulses with respect to the CCD exposure and the chopper.

and about 0.2 mJ of the output is obtained as a total power of the signal and the idler.

The pump radiation used in this study was at 490 nm, which was resonant with the lower exciton

state of BR. In order to obtain such wavelengths, the sum frequency between the fundamental (785

nm) the signal (∼ 1200 - 1570 nm) was generated.

For the TA measurements, the setup was slightly modified to what is shown in Fig. 4.4 (a). From

the TRCD setup shown in Fig.3.2, the setup can easily be altered to this configuration just by block-

ing the local oscillator and the signal part after the polarizer. In TA measurements, the spectrum of

the probe light whose polarization is parallel to the incident polarization is simply measured by the

polychromator and CCD. In order to minimize the noise from the spectral fluctuation of the probe, the

exposure time was set as short as possible in the current electronics. The sequence of the series of

measurements are shown in Fig. 4.4 (b). The chopper, synchronized with the laser output TTL divided

by 100 (10 Hz), is used for modulating the pump pulses. The CCD exposure, on the other hand, is

synchronized with the laser output TTL divided by 50 (20 Hz) to alternately obtain the spectra with
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Figure 4.5: (a) 2D-plot of the cross correlation between the pump and probe measured as the OKE
of water, (b) 2D-plot of the cross correlation between the pump and probe after the chirp compensa-
tion, (c) Typical delay-dependent OKE signal measured at 450 nm, (d) Wavelength dependence of the
temporal width of the OKE signal obtained by Gaussian fitting

and without the pump light. Each measurement with and without the pump light is repeated for 20

times for a single delay and the delay stage is moved to the next position.

Prior to the TA and TRCD measurements, I have performed the optical Kerr effect (OKE) measure-

ments of water. Two-dimensional plot of OKE signal is shown in Fig. 4.5 (a). It is seen that the probe

light is strongly chirped due to the dispersion of optical components such as polarizers. To compensate

the chirp structure of the probe light, the OKE signal is fitted by a Gaussian function (Fig. 4.5 (c)).

After the measurements of TA and TRCD, the time origin of them at each wavelength is shifted by the

central position of the fitted Gaussian functions. From the 2D plot of the OKE signal after the chirp

compensation by the OKE signal itself, which is shown in Fig. 4.5 (b), we see the procedure for the

chirp compensation works well. The wavelength-dependent plot of the width of the fitted Gaussians is

given in Fig. 4.5 (d). Temporal resolution is about 100 fs in the current setup over the whole spectral

range.
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Figure 4.6: Steady-state CD spectra of BR-HSA complex (100µM) at pH=4.0 and 7.8.

4.3.2 Sample preparation

Complexation of BR to HSA was performed by following the reported procedure [134]. Bilirubin was

purchased from Wako and used as received. Human serum albumin was purchased from Wako and

defatted by the charcoal treatment [143] prior to use. Albumin (5 g) was dissolved in 50 mL of water

and pH of the solution was adjusted to 3.0 by the addition of hydrochloric acid. Charcoal (0.5 g) was

added, and the solution was stirred for 1 hour in an ice bath. Charcoal was then removed by centrifuge

and filtration (Whatman, GX/X, PVDF, 0.2µm). The pH of the solution was adjusted to 7.0, and the

solution was stored in a refrigerator.

Before BR is mixed with the defatted HSA solution, solid BR is pre-dissolved in NaOH solution

(∼ 100 mM). A stock solution of BR and HSA are mixed with the molar ratio of 1:1 and the final

concentration was adjusted to 100µM by adding the buffer solution (acetate buffer for pH=4.0 and

Tris-HCl for pH=7.8). Complexation was confirmed by measuring the steady-state CD spectra of BR-

HSA complexes at pH=4.0 and 7.8. As reported in the literatures [123–125], CD spectrum is reversed

at these two pH values as shown in Fig. 4.6.

4.4 Results and discussion

4.4.1 TA and TRCD spectra of BR-HSA complex at pH=4.0

Figure 4.7 (c) shows the TA spectra of BR-HSA complex at pH=4.0 after the photoexcitation at 490

nm. Pump polarization was set to the magic angle (54.7◦). In the wavelength range longer than 500

nm, TA spectra are dominated by the ESA, which is consistent with the previously reported TA data
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Figure 4.7: Steady-state (a) absorption and (b) CD spectra of the BR-HSA complex (100µM) at
pH=4.0. (c) TA and (d) time-resolved CD spectra of the BR-HSA complex (100µM) at pH=4.0
after photoexcitation at 490 nm. * Negative peak due to strong scattering from the pump radiation is
observed in the hatched region.

of BR in bulk solution and bound to HSA [136–138]. In the wavelength between 400 and 500 nm, the

TA spectra look dominated by the GSB but its spectral shape is significantly different from that in the

ground-state absorption (Fig. 4.7 (a)). Namely, the absolute magnitude of the TA is stronger at around

470 nm. As we can assume that the molecule is excited mainly to|α⟩ by the 490-nm excitation, the

positive ESA at around 430 nm should be observed as with the schematic TA spectrum in Fig.4.2 (c).

This ESA partially cancels the negative GSB and the absolute magnitude of the TA signal at 430 nm

results in smaller than that at 470 nm.

Figure 4.7 (d) shows TRCD spectra of BR-HSA complex at pH=4.0 after the photoexcitation at 490

nm at selected delays. The spectra in the wavelength range between 400 and 500 nm are reproduced

by the superposition of the GSB and ESCD as is the case in the TA. In the TRCD spectra, as opposed

to the situation in the TA, the absolute magnitude of the band at the shorter wavelength is stronger than

that in the ground-state CD. This is also consistent with the discussion in Section 4.2, in which the

ESCD and GSB at 430 nm are constructively added to each other (Fig.4.2 (d)).
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Figure 4.8: Time dependent change of the normalized TA and TRCD at (a) 433 nm and (b) 478 nm.

The temporal change of the TA and TRCD at 433 nm and 478 nm are plotted in Figs. 4.8 (a)

and (b), respectively. In these curves, the intensity is normalized by the value at the time origin. The

decay at each wavelength is reproduced by bi-exponential function with the time constant of 3 and 54

ps. However, the magnitude of the faster component is significantly larger in the TRCD than in the

TA. This indicates that the decay of TRCD does not simply come from the de-excitation to the ground

state, where the normalized decay curves of the TRCD and the TA should be the same. These data

also cannot be explained by assuming that the BR is racemized by photoexcitation and kept racemized

even after the de-excitation. In this case, the TA should decay faster than the TRCD, which is opposite

to the data obtained here. We show below that the results obtained here are attributed to the chirality

change in the excited state.

To explain both the bi-exponential decay and the difference in the amplitude between the TRCD

and TA, the model shown in Fig. 4.9 is developed. BR-HSA complex forms P-conformer in the ground

state at pH=4.0 [125]. After the photoexcitation, two possible channels are considered. One is to relax

directly to the ground state by the rate constant ofk1 without a significant structural change in the

excited state. The other is to undergo the chirality flip to M-conformer by the rate constant ofk2 and

then relax to the ground state byk3. It is assumed that the rate of the chirality change back to the P-

conformer in the ground state is much larger thank3. In this model, temporal change of the population

of each state is governed by the following differential equations:

d[M]
dt

= k1[M∗] + k3[P∗], (4.18)

d[M∗]
dt

= −k1[M∗]− k2[M∗], (4.19)

d[P∗]
dt

= k2[M∗]− k3[P∗]. (4.20)

76



M-conformer P-conformer

hv

θ

M

M* P*

Figure 4.9: A model developed for explaining the observed TA and TRCD.

To actually perform the fitting analysis, the spectral shape of each state needs to be assumed.

Obviously, the CD and absorption spectra of M should be the same as those observed in the steady-

state (Figs. 4.10 (a,d)). As for M∗, both the lower and higher exciton states,|α⟩ and |β⟩, are taken

into consideration to reproduce the experimental data. First, the complex at|α⟩, which is referred to as

M∗(|α⟩), is considered. In this case, the absorption and CD of M∗(|α⟩) should be observed at around

430 nm as discussed above. As shown in Eq. (4.16), the dipole strength of the ESA at M∗(|α⟩) is

the same as that of the 470-nm band of the ground-state absorption, which is positive. As shown in

Eq. (4.17), the rotational strength of the ESCD at M∗(|α⟩) is also the same as that of the 470-nm

band of the ground-state CD, which is negative. The dipole strength and the rotational strength of

the ground-state exciton band were estimated by fitting the ground-state absorption and CD by two

Gaussian functions as shown in Figs. 4.10 (a) and (d). The common width and central wavelength of

the two gaussian functions were used in the fitting procedure. Then, the absorption and CD spectra

of M∗(|α⟩) become those shown in Figs. 4.10 (b) and (e), respectively. Next, the higher exciton

state, M∗(|β⟩) is considered. In this case, the absorption and CD should be observed at around 470

nm. The sign of the CD spectrum of M∗(|β⟩) becomes positive because its rotational strength is the

same as that of the 430-nm band in the ground-state CD. Consequently, the absorption and CD spectra

of M∗(|β⟩) are assumed to be those shown in Figs. 4.10 (c) and (f), respectively. In the following

analysis, the spectral shape of P∗(|α⟩) and P∗(|β⟩) is assumed to be arbitrary because we do not have

enough structural information for predicting it at this stage.

With the absorbance and CD values of state X at wavelengthλ,AX,λ andCDX,λ, the time depen-
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Figure 4.10: (a) Circles: Ground state absorption spectrum of BR-HSA complex at pH=4.0. Line:
Fitting result by two gaussian functions. (b, c) Absorption spectra of b: M∗(|α⟩) and c: M∗(|β⟩)
estimated by using the exciton coupling theory. (d) Circles: Ground state CD spectrum of BR-HSA
complex at pH=4.0. Line: Fitting result by two gaussian functions. (e, f) CD spectra of e: M∗(|α⟩)
and f: M∗(|β⟩) estimated by using the exciton coupling theory.

dent change of TA and TRCD at 433 nm and 478 nm are given by the following equations:

TAλ(t) = −(1− [M](t))AM,λ + [M∗](t)[RAM∗(|α⟩),λ + (1−R)AM∗(|β⟩),λ]

+ [P∗](t)[RAP∗(|α⟩),λ + (1−R)AP∗(|β⟩),λ], (4.21)

TRCDλ(t) = −(1− [M](t))CDM,λ + [M∗](t)[RCDM∗(|α⟩),λ + (1−R)CDM∗(|β⟩),λ]

+ [P∗](t)CDP∗,λ, (4.22)

whereλ is the wavelength, which can be 433 nm or 478 nm, andR is the population ratio of|α⟩ to

total population of|α⟩ and|β⟩. In the above equations, the concentration was normalized by 1, namely

[M] + [M∗] + [P∗] = 1, and it was assumed that the absorption spectrum of M∗ was identical to that

of P∗, namelyAM∗(|α,β⟩),λ = AP∗(|α,β⟩),λ. Therefore, seven parameters,k1, k2, k3, R, CDP∗,433nm,

CDP∗,478nm and the initial concentration of [M∗], determines the temporal change of TA and TRCD

in the current model. The experimental data shown in Fig. 4.8 were then fitted by Eqs. (4.21, 4.22)

with the solution of Eqs. (4.18, 4.19, 4.20).

The fitting results are shown in Fig. 4.11 (a) and the obtained parameters are shown in Table. 4.1.

As seen in Fig. 4.11 (a), the temporal evolution of the TA and TRCD are well reproduced by the current

model. After the photoexcitation, a portion of the complex relaxes to the ground state by the internal

conversion with the time constant of1/k1 = 7.7 ± 0.3 ps. The rest of the excited species undergoes

the chirality flip with the time constant of1/k2 = 10.4± 0.5 ps and goes back to the ground state with

1/k3 = 171 ± 6 ps. From the fitting analysis, the temporal change of each state is obtained as shown
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Figure 4.11: (a) Circles: Observed TRCD data at 433 and 478 nm, Crosses: Observed TA data at 433
and 478 nm. Solid lines are reproduced curves by the fitting using Eqs. (4.21, 4.22). (b) Temporal
evolution of each state calculated by the fitting analysis. (c) TRCD spectra of BR-HSA complex at
pH=4.0 after subtracting the GSB contribution.

in Fig. 4.11 (b). By the excitation, 17% of M is excited to M∗. The population of M∗ immediately

relaxes to either M or P∗, where the branching ratio is determined byk1/k2. In the longer delay, the

recovery of M is synchronized with the decay of P∗.

In the current model, the time-resolved spectra are assumed to be the superposition of the spectra of

M, M∗, and P∗. Among them, the spectral shape of M is the same as that of the ground-state spectrum

without doubt. Thus, the subtraction of the ground-state CD spectra multiplied by1− [M](t) from the

observed TRCD spectra should give the CD spectra of M∗ and P∗. TRCD spectra after the subtraction

of the GSB are shown in Fig. 4.11 (c). One can clearly see the sign reversal of the excited-state CD.

Table 4.1: Parameters obtained by the fitting analysis

k1 [/ps] k2 [/ps] k3 [/ps]
0.129± 0.005 0.096± 0.004 0.0058± 0.0002

R CDP∗,433nm [mdeg] CDP∗,478nm [mdeg] [M∗](t = 0)
0.875± 0.003 1.1± 2.4 −14.8± 1.9 0.170± 0.002
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Figure 4.12: Steady-state (a) absorption and (b) CD spectra of the BR-HSA complex (100µM) at
pH=7.8. (c) TA and (d) time-resolved CD spectra of the BR-HSA complex (100µM) at pH=7.8
after photoexcitation at 490 nm. * Negative peak due to strong scattering from the pump radiation is
observed in the hatched region.

4.4.2 TA and TRCD spectra of BR-HSA complex at pH=7.8

I have performed the series of measurements also for BR-HSA complex at pH=7.8. The sample was

prepared with basically the same procedure, but the final pH value was adjusted with Tris-HCl buffer

solution. The observed TA and TRCD spectra are shown in Fig. 4.12, in which the measurement

conditions were the same as those at pH=4.0 except for the pH value. Spectral feature of the TA is

similar to that observed at pH=4.0, but stronger SE is observed above 530 nm at early delay times at

pH=7.8. For the TRCD spectra, the rotational strength of the ESA and SE observed above 500 nm is

larger than that at pH=4.0. These differences imply the excited state dynamics is significantly different

between at pH=4.0 and pH=7.8.

The temporal changes of the TA and TRCD at 464 nm are plotted in Fig. 4.13. At pH=7.8,

differently from those at pH=4.0, both the TA and TRCD decay single exponentially with the time

constant of 16 ps. Here, one notes the TA and TRCD do not decay to zero completely by the single

exponential decay. The long-lived (> 1 ns) species was reported in the previous research with the
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Figure 4.13: Time dependent change of the normalized TA and TRCD at 433 nm.

fluorescence lifetime [25], which they have assigned to the product of the excited-state proton transfer

or trans-cisisomerization of bilirubin. Now I do not discuss them in detail because the timescale of

these dynamics is thought to be much longer than the measurement range in the current experiments.

The simpler model shown in Fig.4.14(a) is considered for the complex at pH=7.8. At pH=7.8,

the complex forms P-conformer in the ground state [125]. The single exponential decay indicates that

there is no potential barrier over which the complex passes in the excited state like the excited-state

dynamics at pH=4.0. Thus, after the photoexcitation, it can be assumed that complex immediately (<1

ps) relaxes to the potential well in the excited state and goes back to the ground state with the time

constant of 16 ps.

Here it is hard to obtain the temporal change of the population of the excited- and ground-states as

was done in Fig. 4.11, because CD and absorption spectra of the metastable state in the excited state

are unknown. However, it can be safely assumed that the recovery of the ground-state population is

given by a single exponential function with the time constant of 16 ps. The problem is that the initial

concentration of the excited state cannot be determined from the data. So I assumed that the amount

same as that at pH=4.0 (17 %) is excited by the photoexcitation because the absorption coefficient

at 490 nm is almost the same at pH=4.0 and 7.8. The bleach-subtracted CD spectra at pH=4.0 with

this assumption are shown in Fig.4.14(b). The spectra show that the shape is time-independent which

indicates that the chirality flip does not happen in the excited states. I also calculated the bleach-

subtracted spectra with the assumption that 10, 20 and 30 % of the molecules are excited, but no CD

spectral change was observed even in these cases.
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Figure 4.14: (a) A model of excited state dynamics of BR-HSA complex at pH=7.8. (b) TRCD spectra
of BR-HSA complex at pH=7.8 after subtracting the GSB contribution.

4.4.3 Comparison with the previous studies

Previously, CD and CPL spectra of BR-HSA complex at pH=4.1, 4.8, 7.4, and 9.0 were measured by

Tranet al [135, 139]. In general, the sign of CPL spectrum is the same as that of CD spectrum unless

the molecule undergoes chirality change [23]. For the BR-HSA complex, the sign of CD and CPL is

the same at pH values above 4.8 but is opposite at pH=4.1 [139]. The authors assigned these results to

the chirality change in the excited state at pH=4.1, which is consistent with the conclusion obtained by

the TRCD spectroscopy here.

In the early time-resolved TA study of BR-HSA complex at pH=7.4 [138], GSB around 470 nm

and ESA around 500 nm were clearly observed. They fitted the temporal change both of the GSB and

ESA by single exponential functions and determined the lifetime as19 ± 3 ps, which is consistent

with the current results shown in Fig. 4.13. It was concluded that 19-ps decay of the GSB and ESA

was associated with trans to cis isomerization of one of the two dipyrrinone groups, which does not

accompany the chirality change. The time-resolved spectroscopic study of BR-HSA by Greeneet

al. was followed by that with better time-resolution by Zietzet al. [136, 137]. They have reported

fluorescence lifetime, and TA of bilirubin mainly in bulk organic solvents and BR-HSA complex was

investigated only by fluorescence lifetime, not by TA.
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4.5 Conclusion

Excited-state dynamics of BR-HSA complex at pH=4.0 and 7.8 were investigated by femtosecond

TRCD and TA spectroscopy. At pH=4.0, both the TA and TRCD decayed bi-exponentially but their

decay amplitudes were different, which strongly implied the chirality change in the excited state. The

simple three-state model with M, M∗ and P∗ states, in combination with the exciton coupling theory

expanded to transitions from the excited states, well explained the temporal change of TRCD and TA.

The results showed bilirubin undergoes chirality flip with the time constant of10.4± 0.5 ps. Chirality

flip was more directly confirmed by sign reversal between CD spectra of M∗ and P∗, which were

extracted by subtracting the GSB from the observed TRCD spectra. At pH=7.8, on the other hand,

the bleach subtracted TRCD spectra were almost unchanged over the delay time, which indicate no

chirality change happened in the excited state.

To the best of my knowledge, photo-induced ultrafast chirality reversal was directly observed for

the first time. The currently studied molecular motion accompanying chirality change is expected to

happen widely both in biological systems such as photoisomerization of rhodopsin [144] and in artifi-

cial systems such as light-driven molecular rotors [145,146]. Ultrafast CD spectroscopy is expected to

unravel mechanisms of such dynamics and provide a guiding principle for synthesizing new systems

to drive motions accompanying chirality change.
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Part III

CARS-ROA spectroscopy
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Chapter 5

Development of Raman optical activity

spectroscopy by coherent Raman

scattering

5.1 Introduction

Vibrational optical activity (VOA) such as vibrational circular dichroism (VCD) and Raman optical

activity (ROA) has proven to provide a powerful method for determining absolute configuration of

chiral molecules and for investigating molecular conformation of biomolecules [27, 28, 83, 147, 148].

Time-resolved VOA, which combines VOA and the pump-probe technique, has a potential to trace

the structural evolution of chiral molecules during various bio-processes. Pulsed measurements of

VCD and vibrational optical rotatory dispersion (VORD) have already been reported using a fem-

tosecond laser source [71]. On the other hand, ROA measurements with pulsed lasers have not been

performed so far. In typical ROA measurements, small (typically10−3 of the Raman intensity) inten-

sity differences between right and left circularly polarized incident or/and scattered Raman radiation

are measured. This small ratio of the ROA signal to the achiral background makes the time-resolved

ROA measurement difficult because the signal is easily overwhelmed by the background fluctuation.

One possible solution to this problem is to employ nonlinear Raman processes such as coher-

ent anti-Stokes Raman scattering (CARS). ROA measurements with CARS have been proposed by

Bjarnasonet al. and Oudaret al., theoretically [79, 80]. The CARS-ROA approach detects CARS

radiation originating from the third-order optical susceptibility components that are negligible in the

electric dipole approximation but are significant in the framework including the electric dipole-electric

quadrupole or electric dipole-magnetic dipole contributions. In the CARS-ROA scheme, the achiral

background can be suppressed by polarization-selective CARS measurement because the polariza-

tion of the chirality-induced CARS signal is orthogonal to that of the achiral background. Moreover,
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CARS-ROA should be more advantageous than spontaneous ROA in the aspect of accessibility to

fluorescent samples. However, CARS-ROA signals are estimated to be about 6 orders of magnitude

smaller than typical achiral CARS signals [80]. Therefore, a CARS spectrometer with a high sen-

sitivity and a high polarization selectivity is necessary for the CARS-ROA measurement. Recently,

multiplex CARS technique has rapidly evolved with the use of a broadband white-light laser pulse

generated from a photonic crystal fiber (PCF) [149–151]. Multiplex CARS spectra with high signal to

noise ratio can now be obtained without wavelength scanning [152]. In the present Chapter, we report

the observation of the CARS-ROA signal with heterodyne-detected polarization-resolved multiplex

CARS spectroscopy. To the best of my knowledge, this is the first report of CARS-ROA, as well as

the first ROA observation with a pulsed laser source.

5.2 Basic theory

The third-order optical susceptibility of the CARS process is given by the sum of the nonresonant

background and the vibrationally resonant terms1,

χijkl(2ω1 − ω2;ω1, ω1,−ω2) = χNR
ijkl + χR

ijkl. (5.1)

The vibrationally resonant part is written as

χR
ijkl = NRijkl

2ℏ(Ω− ω1 + ω2 − iΓ)
, (5.2)

whereN is the number of molecules per unit volume,Ω is the frequency of a Raman active vibrational

mode,ω1 andω2 are the frequencies of the pump and Stokes incident radiation andΓ is a phenomeno-

logical damping constant, respectively. In the electric dipole approximation,R1111 andR2111 can be

written asR1111 = 2a2 + 8γ2/45 andR2111 = 0, wherea andγ are the isotropic and anisotropic ro-

tational invariants of the polarizability tensor, respectively. No information about molecular chirality

is contained in these invariants. Beyond the electric dipole approximation, as derived in Section 2.3.3,

the electric dipole-electric quadrupole and electric dipole-magnetic dipole interactions give non-zero

values of theR2111 component for the optical activity tensor invariants [79,80]:

R1111 = 2a2 + 8γ2

45
, (5.3)

R2111 = −4in
(
aG′ + γ2

G

45

)
+ 2inγ2

A

135c

(
1− ω1 − ω2

2ω1

)
, (5.4)

whereG′ is the isotropic invariant of the electric dipole-magnetic dipole optical activity tensor prod-

ucts,γG andγA are the anisotropic invariants of the electric dipole-magnetic dipole and electric dipole-

1In this chapter, the laboratory coordinates are given by 1, 2, 3 (i, j, · · · for dummy indices)
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electric quadrupole optical activity tensor products, respectively [83].

In spontaneous ROA experiments, the dimensionless circular intensity difference(CID) is mea-

sured. The CID is defined as∆ = (IR − IL)/(IR + IL). HereIR andIL are the Raman intensities

obtained with the right- and left-circularly polarized incident light. The CID for forward (0◦) scattering

is written in terms of the tensor invariants [83,153]:

∆(0◦) = 4n(45aG′ + γ2
G − γ2

A/6c)
45a2 + 7γ2 . (5.5)

By comparing eqs. (5.4) and (5.5),R2111 is approximated by the product of∆(0◦) andR1111

R2111 ≃ −
i

2
∆(0◦)R1111. (5.6)

Thus, the third-order susceptibilities are expressed as

χ1111 = χNR
1111 +

n∑
i=1

Ai
Ωi − ω1 + ω2 − iΓi

, (5.7)

χ2111 ≃ χNR
2111 +

n∑
i=1

−i∆i(0◦)Ai/2
Ωi − ω1 + ω2 − iΓi

. (5.8)

If the polarizations of the two incident beams are parallel to each other, the observed CARS spectrum

is formulated as follows:

I(ω1 − ω2, θ) ∝ | cos (θ − θ0)χ2111 + sin (θ − θ0)χ1111|2 (5.9)

= cos2 (θ − θ0)|χ2111|2 + sin2 (θ − θ0)|χ1111|2

+ 2 cos (θ − θ0) sin (θ − θ0)Re(χ∗2111χ1111), (5.10)

where the definition of the angle differenceθ − θ0 is depicted in Fig. 5.1(a). In the present study,

θ0 is set to be close to zero. In Eq. (5.10), the first and second terms correspond to the homodyne-

detected signal of the chiral and achiral components, respectively. The last cross term in Eq. (5.10)

expresses the interference between the achiral and chiral signals. By using the achiral signal as a local

oscillator (LO), the detection sensitivity to the chiral signal can be enhanced through the scheme of

heterodyne detection. Heterodyne detection enables us to retrieve the phase of the chiral signal, which

corresponds to the signs of∆i in Eq. (5.8). We can simply extract the cross-term in Eq. (5.10) as a

difference spectrum betweenθ = θ0 + θ1 andθ = θ0 − θ1 as

I(ω1 − ω2,θ0 + θ1)− I(ω1 − ω2, θ0 − θ1)

∝ 2 sin θ1 cos θ1Re(χ∗2111χ1111) (5.11)

=
n∑
i=1

2χNR
1111∆iAiΓi sin θ1

(Ωi − ω1 + ω2)2 + Γ2
i

. (5.12)
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In Eq. (5.12),χNR
2111 is assumed to be 0 for simplicity. On the other hand, spontaneous ROA line shape

is written as follows:

IR(ω)− IL(ω) ∝
n∑
i=0

∆iAiΓi
(Ωi − ω)2 + Γ2

i

. (5.13)

Eqs. (5.12) and (5.13) suggest that the spontaneous ROA spectrum in the forward scattering and the

difference CARS spectrum betweenθ = θ0 ± θ1 provide the same spectral profile.

5.3 Experimental

The schematic diagram of our heterodyne-detected polarization-resolved multiplex CARS system is

shown in Fig. 5.1 (b). The laser source is a passively Q-switched sub-nanosecond 1064 nm microchip

laser with a repetition rate of 33 kHz. The output of the laser is divided into two. One is used as

the narrow band pump pulses of the CARS process. The other is introduced into a 6-m long air-

silica PCF to generate a supercontinuum (white-light laser) with>100µW/nm spectral power density

from 1.05µm to 1.6µm and is used as the broadband Stokes pulses of the CARS process. After

eliminating the anti-Stokes spectral component of the pump and Stokes pulses with several filters, the

two pulses propagate collinearly, and are superimposed at the sample with an achromatic lens (AC254-

100-C, Thorlabs). The polarizations of the two incident beams are set parallel to each other by a

Gran-Taylor prism just before the sample. The polarization of the generated CARS field is selected

by an analyzer (Gran-Taylor prism) just after the sample. For the precise polarization selection of

the CARS field, the analyzer is mounted on a motorized rotational stage (SGSP-60YAW-0B, Sigma

Koki). The angle of the analyzer can be controlled with a minimum increment of0.0025◦ and with

repeatability of0.02◦. After selecting the polarization of the generated CARS field, the incident beams

are spectrally blocked by a notch filter and a short-pass filter. Finally, the CARS radiation is introduced

into a polychromator (LS785, Princeton Instruments) and is detected by a CCD camera (PIXIS 100BR

eXcelon, Princeton Instruments). In order to evaluate our CARS-ROA system, we performed proof-

of-principle experiments on liquid (-)-β-pinene. Liquid (-)-β-pinene was purchased from Aldrich and

used as received. The sample was set in a quartz cell with a path-length of 1.0 mm. The pulse energies

of the pump and Stokes radiation were 6µJ and 2µJ, respectively.

5.4 Results and discussion

5.4.1 Polarization-resolved CARS spectra

Figure. 5.2 shows a series of polarization-resolved CARS spectra of liquid (-)-β-pinene at the analyzer

angleθ = 10.0◦ and atθ = −0.075◦ to 0.075◦ with 0.025◦ increments. The collection time for the
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Figure 5.1: (a) Schematics of the experimental configuration around the sample.θ represents the angle
of the analyzer andθ0 is the angle at which the polarizers before and after the sample are perpendicular.
(b) Schematic of our heterodyne-detected polarization-resolved CARS spectroscopic system: LP1,
1064nm long-pass filter; LP2, 1050nm long-pass filter; GTP, Gran-Taylor Prisms; NF, 1064nm notch
filter; SP, 1050nm short-pass filter. The polarizations of the indent and CARS radiation are precisely
(extinction ratio∼ 1 : 10−7) set by Gran-Taylor prisms.
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CARS spectrum withθ = 10.0◦ is 100 seconds (100 times accumulation of one second exposure)

and 30 minutes for the other spectra (fromθ = −0.075◦ to 0.075◦). The spontaneous anti-Stokes

Raman scattering signal generated by the pump pulse was subtracted from all the spectra. After this

subtraction, all the spectra were divided by the non-resonant background spectrum obtained from water

to compensate the spectral profile of the Stokes pulse.

5.4.2 Fitting analysis

Based on the previous report [155], the 716 cm−1 and 767 cm−1 Raman bands of (-)-β-pinene have

large ROA in the forward scattering. Therefore, we focus on the spectral region ranging from 600

cm−1 to 800 cm−1. We do not obtain the homodyne chiral component (the first term in Eq. (5.10))

aroundθ = 0◦, which indicates that the homodyne chiral signal is overwhelmed by the noise of

the background signal. In order to extract the ROA signal, we analyze the spectra according to the

following procedure. First, we determine the parametersχNR
1111 andAi,Ωi,Γi for the three peaks, where

the indicesi = 1, 2, 3 denote the Raman modes at 640 cm−1, 716 cm−1 and 767 cm−1, respectively, by

fitting the CARS spectrum atθ = 10.0◦ with the second term in Eq. (5.10). Forθ = 10.0◦, the chiral

signal is negligible in comparison with the achiral signal (the second term≫ the first and third terms).

Next, using these parameters, all the seven spectra we observed fromθ = −0.075◦ to θ = 0.075◦ with

0.025◦ increments are fitted simultaneously by the following equation:

I(ω1 − ω2, θ) =Cmain|χ2111 + sin (θ − θ0)χ1111|2

+ Cleak|χ1111|2, (5.14)

whereCmain andCleak represent the magnitudes of the spectral component properly oriented by the

analyzer and the leaked signal of the largeχ1111 signal due to the non-zero extinction ratio of the

analyzer (∼ 10−7), respectively.

The least-squares-fitted results are shown as solid curves in Fig. 5.2. They agree with the ob-

served spectra (shown as circles) very well. The optical activity parameters were determined to

be χNR
2111/χ

NR
1111 = 0 ± 1 × 10−5, ∆1 = (0.38 ± 0.03) × 10−3, ∆2 = (−1.17 ± 0.14) × 10−3,

∆3 = (0.52± 0.08)× 10−3. It should be noted that∆i have significant non-zero values and the signs

and the order of these values is consistent with those obtained with the spontaneous ROA study [155].

The fitted results with∆i fixed to be zero are also shown as dashed curves in Fig. 5.2. In this case, the

fitted results cannot reproduce the experimental results in particular aroundΩ2. This fact suggests that

the ROA components certainly contribute to the observed CARS spectra.
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Figure 5.2: Circles: A set of observed polarization-resolved CARS spectra of the liquid (-)-β-pinene.
(the collection time; 100 seconds (100 times accumulation of one second exposure) for the spectrum
at θ = 10.0◦, 30 minutes for the other spectra, the incident power;∼ 200 mW forω1 and∼ 70 mW
for ω2) The spectra are normalized by the collection time. The spectrum atθ = 10.0◦ is minified by
1/16000.
Dashed lines: Curves fitted by using Eq. (5.14) withχ2111 andCleak are fixed to be 0. From the
spectrum atθ = 10.0◦, the parameters were obtained asχNR

1111 = 3.2 × 10−14 [esu],ωi = 640.39±
0.027, 716.28± 0.16, 766.74± 0.80 [cm−1], Ai = (17.4± 0.1)× 10−14, 2.2± 0.1)× 10−14, (4.2±
0.1)× 10−14 [esu],Γi = 4.94± 0.05, 3.76± 0.25, 3.49± 0.13 [cm−1] (i = 1, 2, 3 respectively)
Solid lines: Curves fitted by using Eq. (5.14) with freeχ2111 andCleak. From the spectra atθ =
−0.075◦,−0.050◦ · · · 0.075◦, the parameters were obtained asχNR

2111 = 0± 3× 10−19 × 10−19 [esu],
Cmain = (6.35 ± 0.03) × 102, Cleak = (3.65 ± 0.35) × 10−6, θ0 = 0.016◦ ± 0.0006◦, ∆1 =
(0.38 ± 0.03) × 10−3, ∆2 = (−1.17 ± 0.14) × 10−3, ∆3 = (0.52 ± 0.08) × 10−3. The absolute
magnitudes of third-order optical susceptibilities are evaluated by using the value of the nonresonant
third-order susceptibility of water as a standard [154].
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Figure 5.3: (a): The sum of CARS spectra with weight coefficients:Isum = I(0.075◦ − θ0) +
I(−0.075◦ − θ0) sin (0.075◦ − θ0)/ sin (−0.075◦ − θ0)
(b): The difference of CARS spectra with weight coefficients:Idif = I(0.075◦ − θ0)− I(−0.075◦ −
θ0) sin (0.075◦ − θ0)/ sin (−0.075◦ − θ0)
(c): Spontaneous ROA spectrum reproduced from ref [155] .

5.4.3 Extraction of ROA spectrum

Based on these results, we can extract an ROA spectrum by using Eq. (5.12). The sum and difference

spectra between theθ = −0.075◦ andθ = 0.075◦ spectra with appropriate coefficients are shown in

Fig. 5.3 (a) and (b). The coefficients are determined by using Eq. (5.10) so that the sum and difference

spectra are proportional to|χ1111|2 andRe(χ∗2111χ1111), respectively. Two ROA peaks at 716 cm−1

and 767 cm−1 are clearly observed in the spectrum obtained with this procedure. All the spectral

features in Fig. 5.3(b) except for 640 cm−1 band quantitatively agree with those in the spontaneous

ROA spectrum (Fig. 5.3(c)) obtained by Barronet al [155]. The band at 640 cm−1 is strongly polarized

and has been discussed to be unreliable in the ROA study [153,156].

The contrast between the ROA signal and the achiral background is determined by|∆| = |(IR −

IL)/(IR + IL)| in the spontaneous ROA measurement. Those of the 716 cm−1 and 767 cm−1 Raman

bands of (-)-β-pinene are estimated to be around1× 10−3. In our CARS-ROA measurement, the con-

trast is determined as2Re(χ∗2111χ1111)/(sin (θ − θ0)|χ1111|2). Note that the contrast is the function of

the parameter ofθ that can be controlled experimentally. Atθ = 0.075◦, the signal to background ratio

experimentally determined by the ratios between the peak intensities of the CARS-ROA and CARS

spectra are about1× 10−1 for the same two peaks (Fig. 5.3(a),(b)).

Besides CARS-ROA, several nonlinear spectroscopic techniques sensitive to molecular chirality

have been proposed and developed. Especially, it is worthwhile to compare CARS-ROA with Bio-
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CARS, which is a chiral sensitiveχ(4) Raman spectroscopy proposed by Koroteev [157]. Like chiral

χ(2) spectroscopy [90, 94], chirality-induced signal can be obtained without achiral background in

BioCARS because even-order nonlinear susceptibilities are zero in the achiral liquid. Up to present,

however, BioCARS has not been observed primarily due to the extremely smallχ(4) value (estimated

to be10−22 esu). To obtain BioCARS signal of the energy6 × 10−12 J in each pulse, incident pulses

with 1ps pulse-width and 50µJ pulse energy focused into a spot with diameter 60µm are needed in

the electronically preresonant conditions [157]. In CARS-ROA, the magnitudes of the optically active

third-order susceptibilities are estimated to be|χR
2111| = |∆χR

1111/2| ∼ 10−17 esu in the off-resonance

condition. To obtain the CARS-ROA pulse (the signal of the heterodyne term in Eq. (12)) with the

same energy as above discussion (6× 10−12 J in each pulse), incident pulses with 1ps pulse width and

only 2µJ energy are necessary2.

5.5 Conclusion

In summary, a new technique of ROA based on coherent Raman spectroscopy, heterodyne-detected

polarization-resolved CARS spectroscopy is reported in this chapter. This technique is applied to

measure the Raman optical activity of liquid (-)-β-pinene successfully, which is the first report not

only on CARS-ROA but also on ROA using a pulsed laser. Thanks to the coherent nature of the

CARS signal, the large achiral CARS electric field can be used as a local oscillator, and it enables

us to extract the amplitude and phase of the weak chiral signal. Our results show that the achiral

background can be significantly reduced by adjusting the polarizations, making the measurements

robust over fluctuations of an optical system. This technique will be applied to time-resolved ROA

measurements for unraveling the dynamics of transient chiral molecules and biomolecules in aqueous

solutions, to which infrared VCD is not applicable.

The contents of this chapter were published in Ref. [158].

2Estimated by using the formulation of the CARS intensity written in J. F. Reintjes,Nonlinear Optical Parametric Pro-
cesses in Liquids and Gases(Academic Press, New York, 1984). Completely phase matched condition is assumed.
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Chapter 6

CARS-ROA spectroscopy by spectral

interferometry

6.1 Introduction

In the previous chapter, I reported an ROA measurement system with the small achiral background

by using coherent anti-Stokes Raman scattering (CARS-ROA) [158], which opened up the possibility

to measure ultrafast ROA spectra. In the reported CARS-ROA method, ROA spectra are measured

as follows. Chirality-induced CARS is generated as an electromagnetic field polarized perpendicular

to the polarizations of the incident fields, which are parallel to each other. To amplify the excep-

tionally weak chirality-induced CARS signal, the polarization-resolved heterodyne-detected CARS

scheme was employed in the previous setup. In this scheme, the polarizer for the generated CARS

radiation was slightly tilted from the perpendicular configuration so that the strong achiral CARS sig-

nal was introduced as a local oscillator (LO). The obtained spectral intensity was then proportional to

| sin θχ1111 + cos θχ2111|2, whereχ was the third-order optical susceptibility tensor andθ represented

the analyzer angle from the perpendicular configuration. By taking difference between CARS spec-

tra atθ = ±θ1, the homodyne terms were canceled out and only the heterodyne term was obtained.

The heterodyne term was proportional toχ2111 and enabled us to retrieve both the amplitudes and the

phases of the chiral signal. Although the contrast ratio of the chiral signal to the achiral background

was considerably improved in CARS-ROA in comparison with spontaneous ROA, it was not still easy

to obtain an artifact-free CARS-ROA spectrum because residuals of the homodyne term after the spec-

tral subtraction sometimes gave rise to artificial peaks in a CARS-ROA spectrum. Moreover, it has

remained unclear in the previous paper how large the optically active non-resonant part of the suscep-

tibility χNR
2111 contributed to the CARS-ROA spectrum. It was mainly because the previous method was

less sensitive to the optically active nonresonant background.

In this Chapter, an interferometric coherent Raman optical activity (iCROA) technique using an ex-
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ternal LO is demonstrated. By introducing the external LO, only the heterodyne terms can be extracted

by Fourier transform spectral interferometry (FTSI) [107]. FTSI is used to obtain both the amplitude

and phase of the generated electric signals in CARS [159, 160], sum frequency generation [161, 162],

vibrational/electronic optical activity free induction decay [71, 72]. In iCROA, the chiral signal from

a sample is combined with the CARS radiation generated in the LO arm with the time differenceτ .

The heterodyne terms between the signals from the sample and the reference can then be extracted by

Fourier transformation (FT) because fringes with the frequency of1/τ are incorporated only in the

heterodyne terms. By using this scheme, it is shown that a CARS-ROA spectrum can be obtained free

from the achiral background of the sample, that the amount ofχNR
2111 is evaluated and shown to be pure

imaginary for (-)-β-pinene, and that artificial signals due to optical rotatory dispersion (ORD) of chiral

samples are experimentally distinguished.

6.2 Experimental

The schematic diagram of the iCROA setup is shown in Fig. 6.1. The light source is a 1064 nm

microchip laser (Hamamatsu, L11435) with a repetition rate of 25 kHz, a pulse width of 400 ps and

output power of 20µJ. The pump and Stokes pulses are narrow-band fundamental and broadband

white-light continuum (from 1100 nm to>1300 nm) generated by a 2.5-m long photonic crystal fiber

(SC-5.0-1040, NKT Photonics), respectively. Incident pulses are divided into two, namely the sample

arm and the LO arm, by a half wave plate and polarized beam splitter. Optical configuration of the

sample arm is the same as the reported one [158]. The polarizations of pump and Stokes pulses are

set parallel to each other by the Glan-Taylor prism placed before the sample. Generated chirality-

induced CARS field whose polarization is near perpendicular to the incident polarization is selected

by the second Glan-Taylor prism (Fig. 6.2). In the LO arm, CARS field from the reference (water in

the present setup) is generated without polarizers and combined with the CARS from the sample with

the optical delay ofτ . It should be noted that although the polarizations of the incident beams in the

two arms are perpendicular after the PBS, the polarizations of the chirality-induced CARS from the

sample and the achiral CARS field from the reference are almost parallel and interfere with each other.

The reflected and transmitted beams of the BS are dispersed by a polychromator (LS785, Princeton

Instruments) and then focused onto the different columns of the CCD camera (PIXIS 100BR eXcelon,

Princeton Instruments). The incident energies are 8µJ (pump in the sample arm), 0.4µJ (Stokes in

the sample arm), 1.5µJ (pump in the reference arm), and 0.07µJ (Stokes in the reference arm) at the

sample. In order to evaluate our iCROA method, I performed proof-of-principle experiments on liquid

(-)-β-pinene. Liquid (-)-β-pinene was purchased from Aldrich and used as received. The sample was

set in a quartz cell with a path length of 1.0 mm.
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Figure 6.2: Schematic diagram of experimental configuration around the sample and the reference.
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6.3 Basic theory

In the polarization configuration depicted in Fig. 6.2, the total electric field in the frequency domain is

expressed as a sum of CARS fields generated from the reference and the sample1:

E(ω, θ) = Esample
1 (ω) sin θ + Esample

2 (ω) cos θ + ELO
2 (ω)e−iωτ

= [A(χsample
1111 (ω) sin θ + χsample

2111 (ω) cos θ) +BχLO
1111e

−iωτ ]Epu
1 (ω1)Epu

1 (ω1)ESt∗
1 (ω2),

(6.1)

whereω, ω1, ω2 represent the angular frequencies of the CARS, pump and Stokes pulses, which satisfy

ω = 2ω1− ω2,A andB are real positive constants,τ is the time delay between the LO and the CARS

field from the sample and the subscripts ofE represent the direction of the polarization (in Cartesian

coordinates, see Fig. 6.2).

The observed CARS intensity is formulated as the absolute square of the electromagnetic field as

I(ω, θ) = |Esample
1 (ω) sin θ + Esample

2 (ω) cos θ + ELO
2 (ω)e−iωτ |2

∝ A2|χsample
1111 (ω)|2 sin2 θ +A2|χsample

2111 (ω)|2 cos2 θ +B2|χLO
1111|2

+A2 sin θ cos θRe[χsample
1111 (ω)χsample∗

2111 (ω)]

+AB sin θRe[χsample
1111 (ω)χLO∗

1111 exp(iωτ)]

+AB cos θRe[χsample
2111 (ω)χLO∗

1111 exp(iωτ)]. (6.2)

In the previous CARS-ROA study without the external LO [158], the fourth term of Eq. (6.2) has been

observed as a chirality sensitive term. The observed raw spectra were mainly dominated by the achiral

background|χsample
1111 (ω)|2. Thus it has been needed to take difference between spectra atθ = ±θ1 to

obtain a CARS-ROA spectrum. In this study, fairly strong external LO is introduced (A≪ B) and the

raw spectra are dominated by|χLO
1111|2, which does not have vibrational peaks.

The last two terms of Eq. (6.2) were extracted by following three procedures:

1. Obtaining both signals transmitted and reflected by the beam splitter and taking difference spec-

trum between them.

2. Modulating the time difference asτ = τ0 + τ1n (n represents the data number) by moving the

piezo stage and performing Fourier transformation to extract only the modulated components.

3. Extractingt = τ0 component by multiplying window function by the time domain interferogram

(FTSI [107]).

1Although the LO term should be written asELO
2 (ω)e−iωτ cos θ in a precise sense,cos θ can be approximated by 1

becauseθ changes between−0.125◦ and0.125◦ in this study.
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By the above procedures, only the positive time delay components of the Eq. (6.2):

S(ω, θ) = sin θχsample
1111 (ω) exp(iωτ0) + cos θχsample

2111 (ω) exp(iωτ0) (6.3)

are extracted.

6.4 Results and discussion

6.4.1 Direct observation ofχ2111

In order to extract the heterodyne term, 20 spectra with different time delayτ were measured. Then

the extracted spectra of the heterodyne term were averaged over 150 times to increase the signal to

noise ratio. With 4.8 s exposure time of a single raw spectrum, the total collection time to obtain the

final spectrumS(ω, θ) was 4.2 h for one polarizer angleθ. The magnitudes of the extracted heterodyne

terms atθ = 0.000◦ andθ = −0.125◦ are shown in Fig. 6.3(a). Atθ = −0.125◦, the achiral homodyne

CARS line shape is observed. The spectral profile of the achiral CARS is formulated by

|χ1111| =
(∣∣∣∣χNR

1111 + A

Ω− ωR − iΓ

∣∣∣∣2) 1
2

=
((
χNR

1111
)2 + 2χNR

1111A(Ω− ωR)
(Ω− ωR)2 + Γ2 + A2

(Ω− ωR)2 + Γ2

) 1
2
, (6.4)

whereA, Ω, andΓ are the amplitude, the frequency, and the damping constant of the Raman active

vibrational mode, respectively,ωR = ω−ω1 is Raman shift. The dispersive line shape of the spectrum

is due to the second term in the square root and the phases of all the peaks are the same becauseA is

positive for all the bands. In|S(ω, 0.000◦)| spectrum, four peaks at 640 cm−1, 717 cm−1, 767 cm−1,

855 cm−1 are clearly observed. These peaks have also the dispersive line shape but the phases of each

peak are not monosignate. Namely, the phases of 717, 855 cm−1 are the same as the phases of the

achiral CARS spectrum and the phases of the other peaks are opposite. The spectrum atθ = 0.000◦ is

formulated as

|χ2111| =
(∣∣χNR

2111
∣∣2 + Im(χNR

2111)∆A(Ω− ωR)
(Ω− ωR)2 + Γ2 + ∆2A2/4

(Ω− ωR)2 + Γ2

) 1
2
, (6.5)

where,∆ is the circular intensity difference measured in forward-scattered spontaneous ROA studies

[83,147]. In Eq. (6.5),χNR
2111 is assumed to be pure imaginary, which is experimentally verified below.

The different phases of each peak of|S(ω, 0.000◦)| are explained by the fact that the signs of∆ are

different in general for different peaks.

The real and imaginary parts of the extractedS(ω, θ) spectra of (-)-β-pinene atθ = −0.125◦, 0.000◦,

and 0.125◦ are shown in Fig. 6.3(b). The interference fringes of Fig. 6.3(b) are due to the time

101



(a)

×20

-

A
m

p
li

tu
d

e 
[a

.u
.]

Real part

Imginary part

(b)
125

125-
×10

A
m

p
li

tu
d

e 
[a

.u
.]

Figure 6.3: (a):|S(ω, θ)| spectra of (-)-β-pinene atθ = −0.125◦(top, red) and0.000◦ (bottom, green).
(b)Imaginary(top) and real(bottom) parts ofS(ω, θ) spectra of (-)-β-pinene atθ = −0.125◦ (red dotted
line), 0.000◦ (green solid line) and0.125◦ (blue dashed line).

delayτ0 (≃ 1.8 ps in this study). The fringes of the spectra atθ = ±0.125◦ are obviously in anti-

phase. It is because the first term of Eq. (6.3) is dominant inS(ω,±0.125◦) and is odd function

of θ. The oscillation feature is also found in theS(ω, 0.000◦) spectrum. The phase ofS(ω, 0.000◦)

in the spectral range without vibrational peaks is different by∓π/2 from those ofS(ω,±0.125◦).

Considering the fact thatχNR
1111 is real, it can be concluded thatχNR

2111 is pure imaginary. The value

of χNR
2111 relative toχNR

1111 is calculated asχNR
2111 ≃ −9 × 10−5 × χNR

1111i by taking the average value

of sin(0.125◦)S(ω, 0.000◦)/S(ω, 0.125◦) over the frequency range without vibrational peaks. This

result is consistent with our previous estimation (|Im(χNR
2111/χ

NR
1111)| < 4 × 10−4) in the supporting

information of Ref. [158]. The capability to detect the sign and absolute magnitude of this term pro-

vides a possibility to investigate the excited electronic states by iCROA. It should be noted that the

optically active non-resonant background is definitely distinguishable from the achiral non-resonant

background due to experimental imperfections such as non-zero extinction ratio of the analyzer. It is

becauseπ/2 phase difference of the non-resonant background cannot be explained only by the first

term of Eq. (6.3).

6.4.2 Extraction of ROA spectrum and compensation of artificial signal due to ORD

The CARS-ROA spectrum is obtained as [158]

Re(χ∗1111χ2111) =
n∑
i=1

(∆iχ
NR
1111 + Im(χNR

2111))AiΓi
(Ωi − ωR)2 + Γ2

i

. (6.6)

If ORD of the sample is negligible in the whole spectral range, CARS-ROA can be obtained as

Re[S(ω, 0.000◦)S∗(ω, 0.125◦)] ∝ Re(χ∗1111χ2111). If this is not the case,Re[S(ω, 0.000◦)S∗(ω, 0.125◦)]
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spectrum includes not only CARS-ROA but also the achiral CARS components;

Re[S(ω, 0.000◦)S∗(ω, 0.125◦)] ≃ Re[sin (0.125◦)χ1111e
iωτ (χ∗2111 + sinα(ω)χ∗1111)e−iωτ ]

∝ Re(χ∗1111χ2111) + sinα(ω)|χ1111|2, (6.7)

whereα(ω) represents the ORD. It should be noted thatα(ω) represents the ORD both of the Stokes

and of the CARS radiation. The CARS-ROA spectrum of (-)-β-pinene is shown in the top of Fig. 6.4.

A broad offset due to the second term of Eq. (6.7) is observed in the whole spectral range. The offset

can be canceled by subtracting the achiral contribution with an appropriate coefficientc(ω) as

S′(ω, 0.000◦) = S(ω, 0.000◦)− c(ω)S(ω, 0.125◦)

∝ χ2111 exp (iωτ). (6.8)

The coefficient is assumed to be a spline function and determined by fitting so that the phase of

S′(ω, 0.000◦)/S(ω, 0.125◦) is equal to−π/2 in the range without vibrational peaks. After the com-

pensation, the CARS-ROA spectrum is calculated asRe[S′(ω, 0.000◦)S∗(ω, 0.125◦)], which is shown

in the bottom of Fig. 6.4. The broad offset due to the ORD is substantially reduced by using the phase

information of the non-resonant background signal.

Figure 6.4: CARS-ROA spectra of (-)-β-pinene before (top) and after (bottom) the compensation to
cancel the achiral contribution. The top spectrum is calculated asRe[S(ω, 0.000◦)S∗(ω, 0.125◦)] and
the bottom one is calculated asRe[S′(ω, 0.000◦)S∗(ω, 0.125◦)].
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6.5 Conclusion

I have reported a novel CARS-ROA measurement method with CARS spectral interferometry, iCROA.

Only the heterodyne terms between the CARS fields from the sample and the reference are selectively

extracted by the analyses. The non-resonant background susceptibility is shown to be pure imaginary

and the sign and the magnitude is also determined for (-)-β-pinene. The artifact due to the ORD of the

chiral sample is reduced by exploiting the phase sensitivity of iCROA.

The contents of this chapter were reported in Ref. [109].
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Chapter 7

Visible-excited multiplex CARS-ROA

spectroscopy

7.1 Introduction

I reported novel ROA spectroscopy with using coherent anti-Stokes Raman scattering (CARS-ROA)

in the previous chapters. In CARS-ROA spectroscopy, both the phase and amplitude of CARS radia-

tion polarized perpendicular to the incident polarization is measured with a heterodyne technique, in

which achiral CARS field generated from the sample itself or external reference material was used

as a local oscillator. One of the most striking advantages of CARS-ROA spectroscopy over conven-

tional spontaneous ROA spectroscopy is its higher contrast ratio of the chirality-induced signal to

the achiral background. In the previous setups, it was demonstrated that the contrast ratio of CARS-

ROA measurement ofβ-pinene is two orders of magnitudes higher than that of spontaneous ROA

measurement [158]. This improvement is significantly important in view of a future application to

time-resolved ROA spectroscopy, which is a great challenge because the time-dependent change of

extremely weak ROA signal needs to be extracted from its huge achiral background. In order to im-

prove the detection sensitivity by compensating the laser fluctuation, scattered circularly polarized

(SCP)-ROA spectroscopy has been reported [163]. However, this technique still requires the extrac-

tion of the weak ROA signal from the huge achiral backgroundafter the signal detection. On the other

hand, our CARS-ROA spectroscopy enables us to suppress the achiral backgroundbeforethe signal

detection. Measurements less susceptible to the laser fluctuation are, therefore, realized in CARS-

ROA spectroscopy. However, SNR of the spectra obtained in CARS-ROA spectroscopy was so far not

satisfactory in comparison with the conventional ROA spectroscopy due to weak signal.

The weak signal intensity in our previous setups is partly due to near-infrared (NIR) excitation;

we employed 1064-nm and supercontinuum (SC) ranging from 1.1µm to 1.6µm light source forω1

andω2, respectively. Although NIR excitation has several merits such as low photodamage to sample
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Figure 7.1: Schematic diagram of the visible excited CARS-ROA spectrometer. HWP: Half wave
plate, DM1: Short-pass dichroic mirror (Thorlabs, DMSP805), DM2: Long-pass dichroic mirror
(Thorlabs, DMLP900), PBS: Polarized beam splitter (Thorlabs, PBS201), PCF: Custom-made pho-
tonic crystal fiber, OD: Optical Delay, LPF: Long-pass filter (Semrock, BLP01-532R-25), GTP: Glan-
Taylor prism (Thorlabs, GT5), S: Sample , NF: Notch filter (Semrock, NF03-532/1064E-25), SPF:
Short-pass filter (Semrock, SP01-532RU-25).

and weak fluorescence interference [164, 165], it significantly sacrifices SNR because ROA signal is

proportional to the fifth power of the incident frequency [97,164]. Herein, we have developed a CARS-

ROA spectrometer with visible (532 nm) excitation and improved the SNR of ROA significantly.

7.2 Experimental

The schematic of our visible excited CARS-ROA spectrometer is shown in Fig. 7.1. A 25-kHz mi-

crochip laser (Hamamatsu, L11475), which provides 400 ps pulses at the wavelength of 1064 nm, is

used as a light source. The output of the laser is frequency-doubled by a LBO crystal and the gen-

erated second harmonic is separated from the residual fundamental. The major part (∼ 100 mW) of

the 532-nm radiation is used as narrowbandω1 and the other is used to excite a PCF. In this study,

we employ the dual pumping scheme, in which PCF is pumped both with 532-nm and 1064-nm radi-

ation [166, 167]. The spectra of SC generated by the PCF with different pumping schemes are shown

in Fig. 7.2. The spectral profile of the SC pumped only by 532 nm is dominated by spiky peaks

originating from stimulated Raman processes, which is unsuitable for multiplex CARS spectroscopy.

When the PCF is excited both with 532 nm and 1064 nm, broad and intense SC, which covers almost

all the fingerprint region, is generated in the current experimental condition. The optical configura-
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Figure 7.2: Spectra of the SC generated with the different pump schemes. These are measured as
nonresonant CARS spectra of water.

tion around the sample is basically the same as what we previously reported in the NIR-CARS-ROA

spectroscopy [158]. Incidentω1 andω2 polarizations are set parallel to each other with a single Glan-

Taylor polarizer. The polarization of the CARS field is selected by the second Glan-Taylor polarizer

after the sample, which is slightly tilted from the perpendicular configuration (referred to asθ) so

that the small portion of achiral CARS field passes through the polarizer and acts as a local oscilla-

tor. Spectra are obtained with a polychromator (Acton SP2300, Princeton Instruments) and a CCD

camera(PIXIS 100BR eXcelon, Princeton Instruments). Simulation of CARS-ROA spectrum is per-

formed by using density functional theory with Gaussian 03 [168]. The minimum energy structure

was optimized with B3PW91 functional and aug-cc-pVDZ basis set and Raman/ROA properties were

calculated with B3LYP functional and 6-31G** basis set. A scaling factor of 0.97 was applied for

comparison with the observed spectra.

7.3 Method

The procedure for extracting CARS-ROA spectra is based on that previously reported [158]. We have

measured CARS spectra atθ = ±0.5◦ and CARS-ROA spectrum can be obtained as the difference

spectrum between these. As we previously discussed [109], however, CARS-ROA spectra are distorted

by optical rotatory dispersion (ORD) of the sample itself. With ORD (here denoted asα), CARS

spectrum obtained atθ is written as

I(θ) ∝ | sin (θ − α)χ1111 + cos (θ − α)χ2111|2. (7.1)
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Figure 7.3: CARS spectra of (+)-β-pinene measured atθ = 0.5◦ (red curve) andθ = −0.5◦ (blue
curve). Dots represent the ratio of these two CARS spectraI(θ)/I(−θ) and dashed curve is from the
spline fitting.

Thus, the calculated difference spectrum betweenI(θ) andI(−θ) becomes

I(θ)− I(−θ) ∝∼ 2θα|χ1111|2 + 4θRe[χ∗1111χ2111], (7.2)

where|χ1111|2 andRe[χ∗1111χ2111] correspond to CARS and ROA intensity, respectively. In Eq. (7.2),

the term of|χ2111|2 is neglected. The dispersive CARS spectrum is superposed on the calculated

difference spectrum with the weight coefficient of2θα. In order to remove this contribution, here we

fit theI(θ)/I(−θ) spectrum with a spline function (Fig. 7.3). The fitted spectrum can be approximated

by [(θ − α)/(θ + α)]2 because the sharp vibrational peaks do not significantly affect the result of the

fitting procedure with a spline function. Then, ROA spectrum is extracted by calculating

θ + α

θ − α

[
I(θ)−

(
θ − α
θ + α

)2
I(−θ)

]
∝∼ θRe[χ∗1111χ2111]. (7.3)

7.4 Results and discussion

CARS and CARS-ROA spectra ofβ-pinene measured with the 532-nm setup developed in this work

are shown in Fig. 7.4-(a,b,c). For comparison, CARS-ROA spectrum of (-)-β-pinene obtained with

the previous 1064-nm setup is shown in Fig. 7.4-(d). In the NIR-CARS-ROA spectrum, which was

measured with 1-hour exposure time, although several characteristic peaks between 600 cm−1 and

900 cm−1 were measured, weak ROA signals in the higher wavenumber region were severely buried
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Figure 7.4: (a) CARS spectrum of (−)-β-pinene with 1 hour exposure time with the 532 nm setup
developed in this research (reduced to 1/10 for comparison). (b) CARS-ROA spectra of (+)-β-pinene
(black) and (−)-β-pinene (red) obtained the 532 nm setup. The exposure time was 1 minute, and the
excitation power was 100 mW forω1 and 20 mW forω2. (c) CARS-ROA spectra of (+) and (−)-
β-pinene obtained with 1-hour exposure. Measurements conditions other than exposure time are the
same as (b). (d) CARS-ROA spectrum of (−)-β-pinene obtained with the previous 1064 nm setup
with the 1-hour exposure. The excitation power was 200 mW forω1 and 70 mW forω2. (e) Calculated
CARS-ROA spectrum.
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Figure 7.5: Comparison of the spectra ofRe[χ∗1111χ2111]/|χ1111|2 calculated from the VIS- and NIR-
CARS-ROA measurements.

in noises (Fig. 7.4-(d)). In the VIS-CARS-ROA spectroscopy, these characteristic peaks are clearly

observed only by 1-minute exposure (Fig. 7.4-(b)). With 1-hour exposure time (Fig. 7.4-(c)), VIS-

CARS-ROA spectrum was obtained with high SNR and almost all the peaks are in the mirror image of

the enantiomer’s spectrum. Nearly all the spectral features in the measured spectrum also show good

consistency with those in the spectrum simulated with quantum chemical calculations.

Although it is difficult to quantitatively compare the VIS-CARS-ROA spectrum to the NIR-CARS-

ROA spectrum because of the difference in the instrumental performance, the ratioRe[χ∗1111χ2111]/|χ1111|2

is independent of instrumental response and can be directly compared. This ratio is calculated as

Re[χ∗1111χ2111]
|χ1111|2

= AΓ
2χNR

1111

∆
[(Ω +A/χNR

1111)− ω]2 + Γ2 , (7.4)

whereA,Ω,Γ, and∆ are the amplitude, frequency, damping constant and circular intensity difference

of the Raman active mode, respectively, andω is the Raman shift. Based on the previous measurements

[109, 158], contribution ofχNR
2111 is neglected in Eq. (7.4). Due to linear frequency dependence of∆

value [97], Eq. (7.4) should be proportional to the frequency of the scattered light. Thus, it is expected

that the ratio is 1.8 - 2.0 times larger in the visible excitation than the NIR excitation.

These ratios for NIR- and VIS-CARS-ROA spectra are shown in Fig. 7.5. The ratio calculated for

the visible excitation is even greater than two times of that for the NIR excitation, which is probably due

to electronic pre-resonance. This enhancement, in addition to the reduction of the achiral background

in CARS-ROA spectroscopy, makes measurements even easier.
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7.5 Conclusion

A visible-excited CARS-ROA spectrometer was reported in this chapter. By employing the dual pump-

ing scheme, we have generated broad and intense SC around 532 nm, which enables multiplex visible

CARS-ROA spectroscopy. We have measured CARS-ROA spectra of (+)- and (-)-β-pinene with the

visible excitation as a demonstration of the setup. The obtained spectra in VIS-CARS-ROA are well

consistent with both the spectrum measured in the previously developed NIR-CARS-ROA setup and

that simulated by quantum chemical calculation. In the visible excitation, SNR higher than that in the

NIR excitation was realized mainly due to large scattering cross-section and optical activity tensor.

The contents of this chapter were published in Ref. [73].
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Chapter 8

Summary and prospects

8.1 Summary of this thesis

Despite its importance in the mechanistic study of biochemical reactions, the ultrafast chiroptical spec-

troscopy has been applied to just a few chemical species so far due to the experimental difficulty of

measuring extremely weak chiroptical signals. The present study was motivated by the need for ul-

trafast chiroptical methods which are more sensitive and easier to apply to biochemical samples. The

development of the new ultrafast electronic and vibrational chiroptical techniques and its application

to the detection of the ultrafast chirality flip were reported in this thesis.

In Chapter 3, the development of the femtosecond TRCD spectroscopy using the polarization-

resolved phase-sensitive method was reported. Proof-of-principle experiments were performed with

∆- andΛ-Ru(bpy)2+
3 complexes. The results show that the sensitivity better than 0.4 mdeg with the

broadband detection covering from 415 to 720 nm was accomplished in the developed spectrometer.

The obtained sensitivity was about one order of magnitude better than the previous reported TRCD

spectrometer designed for the single wavelength detection. The broadband detection was proven to

be remarkably beneficial for TRCD spectroscopy because the artificial spectral component due to the

photo-induced anisotropy can be separated from the genuine CD spectrum in combination with the

singular value decomposition.

Application of the developed TRCD spectroscopy to biomolecular dynamics was demonstrated in

Chapter 4. Transient absorption and TRCD spectra of the bilirubin-human serum albumin complex at

pH=4.0 and 7.8 were measured. At pH=4.0, the different temporal behavior between the TA and TRCD

of the complex indicating the chirality change in the excited state was observed. The experimental

data were quantitatively analyzed by assuming the three-state model with the initial ground state, the

excited state without the conformational change, and the excited state with the opposite handedness.

To calculate the spectral shape of the excited-state species, the exciton coupling theory was extended

to the transitions from the one-exciton states to the two-exciton state. The temporal change of the TA
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and TRCD were well fitted by the solution of the differential equations of the model with the spectra

calculated by the extended exciton coupling theory. The fitting analysis showed that the chirality flip

undergoes with the time constant of10.4±0.5 ps. From the time-dependent population change of each

state computed by the fitting analysis, the bleach-subtracted excited-state CD spectra were extracted,

which clearly showed that the CD spectrum was inverted by the time evolution. At pH=7.8, on the other

hand, the bleach-subtracted spectra did not show the sign reversal; no chirality reversal happened. It

was demonstrated that photo-induced chirality change in the excited states could be directly probed by

using the developed TRCD spectroscopy.

In Chapter 5, a novel method to measure ROA by coherent anti-Stokes Raman scattering (CARS-

ROA) was demonstrated. In general, ROA spectroscopy is structurally more informative than elec-

tronic CD spectroscopy but measurement is more challenging due to the weaker signal. Coherent

ROA spectroscopy has potential to open up not only the ultrafast time-resolved ROA spectroscopy

but also wider applications of ROA such as ROA imaging or rapid (∼ second) real-time tracking of

conformational change of biomolecules. The basic idea of measurement is the same as what was em-

ployed in the TRCD spectrometer presented above; the incident pump and Stokes radiation is linearly

polarized parallel to each other, and the CARS radiation perpendicular to the incident polarization is

phase-sensitively detected by the optical heterodyne detection. With (-)-β-pinene as a sample, a ROA

spectrum was obtained by CARS and consistent with the previously reported ROA spectrum obtained

by the spontaneous Raman scattering. The contrast ratio of the chirality induced signal to the achiral

background was improved by two orders of magnitude as compared to the conventional spontaneous

ROA spectroscopy.

Another method for characterizing the phase of CARS-ROA field by using the active heterodyne

detection was demonstrated in Chapter 6. The local oscillator was introduced externally with certain

temporal delay. The spectral fringe originating to the interference between the CARS-ROA field and

the LO is analyzed by the spectral interferometry. Although the signal to noise ratio was not bet-

ter than that by the methods reported in Chapters 5 and 7, it was shown that the active heterodyne

method was efficient for eliminating the artificial signal coming from the ORD of the sample. It is

expected the active-heterodyne-detected CARS-ROA is advantageous when the fluorescent sample is

measured because the spectral interferometry can almost perfectly remove the background signal such

as fluorescence and room light.

With the aim of better signal to noise ratio, the extension of CARS-ROA spectroscopy from the

near-infrared (1064 nm) to the visible (532 nm) spectral region was reported in Chapter 7. For multi-

plex CARS detection in the visible range, broad and intense supercontinuum was generated by pump-

ing the photonic crystal fiber both with 532 and 1064 nm. As demonstrated in the actual experiment,

the signal to noise ratio of the VIS-CARS-ROA spectra obtained with 1-min exposure was even bet-

ter than that of the NIR-CARS-ROA spectra obtained with 1-hour exposure. Such improvement was
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attributable to theν5 dependence of ROA signal intensity, and weak resonance with the electronic

absorption in the deep-UV region.

8.2 Prospects

8.2.1 Possible improvements in performance of the ultrafast CD spectroscopy

The performance of TRCD spectroscopy is mainly characterized by time resolution, sensitivity, spec-

tral range, and freeness from the anisotropic artifacts.

The time resolution achieved in the current study is 100 - 300 fs, which is fast enough for measuring

dynamics such as electronic relaxation, proton transfer, protein internal motion, and photochemical

isomerization [59]. For directly probing faster dynamics such as vibrational motion, photodissociation,

photoionization, and electronic dephasing, a better temporal resolution is required. In the developed

TRCD spectrometer, time resolution is determined by the cross-correlation between the pump and

probe. A chirp-compensated output of a noncollinear optical parametric amplifier (NOPA) as short as

6.5 fs was reported to be used in solution-phase ultrafast spectroscopy [169]. So by combining the

chirp compensating technique with the TRCD spectrometer, it will be possible to track even faster

chirality change. In the gas phase spectroscopy, attempts to develop faster chiroptical methods have

been made [170, 171]. However, currently these are in the stage of developing elemental techniques

and no time-resolved measurement has been reported to the best of my knowledge.

Sub-millidegree sensitivity was realized in the current setup. In optical spectroscopic measure-

ments, the sample concentration is usually adjusted so that the optical density becomes about 1. If the

concentration is too high, no light can pass through the sample; if it is too low, no signal is observed. In

such cases, a magnitude of ground-state CD is typically10−3 o.d. in the absorbance unit and 33 mdeg

in the ellipticity unit. Thus, the sub-millidegree sensitivity is enough for many applications because the

∆CD value as much as about 3 mdeg is expected when 10% of molecules is excited, which is typical

condition employed in the time-resolved spectroscopy. For special applications such as ultrafast detec-

tion of enantiomeric excess generated by circularly polarized pump pulse, as will be described in the

next section, much higher sensitivity is required. In the current measurement condition, the noise level

is determined by the shot noise of the local oscillator, where the signal to noise ratio is proportional to

the total input energy of probe light (∝
√

time× power). The most straightforward way to improve

the sensitivity is thus to increase the power of the probe light. This can be realized by increasing either

the energy of each pulse or the repetition rate. To make the pulse energy higher, one can use an output

of NOPA for the probe, which provides the pulse energy one or two orders of magnitudes higher than

the currently used continuum by the self-phase modulation but the spectral range becomes narrower.

We can increase the repetition rate by using recently released high-repetition-rate femtosecond lasers

such as Pharos (Light Conversion Ltd.) up to 1 MHz. With 1-MHz repetition rate, the sensitivity
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becomes about 31 times better than that of the current 1-kHz system.

Extension of the spectral range down to the ultraviolet region is one of the most demanded im-

provements of the TRCD spectroscopy. Especially for application to proteins, an extension to the

deep-UV region is needed because strong and characteristic CD spectrum, which is correlated with

their secondary structures, is observed in the deep-UV range. Thus, deep-UV TRCD spectroscopy

will be able to directly probe changes in the secondary structure of proteins induced by optical absorp-

tion [173] or temperature jump [174]. Measurement wavelength range is currently determined by the

spectral width of the white-light continuum generated by the self-phase modulation of water, which

spans down to about 400 nm. Using calcium fluoride for the medium of the self-phase modulation,

it will be possible to obtain the continuum down to about 320 nm [172]. Generation of a broadband

pulse in the deep-UV range is, however, still technically challenging. Ultrashort pulse down to about

275 nm can be generated by achromatic frequency doubling [175] or self-phase modulation [176] but

convenient and stable generation of continuum below 250 nm has not been reported to the best of my

knowledge. Technical advancement in deep-UV continuum generation is needed for the extension of

the spectral range of TRCD spectroscopy.

For the rejection of the anisotropic artifact, currently post-processing such as the singular value

decomposition is employed. However, the best solution is, of course, doing measurement under the

condition where anisotropy is not induced by the pump radiation. Such a condition is, in principle,

realized by employing circularly polarized light as the pump light. However, due to the spectral broad-

ness of femtosecond pulses, retardation by the quarter wave plate is not constant for each spectral

component of the pump light. It is a nontrivial question whether one can generate polarization state

where the anisotropic artifact is smaller than the currently used linearly polarized excitation by using

imperfect quarter wave plate. It will be needed to carefully design the optical arrangement of polarizers

and waveplates to reduce the anisotropic artifacts as much as possible.

8.2.2 Future applications of the ultrafast CD spectroscopy

Biomolecules

In the electronic CD spectroscopy of proteins, measurement wavelength range is conveniently divided

into three: the deep-UV range below 250 nm, the UV range from 250 to 300 nm, and the wavelength

region above 300 nm. CD spectra in the wavelength range below 250 nm are dominated mainly by the

n − π∗ transitions of amides and sensitive to the secondary structure. In the deep-UV range between

250 and 300 nm, CD bands of theπ − π∗ transitions of aromatic side chains are observed, which are

sensitive to the tertiary structure. When proteins have chromophores such as heme and flavin, they

show CD peaks which induced by asymmetric interaction between the chromophore and surround-

ing amino acid residues. TRCD spectroscopy is currently experimentally practical for the wavelength
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range above 400 nm and will be extendable down to about 320 nm using white-light continuum from

calcium fluoride. In the foreseeable future, therefore, application to proteins with chromophores will

be important. Heme proteins such as myoglobin and hemoglobin have been investigated by ultrafast

spectroscopy [177–181]. Especially the detachment process of carbon monoxide bound to heme has at-

tracted much attention [102,179,182]. The peak position of CD spectra of myoglobin and hemoglobin

observed in the range between 400 and 450 nm changes when the carbon monoxide is attached the

heme [183]. It is expected that detailed structural change of heme-induced by the CO dissociation like

the doming motion [184] can be elucidated by broadband TRCD spectroscopy. Another interesting ex-

ample is light-sensitive receptor proteins such as rhodopsin [185] and photoactive yellow protein [186],

whose structural change is triggered by photoisomerization of the chromophore. It is expected that the

isomerization undergoes in an unidirectional sense when the chromophores are surrounded by pro-

teins. TRCD spectroscopy is a promising tool for probing the direction of the isomerization, which is

difficult to distinguish in the conventional ultrafast spectroscopy.

Molecular machines

Molecular machines such as rotors [146,187], tweezers [188], shuttles [189], and pinchers [190] have

recently been synthesized as parts of molecular devices. Among them, the unidirectional rotary motion

is important for continuous movement of devices as seen in biological systems [191]. In recently

synthesized molecular motors [145, 146], unidirectional rotation can be induced by successive light

irradiation and thermal relaxation. TRCD will be able to capture the structure of transition states during

the rotation. Understanding of structural evolution during the rotation will be a guiding principle

for improving the performance of the rotor and for using it as a part of a molecular device. Also

in molecular machines with achiral motions, chiral moieties are often used in molecular machines.

One typical example is rotaxane used in molecular shuttles [189]. In such machines, cyclodextrin

including azobenzene moves back and forth like a shuttle. Azobenzene shows induced CD signal

when it is included by cyclodextrins and its sign varies by the relative position of the cyclodextrin

moiety [192, 193]. Thus, the time-dependent change of induced CD of azobenzene, which should by

synchronized with the position of cyclodextrin, can directly probe the nanoscale shuttle movement.

CD measurement of short-lived chiral species

Ultrafast TRCD spectroscopy will be also useful for obtaining CD spectrum of achiral species. Here,

I used the term achiral for denoting achiral as a time-averaged structure. Because no molecule is still,

any molecule can be chiral if one takes a snapshot of it. This is schematically described in Fig. 8.1.

Even for achiral molecules, each molecule can have non-zero CD spectrum at each moment as shown

in Fig. 8.1 (a), but it becomes zero if the spectra are averaged over ensemble as seen in Fig. 8.1 (b).

Thus, in the steady-state CD spectroscopy, it is impossible to obtain CD spectrum of achiral molecule
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(a) (b)

(c) (d)Pump
(Circularly polarized)

Figure 8.1: (a) Schematic CD spectra of each molecule of achiral solution. (b) Experimentally observ-
able ensemble-averaged CD spectrum of achiral solution. (c) Schematic CD spectra of each achiral
molecule after photoexcitation with circularly polarized pump radiation. (d) Ensemble-averaged CD
spectrum of achiral solution after the photoexcitation.

even though CD spectra of individual molecules provide plentiful molecular structural information

such as the dihedral angle between two chromophores. CD spectroscopy of achiral molecules is,

however, possible using TRCD spectroscopy. If the ensemble is excited by the circularly polarized

pump radiation (Fig. 8.1 (c)), non-zero enantiomeric excess is artificially generated to show non-zero

ensemble averaged CD as seen in Fig. 8.1 (d). The observed CD spectrum should correspond to one

enantiomeric form of molecule, which is achiral after time- or ensemble-averaging. By measuring

the temporal evolution of the TRCD spectra after the excitation, it will also be possible to track the

racemization process.

8.2.3 Possible improvements in performance of the CARS-ROA spectroscopy

The first and most serious problem in ROA spectroscopy is that extremely long exposure is needed.

With a commercially available ROA spectrometer from BioTools, several hours to several days ex-
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posure with sub-watt to several-watts incident laser power is required to take a ROA spectrum of a

protein solution (see [194] for example). In the spontaneous ROA spectroscopy, signal to noise ratio is

proportional to the square root of the total input laser energy. Maximum power usable in experiments

is limited by damage threshold of samples, which is usually several watts at most. Thus, it is proba-

bly difficult to dramatically improve the signal to noise ratio in the spontaneous ROA spectroscopy in

the future. In the coherent ROA spectroscopy, on the other hand, the signal intensity can be higher by

employing input pulses with higher peak power with keeping the average power. As the absolute inten-

sity of CARS signal is determined by various experimental conditions such as concentration, optical

path length, confocal parameter, dispersion of refractive index, and the angle between the two incident

beams, it is difficult to directly compare the signal to noise ratio of the spontaneous ROA and coherent

ROA. However, in typical experimental condition for concentrated bulk solution, the signal to noise

ratio at the quantum limit becomes higher in coherent Raman scattering [78]. Thus, it is expected that

better signal to noise ratio is also obtained in coherent ROA spectroscopy.

In the context of developments of rapid bio-imaging tools, a variety of CARS spectrometers have

been reported recently [195–200]. These are broadly grouped into two categories: frequency-domain

measurement [195, 198, 200] and time-domain measurements [196, 199]. In the both methods, two or

three input pulses, corresponding to the pump, Stokes, and probe, are employed. These techniques

can readily be extended to CARS-ROA by setting the incident polarization parallel to each other and

detecting both the phase and amplitude the CARS field perpendicular the incident polarization.

In the current study, I have demonstrated CARS-ROA spectroscopy as the first example of ROA

spectroscopy by coherent Raman scattering. Besides CARS, several coherent Raman processes such

as stimulated Raman scattering (SRS) and Raman-induced Kerr effect (RIKE) are widely used for bio-

imaging [201–203] and ultrafast measurements [204–206]. It is also possible to make them chiroptical

by a scheme similar to CARS-ROA [80]. One important advantage of SRS and RIKE over CARS

in ROA measurement is that the counter-propagating configuration, where the two incident beams

counter-propagate, is allowed in SRS and RIKE because the phase matching condition is automatically

fulfilled in these processes. In such a condition, backward-scattered ROA spectrum [97] can also be

obtained in the coherent ROA spectroscopy; only the forward-scattered ROA spectrum can be obtained

in the CARS-ROA spectroscopy.

8.2.4 Future applications of CARS-ROA spectroscopy

I believe sub-nanosecond CARS-ROA system developed in the present study can be applied to nanosec-

ond time-resolved measurement with slight modifications. To realize time-resolved measurements, it

is needed to introduce the pump pulses synchronized with the probe pulses with a certain delay. In

nanosecond time-resolved spectroscopy, two electronically triggered laser sources are usually used for

the pump and probe. However, the currently used passively Q-switched microchip laser cannot be
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triggered externally. Therefore, it needs to be replaced by an actively Q-switched laser in addition to

installing a pump laser that can also be externally triggered.

As an application, relatively slow dynamics of proteins occurring on the nanosecond to millisecond

time scale will be able to be investigated in great detail by time-resolved ROA spectroscopy. For one,

protein folding, a process that a protein achieves its native structure, has attracted great attention as a

"missing link" between a gene sequence and protein functionality [207]. A variety of spectroscopic

methods such as fluorescence, CD, X-ray scattering, absorption, IR, and NMR have been used for

tracking dynamic change toward the natively folded structure [207]. Also computational studies have

greatly contributed to the mechanistic understanding of protein folding [208]. Although lots of theories

have been proposed so far, no consensus has been reached probably due to the difficulty to compare

proposed theories with experimental data [209]. ROA spectroscopy provides more structural parame-

ters than the above spectroscopic techniques with time resolution fast enough for tracking any protein

dynamics. Time-resolved ROA spectroscopy will be a promising tool for advancing the research on

protein folding.
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