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Abstract 

Four-dimensional (4D) cone-beam CT (CBCT) techniques have been used in 

clinical sites of image-guided radiotherapy (IGRT), especially in the treatment of 

lung tumors and other tumors accompanying respiratory motion. However, those 

techniques suppose periodic motion such as respiration, and there are few attempts 

using CBCT to visualize organs accompanying time-ordered non-periodic motion 

and deformation. The purpose of this study is to visualize time-ordered motion 

including gastrointestinal activities and motion of rectal gas and stools.  

Reconstruction methods used in this study belong to two categories: 

Feldkamp-Davis-Kress (FDK) method and maximum a posteriori probability (MAP) 

method. The FDK method is the conventional one in CBCT reconstruction and 

widely used in medical region. One of the advantages in use of FDK method is that it 

works with a small computational effort. On the other hand, this method requires the 

projection data from more than 180-degree plus fan-angle to obtain the successful 

reconstruction images. Therefore, with the slow gantry rotation such as in the linear 

accelerator (LINAC), the FDK method accompanies the poor temporal resolution. 

The temporal resolution could be improved with the narrower projection angle range. 

Lacking the information due to the narrower projection angle range, however, the 
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reconstructed image would be significantly degraded. A tradeoff of this approach 

between temporal resolution and image degradation was discussed in Chapter 2. In 

Chapter 3, a MAP reconstruction combined with initial image sets is proposed to 

resolve the problem with regard to narrower projection angle ranges. In addition to 

the total variation minimization approach and prior information constrained approach, 

both of which are previously proposed in the situation where the information is 

lacked, the constraint arising from time-ordered chain is newly introduced in order to 

improve temporal resolution. This new reconstruction method is named as 

Time-ordered chain graph model (TCGM) method. Two types of projection data sets 

are used for reconstruction test; clinical patients’ pelvic region and virtually created 

digital phantom containing an air sphere moving 3 cm along longitudinal axis during 

one rotation of projection source around the phantom. Especially, the temporal 

resolution is analyzed with above digital phantom. 

The present study demonstrates the feasibility of time-ordered 4D CBCT 

reconstruction dealing with time-ordered motion and deformation. Deformation of 

intestine and rectum, and motion of flatus and stool could be visualized by the 

presented method. The digital phantom results show that MAP method with TCGM 

improves its temporal resolution.  
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Abbreviation 

ART : algebraic reconstruction technique 

CBCT : cone-beam computed tomography 

CC  : cranio-caudal 

CT  : computed tomography 

CTV : Clinical Target Volume 

ECG : electrocardiogram  

EPID : electric portal imaging device 

FBP : Filtered Back Projection 

FDK : Feldkamp, Davis and Kress 

FOV : field-of-view 

FPD : flat-panel detector 

FWHM : Full Width of Half Maximum 

GPU : graphical processing unit 

GTV : Gross Tumor Volume 

IGRT : image-guided radiotherapy 

IM  : Internal Margin 

IMRT : intensity modulated radiotherapy 
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ITV : Internal Target Volume 

MAP : Maximum A Posteriori possibility 

MLC : Multi-Leaf Collimator 

MLEM : Maximum Likelihood Expectation Maximization 

PA  : Posterior-to-Anterior 

PICCS : Prior-Image Constrained Compressed Sensing 

PTV : Planning Target Volume 

SI  : Superior-Inferior 

SM  : Setup Margin 

TCGM : Time-ordered Chain Graph Model 

TVCS : Total Variation-based Compressed Sensing 

VMAT : volumetric modulated arc therapy 

XVI : the X-ray Volume Imaging 

3D  : three-dimensional 

4D  : four-dimensional 
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1. Introduction 

1.1. Radiotherapy and the definition of its target volume 

 Radiotherapy is one of three main cancer treatment approaches as well as surgery 

and chemotherapy, and approximately 50 % of all cancer patients seem to be treated 

by external beam radiotherapy in the world [1]. In order to implement adequate 

radiotherapy, treatment target volumes should be delineated on the planning CT 

image volumes. The definition of target volumes was defined and issued by the 

International Commission on Radiation Units and Measurements (ICRU) as ICRU 

report 50 and 62 [2], [3], which are shown in Fig. 1.1: Gross Tumor Volume (GTV), 

Clinical Target Volume (CTV), Internal Target Volume (ITV), and Planning Target 

Volume (PTV). ITV is defined as the region where CTV could move, and the margin 

between CTV and ITV is called Internal Margin (IM). PTV is also defined as the 

region that ITV could be fluctuated because of patient-setup uncertainty in each 

treatment day, and the margin is called Setup Margin (SM). SM is derived by 

geometrical deviation of patient setup, which consists of random component and 

systematic component [4], [5]. 

 The dose concentration to the targeted area is nowadays highly achievable with 

sparing the normal tissues by employing the intensity-modulated radiotherapy 
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(IMRT). However, because the prescribed dose is escalated, the IMRT requires very 

high confidence in target localization by managing daily setup variability and 

intra-fraction motion during beam delivery. In addition, if patient-setup uncertainty is 

able to be kept small for all patients’ case, SM and therefore PTV can be made 

smaller, thus the region where high dose will be delivered can be made smaller. This 

is obviously beneficial for patients and is the origin of the needs for image-guided 

radiotherapy (IGRT) which will be discussed later in this chapter. 

 

 

Figure 1.1: Definition of treatment target volumes [2], [3] 

Planning Target Volume (PTV) 

Internal Target Volume (ITV) 

Internal Margin (IM) 

Setup Margin (SM) 

 
Gross Tumor Volume 
(GTV) 

Clinical Target Volume (CTV) 



3 

 

 

1.2. Intensity-modulated radiotherapy and image-guided radiotherapy 

Radiotherapy treatment has always been asked the question: how to deliver 

prescribed dose only to the treatment target with less radiation damage to the 

adjacent normal tissues. As mentioned in the previous subsection, two radiotherapy 

techniques have provided the answer for the question: intensity-modulated 

radiotherapy (IMRT) and image-guided radiotherapy (IGRT). IMRT technique with 

multi-leaf collimator (MLC) unit and treatment planning software using inverse 

planning algorithm enables to deliver prescribed dose to the treatment target 

appropriately, and at the same time to preserve adjacent normal tissues from 

unexpected irradiation [6]–[9]. IMRT has been reported to improve disease control 

without critical side effects for nonmetastatic prostate cancer patients, compared to 

conformal radiotherapy [10]. The technique makes concentrated high dose area in the 

target volume and steep dose gradient around the target, as shown in Fig. 1.2, but at 

the same time the technique inherently contains the risk to deliver concentrated high 

dose to the normal tissues if the position of the patient on the treatment couch is not 

correct. The improvement of the accuracy of patient setup was provided by IGRT 

technique with imaging devices, such as electric portal imaging device (EPID) and 
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cone-beam computed tomography (CBCT) system, both mounted on linear 

accelerator gantry [11]–[15]. 

 

 
Figure 1.2: An example of IMRT dose distribution calculated by treatment 

planning software on treatment planning CT image set. 

 

1.3. Cone-beam CT on medical linear accelerator gantry and improvement of 

patient-setup accuracy 

Since introduced by Jaffrey et al., CBCT technique has been taking very important 

role in IGRT approach [11], [16]–[18]. Fig. 1.3 shows cone-beam measurement 

system called the x-ray volume imaging (XVI) system, which consists of kilovoltage 



5 

 

x-ray tube and flat-panel detector (FPD) unit perpendicularly to the treatment 

megavoltage beam, mounted on Synergy linear accelerator (Elekta, UK) gantry.  

Having established this technique, the accuracy of patient setup, i.e. the accuracy of 

dose delivery, was dramatically improved. Before introduction of CBCT imaging 

system, an orthogonal pair of portal images of posterior-anterior (PA) and lateral 

direction using portal films or EPID device was taking main role in patient-setup 

workflow[14], [19], [20]. Little et al. (2003) reported that, using portal films and 

daily B-mode acquisition and targeting (BAT) ultrasound system, PTV margins for 

lateral, PA and superior-inferior (SI) were 5.3, 10.4 and 10.4 mm respectively [21], 

[22]. But after the introduction of CBCT system, Shiraishi et al. (2014) reported that 

PTV margins can be reduced to 5 mm [23]. This margin included the causes due to 

the insufficient correction of the day-by-day target displacement and the internal 

motion of the target. 
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Figure 1.3: Synergy linear accelerator and XVI system mounted on Synergy gantry. 
A pair of X-ray tube and flat-panel detector locates perpendicular to the direction of 
treatment MV beam. 

 

1.4. Two types of motion of the treatment target: interfractional and 

intrafractional motion 

The positional accuracy of the treatment target is affected by the displacement of 

tumor inside the body of a patient. There are two types of tumor displacement: 

interfractional displacement and intrafractional displacement [24]. The displacement 

between treatment sessions, i.e. day-by-day displacement after patient registration, is 

X-ray tube 

Flat-panel detector 
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regarded as interfractional motion, whereas the displacement during one treatment 

session is regarded as intrafractional displacement. It is easily imagined that the 

location of lung tumor might move in the body of the patient because of respiratory 

motion, and it is classified as periodic intrafractional motion. Gastrointestinal 

peristaltic action and rectal wall deformation caused by the action could be also 

classified into intrafractional motion[25]–[27], but it is non-periodic one. Shirato et 

al. (2004) pointed that the improvement of IGRT provides large reduction of 

interfractional uncertainty of tumor position control and the next step is to deal with 

intrafractional location accuracy [28].  

 In recent years, IGRT technique with CBCT system has also developed for 

periodic intrafractional motion of treatment targets, such as lung tumor and liver 

tumor. Sonke et al. (2009) and Nakagawa et al. (2013) demonstrated and proposed 

stereotactic volumetric modulated arc therapy (VMAT) for lung tumor combined 

with 4D CBCT image series to improve patient setup accuracy even if the treatment 

target was accompanied with respiratory tumor motion [29], [30]. The proposed 

method reconstructed 4- or 10-phase 4D CBCT image sets of lung tumor and the 

position of lung tumor was confirmed visually by comparing imported PTV contours 

and 4D movie of reconstructed CBCT images on the same display. For non-periodic 
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intrafractional organ motion, on the other hand, no attention has been paid in IGRT 

using CBCT system, in spite of the fact that it was observed by the other systems, 

such as a Calypso device [31][32]. 

 

1.5. Four dimensional organ motion and its CBCT imaging  

1.5.1. Periodic organ motion and its impact for dose delivery 

Periodic organ motion includes respiratory motion of lung, liver and esophagus, and 

cardiac activity, and the motion of lung tumor has been focused for many years. 

Shirato et al. (2004) described lung tumor motion using power function of cosine 

[28]. Yamashita et al. (2011) studied the respiratory motion of esophageal tumor 

using 320-row multidetector CT, and reported the maximum esophageal tumor travel 

caused by respiration was 16.3 mm in cranial-caudal direction [33]. Mechalakos et al. 

(2004) discussed dosimetric impact caused by respiratory motion and reported that 

dose to 95% of the GTV and volume of the GTV receiving 95% were both reduced 

-9.8 % and 8.3 % respectively by the effect of normal breath comparing to the case 

without breathing [34].   

For the purpose of 4D CBCT image reconstruction accompanied by periodic organ 

motion, such as respiration and cardiac activity, information about respiratory phase 
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or cardiac motion signal is necessary to classify projections into several phase groups. 

In the case of respiratory motion, the measurement method of a signal synchronized 

with projection images is categorized by two methods; the use of an external 

respiratory or cardiac monitoring system and the image-based respiratory phase 

recognition. For example of the latter case, Sonke et al. (2005) proposed the method 

known as Amsterdam Shroud, which produces 1D projection in cranio-caudal (CC) 

direction after applying CC derivative filter [35], and this has been used in the 

commercial CBCT device (Elekta Synergy). Regarding cardiac activity, Lauzier et al. 

(2012) demonstrated 4D image reconstruction using the electrocardiogram (ECG) 

signals in order to sort projections into several cardiac phases [36], which is 

categorized into the former case. 

 

1.5.2. Non-periodic organ motion and its impact for dose delivery 

Many organs located in lower abdominal and pelvic region are also known as 

moving organs. Not only interfractional displacement, several studies discussed 

about intrafractional displacement of prostate grand. Langen et al. (2008) reported 

the measurement results of intrafractional prostate motion for 17 patients using the 

Calypso four-dimensional localization system [31]. They reported that the averaged 
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value of the largest displacement for 17 patients was 6.1 mm in posterior-anterior 

direction. Kupelian et al. (2007) reported clinical experience of treatment target 

localization using Calypso system and mentioned its clinical efficiency [32].  

Moreover, the difficulty caused by the presence of rectum and other digestive tract 

are making the problem of prostate displacement more complex. Zelefsky et al. 

(2002) studied rectal toxicity of prostate IMRT radiotherapy, and reported that 

toxicity rate reduced by application of IMRT in comparison with conformal 

radiotherapy, but still 4.5 % of treated patients experienced acute rectal toxicity [37].  

There are some proposed preparative regimens to deal with positional changes of 

prostate. It is better to be kept the size of bladder and rectum consistent throughout 

treatment course, and patients are instructed to ingest repeatable amount of water and 

to empty their bowels prior treatment sessions [22], [38]. Teh et al. (2001) reported 

their clinical experience using rectal balloon and mentioned two advantages, prostate 

immobilization and reduction of rectal toxicity [39]. Those preparative regimens are 

regularly treated, but intrafractional motion cannot be perfectly eliminated and 

toxicity has still reported as mentioned above.  

Though many researchers have mentioned about intrafractional displacement 

around pelvic region, only few studies have dealt with CBCT volumetric imaging 
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with non-periodic intrafractional motion or deformation in radiotherapy. One of the 

approaches for 4D reconstruction of time-ordered non-periodic motion is known as 

short-scan / half-scan reconstruction. Regarding to the concept of short-scan CT 

image reconstruction, its temporal resolution and continuous time-ordered image 

reconstruction has been focused and discussed by Parker et al. (1982), Noo et al. 

(2002), and Liu et al. (2001) [40]–[42]. In this approach, temporal resolution is 

directly related to the rotation speed of the measurement geometry and the angular 

range, and the shorter range surely provides its better temporal resolution. However, 

the shorter range of projection might cause degradation of image quality and artifacts 

if the range is shorter than 180 degrees plus fan-angle [42], [43]. On the other hand, 

Pang and Rowlands (2005) and Godfrey et al. (2006) introduced ‘just-in-time 

tomography’ which reconstructs digital tomosynthesis images from projections of 

cone-beam acquisition geometry [44], [45]. The method was really time-ordered 

imaging approach but the created tomosynthesis images were still two-dimensional. 

 

1.6. Adaptive Radiotherapy 

The impact of inter- and intrafractional organ motion and deformation is discussed 

in the subsections above, and one more new and important concept should be 
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introduced in this subsection, namely, adaptive radiotherapy, which is a radiotherapy 

workflow containing feedback process of dosimetric consequence until previous 

treatment session, as shown in Fig. 1.4 [46]–[49]. The concept of adaptive 

radiotherapy was firstly introduced for the purpose of reducing treatment target 

margins from the feedback of actual setup accuracy in order to spare adjacent normal 

organs [46], [48], but it was extended into more active treatment process with 

accumulation of already delivered dose distribution and modification of treatment 

plan with daily- or weekly-updated image sets of a patient [47], [50]–[53]. In this 

context, daily CBCT image acquisition and 4D CBCT reconstruction have been 

taking a new role in adaptive radiotherapy workflow for the purpose of 

understanding more accurate dose distribution considering inter- and intrafractional 

motion and deformation. To feedback dose distribution considering interfractional 

motion, daily imaging step in Fig 1.4 provides anatomical information of the 

treatment day, as Ding et al. (2007)  and Yang et al. (2007) proposed [54], [55]. To 

deal with intrafractional motion and deformation, in-treatment CBCT acquisition 

contributes to provide intrafractional volumetric image, as proposed by Kida et al. 

(2012) [56]. Thus, nowadays imaging techniques in radiotherapy field have been 
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required, not only for the purpose of patient setup or initial treatment planning, but 

also for the purpose of adaptive radiotherapy implementation. 

 

 

Figure 1.4: Workflow of adaptive radiotherapy. Radiotherapy workflow is commonly 
starting from acquisition of planning CT image sets and treatment planning, then the 
treatment delivered after registration step using daily/weekly imaging. The workflow 
of adaptive radiotherapy contains feedback process of treatment delivery and 
replanning of future treatment fractions.  

 

1.7.  Reconstruction techniques 

It is no doubt that the development of CT reconstruction algorithm was a great 

innovation. The innovation made a huge impact for not only Radiology field but also 
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other clinical departments, and it deserved the Nobel Prize in Physiology and 

Medicine 1979 [57], [58]. From 1980’s to early 2000’s, filtered back projection 

(FBP) reconstruction technique was the main reconstruction scheme because of the 

benefit of calculation acceleration using fast Fourier transform (FFT) even if 

computational environment was not powerful enough [59]–[61]. Regarding 

cone-beam projection geometry, it was developed straightforwardly by Feldkamp, 

Davis and Kress, so called FDK algorithm, which is still popular in clinical use [62]. 

In this thesis, this algorithm combined with the convolution formalism derived by 

Webb (1982) was applied for non-periodic cone-beam image reconstruction of the 

study discussed in Chapter 2 [62], [63]. 

With the development of computer resources, the other approach recently becomes 

available in practice; iterative reconstruction approach, which is categorized by 

algebraic reconstruction technique (ART) and statistical approach such as maximum 

a posteriori probability (MAP) methods [59], [64]. The concept of iterative 

reconstruction was introduced in the early stage of tomographic image reconstruction 

development [65], [66], however, although it was used in the field of nuclear 

medicine because of much less number of projections, physicians and physicists 
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needed to wait for huge improvement of computational resources for a few decades, 

to be ready for iterative CT and CBCT image reconstruction. 

 

1.8. Iterative reconstruction technique 

In recent year, iterative reconstruction technique has been focused again, caused by 

the huge progress of computational resource, especially by use of graphics 

processing unit (GPU) [67]–[70]. Iterative reconstruction approach consists of ART 

and statistical approach such as MAP methods. The former method is simply 

repeating to solve algebraic equations and to update image pixel values [59], [65], 

[71]. The latter one is based on the theory that the measurement of photon obeys 

Poisson probability distribution, combined with the maximization process to 

maximize a posteriori probability using Bayesian theorem to use known prior 

information [71]–[74].  

One of the great advantages using MAP reconstruction algorithm is that the image 

reconstruction works even with the limited number of projections[75], [76]. To 

obtain the non-periodic time-ordered images, the projection data should be classified 

by time-ordered phase bins. The projection angle range in each time phase has to be 
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as narrow as possible, much less than 180 degrees plus fan-angle range requiring in 

FDK algorithm, to assure the high time resolution in the reconstructed images.  

In this thesis, iterative reconstruction based on MAP method is employed to 

reconstruct image from narrower projection range and initial image sets, in order to 

improve temporal resolution, then the feasibility of new concept considering 

time-ordered image series is discussed.  

 

1.9. Purpose of this thesis 

As mentioned in the previous subsections, the study of four-dimensional volumetric 

visualization focusing on non-periodic time-ordered organ motion / deformation is 

quite limited. However, it is important to understand the impact of non-periodic 

organ motion for accurate dose delivery of radiotherapy as well as the case of 

periodic motion. The aim of this research is to deal with 4D reconstruction of CBCT 

imaging accompanying non-periodic time-ordered organ motion.  

In the first part of this thesis, short-scan FDK approach is applied for the 4D 

reconstruction, and then the limitation of temporal resolution regarding FDK 

approach for time-ordered 4D reconstruction are discussed. In the second part of the 

thesis, MAP iterative reconstruction approach is applied for time-ordered 4D 
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reconstruction, and the new concept, time-ordered chain graph model, is introduced 

and employed to use narrower angular projection range for the reconstruction, which 

aims to improve temporal resolution. 
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2. Time-ordered 4D CBCT reconstruction using Short-Scan FDK method  

2.1. Introduction to Chapter 2 

The feasibility of time-ordered 4D CBCT reconstruction using short-scan 

approach with FDK method is discussed in this chapter, using projections of clinical 

patients and virtually created digital phantom. As mentioned in the introduction 

chapter, FDK method is categorized in analytical approach, and recognized as an 

extended method of filtered back-projection (FBP) method [59], [62]. The advantage 

of FDK approach is sharpness of the reconstructed images and its reconstruction 

speed, but it also has a drawback which is the requirement of projection angle range, 

i.e. projection range of 180 degrees plus fan-angle is needed for image reconstruction 

[40], [41], [77]. This issue causes tradeoff between temporal resolution and image 

degradation in 4D reconstruction. This tradeoff is discussed in this chapter, especially 

using virtually created digital phantom projections. 

Additionally, there is one more problem to be solved for time-ordered 4D 

short-scan FDK reconstruction for clinical patient data: truncation of projections 

contained in cone-beam projection measurement. In the case of abdominal and pelvic 

CBCT acquisition, a flat-panel detector (FPD) is usually located asymmetrically in 

order to cover whole abdomen or pelvis in one rotation of the gantry [78]. In other 



19 

 

words, acquired projections even with 180 degrees plus fan-angle range are 

incomplete for whole-body reconstruction. Therefore, the visible area of 

reconstructed image should be limited and strong artifacts must be caused by 

truncation if short-scan FDK reconstruction is implemented without taking care of it. 

This problem is also discussed in this chapter and projection extension method using 

image mosaicing technique is introduced, followed by the discussion of the 

feasibility of time-ordered short-scan FDK CBCT reconstruction.  
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2.2. Materials and methods 

2.2.1. Projection data used in this study and projection geometry 

Two kinds of projection data sets were used for cone-beam CT image reconstruction 

in this study; the digital phantom projections which contain a moving air sphere, and 

clinical patients’ data sets. Figs 2.1 (a) to (d) show cone-beam kilovoltage projection 

geometries of the XVI system (Elekta, UK). The XVI system consists of x-ray 

projection source and FPD with 512×512 detector elements, which is mounted on the 

gantry of Synergy linear accelerator (Elekta, UK) [16], [18]. The projection direction 

of the XVI system is perpendicular to the direction of treatment megavoltage beam. 

There are three options of FPD location depends on the size of the patient or the 

scanned object [78], and usually S mode is used for head-and-neck region and M 

mode for abdominal and pelvic regions as shown in Figs. 2.1 (b) and (c). The digital 

phantom projections are virtually created according to the geometry of S mode with 

centered FPD panel, shown as Fig. 2.1 (b), and patient data sets used in this chapter 

were acquired in the M mode geometry with 11.5 cm offset located FPD panel as 

shown in Fig. 2.1 (c). 
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2.2.2. Digital phantom and its projection data 

Figs 2.2 show the schematic diagrams of elliptic-cylindrical digital phantom and its 

projection geometry. The cone-beam projection data containing an air sphere were 

virtually created in one-degree interval for 360° which corresponds to one rotation of 

the measurement geometry around the phantom. The geometry was same as that in S 

Figure 2.1: Cone-beam projection geometry of the XVI system [78]. (a) Overview 
image of the XVI system, (b) geometry of S option for 27 cm FOV, (c) geometry of 
M option for 41 cm FOV and (d) geometry of L option for 50 cm FOV. 
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mode of the XVI system shown in Fig. 2.1 (b). The diameter of the air sphere was set 

to 3 cm and the sphere moved 3 cm in longitudinal direction, which corresponds to z 

direction in Fig. 2.2 (a), during one rotation of the projection source with constant 

speed and without deformation. The diameter and travel distance of an air sphere in 

the digital phantom were defined based on the observed result of one patient’s 

projection set.  

 

 

 

 

  

Figure 2.2: Schematic diagram of digital phantom containing moving air sphere. 
Figure (a) shows the geometry to create digital phantom projection, (b) shows axial 
and sagittal image of original digital phantom and (c) is one of virtually created 
projections. An air sphere of 3 cm diameter moves 3 cm in z-axis in (a) during one 
rotation of projection source.  
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2.2.3. Patients’ projection data sets 

Clinical patients’ projection data sets were acquired using the XVI system. Those 

were acquired as pre-treatment CBCT imaging for the purpose of patient-setup for 

prostate radiotherapy. Two clinical projection data sets were used in this study and 

their acquisition durations were about 120 seconds for patient A, and 60 seconds for 

patient B. The data sets were collected with M FOV option which requires 11.5 cm 

offset location of FPD unit as shown in Fig. 2.1 (c), and the projections contained 

truncation as shown in Fig. 2.3. 

Normally pelvic CBCT reconstruction requires completely one rotation of 

measurement geometry in order to cover whole of pelvic region. However, this study 

is dealing with short-scan and the truncation in projections could cause problems. To 

overcome this problem, projection extension process is introduced in the later 

subsection. 
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Figure 2.3: An example of projection of pelvic region with FPD position M, acquired 
by the XVI system.  

 

2.2.4. Time-ordered short-scan FDK reconstruction 

CBCT volumetric image sets were reconstructed using in-house software based on 

FDK method. As shown in Fig. 2.1 (a), the direction of cone-beam projection 

acquisition using the XVI system is perpendicular to the treatment megavoltage 

beam. The measurement starts from 9 o’clock position and the measurement 

geometry rotates counter-clockwise direction. Fig. 2.4 shows the schematic sequence 

of cone-beam projection acquisition and the projection ranges for sequential 

short-scan FDK reconstruction. Assuming image reconstruction of FOV 40 cm using 

M option of FPD location, projection range of 200°, which is equal to 180° plus 

fan-angle in this geometry, is required for each time phases, so the first image can be 
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reconstructed using projections from the started position of the measurement until 

rotation angle of 200°. Then the projection range slides towards the direction of 

rotation with keeping the width of the range until the end of the range reached to the 

end position of the rotation.  

In the first part of this study, the digital phantom image sets were reconstructed with 

several projection ranges less than 200 degrees, then the degradation of images and 

temporal resolution are discussed using the shape of moving air sphere. In the second 

part, reconstruction of clinical patients’ 4D image sets was implemented using 

projections with angular range of 200° and the feasibility of this method is discussed. 
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Figure 2.4: Schematic workflow of gantry rotation and projection range of 
time-ordered FDK reconstruction. Gantry rotates CCW direction and projection 
range for image reconstruction slides as the time phase progresses.  

 

2.2.5. Projection extension using mosaicing process  

Time-ordered 4D short-scan FDK reconstruction method is introduced in the 

previous subsection. The method was directly able to apply for the digital phantom 

projections because they were assuming S FOV option which did not contain 

truncation. On the other hand, clinical projections which were acquired in M FOV 

option contain truncation and it must cause strong artifact. Fig. 2.5 (a) shows 

reconstructed FOV using truncated projections measured by M FOV option, and the 

range of projections is 180°, and the reconstructed image is shown as Fig. 2.5 (b). In 
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order to reconstruct full FOV with short-scan reconstruction workflow, extended 

projections and angular range of 180° plus fan-angle are required as shown in Figs. 

2.5 (c) and (d).  

In this subsection, the method to extend truncated projection using image 

mosaicing process in order to reconstruct time-ordered 4D images without truncation 

artifact is proposed. Image mosaicing process itself is widely used in the field of 

computer graphics to create wider images using several smaller images [79]–[82]. In 

the present study, extended projections are created by combining this mosaicing 

technique with reprojections from the images reconstructed with whole projection 

data. 

The proposed method to extend truncated projections is schematically shown in 

Fig. 2.6, which consists of the following three steps: step i) reconstructs normal 3D 

CBCT images using 360-degree projections with 512×512 detector elements (Fig. 

2.6 (a) and (b)), then step ii) makes virtual reprojections with 512×800 detector 

elements, which are wider than original projections and contain whole of abdominal 

or pelvic region in transverse direction (Fig. 2.6 (c)), and step iii) combines original 

projections with virtual reprojections into extended ‘mosaic’ projections (Fig. 2.6 

(d)). Note that the pixel values of the original projections were adopted if pixel 
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values on both original projections and reprojections existed at the same pixel of the 

projection.  

For the purpose to prevent unexpected irradiation for outside of interested region, 

the collimator made by lead was inserted just under the x-ray source and it created 

blocked region on the projections. But the blocked region creates artifacts on the 

reprojections just inside of the blocked region. Therefore, padding process was 

implemented in the step i) for blocked region in the projections before normal 3D 

reconstruction, as shown in Fig. 2.7. 

The truncated “missing” regions in original projections were extended using 

virtually created reprojections in the step iii), shown as Fig. 2.6 (d). Fig. 2.8 shows 

more details about the step iii), where the padded original projection was combined 

with virtually created reprojection to create “mosaic” projections. As mentioned 

above, the pixel values of the original projections were adopted if original 

projections existed at the interested area.  

Ideally, this mosaic process should work without any correction. Actually, however, 

this process needs correction of pixel value intensity for virtually created 

reprojections to prevent remaining non-contiguous boundary between original 

projection and “extended” virtual reprojection area. The pixel value correction is 
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applied for virtual reprojections, shown as Fig 2.8 (b), where the correction is 

determined by a minimization process of 𝑓(𝑎, 𝑏) defined as below, 

𝑓(𝑎, 𝑏) = ��𝑥𝑅𝑅𝑅𝑅 − 𝑥𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴�
2
 

= ∑(𝑥𝑅𝑅𝑅𝑅 − (𝑎𝑎𝑉𝑉𝑉𝑉𝑉𝑉𝑉 + 𝑏))2  (2-1) 

�𝑎𝑏� = 𝑎𝑎𝑎𝑎𝑎𝑎 {𝑓(𝑎, 𝑏)}         (2-2) 

where 𝑥𝑅𝑅𝑅𝑅  and 𝑥𝑉𝑉𝑉𝑉𝑉𝑉𝑉  are pixel values inside four yellow ROIs, 2×8-pixel 

regions as shown in Figs. 2.7 (a) and (b), for both real projection and virtual 

reprojection, respectively. 𝑥𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 represents pixel values after correction 

and it was assumed to be described as a linear function using parameters 𝑎 and 𝑏. 

This correction was performed for all projections acquired in the clinical case. The 

detailed derivation to determine 𝑎 and 𝑏 in Eq. 2-1 and 2-2 is given in Appendix A.  
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(a) Reconstructed FOV with M FOV mode and 
180° angular range. The visible area is 
limited less than 127 mm-diameter. 

(b) Reconstructed image 
using geometry (a) 

Figure 2.5: Schematic diagram of relationship between reconstructed FOV, shifted 
FPD and projection range. Figure (a) and (b) demonstrate the geometry and 
reconstructed image using projections of 180° range without extension. The image 
with full FOV, shown in (d) is reconstructed by extended projections and 200° 
projection range, shown in (c).  

(c) Reconstructed FOV using extended 
projection and 200 °  angular range. 
Whole of 400 mm FOV is visible. 

(d) Reconstructed image 
using geometry (c) 
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Figure 2.6: General workflow of truncated projection expansion. Firstly, 3D 
reconstruction (b) was implemented using non-extended original projections (a) of 
all 360° range, then reprojections (c) were created virtually from image (b). Finally 
original projections (a) and reprojections (c) were combined and extended mosaic 
projections (d) were created.  
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Figure 2.7: (a) Original projection and (b) padded projection.  

 

 

 

 

 

 

 

 

 

  

(a) Padded original projection (b) Virtual reprojection 

Figure 2.8: (a) Padded original projection and (b) virtual reprojection. Yellow 
rectangular ROIs show the areas used for pixel value correction, and red dashed 
ROI shows the area which overlaps with padded projection (a).  
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2.2.6. Reconstruction implementation details and evaluation method of digital 

phantom 

Image reconstruction was implemented using time-ordered short-scan FDK method 

for seven time-phases for both digital phantom cases and clinical patients’ cases. The 

size of reconstructed digital phantom volume was 256×256 pixels in axial 

cross-section and 128 slices in longitudinal direction, with 1 mm voxel size. For all 

seven phases, three cases of angular projection range are chosen: 100°, 140° and 

180°, and the center location of angular range is same for all cases of projection 

ranges. Further details are indicated in Table 2.1.  

It is already known that the image reconstruction required projection ranges of at 

least 180° plus fan-angle, but on the other hand, temporal resolution might be 

improved as projection range is narrower. The relationship between temporal 

resolution and degradation of reconstructed images of digital phantom is evaluated 

by two methods: pixel value analysis on longitudinal axis profile and bounding box 

analysis. For the pixel value analysis, the profile was inversed and then normalized 

by maximum values. Bounding box analysis is the method to measure transversal, 

vertical and longitudinal size of the air sphere using virtual cube. The full widths of 
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half maximum (FWHM) of pixel values in each axes are chosen as the length of the 

cube, for images of fourth time-phase out of seven.  

In the case of patients’ projection data sets of pelvic region, firstly image mosaicing 

process using original projections and virtual reprojections were implemented, then 

the extended projections were used for time-ordered short-scan FDK reconstruction 

with angular projection range of 200°, which is equal to 180° plus fan-angle in this 

reconstruction geometry. The reconstruction was implemented for five time-phases 

with 400×400 pixels in axial cross-section and 128 slices in longitudinal direction 

with voxel size of 1 mm, same as digital phantom case.  
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Table 2.1: The detailed angular range for time-ordered short-scan FDK 
reconstruction 

Angular 

projection range 

Number of 

time-phase 
Start angle End angle 

Center angle of 

projection range 

100° 

1 40° 140° 90° 

2 70° 170° 120° 

3 100° 200° 150° 

4 130° 230° 180° 

5 160° 260° 210° 

6 190° 290° 240° 

7 220° 320° 270° 

140° 

1 20° 160° 90° 

2 50° 190° 120° 

3 80° 220° 150° 

4 110° 250° 180° 

5 140° 280° 210° 

6 170° 310° 240° 

7 200° 340° 270° 

180° 

1 0° 180° 90° 

2 30° 210° 120° 

3 60° 240° 150° 

4 90° 270° 180° 

5 120° 300° 210° 

6 150° 330° 240° 

7 180° 360° 270° 

200° 

1 0° 200° 100° 

2 40° 240° 140° 

3 80° 280° 180° 

4 120° 320° 220° 

5 160° 360° 260° 
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2.3. Results 

2.3.1. Digital phantom results 

Time-ordered 4D image sets of digital phantom were reconstructed using short-scan 

FDK method. Reconstructed images of fourth time phase out of seven, using 

180-degree projection range and 100-degree projectin range, are shown in Fig. 2.9. 

In the case of 100-degree projection range, as shown in Fig. 2.9 (c), the elliptic 

outline of the phantom is not reconstructed properly, although the outline is 

reconstructed with 180-degree angular-range of projections as shown in Fig. 2.9 (b). 

Normalized pixel-value profiles along longitudinal axis for three different 

projection ranges, 180-, 140- and 100-degree, are shown in Fig. 2.10, as well as 

reconstructed sagittal views. For all three cases, the full widths of half-maximum 

(FWHM) are all same but the profile of 100-degree projection range shows the 

narrowest penumbral width, which means the best temporal resolution among them.  

Degradation of reconstructed image is also evaluated using bounding box analysis 

with FWHMs for reconstructed moving air sphere using 180-, 140- and 100-degree 

projection ranges, shown in Fig. 2.11. The FWHMs of air sphere in axial, sagittal and 

coronal planes are about 3 cm in the case of 180° for all time phases shown in Fig. 
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2.11 (b), whereas the widths show a large variation through all time phases in the 

case of 100° shown in Fig. 2.11 (d). 

 

 

Figure 2.9: Axial, sagittal and coronal views of digital phantom images. (a) Images 
of original digital phantom. (b) Reconstructed images from 180° projection range. (c) 
Reconstructed images from 100° projection range.  

 

 

 
Figure 2.10: Sagittal images of moving air sphere reconstructed from 180°, 140° and 
100° projection ranges, and their pixel value profiles along longitudinal direction. 
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  Figure 2.11: Results of bounding box analysis for three reconstructed digital 
phantom image sets. (a) Axial, sagittal and coronal views of reconstructed images. 
Values of horizontal, vertical and longitudinal widths of (b) 180°, (c) 140° and (d) 
100° range for each time phases.  

(a) Reconstructed images of moving air sphere 

(b) Widths of air sphere, 180° projection range 

(c) Widths of air sphere, 140° projection range 

(d) Widths of air sphere, 100° projection range 
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2.3.2. Creation of extended mosaic projections 

Figure 2.12 shows various projections in the middle of the process to create 

extended mosaic projection. Original projection shown in Fig. 2.12 (a) is padded and 

the projection without Pb blocked region is created as shown in Fig. 2.12 (b). In the 

mosaic process, padded projection (b) is combined with virtual reprojection (c), then 

extended mosaic projection is successfully prepared like Fig. 2.12 (d) for all 

projection angles.  

In order to prevent remaining non-contiguous boundary between original 

projections and extended reprojections, minimization process of squared difference 

defined as 𝑓(𝑎, 𝑏) in Eq. (2-1) was implemented. Table 2.2 shows averaged values 

of squared difference per pixel, before and after correction. In both patient cases, 

squared difference values are diminished around 3000 per pixel.  

Reconstructed images using 180-degree short-scan FDK method are also shown in 

Fig. 2.13, where the image reconstructed from original projections contains strong 

artifact caused by the truncation, whereas the artifact disappears in the one from 

extended mosaic projection.  
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Table 2.2: The squared difference values before and after correction 

Patient 
Squared difference value 

Before correction After correction 
Patient A 70078.7 3085.3 
Patient B 268421.3 2759.8 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

(a) Original projection (b) Projection after padding 

(c) Virtual reprojection (d) Extended projection after mosaicing 
process 

Figure 2.12: Projection image creation of pelvic region through mosaicing process to 
extend truncated projections. (a) Original projection, (b) padded original projection, 
(c) virtual reprojections and (d) extended mosaic projection.  
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2.3.3. Clinical patients’ results of Time-ordered FDK reconstruction 

Reconstructed images using clinical patients’ projections of pelvic region using 

angular range of 200° are shown in Figs. 2.14 and 2.15, where the middle slice of 4 

time-phases out of five time-phases was picked up. With time ordering, the motion of 

rectal gas and stool can be visible in both cases, without image degradation and 

artifacts caused by the truncation.  

 

 

  

(a) Reconstructed from 
original projections  

Figure 2.13: Reconstructed images using 180-degree short-scan FDK 
method. (a) An image reconstructed from original projections and (b) an 
image reconstructed from mosaic projections.  

(b) Reconstructed from extended 
mosaic projections  
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Figure 2.14: Reconstructed axial (left) and sagittal (right) image series of patient A, 
using time-ordered 4D FDK reconstruction, from 1st to 5th time phase. 
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Figure 2.15: Reconstructed axial (left) and sagittal (right) image series of patient B, 
using time-ordered 4D FDK reconstruction, from 1st to 5th time phase.  
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2.4. Discussion 

A tradeoff between image degradation and temporal resolution can be clearly seen 

by the results of digital phantom reconstruction. The normalized pixel value profiles 

along longitudinal axis, shown in Fig. 2.10, indicated that the reconstruction using 

narrower angular range provides better temporal resolution. The results of the 

bounding box analysis, on the other hand, indicated the image degradation depending 

not only on the angular range width, but also on the angle directions used for 

reconstruction. The reconstruction with narrower angular range gave degradation of 

object outline, as shown in Fig. 2.11, and the maximum degradation of air sphere 

estimated by its widths was about 46 % increase in the case of 100° angular range. 

It is repeatedly mentioned in this thesis that angular range of 180° plus fan-angle is 

required for proper reconstruction. Fig. 2.9 demonstrated the degradation of 

reconstructed image due to insufficient angular range. Following the manner of 

required angular range, i.e. 200° in our system, the best temporal resolution was 

estimated as 66.7 seconds and 33.3 seconds for gantry rotation time of 120 seconds 

(patient A) and 60 seconds (patient B), respectively. From the point-of-view of 

temporal resolution, less angular range might improve its temporal resolution. For 

example, temporal resolution of 16.7 seconds was provided by projection range of 
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100° though image degradation of 46 % was occurred. Intrinsically the angular range 

of projection is directly connected to temporal resolution, especially slowly-rotating 

CBCT imaging system. That means, the shorter projection range must provide the 

better temporal resolution. On the other hand, the outline of the patient could not be 

reconstructed correctly if the better temporal resolution was prioritized, which was 

demonstrated in Figs. 2.8 and 2.10. This tradeoff is inevitable as long as the FDK 

method is employed as an image reconstruction method. In order to achieve better 

temporal resolution, the other reconstruction scheme, iterative reconstruction, will be 

discussed in the next chapter with less angular range than 180° plus fan-angle 

cooperating with initial image sets. 

Meanwhile, reconstructed images of clinical patients’ case demonstrated quite good 

image quality with projection range of 180° plus fan-angle (=200°), as shown in Figs. 

2.14 and 2.15. Those results strongly supported the feasibility of the present idea for 

the time-ordered image reconstruction. In particular, it should be noted that it was 

impossible for patient cases to reconstruct the time-ordered motion without 

projection extension method using mosaicing process.  
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2.5. Summary of Chapter 2  

In Chapter 2, time-ordered 4D reconstruction was introduced by using short-scan 

FDK method and the reconstructed results has been discussed. The results indicated 

both advantage and disadvantage of the method. The feasibility of time-ordered 

image reconstruction was demonstrated while the degradation of images could be 

caused by too-short projection range for reconstruction of each time-phase. 

Additionally, it is notable that the proposed projection extension method successfully 

worked and provided wider projections without non-contiguous boundary. In the next 

chapter, an iterative reconstruction framework will be introduced for time-ordered 

4D reconstruction, combined with projection extension method introduced in this 

chapter.  
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3. Time-ordered 4D CBCT reconstruction using MAP iterative reconstruction  

3.1. Introduction to Chapter 3 

In Chapter 2, time-ordered 4D CBCT reconstruction using short-scan FDK method 

was introduced and its feasibility and limitation were discussed. To overcome the 

limitation mentioned in the previous chapter, which is tradeoff between temporal 

resolution and integrity of reconstructed images, iterative reconstruction approach 

has been proposed; total-variation based compressed sensing (TVCS) and 

prior-image constrained compressed sensing (PICCS) have enabled image 

reconstruction with the limited number of projections and strengthens the reliability 

of 4D CBCT images[83]–[88].  

It has already been introduced by Chen et al. (2008) and many other researchers 

that prior image or prior information helps image reconstruction with limited angular 

range using iterative reconstruction framework [85]. However, in principle, 

reconstructed time-ordered image sets should be correlated with not only previously 

prepared images but also image sets of previous or subsequent time phases in a series 

of continuous 4D images. This idea urged to develop the reconstruction algorithm 

considering the constraint from the adjacent time-phase images. 

In this study, a series of continuous 4D images is recognized as sequential data and 

correlated each other, and the new concept, time-ordered chain graph model (TCGM), 

is introduced in the reconstruction framework. 
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3.2. Materials and methods 

3.2.1. Projection data 

The same projection data sets as the study in Chapter 2 were used in this study, an 

elliptic-cylindrical digital phantom projections containing moving air sphere and two 

clinical patients’ projections of pelvic region. The former one was a set of projections 

of 512×512 pixels and the latter ones were extended to 512×800 pixels using mosaic 

process, which was also introduced in Chapter 2.  

 

3.2.2. Framework of MAP iterative reconstruction and its constraint term used 

in total-variation based compressed sensing (TVCS) and prior-image 

constrained compressed sensing (PICCS) 

In this study, maximum a posteriori (MAP) approach was employed as an image 

reconstruction framework (the detailed description about MAP approach is given in 

Appendix B). The approach is widely used with specific constraint term, such as 

TVCS and PICCS. The constraint term characterizes the reconstruction method more 

specifically. Before introducing TVCS and PICCS, the basic concept of a MAP 

iterative reconstruction is introduced below. 



49 

 

The MAP iterative reconstruction is based on a method to maximize the logarithmic 

likelihood function 𝑃(𝝁|𝒚) , which is a probability to obtain the reconstructed 

volume 𝝁 , when the projection data set 𝒚  is given. Assuming the Poisson 

distribution in the photon detection at the x-ray device, the following equation is 

derived (and see Appendix B, as well), 

𝝁∗ = 𝑎𝑎𝑎𝑎𝑎𝑎[−𝒏𝑇 ∙ 𝒚∗ − ‖𝒏∗‖1 + 𝜆𝜆(𝝁)],  (3-1) 

where 𝒏  means the observed photon number, which has a relation with the 

projection 𝒚 as in the device pixel 𝑖, 𝑦𝑖 = ln𝑛0/𝑛𝑖, where 𝑛0 is the number of 

photons at the x-ray source. The asterisk in 𝝁 , 𝒚 , and 𝒏  indicates the 

corresponding expectation value. The term 𝑅(𝝁) = ln𝑃(𝝁)  is regarded as the 

regularization or constraint term, which is related with the prior probability 𝑃(𝝁). λ 

is the regularization parameter to control the weight of regularization function term 

for the data fidelity term given by −𝒏𝑇 ∙ 𝒚∗ − ‖𝒏∗‖1 in Eq. (3-1). 

The meaning of the term 𝑅(𝝁) is originally the probability of volumetric image 𝝁, 

but it can be actually considered as the regularization term for image reconstruction. 

In the context of both TVCS and PICCS, 𝒍𝟏-norm of TV-operated image is widely 

utilized; 
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‖𝛹𝝁‖1 =

∑ ��𝜇𝑥,𝑦,𝑧 − 𝜇𝑥+1,𝑦,𝑧�
2 + �𝜇𝑥,𝑦,𝑧 − 𝜇𝑥,𝑦+1,𝑧�

2 + �𝜇𝑥,𝑦,𝑧 − 𝜇𝑥,𝑦,𝑧+1�
2 + 𝜖𝑥,𝑦,𝑧  ,

         (3-2) 

where 𝜖 is a small constant which ensures that the total variation is differentiable at 

the origin. The TV operator Ψ is known as one of the sparsifying transforms, and its 

𝒍𝟏-norm is to be minimized in the compressive sense.  

In addition to the TV-term, the difference between reconstructed image 𝝁 and 

prior image 𝝁𝑝𝑝𝑝𝑝𝑝, can be included as prior-image constraint (PIC). Then, 𝑅(𝝁) is 

expressed as, 

𝑅(𝝁) = 𝛼‖𝛹𝝁‖1 + 𝛽�𝛹�𝝁 − 𝝁𝑝𝑝𝑝𝑝𝑝��1  (3-3) 

where 𝛼 and 𝛽 are weights of TV and PIC terms, respectively. In the case of image 

reconstruction using PICCS, both constraint terms are cooperated, and as a weight, 

0.09 and 0.91 were proposed, respectively, by Chen et al.[85]  

 

3.2.3. Time-ordered chain graph model (TCGM) 

In this study, the issue to be dealt with is non-periodic time-ordered phenomena, 

such as gastrointestinal peristaltic motion and time progress of contrast agent. The 

image reconstruction is implemented by dividing several time phases, and then 



51 

 

time-ordered volumetric images can be obtained. In this context, it is likely to 

assume intuitively that the time-adjacent volumetric images do not so much differ 

from each other. Thus, it would be justified to include the correlation between the 

time-adjacent volumetric images as the prior information in the reconstruction 

scheme. In the manner of graphical model [89], a lowest-order correlation is 

expressed using undirected graphical model shown as Fig. 3.2. In the figure, 𝜇𝑡 

represents the image volume of t-th time phase, and 𝑦𝑡 represents t-th group of 

cone-beam projections described through the system matrix A. As shown in Fig. 3.2, 

the imaging volume 𝜇𝑡  and its projections 𝑦𝑡 are the latent variables and the 

observed data, respectively. When assuming continuous measurement of projections, 

𝑦𝑡 can be regarded as one projection angle data for each t-th time phase, and 

regarded as a group of several continuous projection angle data when assuming 

volumetric image reconstruction. 

Figure 3.2 demonstrates the concept of the time-ordered chain graph model, which 

meaning is that the state of t-th time phase locating between (t-1)-th and (t+1)-th time 

phase is constrained by the image objects of previous time phase 𝜇𝑡−1 and next 

subsequent time phase 𝜇𝑡+1. In all time phases, the images are renewal in the 
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iteration step, so that the constraints can be also dynamically changed. That is, the 

converged images of all time phases are obtained concurrently.  

A term constrained from TCGM can be included in 𝑅(𝝁); 

𝑅(𝝁) = 𝛼‖𝛹𝝁‖1 + 𝛽�𝛹�𝝁 − 𝝁𝑝𝑝𝑝𝑝𝑝��1 + 𝛾‖∆𝝁𝑇‖1 (3-4) 

Where ∆𝝁𝑇 represents the TCGM regularization term, which can be represented as 

a TV form of subtracted image, 

∆𝝁𝑇 = 𝛹(𝝁𝑡 − 𝝁𝑡−1) + 𝛹(𝝁𝑡 − 𝝁𝑡+1) ,  (3-5) 

where the first term in r.h.s. of (3-5) means distribution of spatial difference between 

previous and current phases, whereas the second term means that between current 

and subsequent phases. 

The parameter set (𝛼,𝛽, 𝛾) in Eq. (3-4) controls the relative weight of the three 

sparsity-promoting terms in the objective function. For PICCS reconstruction, Chen 

et al. (2008) proposed to set the weights of 0.09 and 0.91 for 𝛼 and 𝛽 in Eq. (3-3), 

respectively [85]. In the aim of comparison between three regularization terms in this 

thesis, especially to clarify difference of temporal advantages between PICCS and 

TCGM, in this thesis the weight set (𝛼,𝛽, 𝛾)  was chosen as (1.0, 0.0, 0.0) , 

(0.1, 0.9, 0.0)  and (0.1, 0.0, 0.9) , for TVCS, PICCS and TCGM, respectively. 
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TVCS is also used to create the initial images in PICCS and TCGM. In addition, 

TVCS-reconstructed images are used as the prior-image constraint in PICCS. 

 

 
Figure 3.1: Schematic diagram of TCGM reconstruction flow. Initial image series 
were reconstructed in step i) using wider angular ranges, then iterative reconstruction 
was implemented in step ii) using narrower ranges.  
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Figure 3.2: The concept of Time-ordered Chain Graph Model.  

 

3.2.4. Reconstruction implementation details and evaluation method of digital 

phantom 

Time-ordered image reconstruction in this chapter was implemented using three 

different reconstruction methods, TVCS, PICCS and TCGM, introduced in the 

previous section, for nine time-phases for both digital phantom cases and clinical 

patients’ cases. Angular projection range for reconstruction was 200° for TVCS, and 

90° for PICCS and TCGM, and the details of angular projection ranges were 

mentioned in Table 3.1. It is notable that reconstructed images by TVCS method 
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were used as initial image sets for PICCS and TCGM, and used as prior-image 

constraint in PICCS as well.  

The size of reconstructed digital phantom volume was 256×256 pixels in axial 

cross-section and 60 slices in longitudinal direction, with 1 mm voxel size. Temporal 

resolution of reconstructed air sphere contained in the digital phantom was evaluated 

using penumbral widths along longitudinal axis, which is same direction of motion of 

air sphere, described as, 

𝑊𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑊10%−𝑊90%
2

,    (3-6) 

as well as Fig. 3.3. 

 

 

 

 

 

 

 

In the case of patients’ projection data sets of pelvic region, firstly image mosaicing 

process using original projections and virtual reprojections were implemented same 

W90% 

W10% 

Figure 3.3: An example of normalized pixel value profile and 
definition of Wpenumbra, W90%, and W10%.  

Wpenumbra 
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as in Chapter 2, then the extended mosaic projections were used for image 

reconstruction using three different reconstruction methods, TVCS, PICCS and 

TCGM. Details of angular projection ranges were mentioned in Table 3.1., same as 

digital phantom reconstruction. The reconstruction was implemented for nine 

time-phases with 400×400 pixels in axial cross-section and 60 slices in longitudinal 

direction with voxel size of 1 mm.  
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Table 3.1: The detailed angular range for time-ordered MAP reconstruction 

Angular 

projection range 

Number of 

time-phase 
Start angle End angle 

Center angle of 

projection range 

200° for TVCS 

1 0° 200° 100° 

2 0° 200° 100° 

3 12.5° 212.5° 112.5° 

4 46.25° 246.25° 146.25° 

5 80° 280° 180° 

6 113.75° 313.75° 213.75° 

7 147.5° 347.5° 247.5° 

8 160° 360° 260° 

9 160° 360° 260° 

90° for PICCS 

and TCGM 

1 0° 90° 45° 

2 33.75° 123.75° 78.75° 

3 67.5° 157.5° 112.5° 

4 101.25° 191.25° 146.25° 

5 135° 225° 180° 

6 168.75° 258.75° 213.75° 

7 202.5° 292.5° 247.5° 

8 236.25° 326.25° 281.25° 

9 270° 360° 315° 
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3.3. Results  

3.3.1. Results of digital phantom image reconstruction 

Time-ordered images in digital phantom were reconstructed using TVCS 

(200-degree projection range), PICCS (90-degree projection range), and TCGM 

(90-degree projection range) as well as the 3D FBP (360-degree projection range). 

Above three methods provided much less blurring due to the motion, in compared 

with normal 3D images reconstructed with full projection angles. In addition, PICCS 

(90-degree projection range) and TCGM (90-degree projection range) provided less 

blurring images than TVCS (200-degree projection range), mainly due to the 

narrower projection images used.  

Pixel-value profiles of reconstructed volume of 5th time phase out of 9 time phases, 

along longitudinal axis, were measured and its 10-to-90 % penumbral widths were 

shown in Table 3.2. The results of PICCS and TCGM were 10.6% and 17.4%, 

respectively, both of which were narrower than the image volume reconstructed 

TVCS, 13.2mm. The TCGM yielded the smallest penumbral width, that is, the best 

temporal resolution.  
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Table 3.2: Penumbral widths of moving sphere along longitudinal axis. 

method Wpenumbra 
TVCS (360°) 19.9 mm 
TVCS (200°) 13.2 mm 
PICCS(90°) 11.8 mm 
TCGM(90°) 10.9 mm 

 

3.3.2. Results of patients’ pelvic image reconstruction 

The image reconstruction using TVCS (200-degree projection range), PICCS 

(90-degree projection range), and TCGM (90-degree projection range) were applied 

in two clinical patients who underwent cone-beam CT scan in IGRT protocol of the 

University of Tokyo Hospital. The representative images are presented in Figs 3.4 

(axial view), 3.5 (enlarged axial view) and 3.6 (sagittal view) for patient A, and 3.7 

(axial view), 3.8 (enlarged axial view) and 3.9 (sagittal view) for patient B, where 

only 2nd, 4th, 6th, and 8th time phases out of 9 time phases were shown. In both 

cases, time-ordered motion of rectal gas and flatus could be visible. Especially, the 

TCGM was the best method to reduce the motion artifact from them. 
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Figure 3.4: Reconstructed axial image series of patient A. Reconstructed images of 
2nd, 4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and TCGM 
are in the 1st, 2nd and 3rd columns , respectively.  
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Figure 3.5: Enlarged axial image series of patient A. Reconstructed images of 2nd, 
4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and TCGM are 
in the 1st, 2nd and 3rd columns , respectively. 



62 

 

 

 

 

 

 

 

 

 

  

TVCS PICCS TCGM 

2nd
 ti

m
e 

ph
as

e 
4th

 ti
m

e 
ph

as
e 

6th
 ti

m
e 

ph
as

e 
8th

 ti
m

e 
ph

as
e 

Figure 3.6: Reconstructed sagittal image series of patient A. Reconstructed images 
of 2nd, 4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and 
TCGM are in the 1st, 2nd and 3rd columns , respectively.  
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Figure 3.7: Reconstructed axial image series of patient B. Reconstructed images of 
2nd, 4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and TCGM 
are in the 1st, 2nd and 3rd columns , respectively.  
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Figure 3.8: Enlarged axial image series of patient B. Reconstructed images of 2nd, 
4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and TCGM are in 
the 1st, 2nd and 3rd columns , respectively.  
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Figure 3.9: Reconstructed sagittal image series of patient B. Reconstructed images 
of 2nd, 4th, 6th and 8th time phase out of 9 phases, using TVCS, PICCS and 
TCGM are in the 1st, 2nd and 3rd columns , respectively.  
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3.4. Discussion 

All 4D-CBCT techniques previously proposed in IGRT devices were based on the 

assumption that the motion of interest objects was periodic, such as the lung motion 

due to the respiration. With this assumption, the motion signal (e.g. respiratory 

signal) was used to classify the projection images into several motion-phase bins, so 

that the volumetric-image series were reconstructed using projection images within 

each bin. These reconstructed images admittedly included the dimension of time. 

However, they were still “averaged” 4D images over the gantry rotation and could 

not represent a non-periodic organ motion, including a base-line shift of the 

lung-tumor location which is yielded with time progress.  

To obtain the time-ordered images, the projection data should be classified by 

time-ordered phase bins. This idea would work even in the FDK reconstruction 

algorithm, if the rapid scanning system could be available. In IGRT devices in 

radiotherapy system, however, the gantry rotation speed is limited by 6.0 degree/s. 

Therefore, the projection angle range in each time phase has to be as narrow as 

possible, much less than 180° + fan-angle range, to assure the high time resolution in 

the reconstructed images. The FDK algorithm could not work now, which requires at 

least 180° + fan-angle range due to the Shannon-Nyquist sampling theorem. This 
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situation was demonstrated in the previous chapter. A possible approach is to relax 

this requirement, and the compressed sensing with the prior information is the prime 

candidate. So far, the FDK reconstruction image with full projection data was used in 

the prior information. On the other hand, the time-ordered images should be 

correlated mutually. As in the proposed one, therefore, it is natural to introduce the 

time-chain model as the prior information. 

In this study, the advantage of the TCGM over the TVCS and PICCS was 

confirmed by the results of the 10-to-90 % penumbral width measurement in the 

digital phantom; the temporal window width becomes narrower in the PICCS and 

TCGM, and TCGM was narrower than PICCS. The reason why the TVCS result is 

the widest is clear, it is simply resulted by the widest projection range of 200 degrees 

used in this study in comparison with the cases of PICCS and TCGM which were 

both 90° shown in this study. It is noted that the range less than 200 degrees (= 180° 

+ fan-angle) cannot be applied in the TVCS for the successful image reconstruction. 

Although in the present study, the time-ordered images were reconstructed by the 

extended projection image creation even in the TVCS, the TVCS has a disadvantage 

in the time resolution. On the other hand, the difference between PICCS and TCGM 

is caused by the difference of prior images used in constraint terms. In the case of 
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PICCS, iteratively reconstructed image is always compared and constrained with 

initial image which is reconstructed using TVCS with 200° projection range. 

Meanwhile TCGM uses images of previous and subsequent images which are being 

reconstructed in the same iterative process and reconstructed using 90° range of 

projections. Each 90° range is being overlapped with each other, that means relating 

projection range is inherently narrower than the one of PICCS.  

The time resolution could be improved both in PICCS and TCGM, by increasing 

the number of time phases and narrowing the corresponding projection range, though 

there was a trade-off regarding image quality. This study indicated 9-phase results 

with 90-degree projection range, and the results of clinical patients' pelvic images 

were really good; they showed rectal gas and flatus moving in rectum. In the case of 

TCGM, images were reconstructed with less or weaker artifacts from rectal gas, as 

shown in enlarged axial views. Numerical evaluation of penumbral widths in the 

digital phantom study was implemented for the case of 3-cm diameter air sphere with 

3-cm travel in 1 minute. This moving condition was chosen from an analysis of one 

patient’s projection set, but it seems relatively slower than the case such as patient B, 

in which rectal gas was travelling through rectum less than 30 seconds. This situation 

was not simulated in the chosen condition, but it might be reconstructed 
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appropriately with the reconstruction condition using more time phases and narrower 

angular range than the reconstruction condition of this study.  

The presented TCGM method is inherently possible to provide time-ordered 4D 

image series with better temporal resolution. The demonstrated results were 

reconstructed simply using just 90-degree projection range and weights of 0.1 and 

0.9 for TV term and TCGM term, and to find optimized parameters must be the 

future work. The behavior of the present method is quite sensitive to the choice of 

weights. It might be possible to combine all three methods by choosing non-zero 

weights for all three weight parameters, for the purpose to provide both better 

convergence in iterative reconstruction process and better image quality. However, 

this method can be used to reduce temporal window and to provide image series of 

non-periodic time-ordered motion, and it should be used to calculate 4D dose 

distribution. 

The remarkable point about the concept of the present method should be noted that 

the constraint term is based on the series of time-ordered status, which means the 

n-th status locates between (n+1)-th and (n-1)-th ones and the constraint terms come 

purely from time-ordered change of statuses. The present method can be improved 
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by incorporating deformation vector field, to demonstrate organ motion and 

deformation using more essential expression of motion.  
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3.5. Summary of Chapter 3 

In this chapter, the new concept of four-dimensional CBCT reconstruction, based on 

the Time-ordered Chain Graph Model, has been proposed, and its reconstructed 

images have been compared to the previous methods based on TVCS and PICCS. 

Digital phantom results demonstrated that the proposed method can provide 4D 

image series with the best temporal resolution compared to two other methods. 

Clinical patients' results showed that the present method is applicable and enable to 

visualize motion of rectal gas and flatus in rectum. 

 

 

 

  



72 

 

4. Summary 

Throughout the thesis, four-dimensional image reconstruction methods for 

non-periodic time-ordered anatomical and physiological change have been proposed 

and discussed. The concept to choose and classify projections for the 4D 

reconstruction is based on short-scan method, and it is combined with two 

reconstruction frameworks, FDK reconstruction method and MAP iterative 

reconstruction method. In the first part of the research, the study using short-scan 

FDK method demonstrates both its feasibility and the limitation, i.e. shorter 

projection range improves temporal resolution but it causes degradation of 

reconstructed object’s outline. The iterative reconstruction using initial image and 

TCGM constraint term provides the solution to satisfy both temporal resolution and 

prevention of image degradation.  

Back to the motivation of this study, the target of this study is to compute 4D dose 

distribution on 4D reconstructed CBCT image sets. Although some minor limitations 

mentioned in Chapter 5 still remain, the author strongly believes that the present 

study contributes to the initial motivation and implementation of adaptive 

radiotherapy. 
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5. Limitation of this research and future work 

The proposed method in Chapter 3 enables 4D image reconstruction of CBCT with 

better temporal resolution, but the thesis is not including oncologists’ assessment and 

comments for the purpose of organ delineation in order to clinical use. Additionally 

the thesis claimed that the method aims at application for dose calculation in a 

scenario of adaptive radiotherapy, but the implementation of application is not 

contained in the thesis. Those two points should be noted as the limitation of this 

thesis.  

The demonstrated results were reconstructed simply using just 90-degree projection 

range and weights of 0.1 and 0.9 for TV term and TCGM term, and to find optimized 

weight parameter set must be the future work. It might be possible to combine all 

three methods by choosing non-zero weights for all three weight parameters, for the 

purpose to satisfy both better convergence in iterative reconstruction process and 

better image quality.  

One of the drawbacks of TCGM iterative reconstruction method is processing time 

for image reconstruction. For this problem, as Jia et al. mentioned [67], employment 

of GPU computing might accelerate calculation speed. Image quality of 



74 

 

reconstructed images has a room for further improvement, by the implementation of 

parameter optimization. 

For both FDK approach and iterative reconstruction approach, the clinical 

projection data contain certain amount of scattered photons needed to be corrected, 

and this issue is related to the general improvement of CBCT imaging. Several 

researches are already dealing with this scatter correction issue and the solution must 

be introduced in near future [90]–[92].  

The present study also proposed the projection extension method using image 

mosaicing technique, and the extended area is based on not 4D, but the mixture of 

3D and 4D information. In other words, the inner area of the reconstructed 

volumetric image is 4D but the outer area is a mixture of 3D and 4D. The presented 

method has a limitation to reconstruct the surface of the patient if the surface moves 

largely, such as deep breathing and cough during cone-beam projection acquisition.  
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Appendix A: squared-difference minimization in projection image mosaicing 

process  

As discussed in Section 2.2.5. in Chapter 2, image mosaicing technique was applied 

in projection extension process. Ideally, this mosaic process should work without any 

correction. Actually, however, the process needs correction of pixel-value intensity 

for virtually created reprojections to prevent remaining non-contiguous boundary 

between original projection and “extended” virtual reprojection area.  

The basic idea of pixel-value intensity correction is to correct pixel-value intensity 

on virtual reprojections using linear function, and to minimize sum of pixel-value 

difference on each real projection and virtual projection in the evaluated area.   
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where n
Realx  and n

Virtualx  are n-th pixel values inside four yellow ROIs, shown in 

Figs 2.8 (a) and (b), for both real projection and virtual reprojection, respectively, 

and N is a total number of evaluated pixels in those ROIs. n
AdjustedVirtualx  represents 

pixel values on virtual reprojections after correction, and the correction function is 
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described using linear function with parameters 𝑎 and 𝑏, and those two parameters 

are defined for each pairs of real and virtual projection. 

When the pixel-value difference in the ROIs between original projection and 

adjusted virtual reprojection is minimized, the derivatives of 𝑓(𝑎, 𝑏) regarding 𝑎 

and 𝑏 must be zero. The derivatives are described as follows: 
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Both derivatives should be zero when 𝑓(𝑎, 𝑏) is minimum, so parameters 𝑎 and 𝑏 

can be analytically derived as follows: 
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Appendix B: Framework of MAP iterative reconstruction 

In Chapter 3, maximum a posteriori probability (MAP) iterative reconstruction 

approach was used in the time-ordered image reconstruction. Namely, the images are 

reconstructed via an iterative process to maximize a posteriori probability function 

𝑃(𝜇∗|𝑦) described as follows,  

𝑃(𝜇∗|𝑦) = 𝑃(𝑦|𝜇∗)𝑃(𝜇∗)
𝑃(𝑦)

 ,    (B-1) 

where 𝑃(𝑦|𝜇∗) is the probability of observing the projection data set, 𝑦, at the 

given expectation of image, 𝜇∗, having the prior probability 𝑃(𝜇∗). The observed 

projection in a detector element in a certain projection angle, 𝑦𝑖, relates to the 

corresponding photon count 𝑛𝑖 as follows, 

𝑛𝑖 = 𝑛0𝑒−𝑦𝑖,  𝑖 = 1, 2, … ,𝑀.   (B-2) 

For expected value, this is expressed as, 

𝑛𝑖∗ = 𝑛0𝑒−𝑦𝑖
∗
,  𝑖 = 1, 2, … ,𝑀.   (B-3) 

Here, 𝑀 is the number of total projection elements given by the product of detector 

pixel and projection angle numbers, and 𝑛0  is the constant photon number 

generated in the x-ray source. Assuming a monochromatic spectrum in x-ray beam, 

the relationship between image and projection becomes linear, 

𝒚∗ = 𝑨𝜇∗,      (B-4) 
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where 𝒚∗ represents the expected projection set and 𝑨 is a system matrix which 

consists of the voxel pass lengths corresponding image 𝝁∗. With Eq. (B-3), therefore, 

the image 𝝁∗ corresponds to the distribution of the attenuation coefficients in the 

assumed monochromatic x-ray energy. It is also assumed that the number of photons 

measured at the detector obey a Poisson distribution. Then, the maximization process 

of the logarithmic of 𝑃(𝝁|𝒚) is same as the implementation of the following, 

𝝁∗ = 𝑎𝑎𝑎𝑎𝑎𝑎[−𝒏𝑇 ∙ 𝒚∗ − ‖𝒏∗‖1 + 𝜆𝜆(𝝁)]  (B-5) 

where the term 𝑅(𝝁) = ln𝑃(𝝁) is regarded as the regularization or constraint term 

discussed in Chapter 3.2. λ is the regularization parameter to control the weight of 

regularization function term for the data fidelity term given by −𝒏𝑇 ∙ 𝒚∗ − ‖𝒏∗‖1.  
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