HRERERE

0000 Special Lagrangian submanifolds and mean curvature flows

(DOoDO0U00oOooOOoO0UOoDooOoOoOooooO)

g g O



Preface

In this thesis we study special Lagrangian submanifolds, mean curvature flows (especially, La-
grangian mean curvature flows) and some related topics. This thesis consists of self-contained four
parts, Part I, Part 11, Part IIT and Part IV. In this preface we outline each of parts.

Recently, the study of special Lagrangian submanifolds have acquired an important role in Mirror
Symmetry. For example, they are key words in the Strominger-Yau-Zaslow Conjecture [48] which
explains Mirror Symmetry of 3-dimensional Calabi-Yau manifolds. Historically, special Lagrangian
submanifolds in Calabi-Yau manifolds are defined in the paper of Harvey and Lawson [22] as calibrated
submanifolds. As a general property of calibrated submanifolds, a special Lagrangian submanifold is a
minimal submanifold. In general, constructing explicit examples of special Lagrangian submanifolds is
difficult, since these conditions are locally written by nonlinear elliptic PDE. However some examples
are constructed in the case that the ambient Calabi-Yau manifold has symmetries, especially in C™.

In Part I (cf. [50]), we construct some examples of special Lagrangian submanifolds and Lagrangian
self-similar solutions in almost Calabi—Yau cones over toric Sasaki manifolds. The cone of a toric Sasaki
manifold is a kind of generalization of C™, since it has R*-action and T™-action, where T™ is a real
m-~dimensional torus. As a corollary of this part, for any integer ¢ > 1, we can construct a real
6-dimensional toric almost Calabi-Yau cone M, and a 3-dimensional special Lagrangian submanifold
F; : L), — M, which is diffeomorphic to ¥, x R, where ¥, is a closed surface of genus g. This is
a generalization of the construction of special Lagrangian submanifold in C™ by Harvey-Lawson[22]
and Joyce [24]. Furthermore, in this part, for any integer g > 1, we construct a compact Lagrangian
self-shrinker ng : L?) — M, which is diffeomorphic to X, x S*. The meaning and importance of
Lagrangian self-shrinkers are mentioned in other paragraphs below. This construction of Lagrangian
self-shrinkers is a generalization of one of Joyce, Lee and Tsui [26] in C™.

Although the chief aim of Part I is constructing explicit examples of special Lagrangian subman-
ifolds, there is an abstract way to get special Lagrangian submanifolds. It is the Lagrangian mean
curvature flow. A Lagrangian mean curvature flow is one of potential approaches to find a special
Lagrangian submanifold in a given Calabi-Yau manifold as the following meaning. If there exists
a long time solution of a Lagrangian mean curvature flow { L;; ¢ € [0,00) } starting from a given
Lagrangian submanifold Ly and the flow converges to some smooth manifold L, then it is a minimal
Lagrangian submanifold, that is, a special Lagrangian submanifold. Here we used a well-known magi-
cal fact that if an initial submanifold L is a Lagrangian submanifold then its deformation L; along the
mean curvature flow is also a Lagrangian submanifold if the ambient space is a Calabi-Yau manifold,
that is, the Lagrangian condition is preserved under the mean curvature flow. Indeed, the method of
Lagrangian mean curvature flow has more deep background related to Mirror Symmetry proposed by
Thomas and Yau [49]. Roughly speaking, they introduce a stability condition on Lagrangian subman-
ifolds and conjecture that the Lagrangian mean curvature flow { L;; ¢t € [0,7T') } starting from a stable
Lagrangian submanifold exists for all time, that is, T = oo, and converges to a special Lagrangian
submanifold in its Hamiltonian deformation class. This conjecture is called Thomas-Yau conjecture.
Recently, Joyce [25] has updated the Thomas-Yau conjectures to achieve more plausible statement. In
[25], he discussed the possibility that the Lagrangian mean curvature flow develops singularities many
times even if an initial Lagrangian submanifold is stable and mentioned the necessity of surgeries of
Lagrangian mean curvature flows. Thus it is meaningful to construct examples of Lagrangian mean
curvature flows with singularities to understand the motion of Lagrangian mean curvature flows and
to develop this program.

In Part II (cf. [51]), we construct explicit examples of special or weighted Hamiltonian stationary
Lagrangian submanifolds in toric almost Calabi—Yau manifolds and construct solutions of generalized
Lagrangian mean curvature flows with singularities and topological changes starting from these ex-
amples. These examples can be considered as some kind of generalization of examples of Lee and
Wang [29] in C™ to toric almost Calabi—Yau manifolds. In general, the topology of a toric almost
Calabi—Yau manifold is not simple and there are many fixed points of the torus action. Hence we
can get examples of special or weighted Hamiltonian stationary Lagrangian submanifolds with various



topologies. Furthermore, its generalized Lagrangian mean curvature flow develops singularities many
times, though examples of Lee and Wang in C™ develops a singularity once. Note that, in this part,
we use notions of weighted Hamiltonian stationary and generalized Lagrangian mean curvature flow.
These notions are modifications of the ordinary notions of Hamiltonian stationary and Lagrangian
mean curvature flow defined in Calabi—Yau manifolds to almost Calabi—Yau manifolds. See Section
13 for precise definitions.

As mentioned above, it is important to study singularities of Lagrangian mean curvature flows.
In the study of mean curvature flows, there is a well-known result of Huisken [23]. He studied
asymptotic behavior of a mean curvature flow in R™ when it develops a singularity of special type I,
and proved that its rescaled flow converges to a self-shrinker in R™. Here a self-shrinker is an immersion
F: L — R™ from some manifold L which satisfies H(F), = —%7J‘ for all points x € F'(L). Hence a
self-shrinker is considered as a local model of a singularity of a mean curvature flow.

In Part IIT (cf. [52]), we try to generalize the result of Huisken in R™ to in a more general
Riemannian manifold, to study singularities of a Lagrangian mean curvature flow in a Calabi-Yau
manifold. As a result of such an attempt, we have generalized the result of Huisken in R™ for a Ricci-
mean curvature flow moving along a Ricci flow constructed from a gradient shrinking Ricci soliton,
although it is not a Calabi-Yau manifold. Here a Ricci-mean curvature flow is a coupled parabolic
PDE system of a Ricci flow and a mean curvature flow, that is, we consider a Ricci flow (IV, g;) with
%gt = —2Ric(g¢) and a mean curvature flow F; : L — (N, g¢) with %Ft = H(F}), where the mean
curvature vector field H(F}) is calculated by g¢; at each time ¢. In Part III, the Ricci flow we consider is
the one generated by a gradient shrinking Ricci soliton (N, g) with potential function f. Then, under
the special type I assumption, we prove that the rescaled flow converges to a self-shrinker in (N, g, f).
Here a self-shrinker in a gradient shrinking Ricci soliton (N, g, f)is an immersion F' : L — N from
some manifold L which satisfies H(F') = f%V f*. This is a generalization of the notion of self-shrinker
in R™ to in a gradient shrinking Ricei soliton (N, g, f), given by Lott [32].

There are many results about self-shrinkers (more generally, self-similar solutions) in R™. By a
generalization of the notion of a self-similar solution in R™ to in a gradient shrinking Ricci soliton
(N,g, f), we can discuss which results about self-similar solutions in R™ also hold in a gradient
shrinking Ricci soliton (N, g, f). As an example of such results, it is proved that a result due to
Smoczyk partially holds in a gradient shrinking Kéahler-Ricci soliton. More precisely, in the proof of
Theorem 2.3.5 in [44], Smoczyk proved that every compact Lagrangian self-similar solution with exact
mean curvature form is a minimal submanifold in C", and as a generalization of this statement, we
can prove that every compact Lagrangian self-similar solution with exact mean curvature form is a
minimal submanifold in a gradient shrinking K&hler-Ricci soliton.

In Part IV (cf. [53]), we give further two results which are already established when (N, g, f) is R™.
The first result is an analog of Theorem 4.3 of Futaki, Li and Li [15] under the Lagrangian assumption.
It gives a lower diameter bound of a compact Lagrangian self-shrinker (with under some assumptions)
in a complex m-dimensional gradient shrinking K#hler-Ricci soliton (N, g, f) by using an estimate of
the first eigenvalue of the weighted Laplacian. The second result is an analog of Proposition 5.3 of Cao
and Li [6] under the Lagrangian assumption. To be more precise, we prove that if R(g) > 2m there
exists no compact Lagrangian self-shrinker in N, if R(g) < 2m there exists no compact Lagrangian
self-expander in N and if R(g) = 2m every compact Lagrangian self-similar solution in N is a minimal
submanifold, where R(g) is the scalar curvature of (N, g).
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Part 1

Special Lagrangians and Lagrangian
self-similar solutions in cones over toric
Sasaki manifolds

Abstract. We construct some examples of special Lagrangian submanifolds and Lagrangian self-
similar solutions in almost Calabi—Yau cones over toric Sasaki manifolds. For example, for any integer
g > 1, we can construct a real 6-dimensional Calabi-Yau cone M, and a 3-dimensional special La-
grangian submanifold F! : L; — M, which is diffeomorphic to ¥, x R and a compact Lagrangian
self-shrinker F 92 : Lg — M, which is diffeomorphic to X, x S', where X, is a closed surface of genus

g.

1 Introduction

Special Lagrangian submanifolds are defined in almost Calabi-Yau manifolds. Recently special La-
grangian submanifolds have acquired an important role in Mirror Symmetry. For example, they
are key words in the Strominger—Yau-Zaslow Conjecture [48] which explains Mirror Symmetry of 3-
dimensional Calabi—Yau manifolds. Furthermore Thomas and Yau [49] introduced a stability condition
for graded Lagrangians and conjectured that a stable Lagrangian converges to a special Lagrangian
submanifold by the mean curvature flow.

In this conjecture, the mean curvature flow is also one of important key words. Simply stated,
mean curvature flows are gradient flows of volume functionals of manifolds. In a precise sense, it is a
flow of a manifold in a Riemannian manifold moving along its mean curvature vector field. Let (M, g)
be a Riemannian manifold, N a manifold and F : N x [0,T) — M a smooth family of immersions,

then F is called a mean curvature flow if it satisfies
oF

E(p, t)= Hi(p) forall (p,t) € N x[0,T)
where H; is the mean curvature vector field of the immersion Fy := F(-,t) : N — M. If the ambient is
R™, there is an important class of solutions called self-similar solution. An immersion of a manifold
F: N — R™ is called a self-similar solution if it satisfies
H=\F*+

where A € R is a constant and F* is the normal part of the position vector F. Huisken [23] has
studied mean curvature flows in R™ and proved that if the mean curvature flow in R™ has the
type I singularity, then there exists a smoothly convergent subsequence of the rescaling such that its
limit becomes a self-similar solution. In this sense, a self-similar solution can be thought of as an
asymptotical model of a mean curvature flow which develops a type I singularity at the time when it
blowups.

In this Part, we construct Lagrangian self-similar solutions in cone manifolds. To define self-similar
solutions in cone manifolds, we use the generalization of position vectors in R™ to cone manifolds
defined by Futaki, Hattori and the author in [14].

Here we introduce some notations over cone manifolds. First, for a Riemannian manifold (S, g),
we say that (C(S),g) is a cone over (S, g), if C(S) =2 S xRt and g = r?g+dr? where r is the standard
coordinate of RT. We denote two projections by 7 : C(S) — S and r : C(S) — R*. On the cone
C(S), there is a natural RT-action defined below. This action can be considered as an expansion or
shrinking on the cone.

Definition 1.1. We define the RT-action on C(S) by
p-po=(s0,pr0) €C(S)=SxR"
for all p € R* and py = (s, 70) € C(S).



Definition 1.2. For a point pg = (sg,70) € S x Rt = C(S), we define the position vector 173 by
€ T,,C(5).

0
= _
PO—Toar

r=rg
Furthermore, for a map F : N — C(S) from a manifold N, we define the position vector F of F by
?(x) = F(a:) at = € N. Note that F is a section of F*(TC(S)) over N.

Clearly pg coincides with the derivative of the curve ¢(p) := p - po in C(S) at p = 1, that is,

d
—

po=—| (p-po)
0 dpp:1( 0)

Using this generalization of the position vector, we can define self-similar solutions in cone manifolds.

Definition 1.3. Let N be a manifold. An immersion F': N — C(S) is called a self-similar solution if

1
H=\F
where A € R is a constant. It is called a self-shrinker if A < 0 and self-expander if A > 0.

Here L is the orthogonal projection map from F*(T'C(S)) to TN which is an orthogonal com-
plement of F,(TN). Furthermore if a self-similar solution in a Ké&hler manifold is a Lagrangian
submanifold, then we call it a Lagrangian self-similar solution.

The typical results in R™ studied by Huisken [23] are extended to the mean curvature flow in a
cone manifold by Futaki, Hattori and the author in [14]. For example, it is proved in [14] that if
a mean curvature flow in a cone manifold has the type I. singularity, then there exists a smoothly
convergent subsequence of the rescaling such that its limit becomes a self-similar solution. Type I.
singularity is a certain kind of singularity similar to type I singularity, and for more details refer to
[14].

In this part, we present a method of constructing special Lagrangian submanifolds and Lagrangian
self-similar solutions in toric Calabi—Yau cones. First we construct Lagrangian submanifolds in toric
Kahler cone in Theorem 3.4. Next, if the canonical line bundle of the toric Kahler cone is trivial, that
is, it is a toric almost Calabi—Yau cone, then we construct special Lagrangian submanifolds in Theorem
6.1 and Theorem 6.2, and Lagrangian self-similar solutions in Theorem 7.1. These constructions are
considered to be a kind of extension of special Lagrangian submanifolds in C™ by Harvey and Lawson
[22] and Lagrangian self-similar solutions in C™ by Joyce, Lee and Tsui in [26], see Remark 6.3 and
Remark 7.2. As an application of these theorems, we concretely construct some examples.

Example 1.4 (cf. Example 8.4). For any integer g > 1, we construct a real 6-dimensional Calabi—Yau
cone M, and a 3-dimensional special Lagrangian submanifold F, gl : L_(ll — M, which is diffeomorphic
to ¥y x R and a compact Lagrangian self-similar solution (self-shrinker) Fg2 : Lg — Mg which is

diffeomorphic to ¥, x S concretely, where ¥ is a closed surface of genus g.

This part is organized as follows. In Section 2, we introduce some basic definitions and propositions
in toric Sasaki manifolds. In Section 3, we construct Lagrangian submanifolds in cones over toric Sasaki
manifolds. In Section 4, we explain some details about almost Calabi—Yau manifolds, Lagrangian
angles, special Lagrangian submanifolds and generalized mean curvature vectors. In Section 5, we
compute the Lagrangian angles of Lagrangians constructed in Section 3 when the ambient is a toric
almost Calabi—Yau cone. Section 6 is devoted to the proofs of Theorem 6.1 and 6.2. Section 7 is
devoted to the proofs of Theorem 7.1. In Section 8, for an application of our theorems, we construct
some concrete examples in toric Calabi—Yau 3-folds.

2 Toric Sasaki manifold

In this section we introduce some definitions and propositions in toric Sasaki manifolds. Proofs of the
results in this section are summarized in the papers of Boyer and Galicki [3] and Martelli, Sparks and
Yau [36]. First of all, we define Sasaki manifolds.



Definition 2.1. Let (5, g) be a Riemannian manifold and V the Levi-Civita connection of the Rie-
mannian metric g. Then (5, g) is said to be a Sasaki manifold if and only if it satisfies one of the
following two equivalent conditions.

(2.1.a) There exists a Killing vector field £ of unit length on S so that the tensor field ® of type (1,1),
defined by ®(X) = Vx¢, satisfies

(Vx®)(Y) = g(&Y)X —g(X,Y)E.

(2.1.b) There exists a complex structure J on C(S) compatible with g so that (C(S5),g,J) becomes a
Kahler manifold.

We call the quadruple (§,n,®, g) on S the Sasaki structure. S is often identified with the subman-
ifold {r =1} = S x {1} C C(S). By the definition, the dimension of S is odd and denoted by 2m — 1.
Hence the complex dimension of C(S) is m. Note that C(S) does not contain the apex.

The equivalence of (2.1.a) and (2.1.b) can be seen as follows. If (.S, g) satisfies the condition (2.1.a),
we can define a complex structure J on C(C) as

0 0
Jqu)(Y)fn(Y)ra and Jraff.

for all Y € T'(TS) and r(0/0r) € T(TRT), where n is a 1-form on S defined by n(Y) = g(&,Y).
Conversely, if (5, g) satisfies condition (2.1.b), we have a Killing vector field £ defined as £ = J%.
We can extend £ and 7 also on the cone C(S) by putting
0 1_
§= J?“a, ny)= 729(575/)
where Y is any smooth vector field on C(S). Of course n on C(5) is the pull-back of n on S by the
projection 7 : C'(S) — S. Furthermore the 1-form 7 is expressed on C(S) as
n=2d°logr (1)
where d¢ = (0 — 9). From (1), the Kahler form w of the cone (C(S),7) is expressed as
1 1 -
w= id(TZU) = gddcr2 = %687“2. (2)
Remember that we have defined RT-action on C(S) in Definition 1.1. By (2), it is clear that p*w = p?w,

where we denote the transition map with respect to p € RT by the same symbol p : C(S) — C(9);
p(p) = p - p. Next, we introduce the notion of toric Sasaki manifolds.

Definition 2.2. A Sasaki manifold with Sasaki structure (S,&,n, @, g) of dimension 2m — 1 is a toric
Sasaki manifold if and only if it satisfies one of the following two equivalent conditions.

(2.2.a) There is an effective action of m-dimensional torus 7™ on S preserving the Sasaki structure.

(2.2.b) There is an effective holomorphic action of m-dimensional torus 7™ on C(S) preserving g.
Furthermore two projections 7 : C(S) — S and r : C(S) — RT satisfy (7 - p) = 7- m(p) and
r(r-p) =r(p) for all 7 € T™ and p € C(S5).

It is clear that RT-action and 7T™-action is commutative. The most typical example of the toric
Sasaki manifold is the sphere S~ because C(S) = C™ \ {0} is toric Kéhler.

The equivalence of (2.2.a) and (2.2.b) can be seen as follows. If a Sasaki manifold (.S, g) satisfies
the condition (2.2.a), let 7 € T™ act on C(S5) as

T -Po = (T' 5077’0)
for all pg = (sg,709) € C(S). Then this action on C(S) satisfies the condition (2.2.b). Conversely, if a
Sasaki manifold (5, g) satisfies the condition (2.2.b), then the restriction of T™-action to S satisfies
the condition (2.2.a).
Let g =2 R™ be the Lie algebra of T and g* be the dual vector space. We identify the vector field
on C(S) generated by v € g and v itself. That is, for p € C(S) we write

v(p) exp(tv) - p.

dt|,_,



A toric Sasaki manifold and its cone have a moment map u : C(S) — g* with respect to the Kéhler
form w = d(r?n). It is given by

1
(n(p),v) = 5r*(E)n(v(P)), 3)
for all p € C(S) and v € g and it satisfy
d{p,v) = —w(v,-).

On the other hand, since C(S) is a toric variety, there exists a fan ¥ of C(S) and the com-
plex structure on C(S) is determined by . Moreover there exists an m-dimensional complex torus
TE (=2 (C*)™) contains T™ as a compact subgroup, and T@" acts on C(.S) as a bi-holomorphic automor-
phism and has an open dense T@"-orbit. Hence, over C(S), there exists an intrinsic anti-holomorphic
involution o : C(S) — C(S) determined by X, that is, 0? = id and 0.J = —Jo,. This involution
satisfies

o(w-p) =w-o(p), (4)
where w € T and p € C(S). We denote the set of fixed points of o by
C(8)” ={peC(S)|alp)=p}
Then it is a real m-dimensional submanifold of C(S), and we call it a real form of C(S). Now we
consider some properties of o and C(S5)°.

Proposition 2.3. The involution o : C(S) = C(S) is anti-symplectic. Thus it is also isometry.

Proof. Let Uy be an open dense TZ-orbit. For (w',...,w™) € Uy = T7 = (C*)™, we take a
logarithmic holomorphic coordinates (2%,...,2™) defined by e = wk. Since w is T™-invariant and
the action of 7™ is Hamiltonian, there exists a function F(z) € C°°(R™) with the property

7 0°F

9 k5.l
2 = oxkox

w = dzF A dzt on Uy,

where 2% = 2% +iy*. (See Guillemin [17].) On Uy, the involution o coincides with the standard complex
conjugate o(z) = z, where z = (z',...,2™). Note that F is independent of the coordinates (y*)7 .
Thus we have 0*w = —w on Uy. Since Uy is open and dense in C(.5), thus we have c*w = —w on C(5).
Second statement follows immediately by combining the property that ¢ is anti-holomorphic. O

Here we have some remarks.

Remark 2.4. Take a point p in real form C(S)? and two vectors X,Y in T,,C'(S)?. Since 0, X = X
and 0,Y =Y, we have
w(X,Y) =w(0.X,0.Y) = —w(X,Y)

by Proposition 2.3, hence w = 0 on C(S5)?. This means that the real form C(5)? is a Lagrangian
submanifold in C(S). Moreover if we apply the condition (4) for p and 7 € T™, we have o (7-p) = 7~ 1-p,
hence for all v € g we have o,v(p) = —v(p). This means that v(p) is orthogonal to T,,C(S)? with
respect to g.

ag

In general we do not know for p in C(S)? whether its position vector 7 is tangent to c(9)°.
However if we assume the Reeb field £ is generated by an element in g, then it is ensured. For such a
toric Sasaki manifold, we identify the Reeb vector field ¢ and an element in g that generates &.

Proposition 2.5. Let (S,£,n,®,g) be a toric Sasaki manifold. If the Reeb field £ is generated by an
element in g, then for all p in C(S)? its position vector T is tangent to c(s)e.

Proof. Remember Remark 2.4. Since C(S)? is a Lagrangian submanifold, we have orthogonal decom-
position
T,C(8) = L,O(9)" & J(T,C(5)7),

with respect to §. Now ¢ is in g, hence £(p) is orthogonal to T,,C(S)?, that is, {(p) is in J(T,C(S)7).
On the other hand, &(p) = J (1) |atp = J(7). Thus we have 7 € T,C(S)°. O



In this Part we always assume that the Reeb field £ of toric Sasaki manifold is generated by
an element in g. By Proposition 2.5, it follows that C(S)? is also a cone manifold. If we write
S?={pe S|olp)=p}, then C(S)” = C(57).

In the last of this section, we remark some facts that is well known in the toric contact geometry
and the algebraic toric geometry. Let C'(S) be the cone of a toric Sasaki manifold S with dimension
2m — 1 and with the Reeb field £. Let Zg = Z™ be the integral lattice of g, that is the kernel of the
exponential map exp : g — T". Let ¥ be a fan of C'(S) and A = {\1,..., A\g} C Zy be the primitive
generators of the 1-dimensional cones of . Let A = p(C(S)) be a moment image of C(S) and let Aj
be a (open) dual cone of A defined by

Ag:={xzeg|(y,xz)>0forallyec A}

Remark 2.6. In fact, A is a good rational polyhedral cone defined below and the Reeb field £ is an
element of Af.

The second statement in Remark 2.6 is clear since for all p in C(S) we have

(0),€) = 3P NED) = 37() > 0.

Definition 2.7 (Good cone, cf. [30]). First we say that a subset A C g* is a rational polyhedral cone
if there exists a finite set of primitive vectors A = {A1,..., ¢} C Zg such that

A={yeg | (y,A\)>0for Ae A} —{0}.
We assume that the set A is minimal, that is, we can not express A by any subset A’ C A, A" # A.
Furthermore we say that A is strongly conver if A U {0} does not contain any straight lines of the
form £ = {p+ot|t € R} for some p and v in g*. Under these assumptions a strongly convex rational
polyhedral cone A with non-empty interior is good if the following condition holds. If a subset A’ C A

satisfies
{ye Al (y,\)=0for e A"} #0,

then A’ is linearly independent over Z and

{Za)\)\ akeR}ﬂZg{ZmAA‘mAEZ}. (5)

AeN AEN’

By the standard algebraic toric geometry theory, we know that the canonical line bundle K¢ gy of
C(S) is trivial or not. That is the following remark.

Remark 2.8. The canonical line bundle K¢ gy of C(S) is trivial if and only if there exists an element
v € (Zg)* = Z™ such that
(7, \) =1
for all A € A. In fact, by using this element v = (y1,...,vm), we can construct canonical non-vanishing
holomorphic (m, 0)-form on C(S) by purely algebraic toric geometry way, and we denote it by €2,. On
the open dense T*-orbit Uy = (C*)™, we can express §2, by the logarithmic holomorphic coordinates
(Zk)}cn:l by
Q, =exp(y1zt + -+ ym2™)dzt A Ad2™.

3 Construction of Lagrangian submanifolds

Let (S, g) be a toric Sasaki manifold with dimg S = 2m —1 and (C(5),g) be the toric Kéhler cone. In

this section we construct the explicit examples of Lagrangian submanifolds in C(S). Let p : C(S) — g*

be a moment map and A = u(C(S)) be the moment image of C(S). As explained in Section 2, there
exists a finite set of primitive vectors A = {Ay,..., ¢} C Zg such that
A={yeg | (y,A\) >0forxe A} —{0}.

To construct Lagrangian submanifolds, first of all, take ( € g and ¢ € R, and we denote the

hyperplane {y € g* | (y,¢{) = ¢} by H¢,.. We assume that
IntANHe#0 and (6)
(¢3y foranyye AnNHe,, (7)
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where we define 3, for y € A by
3y = Spang{ A; [ {y,A;) = 0}.
For example, if y € IntA then 3, = {0}. We denote the intersection of A and H¢ . by
AQC =AnN H{,c-

First assumption (6) means that A . is codimension one in A. Second assumption (7) means that
if p € C(9) is in p~'(A¢) then ¢(p) # 0, where we identify ¢ € g and the vector field on C(S5)
generated by ¢ € g.

Let o : C(S) — C(95) be the involution explained in Section 2 and C(S)? be the real form. Let

u? : C(S)? — A be the restriction of p on the real form. In fact, p is a 2"™-fold ramified covering of
A. We define a subset of C'(S)7 as the pull-back of A¢ . by u” by

C(9Z. =) (Ace)
={pe C(S)7 | (u(p),¢) =c}.

By the assumptions (6) and (7), in fact C(S5)7 . is a real (m — 1)-dimensional submanifold in the real
form C(5)7. Since p7 is a 2™-fold covering of A, C(S)Z .. is a 2™-fold covering of A .

Remark 3.1. If ¢ and ¢ do not satisfy the assumptions (6) and (7), then C(S5)Z . may become a
singular submanifold.

To construct a Lagrangian submanifold, we move C(S )ZC by a one parameter action of R and
torus T™. Take an open interval I CR. Let f: ] - Rand p: [ — R* be two functions on I, and

To be an element of torus 7. We assume that f is non-vanishing on 7. We denote the 1-parameter
orbit {exp(f(¢)C) - 70 }ter in torus by {7(¢)}tcr. We define a real m-dimensional manifold by

Lee=C(S)Z, x I.
Definition 3.2. We define a map F : L; . — C(S) by
F(p,t) :==p(t) - 7(t) - p
for (p,t) € C(9)Z . x I =L,
Remark 3.3. If p(t) - 7(t) is defined on I = R and periodic, then we can reduce I to S' and take
L¢cas C(S)Z, x St
Theorem 3.4. F : L. — C(S) is a Lagrangian submanifold in C(S).

Proof. Fix zo = (po,to) € L¢ . For any X € T),,C(S5)Z ., we have

F.X = (p(to) - 7(t0)) X (3)
and for 0/0t € T I we have

o i)
R ot (L0 + Faa)c(m) ). )

By the assumption, f(t9)((po) # 0 and it is orthogonal to all tangent vectors on C(S)7, it follows
that F' is an immersion. Next, it is clear that

W(E.X, FY) = p(t0)w(X,Y) = 0,

w(F.0/0t, F,0/0t) =0 and

w(F.0/0t, F.X) = p*(to) f (to)w(( (o), X).
As mentioned in Remark 2.4, if two vectors X and Y are tangent to the real form then w(X,Y) =0
and note that position vector }TS is tangent to the real form. Finally, in fact w(¢(po), X) = 0 since

w(C(po), X) = X ({1, Q)
and by definition of C(S5)Z . the function (u, () is a constant ¢ on C(S)Z .. Thus we have F*w = 0

Ne
and F' is a Lagrangian immersion. O

4 almost Calabi—Yau manifold

In this section, we recall the details about almost Calabi—Yau manifolds, special Lagrangian subman-
ifolds and so on.
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Definition 4.1. Let (M,w) be a Kihler manifold with complex dimension m. If the canonical line
bundle K is trivial, we can take a non-vanishing holomorphic (m,0)-form Q on M. Then we call
a triple (M, w, Q) an almost Calabi—Yau manifold. Furthermore if the function ¢ : M — R defined
below is identically constant, we call it a Calabi-Yau manifold.

On an almost Calabi—Yau manifold (M, w, §2), we define a function ¢ by
m . m
s _ gy (1Y g
c m! (=1) 2 ’
In this section, we always assume that (M, w, ) is an almost Calabi—Yau manifold with complex
dimension m. Next, we define the Lagrangian angle of a Lagrangian submanifold.

Definition 4.2. Let F' : L —+ M be a Lagrangian submanifold. The Lagrangian angle of F' is the
map 0p : L — R/7Z defined by

FH(Q) = er W qvp. ),
where g is the Riemannian metric on M with respect to w.

Note that we do not assume that L is oriented. Thus dVp-(4) has ambiguity of the sign. Since
F: L — M is a Lagrangian submanifold, 8 is well defined. For details, see for example Harvey and
Lawson [22, III.1] or Behrndt [2].

Remark 4.3. Note that F*(2 is a non-vanishing complez-valued m-form on L. Hence on each local
coordinates (U, x!,...,2™) we can express F*Q as

F*Q = h(z)dz* A - Adz™.
Here h is a non-vanishing complex-valued function on U. Then the Lagrangian angle 0 is exactly
arg h the argument of h.

Now we can define special Lagrangian submanifolds.

Definition 4.4. Take a constant § € R. We say that I': L — M is a special Lagrangian submanifold
with phase e if the Lagrangian angle 6 is identically constant . This condition is equivalent to
that

F*(Im(e~"Q)) = F*(cos0ImQ — sinf Re Q) = 0.

If F: L — M is a special Lagrangian submanifold with phase '’ then there is a unique orientation
on L in which F*(Re(e~%Q)) = F*(cos@ReQ + sin §Im Q) is positive.

Historically Harvey and Lawson [22] have defined special Lagrangian submanifolds by calibrations.
Of course we can define special Lagrangian submanifolds in almost Calabi—Yau manifolds by calibra-
tions as follows. Let g be a Riemannian metric with respect to w. Here we define a new Riemannian
metric § on M by conformally rescaling by § = ¢*¥g. Then the m-form Re(e~?Q) becomes a cali-
bration on the Riemannian manifold (M, §) and the definition of special Lagrangian submanifolds in
(M,w, ) is restated as a calibrated submanifold in the Riemannian manifold (M, §) with respect to
Re(e™ Q).

Here we introduce the generalized mean curvature vector field. The generalized mean curvature
vector field was introduced by Behrndt in [1, §3] and later generalized by Smoczyk and Wang in [46].

Definition 4.5. The generalized mean curvature vector field HY of F' : L — M is a normal vector
field defined by

HY = H—m(Vy)™*.

Here H is the ordinary mean curvature vector field of F': L — M, V is the gradient with respect
to g, and L is the projection from TM to T+L it is the g-orthogonal complement of F,(TL).

Note that if ¢ is constant or equivalently (M, w, Q) is Ricci-flat, then H9 = H. As well known, if the
ambient space is a Calabi—Yau manifold, then the Lagrangian angle 8 of a Lagrangian submanifold
F : L — M and its mean curvature vector field H satisfy the equation

H=JV0p.

12



More precisely, H = JF,(Vp+40F) where Vg, is the (F*g)-gradient on L, however we write it as
above for short. On the other hand, if the ambient space is an almost Calabi—Yau manifold, the above
equation does not hold in general. However if we take HY instead of H, the above equation holds.
This is proved by Behrndt [1, Prop. 4].

Proposition 4.6 (cf. [1, Prop. 4]). Let F : L — M be a Lagrangian submanifold in an almost
Calabi—Yau manifold. Then the generalized mean curvature vector field satisfies H9 = JVOp.

It is clear that if L is connected, then L is a special Lagrangian submanifold if and only if H9 = 0.
For more motivation to introduce the generalized mean curvature vector field and some properties,
refer the paper of Behrndt [2].

5 Lagrangian angle

Let (C(S),g) be the toric Kéhler cone over a (2m — 1)-dimensional toric Sasaki manifold (S, g). In
this section we assume that the canonical line bundle K¢ (g) is trivial. As mentioned in Remark 2.8,
this assumption is equivalent to that there exists an element v € (Zy)* = Z™ such that
(A =1
for all A € A. Then we can take a non-vanishing holomorphic (m, 0)-form €2, which is expressed as
Q, = exp(yz 4+ F Ym2™)dzt A Ad2™

on the open dense T*-orbit Uy 2 (C*)™ by the logarithmic holomorphic coordinates (2*)7 ;. Thus
we have a toric almost Calabi-Yau cone manifold (C(S5),w, ).

Remember that in Section 3 we took the datac e R, ( € g, ICR, f: I - R, p: I — R" and
70 € T™, and we denoted 7(¢t) = exp(f(¢)¢) - 7. We have defined a submanifold

C(9)¢.={peC(S)” | (up).¢)=c}
an m-dimensional manifold
Leo=0(8)2, % 1
and a map F : L¢ . — C(5) by
EF(p,t) = p(t) -7(t) - p.

Then by Theorem 3.4, F : L; . — C(S) is a Lagrangian submanifold.

In this section, we want to compute F*Q, and the Lagrangian angle p. Let Uy = (C*)™

be an open dense T{¥'-orbit and (2*)7, be the logarithmic holomorphic coordinates on Uy. Then
C(S)°NUy={(z,...,2™) € R™ } and

C(S)Z . NUg={(z!,....a"™) [ (u(x),¢) = c}.
We have only to compute F*{), on this open dense subset. If we denote 79 = (ei”l, el e"”m) IS

then we have the following lemma.

Lemma 5.1. The Lagrangian angle of F': L¢ . — (C(S),w, Q) is given by

Op(z,t) =f(t) > W™+ wr* (10)
k=1 k=1

(PO k) 3(#(37)70))
+ ar —=E +if(t — 2L mod T,
g(;((p(t)g F6ct ) =%
where € = (£1,...,&™) is the Reeb field on C(S).
Proof. Let L = C(S)? x I and ¢: L¢ . — L be an inclusion map. If we define ' : L — C(S) by

F(p,t) = p(t) - 7(t) - p,
then F = Fouand F*Q, = *(F*Q,). For 7 = (e ..., e®") € T™, the transition map 7 : Uy — Up
is expressed by
o (2h ™) = (2P i 2™ ™).
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Since J(rZ) = ¢ and

el 7 . m
=g gyt e
we have 5 5 5
- = 17 .. m__-
"or ¢ ozt tooete ozxm

Hence for p € RT the transition map p : Uy — Uy is expressed by
p- (2 2™ = (2t + M logp, ..., 2™ 4+ €M log p).
Then we have ~
(B*5) (@), ..., o™, 8) = a* + €5 log plt) + i F(£)CF + vP),

Since
Q, =exp(y1zt 4+ +ymz™)dzt A A d2™

on Uy we have 3 5 ~
F*Q., = exp(hy(z,t) + iha(z,t))d(F*2Y) A - Ad(F*2™),

where we put

h(w,t) = Yt +log p(t) D s,
k=1 k=1

ha(z,t) = f(t) Z%Ck + Y wr* and
k=1 k=1

_ 5 (t .
A(F*2F) = da* + <p85’€ - if(t)(’“) dt.
p
Fix a point pg € C(5)7,.NUp. If we put ¢(z) = (u(x),() — ¢, then C(5)Z, is locally expressed
around po as { (z%,...,2™) | ¢(z!,...,2™) = 0 }. By the definition of a moment map and the

non-degeneracy of Kéhler form, we have d¢p = —w((,) # 0 at pg. Hence there exists kg € {1,...,m}
such that %(po) # 0. Thus by the implicit function theorem, 2*° is locally represented as z*o =
gho (gl .. gho=L ghotl 2™ Note that since ¢(x!,...,2™) = 0, we have
96 90 a0 _
ozt Ozko 9zt
for all £ # ko. If we take (x!,... aFo=1 ghotl  '4™) as a local coordinates on C(S)gc, we have
C(A(F*2Y) A= Ad(F*2™))

=hs(x, t)dzt A - AdzFot Adao T AL A da™ A dt,

-1 m .
hg(z,t) = (—1)™ ko (a%(;)o’ Q) (; (ng“ - z’f(t)cf) L‘a(iz,’ <) >
As mentioned in Remark 4.3, the Lagrangian angle 0p is
arg(hs exp(hy +ihs)) = ha + arg(hs).
One can prove that this coincides with the right hand side of the equation (10). O

where

6 Construction of special Lagrangian submanifolds

Let (C(S),w, Q) be a toric almost Calabi-Yau cone over a toric Sasaki manifold (.S, g). In this section,
we construct the special Lagrangian submanifolds in C(S). Let F : L(¢,c¢) — C(S) be a Lagrangian
submanifold explained in Section 3. Then we find the conditions such that F is a special Lagrangian
submanifold. Remember that we denote the Reeb field £ and write 19 = (ei”1 .., e") € T™. Here
we put

Ni=(¢) =) w¢® and 6:=3 w’
k=1 k=1
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Theorem 6.1. Assume that the function p : I — R* is identically constant. Take a constant 6y € R.
Then F : L¢ . — C(S) is a special Lagrangian submanifold with phase €' if and only if

N=0 and 9—1—%:00.

Proof. Since p(t) = 0, by Lemma 5.1 we have the Lagrangian angle
Op(p.t) = FON + 0+ g

Note that we have assumed that f(¢) is not constant. Thus the statement follows clearly. O

Theorem 6.2. We assume that ( = &, and put k(t) := logp(t). Take a constant 6y € R. Then
F:L¢.— C(S) is a special Lagrangian submanifold with phase €% if and only if

Im(eiw_‘%)eN(”(t)“f(t))) = const (11)

Proof. Since ( = &, by Lemma 5.1, we have the Lagrangian angle
O (p,t) = f(E)N + 60 + arg(#(t) +if (1))
= arg((A(t) +if(¢))e"TONTD), (12)
Note that v is in A since (y,A) = 1 for all A € A and, as mentioned in Remark 2.6, the Reeb field
& = (isin Af and this means that NV = (v, () > 0. Since the argument of a complex valued function

is unchanged by a multiplication of a positive function, we can multiply the term in the argument in
(12) by NeV*(®) and we have

0r(p,t) = arg((k(t) + Z'f'(t))ei(f(t)sz))
= arg(N (i(t) + if(t))eN O+ ONTO),

If we put
h(t) — eNn(t)—l—i(f(t)N—&-G),

then it is clear that O (p,t) = arg(h(t)). Thus it follows that 8 = 6y constant if and only if
Im(e"(0=00) N O+ (1)) — const.

Remark 6.3. If we define the curves ¢; : I — C* by
¢;(t) = ot (1)t D& +7)
then the equality (11) in Theorem 6.2 is equivalent to the equality
Im (e "c]* -+ ¢)m) = const.

For example in C™, the canonical Reeb field is £ = (1,...,1) and we can take v = (1,...,1). Then if
we take g = 0 and v! = --- = v™ = 0 for example, then ¢;(t) = - -+ = ¢,,,(t), and we put c(t) := ¢y (t).
Then the equality (11) in Theorem 6.2 becomes

Im(c™(t)) = const,
and the image of F': L . = C™ coincides with

{(c(t)x!,...;c(t)z™) e C™ |tel, 27 eR, ()2 + - -+ (™) =c}.

Hence this is an extension of examples of special Lagrangian submanifolds mentioned in Theorem 3.5
in Section I11.3.B. in the paper of Harvey and Lawson [22].

7 Construction of Lagrangian self-similar solutions

Let (C(S),w, ) be a toric almost Calabi-Yau cone over a toric Sasaki manifold (5, g). Since C(S)
has both the cone structure and the almost Calabi—Yau structure, we can consider both the position
vector and the generalized mean curvature vector. Then we can defined the generalized self-similar
solution. Let M be a manifold and F' : M — C(S) be an immersion. Then we say that F is a
generalized self-similar solution if

H9 = \FL
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for some A € R. In this section, we construct the Lagrangian generalized self-similar solutions in C'(.S).
Let F: L; . — C(S) be a Lagrangian submanifold explained in Section 3. Remember that we denote

the Reeb field £ and write 79 = (e“’1 ...,y e T™ and in Section 6, we put

N=(¢y) =Y mw¢" and 6=> v’
k=1 f=1

Theorem 7.1. Let us assume that ¢ = &, and put c(t) := p(t)e’’®) € C*. If there exist a function
0:1—R/7Z and a constant A € R, and 0(t) and c(t) satisfy the differential equations

&) = =05 13
0(t) = Ap(t)V sin(f ()N + 0 — 6(1)),
then F': L¢ . — C(S) is a Lagrangian generalized self-similar solution with
1
2cHY = A?
and Lagrangian angle Op(p,t) = 6(t).

Proof. First of all, we prove that the Lagrangian angle 8 (p, t) is equal to 6(t). Since ¢ = &, by Lemma
5.1 we have the Lagrangian angle

O (p,t) = F(ON + 6+ arg(i(t) + i (1)),
where x(t) = logp(t). Since the argument of a complex valued function is unchanged under the
multiplication of a positive real valued function, by multiplying 2p(¢)? we have

arg(k(t) + (1)) = arg(2p(t)*&(t) + 2ip(t)* £(¢))
— arg (G 0(07) + 20p024()).
Since c(t) = p(t)e/®) | we have
6t) = pOETO +ip(0) f(1)e 0
and multiplying this equation by 2p(t)e~*)(= 2¢(t)) we have

_ d . ,
2e(t)e(t) = 2 (p(t)*) + 2ip(t)*f (1), (14)
If we use the differential equation (13) with respect to ¢(t) then the left hand side of (14) is equal to
2e0)e(t) = 267 OOOCE) = 2p(t)N T OO0 ON), (15)

Thus we have
arg(i(t) + if(t)) = 0(t) — 0 — f(t)N.

Consequently we have proved that
Or(p,t) = 0(t).

1
We turn to the proof of 2cHY = A? . Since w is non-degenerate and we have the orthogonal
decomposition
Trp)C(S) = Fu(TpLe.c) & J(Fu(TpLe o))

for all p in L¢ ., we have only to prove that
1
W(2eHY, F.X) = w(AF , F.X)

i
for all X tangent to L¢ .. Furthermore, since w(A? ,F.X) = w(A?, F,.X), it is equivalent to prove
that
W(2eHY, F,X) = w(AF, F,X).
Remember that L¢ . = C(S)ZC x I. Fix g = (po,to) in L¢e, X in TpoC(S)Ec and /0t in Ty, 1. See
the equalities (8) and (9) in the proof of Theorem 3.4, we have
F.X = (p(to) - 7(t0))« X

F gy = (o) - rlto). (20017 + Ftéom) ).
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By Proposition 4.6 we have
HY = JF,(V+40F),
where V-, is the (F*g)-gradient on L. By the definition of the position vector, one can prove that

F (o) = (pto)  7(t0)) (%)
at o = (po, to). Note that we have proved that the Lagrangian angle
aF(pv t) = Q(t)
and this function is independent of any points in C(S5)Z .. Thus if X is tangent to C(5)7 . at po, then
we have
w(2cH?, F, X) =2cw(JF.(Vp-40r), F.X) = =2¢(F*g)(V+40r, X)
= —QCX(QF) =0.
Since if we substitute two vectors tangent to the real form into w then it is zero, and po is tangent to
the real form, for X tangent to C(S)Z . at po we have

WAF,F.X) = Ap?(to)w (B, X) = 0.
Thus we have
W(2eHI, F.X) = 0 = w(AF, F.X)
for all X tangent to C(S)? . at po. Next, for 9/0t tangent to I at to, we have

0 0
o) = 29 (VrgbF, 5)

w(QCHg,F*Q) = 2cw(JF.(VE40F), F 5

ot
= —QCQQF = —2¢0(to)
ot
= —2cAp(to)™N sin(f(to)N 4+ 6 — 0(to)).
In the last equality, we use the differential equation (13) with respect to 8(¢). On the other hand, we
have

(AT, F ) = Ap?(t0)  (t0)uo 75, E(p0) = Ap(10) (1) (1, €))

_ APZ(to)f(to)d%

. d

= Ap*(to) f(to) —
P~ (to) f(to) P

= 2cAp*(to) f(to)-

In the fourth equality, we use (u(p - po),&) = p*(u(po), &) for a p € R action and it follows by the
definition of the moment map (3). In the last equality, remember that for py in C(9)Z . (now ¢ =¢
by the assumption) (u(po),() = ¢ by the definition of C(5)Z .. By the equality (14), we know that

<N(p : pO)’ §>

p=1

) p*(1(po), &)

2p2(to) f(to) is the imaginary part of 2c(to)é(to), and using the equality (15) we show that
2p%(to) f(to) = 2p™ (to) sin(0(to) — 0 — f(to)N)
Thus we have
0 0
9 . 9y = 2
w(2eH, F, =) W(AF ., =)

1
This means that 2cHY9 = A? . O

Remark 7.2. Here we assume that all &/ # 0. If we define curves ¢; : [ — C* by
ci(t) == ot (t)ei(f(t)ij-‘ruj),
then the differential equations (13) in Theorem 7.1 are equivalent to the following differential equations.

{dcl./ﬁj (t) = PO (1) ) () (G=1,...,m)

dt~Jj

40(t) = ATm(e= O (£) - - e (1))

For example in C™, the canonical Reeb field is £ = (1,...,1) and v = (1,...,1). Then if we take

(16)

m
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fp =0 and v! = ... = ™ = 0 for example, then the above equality (16) becomes

{;icj(t) = O (t) 1 (t) - ciaa () em() (j=1....,m)
4g(t) = Alm(e Wy (t) - e (t)),
and the image of F': L . = C™ coincides with

{(ci()xt,. . emt)z™) e C™ [te T, 27 €eR, (M2 4+ -+ (™) =c}.
This differential equations appear in Theorem A in the paper of Joyce, Lee and Tsui [26]. Hence this
is one of extension of the paper of Joyce, Lee and Tsui in C™ to the toric almost Calabi—Yau cone.

8 Examples

In this section, we apply the theorems and construct some concrete examples of special Lagrangians
and Lagrangian self-similar solutions. As explained in Remark 2.6 in Section 2, the moment image of
a toric Kahler cone is a strongly convex good rational polyhedral cone. Conversely, we can construct
a toric Kahler cone from a strongly convex good rational polyhedral cone by the Delzant construction.
Let
A={yeg | {y,\)>0for i=1,---,d} —{0}

be a strongly convex good rational polyhedral cone and put the (open) dual cone
Ag={&€g|(v,§ >0forallveA}.

Proposition 8.1. For A and £ € A}, there exists a compact connected toric Sasaki manifold (S, g)
whose moment image is equal to A and whose Reeb vector field is generated by &.

This proposition is proved by the Delzant construction, for details see [30] and [35]. Of course the
cone (C(S),7) of (S,g) is a toric Kéhler manifold whose moment image is equal to A.
As mentioned in Remark 2.8 in Section 2, the canonical line bundle K¢ (g is trivial if and only if

there exists an element ~y in (Zy)* = Z™ such that (y,\;) =1 for all j =1,...,d, and using v we can
construct a non-vanishing holomorphic (m,0)-form €, that is written by
Q, =exp(12 + . oym2™)dzt A Ad2™ (17)

on an open dense T¢'-orbit by the logarithmic holomorphic coordinates. This condition is called
the height 1 and in fact there exists a definition of the height ¢ for some ¢ € Z, for example see
Cho-Futaki-Ono [10]. Here we want to introduce the results in [10].

Theorem 8.2 (cf. Theorem 1.2 in [10]). Let S be a compact toric Sasaki manifold with c¢Z > 0
and ¢1(D) = 0. Then by deforming the Sasaki structure varying the Reeb vector field, we obtain a
Sasaki- Finstein structure.

We do not explain the meanings of ¢P and ¢;(D) in this Part, but in [10] it is proved that the
condition with ¢ > 0 and ¢;(D) = 0 is equivalent to the height ¢ for some ¢ € Z. Note that (S, g)
is Sasaki-Einstein if and only if (C(5),w) is Ricci flat. Thus, if we use Theorem 8.2, then we get a
toric Calabi-Yau cone (C(S),w,2,) rather than almost Calabi-Yau . The merit of using the toric
Calabi-Yau is that HY coincides with H.

From now on, we restrict ourselves to the case of dim¢ C(S) = 3. There is a useful proposition
(c.f. [10] ) to check whether given inward conormal vectors A; satisfy the goodness condition (5) of
Definition 2.7.

Proposition 8.3. Let A be a strongly convex rational polyhedral cone in R? given by
A:{yGRS | <ya>\7.> Zoa ]:17 7d}_{0}

1 1
)\1: b1 " 7)\d: Pd
q1 dd

Then A is good in the sense of Definition 2.7 if and only if either

1. |pix1 —pil =1 or
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2. |giv1—q| =1 or
3. pit1 — pi and ¢;+1 — q; are relatively prime non-zero integers
fori=1, ---  d where we have put Ag+1 = 1.

Example 8.4. Take an integer g > 1. If g = 1, let A be the strongly convex rational polyhedral cone
defined by
A=A ={yeR’|(y,N)>0,i=1,234}—{0}

with

1 1 1 1

Al = -1 s )\2 = 0 , Ag = 1 s )\4 = 2

-1 -1 0 3

If g > 2 let A be the strongly convex rational polyhedral cone defined by
A=A;={yeR’|(y,\)>0,i=1,...,g+3}—{0}
with
1 1 1
A= -1, M= k—2 (k=2,3,...,9+2), \gyeg:=| -2,
-1 (k—2)2 -1 g°
Then by Proposition 8.3, A is a strongly convex good rational polyhedral cone. Since we can take ~y
as (1,0,0) so that (y,A;) =1 for j = 1,...,g+ 3, this condition satisfies the height 1 and we can
use Theorem 8.2. Let (C(S),w) be a toric Kdhler manifold whose moment image is equal to A. The
existence of it is guaranteed by Proposition 8.1. If necessary, we deform the Kéhler form w and Reeb
field € on C(S) so that (C(S),w) is Ricci flat by Theorem 8.2. Thus we can assume that (C(S5),w)
is Ricci flat. Furthermore, since we can take v as above, the canonical line bundle K¢(g) is trivial
and we have a non-vanishing holomorphic (3, 0)-form €2, on C(S). Thus we have a Calabi-Yau cone
Mgy = (C(S),w,Qy) and denote its Reeb field by &.
For example, if we take

ci= 58 md (=,

then ¢ and c satisfy the assumptions (6) and (7) in Section 3, which proved in Proposition 9.1 in
Section 9. Then the shape of A;. = AN H¢, is a (g + 3)-gon, which proved in Proposition 9.2 in
Section 9. For example if g =1 then A¢ . is a quadrilateral and if g = 2 then A . is a pentagon.
Remember that 1%, the restriction of the moment map pu to the real form C(S5)7, is a 23(= 8)-
fold covering of A, and we have defined C(59)7, = (17)"1(A¢,e). Hence the topological shape of
the C(S)7 . is a 2-dimensional surface constructed from 8-copies of Ac . that is glued with certain
boundaries. In this setting, we can see that
C(9)Z . = 2g,
where 3, is a closed surface of genus g. This will be explained in Proposition 9.3 in Section 9.
Special Lagrangian. First we construct special Lagrangian submanifolds using Theorem 6.2.
Now N = (v,{) > 0. For example take 6y = 0. Then, for example, take an open interval I = (0, ),
and define f: I <+ R and p: I — R" by

1 1\ YN
t) = —t d t)=| —
r =5t and o0 =(57) -
and take 7o = (e, ¢’ e”) in T3 as ! = 2 = 13 = 0. Then 6 = y ' + Yo% + 4503 = 0. This
setting satisfies the equality (11). Thus F': L; . — M, is a special Lagrangian submanifold and L .
is diffeomorphic to

LC,C = Zg x R.
Note that of course the map F' and L¢. depend on g, and in Example 1.4 we denote these by
Fg1 : L; — M.
Lagrangian self-similar solution. Next we construct Lagrangian (generalized) self-similar

solutions using Theorem 7.1. Now N = (v,() > 0. For example take
o(t) = Nt + g and A= —N.
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Then, for example, take an interval I = R, and define f : I — R and p: I — RT by

f =t and p(t) =1,
and take 79 = (ei”l,ei”Q,ei”s) in T3 as v' =2 =13 = 0. Then § = yv! + 2 4+ v3v3 = 0. This
setting satisfies the differential equations (13). Thus F : L¢. — C(S) is a Lagrangian self-similar
solution (self-shrinker). Furthermore as mentioned in Remark 3.3, we can reduce I to S*, hence we
have a compact Lagrangian self-shrinker F': L¢ . — M, with

HY — B

Lee =%, x S

which is diffeomorphic to

Note that of course the map F' and L¢. depend on g, and in Example 1.4 we denote these by
F 92 : Lf] — M,.

Remark 8.5. In M,(= C(S)) constructed above, it is clear that the real form C(S5)” itself is one of
the most typical examples of special Lagrangian submanifold in C(S), and it is a cone. Hence C(S)”
is also diffeomorphic to ¥, x R. However the above example F; 91 : Lé — M, is different from the real
form itself, especially it dose not have a cone shape.

9 Appendix

In this Section, we give some proofs for the statements mentioned in Example 8.4 in Section 8.
Proposition 9.1. ¢ and ¢ in Example 8.4 satisfy the assumptions (6) and (7) in Section 3.

Proof. First, it is clear that %'y is in Int A and it is also in H¢ .. This proves that ¢ and c satisfy the
assumption (6). Next we prove that ¢ and ¢ satisfy the assumption (7) by the proof of contradiction.
Assume that there exists y in A N H¢ . such that ¢ is in 3,. Here remember that

3y = Spang{ A; | (y,A;) =0}
Since y is in A and, as mentioned in Remark 2.6, the Reeb field ¢ is in Af, this means that (y,{) =
(y,€) > 0. On the other hand, the pairing of y and all elements in 3, is zero. This is in contradiction
to that ¢ is in 3,. Thus we have proved that ¢ and c satisfy the assumption (7). O

Proposition 9.2. The shape of A¢c = AN He . in Example 8.4 is a (g + 3)-gon.

Proof. First, we denote the facet of A defined by A; by
Fi={yeAl(y,x)=0}
for j =1,...,9 4+ 3. Next, take an element y in F}; and put & := ﬁ Since %7 and y are in A and
¢ = € is in A, it follows that ¢ = 1(v,£) > 0, (y,¢) > 0 and x > 0. Then sy is in F; and He...
0 2\ Y J ¢,

This means that the hyperplane H¢ . intersects all facets of A. Thus we have proved that A¢ . is a
(g + 3)-gon. O

Proposition 9.3. Under the setting in Fxample 8.4,
C(9)¢. =Xy,
where ¥4 is a closed surface of genus g.

Proof. There exists an open dense T3-orbit on C(S). We identify 7 with (C*)3. It is clear that the
real form of (C*)? is (R*)? and it has 8 connected components R3(k1, k2, k3), where k; are +1 or —1
and we define

R3(k1, ko, k3) = { (1,20, 23) € R | kywy > 0, koxy > 0, k323 > 0}
There is a standard diffeomorphism from each R3(k1, k2, £3) to R? defined by
—log|-|: R3(k1, ko, k3) — R3,
that is , (z1,22,23) maps to (—log|z1|, —log |z2|, — log |z3|). In the algebraic toric geometry, there

is a concept of manifolds with corner associated with toric varieties. From this view point, we can
consider that R3 is rescaled and embedded into A, that is a manifold with corner. This means that

20



the infinity toward the direction of \; in R? corresponds to the facet F; of A defined by \;. For more
general treatment, see Oda [42]. In this sense, we identify R and Int A, and we identify the infinity
toward the direction of ); in R® and the facet Fj of A defined by A;. For each inward conormal
Aj = (A}, A3, A2) of A, then consider a curve ¢;(t) in R® 2 Int A defined by

c;i(t) = tA; = (Ajt, ATt A%t).
Then the pull back of ¢;(t) to R3(k1, k2, k3) by —log| - | is

-7t —A?t)

¢(t) = (/ﬁe_)‘;t,@e , Kae

and if we put s = e~* > 0 then this curve ¢;(¢) in R3(k1, Ko, k3) is written by
~ AL A2 A3
¢j(s) = (k1879 , k2s™9, K3577).
If this curve tends to the facet F}, then it is equivalent to ¢ — 400 and also s — +0. If we allow to
take s = 0, then the point ¢;(0) can be considered as in the facet F; and furthermore if we allow to
take s < 0, then the curve ¢;(s) is in
R (1) k. (~1)Y ez, (=1)V ).
This means that if we prepare 8 copies of A and give the labels formally to each A as
A(+1,41,41), A(+1,+1,-1), A(+1,-1,+1), A(+1,-1,-1),
A(_17+15+1)’ A(_17+17_1)’ A(_17_17+1)7 A(_17_1a_1)7
then A(k1, k2, k3) and A((—l))‘al' K1, (—1)’\5 Ko, (—1)/\? k3) are glued together along the facet F; defined
by )‘j-
In the above observation, we consider the gluing relation of 8 copies of A however, the glueing
relation of A¢ . is the same as A. That is, if we prepare 8 copies of A¢ . and give the labels formally

(18)

to each A¢ . as same as (18), then A¢ (K1, k2, k3) and Ac,c((—l))‘;fﬂ, (—1)>‘?n2, (—1)/\?@) are glued
together along the edge E; = F; N A¢ . defined by A;. This is the topological shape of C(5)7 ...
Then one can check that C' (S’)ZC = ¥, by the straight forward observations glueing 8 copies of
A¢ ¢ as above relations. In Figure 1 and Figure 2, we draw the image of the way of gluing in the case
g =1 and g = 2 respectively. In these figures, we write A¢ o(k1, K2, k3) by (K1, K2, k3) for short and
the edge E; by j for short, and glue same labels together. Note that in Figure 2 we write a pentagon
as a quadrilateral by joining edge 4 and edge 5 flatly to write a picture easily. O
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4a 41) 4(, 4d
4 i 4 4 4
1 (+7+a+) 33 (_7_7+) 11 (+a+7_) 313 (_a_a_) 1
2 L 2 Y 2 L 2
2 2 t 2 2 1
1(_7+a_)33 (+7_7_)11(_a+7+)33 (+a a+)1
B 4 y 4 4 4
4(1 4b 4c 4d
Figure 1. ¢ =1
5 44 4y 5p 5. 4. 4q by
5 4%t 4 5 5 4 4 5
1 (+v+a+) 33 (_7_>+) 111 (+a+7_) 313 (_’_7_) 1
2 2 2 2
2 2 2 2
1(_7+5_)33 (+7_7_)11(_’+7+)33 (+v a+)1
5 . 4 4. 5 5 . 4 4.5
5 4, 4 54 5, 4 4q By
Figure 2. ¢ =2



Part II

Weighted Hamiltonian stationary
Lagrangian submanifolds and generalized
Lagrangian mean curvature flows in toric
almost Calabi—Yau manifolds

Abstract. In this Part, we generalize examples of Lagrangian mean curvature flows constructed
by Lee and Wang in C™ to toric almost Calabi—Yau manifolds. To be more precise, we construct
examples of weighted Hamiltonian stationary Lagrangian submanifolds in toric almost Calabi—Yau
manifolds and solutions of generalized Lagrangian mean curvature flows starting from these examples.
We allow these flows to have some singularities and topological changes.

10 Introduction

Recently, study of Lagrangian submanifolds acquire much importance in association with Mirror
Symmetry. There are several classes of Lagrangian submanifolds. For example, special Lagrangian
submanifolds are defined in Calabi-Yau manifolds by Harvey and Lawson [22] and they have an impor-
tant role in the Strominger—Yau—Zaslow conjecture [48]. A class of Hamiltonian stationary Lagrangian
submanifolds is also defined in Calabi—Yau manifolds, especially a special Lagrangian submanifold is
a Hamiltonian stationary Lagrangian submanifold. In general, constructing explicit examples of spe-
cial or Hamiltonian stationary Lagrangian submanifolds is difficult since these conditions are locally
written by nonlinear PDE. However some examples are constructed in the case that the ambient
Calabi—Yau manifold has symmetries, especially in C™.

First, we introduce some previously known examples of special or Hamiltonian stationary La-
grangian submanifolds and Lagrangian mean curvature flows. One of examples of special Lagrangian
submanifolds in C™ constructed by Harvey and Lawson [22, II1.3.A] is defined by

M, .= {(21,...,Zm) eCcm™ | Im(zl Zm) = (1, |Z1‘2 - |Zj|2 =¢j (j = 27""m)}7
where ¢ = (¢1,...,¢m) € R™. Note that the phase of M, is i"™. We remark that if ¢; = 0 and
z; = asjewj for z; € R and 0; € R, then M, is written by
{exp(O2Gz + -+ ImGn) -2 € C™ | €R™, 6, € R, (u(2), ;) = 2 (7 =2,....m)},
where ¢; := (1,0,...,0,—-1,0,...,0) = ey —e; € R™, pu(z) = 1(2},...,22) and exp(v) -z =
(z1€2™1 . 2,e? ) for v = (vy,...,v,) € R™. This is a 7™ -invariant special Lagrangian
submanifold in C™.

Next examples of special Lagrangian submanifolds in C™ are constructed by Joyce [24, Example
9.4]. He considered a family of T -invariant Lagrangian submanifolds denoted by
Novsam = f (g 2mimd g e2miamfy e C™ | 9 € R, ay2? + - + ama?, = ¢},
where a = (ay,...,a,) € R™ and ¢ € R, and he proved that Nt is a special Lagrangian
submanifold if and only if

a1+ +am=0. (19)
He constructed these examples by using a moment map of T'-action on C™. Of course, in the same
way as M., the Lagrangian submanifold N1%m can be written by

{exp(fa) -z |z € R™, 0 € R, (u(z),a) = g}.

These two examples suggest that a torus action, a real structure and a moment map are useful to
construct special Lagrangian submanifolds. From this view point, the author [50] generalized Joyce’s
example NJ>+~%m in C™ to in an m-dimensional toric almost Calabi-Yau cone manifold. To be more
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precisely, the author constructed examples of special Lagrangian submanifolds of the form

{exp(t¢) -p|p e M7, t €R, (u(p),¢) =c}

in a toric almost Calabi-Yau cone manifold (M,w, g, J,€2y), where M is the real form of M, p is
a moment map of T™-action on M, { is a vector in R™ satisfying a special condition and c¢ is a
constant. This is a T'-invariant special Lagrangian submanifold in a toric almost Calabi-Yau cone
manifold (M,w, g, J, Q).

This type of constructions is also effective to construct examples of Hamiltonian stationary La-
grangian submanifolds and its mean curvature flows. Actually, Lee and Wang [29] proved that V;
defined by

{ (371627”(18, o ,xme27ricms) cC™lo <s< 1,

Z@x? = *47”52@, = (x1,...,Tm) € Rm}
j=1 j=1

is Hamiltonian stationary Lagrangian submanifolds for all ( € R™ and ¢ € R. Furthermore, they
proved that this family {V;}icr is a solution of mean curvature flow and it has a singularity when
t = 0. To be more precise, they proved that it is a solution of Brakke flow. Here Brakke flow proposed
by Brakke [4] is a weak formulation of a mean curvature flow with singularities .

A mean curvature flow is one of potential approaches to find a special Lagrangian submanifold in
a given Calabi—Yau manifold as the following meaning. If there exists a long time solution of a mean
curvature flow starting from a given Lagrangian submanifold and the flow converges to a smooth
manifold, then it is a minimal Lagrangian submanifold, that is, a special Lagrangian submanifold.
Indeed, this method has more deep background related to Mirror Symmetry proposed by Thomas and
Yau [49]. Roughly speaking, they introduce a stability condition on Lagrangian submanifolds and
conjecture that the Lagrangian mean curvature flow starting from a stable Lagrangian submanifold
exists for all time and converges to a special Lagrangian submanifold in its Hamiltonian deforma-
tion class. This conjecture is called Thomas—Yau conjecture. Recently, Joyce [25] has updated the
Thomas—Yau conjectures to achieve more plausible statement. In [25], he discusses the possibility that
the Lagrangian mean curvature flow develops singularities many times even if an initial Lagrangian
submanifold is stable and mentions the necessity of surgeries of Lagrangian mean curvature flows.
Thus it is meaningful to construct examples of Lagrangian mean curvature flows with singularities to
understand the motion of Lagrangian mean curvature flows and to develop this program.

In this Part, we construct explicit examples of special or weighted Hamiltonian stationary La-
grangian submanifolds in toric almost Calabi—Yau manifolds and construct solutions of generalized
Lagrangian mean curvature flows with singularities and topological changes starting from these exam-
ples. These examples can be considered as some kind of generalization of examples of Lee and Wang
[29] in C™ to toric almost Calabi-Yau manifolds. When the ambient space is a general toric almost
Calabi—Yau manifold, its topology is not simple and there are many fixed points of torus action. Hence
we can get examples of special or weighted Hamiltonian stationary Lagrangian submanifolds with var-
ious topologies. Furthermore, its generalized Lagrangian mean curvature flow develops singularities
many times though examples of Lee and Wang in C™ develops a singularity once.

Note that, in this Part, we use notions of weighted Hamiltonian stationary and generalized La-
grangian mean curvature flow. These notions are modifications of the ordinary notions of Hamil-
tonian stationary and Lagrangian mean curvature flow defined in Calabi—Yau manifolds to almost
Calabi—Yau manifolds. See Section 13 for precise definitions.

Here we give a short description of the main results of this Part. Let (M,w,g,J,€,) be a real
2m-~dimensional toric almost Calabi—Yau manifold with torus 7" action. To be more precise, that
is a toric Kéhler manifold with a nonvanishing holomorphic (m,0)-form €2,. We see in Section 13
that €2, is constructed by a vector v in Z™ which is canonically determined by the toric structure of
(M, J). Note that we do not assume that (M,w, g, J) is Ricci-flat. Since (M, w, g, J) is a toric Kéahler
manifold, there exist a moment map p : M — A with a moment polytope A and an anti-holomorphic
and anti-symplectic involution o : M — M, see Section 11 for more precise settings. We denote the
fixed point set of o by M? and call it the real form of M. This is a real m-dimensional submanifold
in M. Fix an integer n with 0 < n < m. Take a set of n vectors ( = {(1,...,(, } CZ™ and a set of
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n constants ¢ = { ¢1,...,¢, } C R and consider the set

Mg, = {pe M | {u(p),¢)=ci,i=1,...,n}.
We assume that Mg is a real (m — n)-dimensional submanifold in M7 and T¢ = V¢ /(Ve NZ™) is
isomorphic to a subtorus 7" in 7™, where V¢ := Spang{(1, ..., (s }. Then we put a real m-dimensional
manifold as

Lee= M. xT; (20)
and define a map F¢.: Le. — M by

F{,c(pv [U]) = eXpuv-p.
Then the main theorems in this Part are the following.

Theorem 10.1. F¢. : L;. — M is a T"-invariant weighted Hamiltonian stationary Lagrangian
submanifold for all ¢ and ¢, and its Lagrangian angle 6¢ . : L¢ . — R/7Z is given by O¢ (p, [v]) =
2m(y,v) + §n(mod.m). Thus F¢. : L¢. — M is a special Lagrangian submanifold if and only if
(7, ¢G)y=0foralli=1,...,n.

Theorem 10.2. The family of the images of {F¢ o) : Le¢ ety — M Yo<i<t is a solution of generalized
Lagrangian mean curvature flow with singularities and topological changes with initial condition F .,
where ¢(t) == {ci1(t),...,cn(t) } and each c;(t) is given by c;(t) = c; — 2mt(7y, ;). Here T is the first
time that Mg’c(t) becomes empty set.

Theorem 10.1 is a summary of Theorem 13.2, Corollary 13.3 and Theorem 13.5. Theorem 10.2 is
a part of Theorem 14.2.

The definitions of Lagrangian angle and weighted Hamiltonian stationary are given in Section
13. The meaning of weighted Hamiltonian stationary is explained in Section 16. The notion of
generalized Lagrangian mean curvature flow with singularities and topological changes is defined
in Section 14. Roughly speaking, this flow is parametrized by a smooth flow except for some m-
dimensional Hausdorff measure zero sets. In Example 15.1 of Section 15, we see that our construction
is a kind of generalization of the example of Lee and Wang [29]. In Example 15.2, we give a concrete
example of generalized Lagrangian mean curvature flow with singularities and topological changes in
Kp2, the total space of the canonical bundle over P2.

We note that the example M, of Harvey and Lawson is in the case when n = m —1, and Ng1t» %™
of Joyce, V; of Lee and Wang and the previous work of the author in [50] are in the case when
n = 1. After finishing my work, the author learned from H. Konno that the Mironov and Panov
[38] constructed examples of T"-invariant Hamiltonian stationary Lagrangian submanifolds in m-
dimensional toric varieties for 0 < n < m. First, Mironov [37] constructed T"-invariant Hamiltonian
stationary or minimal Lagrangian submanifolds in C"™ and CP™. These examples can be written as
the form (20) in C™. In [38], they used a Kéhler quotient of C™ to construct new examples in toric
varieties. We remark that our method is different from theirs in the point that we use the real form
and a moment map rather than Kahler quotient, and furthermore we study the motion of generalized
Lagrangian mean curvature flows starting from these examples.

11 Toric Kahler manifold

In this section, we fix our notations of toric Kahler geometry and introduce an anti-holomorphic
involution and its properties. Let T™ = (S1)™ be an m-dimensional real torus and (M,w, g, J) be
a toric Kahler manifold with complex dimension m. Then 7™ acts on M effectively and the K&ahler
form w is invariant under the action. Let p : M — g* be a moment map and A := u(M) be a
moment polytope, where g is a Lie algebra of 7™ and g* is its dual. Since (M, J) is a toric variety,
there is a complex torus T¢" = (C*)™ which is a complexification of 7" and T{¢* acts on (M, J) as
biholomorphic automorphisms. Then M has an open dense T¢"-orbit and we denote the fan of (M, J)
by X. Let (1) :={p € ¥ | dimp = 1} be the set of 1-dimensional cones in ¥. We assume that (1)
is a finite set and write X(1) = {p1, ..., pa}- Let \; be the primitive element in Z™ that generates p;
fori=1,...,d, that is, p; = RT);. Note that, in general, A is not a closed subset in g*. For example,
if we consider a toric Kéhler manifold constructed by removing all fixed points of torus action from
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some toric Kahler manifold, then its moment polytope has a shape that all vertices are removed from
the original polytope and this is not a closed subset.
We assume that there exist x; in R for i = 1,...,d so that the closure of A is given by

d
N — +
A= ﬂ H/\ww'
1=1

Here for a nonzero vector A in g and & in R, we define the affine hyperplane H ,. and closed half-space
Hy . by
Hy.={yeg"|{y,\)=r} and H;H ={yeg |y, >k}

A subset FF C A is called a face of A if and only if there exist a vector v in g and a constant ¢ such
that

ZCH;*’C and F:ZﬂHv,c.

We denote the set of all faces of A by F. Then we assume that there exists a subset G of F such that
A is of the form
A-|JF

Feg
For a point y in A, we define 3, a subspace of g by
3y :=Spang{ \; | y € Hy, ., }-
For example, if y is in the interior of A then 3, is {0}. For a point p in M, if we denote the stabilizer
at p by Z, = {t € T™ | t-p = p}, then the Lie algebra of Z, coincides with 3,,). Thus, if u(p) is
in the interior of A then torus action is free at p, and if ; maps p to a vertex of A then p is a fixed
point.

Since (M, J) is a toric variety, there exists the intrinsic anti-holomorphic involution o : M — M
determined by the fan X, that is, 02 = id and 0,J = —Jo,, where J is the complex structure on M.
This involution satisfies o(u - p) =@ - o(p), where u € T acts on p. Let M7 :={pe M |o(p)=p}
be the set of fixed points of o, that is a submanifold of M with real dimension m, we call it the real
form of M.

Proposition 11.1. The involution o : M — M is anti-symplectic, and consequently o is isometry.

Proof. Let U be an open dense T¢-orbit. For (w',...,w™) € U = (C*)™, we take the logarithmic

holomorphic coordinates (z1,...,2™) with e* = w’. Since w is T™-invariant and the action of 7™ is
Hamiltonian, there exists a function F' € C°°(R™) with the property

V=1~ O*F .
w= 5 Z-;l D2 dz'Ndz? on U, (21)
where 2* = 2¢ + /—1y’. (See Theorem 3.3 in Appendix 2 of [18].) On U, the involution & coincides
with the standard complex conjugate o(z) = %, where z = (z!,...,2™). Since w is T™-invariant, note
that F is independent of the coordinates (y!,...,4™). Thus we have 0*w = —w on U. Since U is
open and dense in M, thus we have c*w = —w on M. O

12 Lagrangian submanifold

In this section, we construct our examples of Lagrangian submanifold. First of all, let n be an integer
with 0 < n < m. Next, take a set of n vectors ¢ = {¢;}"_; C g and a set of n constants ¢ = {¢;}_; C R.
If n = 0, we take no vectors and no constants. We assume that {¢;}?; is linearly independent. Then
the intersection of n affine hyperplanes Hy, ., defines a (m — n)-dimensional affine plane. We assume
that this affine plane intersects in the interior of A, and we define A¢ . a subset of A by

AC,C :=AnN (ﬁ HCi,Ci>

=1
={yeA|y¢)=c,(i=1,...,n)}.
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Definition 12.1. Let V; := Spang{¢i,..., (.} € g. We call a point y in A a {-singular point if and
only if V¢ N3, # {0}, and if V: N3, = {0} we call y a (-regular point. We denote the set of all
(-singular points and all (-regular points in A by A¢ging and Agreq respectively. Note that Agpeq is
open dense in A.

For a point p in M, a vector v in g generates a tangent vector at p denoted by
== tZOeXp( v) - p.
This map g — T, M is a homomorphism. Then it is clear that y is a (-regular point if and only if the

restricted homomorphism Vi — T, M is injective for a p in p~1(y). For example, vertices of A are
always (-singular points and interior points are always (-regular points.

Up

Definition 12.2. We call a point p in M? a (-singular point if and only if u(p) is a -singular point,
and if not, we call p a (-regular point. We denote the set of all (-singular points and all {-regular

points in M? by Mg, and M¢Z_  respectively. Note that Mg, is open dense in M°.

Definition 12.3. We denote the restriction of the moment map on the real form by p : M — R™.
We define a subset of M7 as the pull-back of A¢ . by u” by

ME o= (1) (Ace)
:{peMU | </J“(p)?C7,>:CMZ:177n}

Proposition 12.4. If A; . is contained in A¢peg, then Mg, is a smooth submanifold of M? with
dimp M‘fc =m—n.

Proof. We define n functions f; (i =1,...,n) on M? by

fi(p) = (u(p), Gi) — ¢
Then M¢, = {p € M? | fi(p) =0,i=1,...,n}. By a property of the moment map, for all p in
M¢ ., we have

dfi(p) = d{p, Gi) (p) = —w(Cips -)-
Since every point in A¢ . is (-regular, the restricted homomorphism V¢ — T, M is injective for all p
in M¢ .. Thus {df;}}_, are linearly independent 1-forms on MY .. This means that Mg is a smooth
submanifold of M7 by the implicit function theorem. O

In this section, we assume that A¢ . is contained in A¢y.eq. Then Mgc is a smooth submanifold
of M?. Let exp : g — T™ be the exponential map. Let Zg(= Z™) be a integral lattice of g, that is
a kernel of exp : g — T and g/Zy = T™. Let %Zg be the set of all elements y in g such that 2y is
in Zg. Then 3Zg/Zg = {1,—1}™ is a subgroup of T™ considered as all elements ¢ in 7™ such that
1?2 = e identity element. Let Ve = Spang{¢i,...,¢n} C g. Now we construct a manifold L¢ . with real

dimension m.

(I) Generic case. For a generic case, let U be an open small ball in V- centered at 0 such that U and
17, intersect only at 0. Then we define an m-dimensional manifold L. . and a map Fy . : L¢o — M
2% y ¢ ¢ ¢
by

Lee=MZ . xU and Feo(p,v) :==exp(v) - p,
for p in M¢ . and v in U. Then F¢ . is injective and its image is

te=1expw)-plvelU pe M’ (up),¢)=c,j=1,...,n} (22)

(II) Unimodular case. If the set of vectors ( = {(;}_; satisfies the following unimodular condition
then we can take L¢ . as explained below.

Definition 12.5. We say that ( satisfies the unimodular condition if there exists a set of n vectors
v ={v;}7_; in V¢ NZq such that v is a base of V; and v is a generator of V; N Zg over Z.
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If ¢ satisfies the unimodular condition, we replace U in the case (I) by T¢ := V¢ /(V: N Zg) and we
define an m-dimensional manifold L. . and a map F¢.: L¢. — M by
Lee=ME, xT; and F¢o(p, [v]) :=exp(v) - p,
for p in Mg, and [v] in T¢ = Vi /(Ve N Zg), this map is well defined. Since 7y = 7™ which is a
subtorus of 1", the product manifold L . is diffeomorphic to Mg, xT". We denote the subgroup
(VeN1Zy)/(Ve N Zg) of T; by K¢. Then, of course, K¢ acts on T¢ freely and K¢ also acts on Mg, as
[k] - p == exp(k) - p
for [k] in K¢ and p in Mg . Thus K¢ acts on L¢,. = Mg, x T¢ as a diagonal action and this action is
free. Hence we have an m-dimensional manifold l~/<7c by
Leei= (ME . x T¢) /K.
In this case (II), F¢ . : L¢,c — M is not injective and one can show that Fe .(p1, [v1]) = Fe c(p2, [v2]) if
and only if there exists a [k] in K¢ such that [k]- (p1, [v1]) = (p2, [v2]). Thus the image of F¢ . written
by
L/C,c ={exp(v) -plveVe,pe M7, (u(lp),¢)=c¢,j=1,....,n} (23)
is diffeomorphic to EQC. Note that ZQC is a T™-bundle over a smooth (m — n)-dimensional manifold
M¢ /K.
el 2

Remark 12.6. Here we explain the meaning of L¢ . and the number n, that is the number of vectors
in ¢. In an m-dimensional toric Kahler manifold M, there are two typical Lagrangian submanifolds,
one is the real form M? and the other is a torus fiber 7", and these two Lagrangians M? and T
intersect transverse and orthogonal just like R™ and iR™ in C™. First, if we take n = 0 then we
take no vectors ¢ and no constants c. Then L. . becomes the real form M7, hence L¢ . has no torus
factors. On the other hand, if n is full, that is, n = m, then M¢ = = {pt}, thus L . is diffeomorphic
to a torus fiber 7" . Hence, roughly speaking, L¢ . is a hybrid (or interpolation) of the real form M
and a torus fiber 7™, and n is the dimension of torus factors in L¢ .

From now, we consider both cases (I) and (II) above.
Theorem 12.7. F¢.: L¢ . — M is a Lagrangian immersion.

Proof. In this proof, we write F¢ . by F for short. Since the case (II) is locally diffeomorphic to the
cace (I), it is clear that we only have to prove in the case (I). First we prove that F' is an immersion
map. Fix a point z = (p,v) in L¢ . = Mg, x U. Then we have a decomposition
TpL¢e=T,M . ®T,U,
and note that T,,U = V¢ since U is an open ball in a vector space V. Take tangent vectors X, X1, X»
in T}, M¢ .. We have
F. X =ty X,

where we put ¢, := exp(v) for short, and we identify an element ¢, in 7" with a left transition map
ty : M — M. Take vectors Y,Y1,Ys in T,U = V. We have
.Y =t,.Y,.
Here Y, is the tangent vector at p generated by Y € V: C g. Since g is torus-invariant, that is, t;g = g,
we have
J(F.X,F.Y) = glten X, 1,.Y,) = (£59)(X.Y,) = g(X. Y,). (24)

Note that 0,X = X since X is tangent to the real form, and ¢.Y, = —Y,, since the direction of the
curve of the exponential map generated by Y is reversed by o because of the reration o(u-p) =u=!-p
for all w in T™. Since ¢ is isometry, that is c*g = g, by Proposition 11.1, we have

9(X,Yp) = (079)(X,Y}) = g(0.X,0.Y)) = —g(X,Y)),

and this means that ¢(X,Y)) = 0 and also g(F.X, F,.Y') = 0 by (24). Thus F,(T,M¢ ) and F.(T,U)
are orthogonal to each other. It is clear that F, restricted on T}, M g . is injective and F restricted on
T,U is also injective. Thus F, is injective on T,;L¢ . and F is an immersion map.

Next we prove that F' is a Lagrangian, that is, F*w = 0. It is easy to see (F*w)(X1, X3) =0 and
(F*w)(Y1,Ys) = 0 since the real form and a torus fiber are typical Lagrangians. We can also prove
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that (F*w)(X,Y) = 0 easily. Since w is torus-invariant and w(-,Y,) = d{u,Y’), we have

(Fr'w)(X,)Y) = w(F.X,FY) =w(X,Y,) = X((1,Y)).
Since Y is in T,U = V; = Spang{(1,...,(}, we can write Y as Y = a'(y + -+ + a"(, for some
coefficients a* € R, and we have

<M7Y> = a’1<Ma C1> ot an<Ma Cn>
By the definition of Mg , this function (u,Y’) is a constant

ale; + - +a"e,
on Mgc, and now X is a tangent vector on Mgc, thus it is clear that
X((1,Y)) = 0.
Hence we have F*w = 0. O

13 Lagrangian angle

In above sections, the ambient space (M,w,g,J) is a toric Kihler manifold. From this section, we
assume that the canonical line bundle Ky of (M, J) is trivial. This condition is equivalent to that
there exists a vector v in Zj such that (v, \iy =1foralli=1,... d, where )\; is a primitive generator
of a 1-dimensional cone of fan 3 of M, see Section 11. In fact, if such a vector v = (y1,...,vm) exists,
a holomorphic (m,0)-form

Q, = eNE At mE " LA A 2™ (25)
written by logarithmic holomorphic coordinates on an open dense (C*)™-orbit can be extend over M as
a nowhere vanishing holomorphic (m, 0)-form. We call this (M,w, g, J, §,) a toric almost Calabi-Yau
manifold.

In general, an m-dimensional K&hler manifold (M,w, g,J) with nowhere vanishing holomorphic
(m, 0)-form € is called an almost Calabi—Yau manifold, and for a Lagrangian immersion F' : L — M
we can define the Lagrangian angle 0p : L — R/7Z as follows. For a point z in L, take a local chart
(U, (zt,...,2™)) around x, then F*{) is a C*-valued m-form on U, so there exists a C*-valued function
hy on U such that

F*Q = hy(zt, ..., 2™)dz' A--- Ada™

on U, and we define the Lagrangian angle 0 : L — R/7Z by
Op(z) := arg(hy(z)) mod .

This definition is independent of the choice of local charts. It is clear that if L is oriented we can lift
Or to a R/27Z-valued function 0p : L — R/27Z. If we can lift O to a R-valued function 0 : L — R
then F : L — M is called Maslov zero, and furthermore if 8 is constant 6y then F : L — M is called
a special Lagrangian submanifold with phase e?. Note that the definition of special Lagrangian
condition depends on the choice of holomorphic volume form 2.

In [1], Behrndt introduced the notion of the generalized mean curvature vector field K for a

Lagrangian immersion F' : L, — M in an almost Calabi—Yau manifold. The generalized mean curvature
vector field K is defined by

K := H —mViyt, (26)
where H is the mean curvature vector field of the immersion F': L — (M, g), ¥ is a function on M
defined by the following equation;

m . m
2m¢w7:_1w v OAD o7
A = (-1 (5 : (27)

and V' is the normal part of the gradient of 1. By the definition of K, if M is a Calabi-Yau
manifold, that is, ¥» = 0, then the generalized mean curvature vector field K coincides with the mean
curvature vector field H. In Proposition 4.8 in [2], Behrndt proved the relation between K and 0p
which is written by

K =JVp. (28)
Thus K = 0 is equivalent to that L is a special Lagrangian submanifold.
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Furthermore, in this Part, we introduce the notion of weighted Hamiltonian stationary for a La-
grangian immersion F : L — M into an almost Calabi-Yau manifold (M, w, g, J, ?) with 1 defined by
(27).

Definition 13.1. Let 6 be the Lagrangian angle of ' : L — M. If A;fr =0thenwecall F: L - M
a weighted Hamiltonian stationary Lagrangian submanifold.

Here f is a function on L defined by f := —mF*1 and Ay is the weighted Laplacian on Riemannian
manifold (L, F*g). In general, for a Riemannian manifold (N, k) with a function f, the weighted
Laplacian with respect to f is defined by Aju := Au + (Vu,Vf). Thus, if M is a Calabi-Yau
manifold, that is, ©» = 0, then the notion of weighted Hamiltonian stationary is equivalent to the
Hamiltonian stationary condition, namely Afr = 0. For the meaning of the weighted Hamiltonian
stationary condition, See Section 16. Note that Ay is the standard Laplace operator on L with respect
to a Riemannian metric F*(e?¥g).

In this section, we compute the Lagrangian angle of our example F¢ . : L¢ . — M constructed in
Section 12, and show some properties of F¢ . : L¢. — M.

Let (M,w,g,J,€Q,) be an m-dimensional toric almost Calabi-Yau manifold and F¢.: L¢. — M
be a Lagrangian immersion constructed by ¢ = {(1,...,(,} C g and ¢ = {c1,...,cn} C R, explained
in Section 12.

Theorem 13.2. The Lagrangian angle 0 of F¢ ¢ : L¢ . — M is given by

O(z) =27 (y,v) + gn mod 7
forx = (p,v) in L¢c = M. x U in the case (I) and for x = (p,[v]) in L¢. = MZ, x T¢ in the case
(1ID).

Proof. In this proof, we write F; . by F' for short. It is clear that we only have to prove in the case
(I). Let M? be a real form of M and g be a Lie algebra of T™. We define a map F': M? x g — M by
F(p,v) :=exp(v) - p.

Remember that L¢. = MZ, x U, and M¢ is an (m — n)-dimensional submanifold in M? and U is

an n-dimensional submamfold in g. Thus we have the inclusion map L¢ . into M7 x g by

L= (Ll,/,g) 'LC7C_MC,C x U — M° X g.

Then the map F : L; . — M coincides with F o ¢ by the definition of F, so we compute ¢*(F*Q.,)
to compute F*Q,. It is enough to prove this theorem on an open dense (C*)™-orbit, so we take a

logarithmic holomorphic coordinates (z!,...,2z™), then (z!,...,2™) define local coordinates on the
real form M?, where 29 = 27 + iy, Let (t!,...,t™) be coordinates of g = R™, then we have a local
expression of a map F : M7 x g — M by

F(at, . 2™ ™) = (o 4 2mitt, . 2™ + 2mit™).

Since Q, = enz et rm2 ™ U A LA d2™ ) we have
F*Q = e(vlml+»--+vmz"‘)+2m(vlt1+---+%t’")(dxl +2midt ) A - A (da™ + 2midt™).
Since L¢. = M, x U, and Mg, is an (m — n)-dimensional submanifold in M? and U is an n-

dimensional submanifold in g, in the expansion of (dzt + 2midt!) A -+ A (dz™ + 27widt™), differential
forms such as
(2mi)"dx" A dt”

with #/ = m —n and §J = n do not vanish after pull back by ¢, and other forms vanish, where I and
J are multi-indices. Thus the argument of F*Q., = *(F*Q,) at (p,v) is the argument of
(2mi)"e (%p>+2m<v v,

that is, 2m(y,v) + §n mod 7. O
Then the following corollary is clear.

Corollary 13.3. F¢.: L¢. — M is a special Lagrangian submanifold if and only if (,(;) = 0 for
alli=1,...,n
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Remark 13.4. It is clear that the real form M?, that is the case of n = 0, is always a special
Lagrangian submanifold, and every torus fiber, that is the case of n = m, is not a special Lagrangian
submanifold with respect to this holomorphic volume form Q.. If M = C™, we take v = (1,...,1),
see also Example 15.1. Then the special Lagrangian condition (19) by Joyce introduced in Section 10
coincides with the condition (v,a) = 0 in Corollary 13.3.

Theorem 13.5. F.: L¢ . — M is weighted Hamiltonian stationary.

Proof. In this proof, we write F¢ . by F for short. We only have to prove that A8 = 0 in the case (I)
that L¢. = Mg, x U. As noted above, Ay is the standard Laplace operator on L with respect to a
Riemannian metric F*(e?¥g). Since g is invariant under the torus action and it is easily seen that v is
also torus invariant by the equation (25) and (27), so the metric €2¥g is also a torus invariant metric
on M. Since F : L; . — M is given by F(p,v) := exp(v) - p and e?¥ ¢ is a torus invariant metric on M,
the metric F*(e2¥g) on L is independent of the U-factor of L¢ .. Furthermore, in the proof of Theorem
12.7 we prove that Fi(T'M¢ ) and F.(TU) are orthogonal, thus F*(e 2¥g) is a product metric over
M¢ . and U locally. By Theorem 13.2, the Lagrangian angle is given by 60(p,v) = 2m(y,v) + §n, it is
1ndependent of Mg -factor of L¢ . and affine on U-factor. Then one can easily prove that Ay = 0. [

14 Mean curvature flow

In this section, we consider generalized Lagrangian mean curvature flows. In general, a generalized
Lagrangian mean curvature flow is defined in an almost Calabi-Yau manifold (M, w,g,J,Q). Let
Fy : L — M be a Lagrangian immersion, then a one parameter family of Lagrangian submanifolds
F : L xI — M is called a solution of a generalized Lagrangian mean curvature flow with initial
condition Fp, if it moves along its generalized Lagrangian mean curvature vector field K defined in
(26), that is,

ot

where K is the generalized Lagrangian mean curvature vector field of immersion F; : L — M defined
by Fi(p) := F(p,t). Of course, if M is a Calabi—Yau manifold then a generalized Lagrangian mean
curvature flow is an ordinary Lagrangian mean curvature flow. It is clear that K = 0 on a special
Lagrangian submanifold by the equation (28), thus a special Lagrangian submanifold is a stationary
solution of a generalized Lagrangian mean curvature flow. In general, a generalized Lagrangian mean
curvature flow develops some singularities in a finite time, so here we define a notion of a generalized
Lagrangian mean curvature flow with some singularities and topological changes.

<‘9F)l =K, and F(-0)=F, (29)

Definition 14.1. Let (M,w,g,J,Q) be a real 2m-dimensional almost Calabi-Yau manifold and
{Li}ter be a one parameter family of subsets in M. Then we call {L;}:c; a solution of a gen-
eralized Lagrangian mean curvature flow with singularities and topological changes if there exists
a real m-dimensional manifold L and a solution of a generalized Lagrangian mean curvature flow
F:LxI— M such that F} : L — M is an embedding into L; and m-dimensional Hausdorff measure
of Li \ Fy(L) is zero, i.e.

F(L)ycLs and H™(L:\F(L))=0. (30)

It means that {L;}+cs is almost parametrized by a smooth solution of a generalized Lagrangian
mean curvature flow.

The purpose of this section is to observe how our concrete examples F¢. : L;. — M move
along the generalized Lagrangian mean curvature flow. Let (M, w, g, J,§),) be a toric almost Calabi-
Yau manifold and F¢ . : L¢ . — M be a Lagrangian submanifold constructed in Section 12 by data
¢={¢,..., &} Ccgand c={c1,...,cn} CR. Let

ci(t) = ci —2m(v, Gi)t
for t € R and we denote c(t) := {c1(t),...,cn(t)}. We define an open interval I by

IntA N (ﬂ HCi;Ci(t)> £ },

=1

I::{tER
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by the assumption of ¢ and ¢ we have 0 € [.

Theorem 14.2. A one parameter family of subsets {ng,c(t)}tel defined by (22) in the case (1) or by

(23) in the case (II) is a solution of a generalized Lagrangian mean curvature flow with singularities
and topological changes.

Proof. Tt is sufficient to prove this theorem in the case (I). First we define

/g‘l,c(t) = IntAN (m HCiM(ﬂ)'

i=1
Remember that A¢ . is defined by

Acery i =AN (n Hci,cxt))-

i=1
Since A¢ o) \ A’C”C(t) is contained in A (4, it is clear that (m — n)-dimensional Hausdorff measure
of A ey \ A’C’ o(t) 18 zero. Since each A/CI o(t) 1S an (m — n)-dimensional connected convex affine open

subset in R™, all AZ o(t) BTe diffeomorphic to each other.
Next we define

M = (W) 7 (Do) and L oy = MZ) x U.
Then M é/ (1) is an (m —n)-dimensional open dense submanifold in M, and LC c() 18 an m- dimensional
open dense submanifold in L¢ o). As same as AC o(t)’ all M o) are diffeomorphic to each other,

and (m — n)-dimensional Hausdorff measure of M¢ ) \ M2

Colt) 1s zero, and m-dimensional Hausdorff

measure of L¢ oy \ng/_c(t) is also zero. Thus we can take a one parameter family of diffeomorphisms
Gy M{T — M%),
for all t € I, and G induces a one parameter famlly of diffeomorphisms
Gy LC . LC o(t)

by Gi(p,v) := (Gi(p),v). Then we have a one parameter family of maps F': L{ . x [ — M by

Ft(pa U) = FC,c(t) o Gt(p7v) = eXp(v) : Gt(p)
It is clear that

Fy(LY ) = Feeny(Go(L{ o) = Feoey(L o)) C Loy
where remember that
Llcc(t = {eXp( ) p | (S U: pe Mgv</’1'(p)a<-j> = cj(t)7 .7 = 1,...,’[1}.

Since torus action is free on MC o(t)» one can easily prove that F; is embedding for all ¢, and m-
dimensional Hausdorff measure of L{. ,y \ Fr(L{ ) is zero.

Hence the remainder we have to prove is to prove that F' : LZ x I — M is a solution of a generalized
Lagrangian mean curvature flow. Since both K; and the normal part of 0F/0t are sections of normal
bundle and F; : Ly . — M is a Lagrangian submanifold, it is enough to prove

oF

e ot’

for all tangent vectors Z on L/C/,c to prove the equation (29). Fix a point = (p,v) in L/C/,c = Mé"; xU.
Since we have a decomposition

Ft*Z) :CU(Kt,Ft*Z) (31)

T.L{ ., =T,M!? ®T,U
and note that T,,U =2 V;, a tangent vector Z is written by Z = X 4 Y for some tangent vectors X in
T,M{7 and Y in V¢. For X and Y, we have
Fiu X = exp(v)«(Gt:X)  and  Fu.Y = exp(v)«(Ya,(p))-

For X, we have

A B X) = wlexp(0). (), exp(0). (G1n X)) = i G X) = 0

The second equality follows from the torus invariance of w, and the third equality follows from that
both dG /0t and G, X are tangent to real form and it is a Lagrangian. If we use the equation (28),
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we have

w(Ky, FuX) = w(JVOp,, Fr. X) = —g(VOp,, F1. X) = —X0p, =0,
since 0, (p,v) = 27m(7,v) + Fn by Theorem 13.2 and it is independent of M”‘; part. Thus the equation
(31) holds for X. Next, for Y, we have

BF (9G oG 0
0
atWOGt,a G4--+ad"G)
0
= Dlest) + e
= =27(y,Y).

The second equality follows from the assumption of the moment map . In the fourth equality we
put Y =al¢y + -+ a”(, for some coefficients a’ and the fifth equality follows from the definition of
M- In the last equality, remember that c;(t) is defined by ¢;(t) := ¢; — 2m(y, ¢;)t. If we use the
equation (28), we have

w(Ky, F1.Y) = w(JVOp,, F1.Y) = —g(VOp,, F..Y) = =Y 0, = —27(y,Y).
Thus the equation (31) holds for Y and it is proved that F': L{ . x I — M is a solution of a generalized
Lagrangian mean curvature flow. O

15 Examples

In this section, we give some examples of our main theorems. First we explain that if the ambient
space M is C™ then our examples coincide with those constructed by Lee and Wang in [29].

Example 15.1. Let (C™, w,g,J,Q) be a standard complex plane with a holomorphic volume form
Q = dwy A -+ A dw,, by the standard coordinates w. If we write w; = e* where w; # 0, then ( is
written by Q = e*1T " T#mdz A -+ Adzp,. Hence we can take v as v = (1,...,1). A moment map is
given by p(w) = $(Jw1|?, ..., |w,|*) and a moment polytope is given by
A={yeR™|(y,\)>0,i=1,...,m},
where \; := e;, the i-th standard base, and then we have (y,\;) = 1 for all . The real form of
C™ is R™ and note that R can be constructed by gluing from 2™-copies of A. Take one vector
¢=(¢,---,Gn) € R™ satisfying (y,¢) > 0 and ¢ = 0. Since

c(t) = c—2m(y, ()t = —2mt{~y, () = —27TtZCJ

and A¢ .y ={y € A [ (y,() = c(?) }, we have
Mg iy = (plrm) ™ (Ac o))

—{xERm

2= —ant 3G }
j=1

and L’C o(t) the image of F¢ ;) : L¢,. — C™, is given by

/C,c(t) = { (xle2ﬂifls7 o 7xme%riCms) cCm

ZQx? = —47rtZCj, x=(T1,. ., Tm) ER’”}.
j=1 j=1

This L¢ ) coincides with V; in Theorem 1.1 in [29], and Lee and Wang proved that V; is Hamil-

0<s<1,

tonian stationary and {V;}:cg forms an eternal solution for Brakke flow. Hence our theorems can
be considered as a kind of generalization of example of Lee and Wang to toric almost Calabi—Yau
manifolds.

Example 15.2. Let M = Kp2 be the total space of the canonical line bundle of P2. Then a moment
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polytope is given by A = {y € R® | (y, \;) > ks, i =1,...,4}, where

AL = (0,0,1), Ay = (1,0,1), Ay = (0,1,1), Ag = (—1,—1,1)
and k1 = kg = k3 = 0, kg = —1. Of course, M is a toric almost Calabi—Yau manifold since we can
take v = (0,0, 1) so that {v,\;) =1 for all i. For example, take n = 1, and take one vector and one
constant as

¢=(3,1,5) and c¢=35.

Then A¢ ) is written by
Aoy ={y €A | {y,() =5—10xt},

since ¢(t) = ¢ — 27(y,()t and t > 0. We write each facet of A by F; :={y € A | (y,\;) = k; } for
i=1,2,3,4.
By simple calculation, one can easily see the following.

e On0<t< %, Ac¢ oty intersects with Fy, F3 and Fy, so A¢ .y) is a triangle.

o At t= i, Ac¢ oy across (1,0,0), a vertex of A, and a topological change happens.

On % <t< %, A¢ cry intersects with Fy, Fy, F3 and Fy, so A¢ () is a square.

o Att= 5%, Ac¢ oty across (0,1,0), a vertex of A, and a topological change happens.

1
27

e On 5% <t< Ac¢ cr) intersects with Fy, Fy and F3, so A¢ () is a triangle.

e At t= i, A¢ ety is one point {(0,0,0)}, this means that A¢ ;) vanishes.

Hence a solution {L; o t)}te 1 of a generalized Lagrangian mean curvature flow with singularities and

topological changes exists for t € I = [0, QL) It forms singularities and topological changes when
t= 5% and t = 5%, and vanishes when ¢ = 5.
One can see the topology of L¢ .p) = Mgc(t) x St (since now T, = S') by the same argument as

explained in the proof of Proposition A.3 in [50]. In fact the topology of Mgc(t) is 5?2 when 0 <t < é,
is T? when &= <t < 2, is $? when & <t < 5-.

16 Appendix

In Section 13, we introduce the notion of the weighted Hamiltonian stationary. In this appendix, we
explain the meaning of it. Let (M,w, g, J,Q) be a 2m-dimensional almost Calabi-Yau manifold with
the function v defined by (27) and F : L — M be a Lagrangian immersion with the Lagrangian angle
Or. Then we say that F': L — M is a weighted Hamiltonian stationary if Ay = 0. Here f is a
function on L defined by f := —mF ™y and Ay is the weighted Laplacian on Riemannian manifold
(L, F*g) defined by Aju := Au+ (Vu,Vf), where A is the standard Laplacian on L with respect to
a metric F'*g.

Let § := e*¥g be a conformal rescaling of g on M, then we get a new Riemannian manifold (M, §).
For an immersion F': L — M, we define a weighted volume functional Vol, by

VOIw(F) = / dVF*g,
L
where dVp«j is the volume form on L with respect to a metric F*§. Note that the relation between
dVp-5 and dVp-4 is given by
dVF*g = emF*deF*g = e_deF*g-
Then we consider a symplectic manifold (M,w) with the weighted volume functional Voly. The
following proposition is the meaning of the weighted Hamiltonian stationary.

Proposition 16.1. A Lagrangian immersion F : L — M is weighted Hamiltonian stationary if and
only if F' is a critical point of the weighted volume functional Voly along Hamiltonian deformations
with respect to w.
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Proof. Let {F;: L — M}; be a Hamiltonian deformation of F' with Hamiltonian functions {h; : L —
R}, that is, Fyp = F and

OF

If L is non-compact, we assume that each h; has a compact support. Then the first variation of Voly
at F along {F; : L — M}, is derived by the first variation formula as

w(

d d .
—| Vol (F) = — mECY Ve
dt —o Ow( t) dt t_o/Le th
. . F
= —/ g(emF YH — me™F wVﬂ)J‘,a— )dVi+ g
. ot |,_o
OF
:-/g(H—mvw,— e T dVip-.
L It |10 '

Next we remember the definition of the generalized mean curvature vector filed K, see (26), and use
the equation (28), then we have

F : F
— [ ottt —mvet S et avee, == [ S| e tave,
L ot |, L ot |,_g
OF
:—/g(JVGF,E Ye L AV,
L t=0

Since the equation (32) is equivalent to %—f = JVhy, we have

oF
_ Om 2
/Lg(Jv " ot

)eideF*g = 7/ 9(JVop, JVho)eideF*g

t=0 L

= —/L<dep,dh0>F*ge—deF*g
= —A(Afep)hoe_deF*g

- —/(AfGF)hodVF*g.
L

In the third equality, we use the another definition of A ju = ¢¢(du), where d; is the formal adjoint of d
with respect to a weighted measure e~/ dVp+,. One can easily show that &;(du) = Au+ (Vu, Vf)prg.
Now we can take any hg, thus it is clear that the first variation of Vol, at F' along all Hamiltonian
deformations is zero if and only if Affr = 0. O
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Part III
Ricci-mean curvature flows in gradient
shrinking Ricci solitons

Abstract. Huisken [23] studied asymptotic behavior of a mean curvature flow in a Euclidean space
when it develops a singularity of type I, and proved that its rescaled flow converges to a self-shrinker
in the Euclidean space. In this Part, we generalize this result for a Ricci-mean curvature flow moving
along a Ricci flow constructed from a gradient shrinking Ricci soliton.

17 Introduction

Let M and N be manifolds with dimension m and n respectively, satisfying m <n. Let g = (g;; t €
[0,71)) be a smooth 1-parameter family of Riemannian metrics on N and F': M x [0,75) — N be a
smooth 1-parameter family of immersions with 75 < 77, that is, Fy: M — N defined by Fy(-) := F(-,t)
is an immersion map. We say that the pair of g and F is a solution of the Ricci-mean curvature flow
if it satisfies the following coupled equation of the Ricci flow and the mean curvature flow:

gt

E = —2Ric(gt) (333)
OF,
)] (33b)

where H(F;) denotes the mean curvature vector field of Fi: M — N computed by the ambient
Riemannian metric g; at the time ¢. Note that this coupling is partial, that is, the Ricci flow equation
(33a) does not depend on F. It is clear that a Ricci-mean curvature flow is a mean curvature flow
when the ambient Riemannian manifold (N, go) is Ricci flat (especially (R™, gst)).-

Huisken [23] studied asymptotic behavior of a mean curvature flow in a Euclidean space when it
develops a singularity of type I, and proved that its rescaled flow converges to a self-shrinker in the
Euclidean space. In this Part, we generalize this result to a Ricci-mean curvature flow moving along
a Ricci flow constructed from a gradient shrinking Ricci soliton. Before stating our main results, we
review the definition of self-similar solutions in R™ and the results due to Huisken [23].

On R", we naturally identify a point x = (x!,...,2") € R” with a tangent vector 7 e T,R" by

0 0

7= 11% +~~+m"axn.

For an immersion map F': M — R™, we have a section Fe (M, F*(TR™)) defined by ?(p) = }ﬁs
forall pe M. Then F: M — R"™ is called a self-similar solution if it satisfies

H(F) = %?L (34)

for some constant A € R, where | denotes the projection onto the normal bundle of M. A self-similar
solution is called a self-expander, steady or self-shrinker when A\ > 0, A = 0 or A < 0 respectively.

Let M be an m-dimensional compact manifold and F': M x [0,T) — R™ be a mean curvature flow
with the maximal time T' < oo, that is, we can not extend the flow over the time 7. Further assume
that F satisfies the following two conditions (A1) and (B1).

(A1) The norm of the second fundamental form of F; (denoted by A(F})) satisfies
limsup(vT — t max |A(F})|) < oo.
t—T M

(B1) There exists a point pg in M such that Fi(pg) - O € R" ast — T.

If a mean curvature flow satisfies (A1), then we say that it develops a singularity of type I, and for the
remaining case we say that it develops a singularity of type II. The condition (B1) guarantees that
there exists at least one point in M such that its image of the rescaled flow remains in a bounded region
in R™, thus the limiting submanifold is nonempty. In [23], it is also assumed that |A(F})|(py) — oo
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as t — T for py given in (B1). However, this assumption is not necessary to prove Theorem 17.1
introduced below.
For each t € (—00,T), let &;: R™ — R™ be a diffeomorphism of R™ defined by
1
Dy (x) = x.
o)==

Define the rescaled flow F: M x [—log T, c0) — R" by
F,:=®,0F, with s= —log(T —t).
Then it satisfies the normalized mean curvature flow equation:
aﬁ;
s
Huisken proved the following (cf. Proposition 3.4 and Theorem 3.5 in [23]).

. 1=
= H(F,) + 3 F..

Theorem 17.1. Under the assumptions (A1) and (B1), for each sequence s; — oo, there exists a
subsequence s;, such that the sequence of immersed submanifolds M, :=Fs, (M) converges smoothly

to an tmmersed nonempty limiting submanifold My CR™, and My is a self-shrinker with A = —1 in

(34).

By this theorem, a self-shrinker can be considered as a local model of a singularity of type I for a
mean curvature flow in R™.

On the other hand, there is also the notion of type I singularity for a Ricci flow g = (g¢; t € [0,T))
on a manifold N. Assume that T' < oo is the maximal time. We say that g forms a singularity of type
Iif

limsup((T — ¢) sup [Rm(g;)|) < oo,

t—T N
where Rm(g;) denotes the Riemannian curvature tensor of g;. In the Ricci flow case, a gradient
shrinking Ricci soliton can be considered as a local model of a singularity of type I (cf. [13, 41, 43]).
Actually, from a gradient shrinking Ricci soliton, we can construct a Ricci flow which develops a
singularity of type I by the action of diffeomorphisms and scaling. In this Part, we consider a Ricci-
mean curvature flow along this Ricci flow, and assume that the mean curvature flow and the Ricci
flow develop singularities at the same time. Then we prove the convergence of the rescaled flow to
a self-shrinker in the gradient shrinking Ricci soliton under the type I assumption (more precisely,
under the assumption (A2) when N is compact, and (A2) and (B2) when N is non-compact). The
precise settings and main results are the following.

Let (N, g, f) be an n-dimensional complete gradient shrinking Ricci soliton with
~ 1
Ric(g) + Hess f — §§ =0. (35)

As Hamilton’s proof of Theorem 20.1 in [20], one can easily see that R(§) + |V f|? - f is a constant,
where R(g) denotes the scalar curvature of g. Hence by adding some constant to f if necessary, we
may assume that the potential function f also satisfies

R(@G)+|VIP?=f=0. (36)
For an immersion F: M — N, we get a section (Vf) o F € I'(M, F*(TN)), and we usually omit
the symbol oF', for short.

Definition 17.2. If an immersion map F': M — N satisfies
<1
H(F)=M\Vf (37)
for some constant A € R, we call it a self-similar solution. A self-similar solution is called a self-
expander, steady or self-shrinker when A > 0, A = 0 or A < 0 respectively.

Definition 17.3. If a 1-parameter family of immersions F: M x [0,5) — N satisfies
OF,
ds

we call it a normalized mean curvature flow.

= H(F,)+ V], (38)
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Fix a positive time 0 < T < oo. Let {®;: N — N}ic(—oo,1) be the 1-parameter family of
diffeomorphisms with &3 = idy generated by the time-dependent vector field V; := ﬁv f . For
t € (—o0,T), define )

go =T —t)®g and f,:=o;f.
Then g; satisfies the Ricci flow equation (33a). Assume that F: M x [0,T) — N is a solution of
Ricci-mean curvature flow (33b) along this Ricci flow g = (g¢; ¢t € [0,T)). We consider the following
two conditions (A2) and (B2).

(A2) The norm of the second fundamental form of F; (denoted by A(F})) satisfies
lim sup (VT — t max |A(F,)|) < oo.

t—=T

(B2) There exists a point pg € M such that when t — T
LRy (po),t — [ pointwise on N x [0,T),
where f: N x [0,T) — R is a function on N x [0,T) defined above and ¢, o: N x [0,0) — R is
the reduced distance based at (x,e).

Remark 17.4. The condition (A2) corresponds to (Al). In (A2), note that A(F;) and its norm
|A(F})| are computed by the ambient metric g; at each time ¢. In this Part, we do not assume that

lim sup sup |A(F})| = oo. (39)
t—T M

If F': Mx[0,T) — N satisfies (39) and (A2), we say that F' develops a singularity of type I. Hence (A2)
is slightly weaker than the condition that F' develops a singularity of type I. Especially, non-singular
case (that is, limsup,_,psup,, |A(F)| < 00) is contained in (A2).

Remark 17.5. The condition (B2) corresponds to (B1). In (B2), £, (p,),: is the reduced distance for
the Ricci flow g based at (Fi(po),t) introduced by Perelman. Here we explain this briefly. Let (N, g)
be a Ricci flow on [0,T). For any curve «: [t1,t2] = N with 0 < ¢ < to < T, we define the L-length
of v by

- / Vi T E(R(g) + 32)dt

where |§] is the norm of 4(¢) measured by g¢;. For a fixed point (pe,t2) in the space-time N x (0,7,
we get the reduced distance
lpyts: N x[0,t2) = R

based at (p2,ts) defined by

1
épzlz (platl) = ﬁ lgfﬁ( )

where the infimum is taken over all curves v: [t1,t2] — N with (1) = p1 and y(t2) = p2. In
Remark 17.10, we see that (B1) and (B2) are equivalent when (N,g, f) is the Gaussian soliton

(Rn,gsta %‘.%F)

If (N, g, f) is compact (resp. non-compact), we assume that F satisfies (A2) (resp. (A2) and (B2)).

As in the Euclidean case, we consider the rescaled flow F': M x [—logT,00) — N defined by
F,:=®,0F, with s=—log(T —1t), (40)

and we can see that F' becomes a normalized mean curvature flow in (N, §, f) (cf. Proposition 20.4).
Then the main results in this Part are the following.

Theorem 17.6. Assume that (N, §, f) is compact. Let F: M x[0,T) — N be a Ricci-mean curvature
flow along the Ricci flow (N, g¢) defined by g; :== (T —t)®;g. Assume that M is compact and F satzsﬁes
(A,?) Let F: M x [~logT,00) — N be defined by (40). Then, for any sequence s, < sy < --- <
5j < .-+ — oo and points {xj} 2, i M, there exist sub-sequences s;, and xj, such that the famzly

of immersion maps F : M — N from pointed manifolds (M, xj,) converges to an immersion map

Fo: My — N from some pointed manifold (Moo, Too). Furthermore, My, is a complete Riemannian
manifold with metric F* > g and Fo is a self-shrinker in (N, g, f) with A\ = —1, that is, F, satisfies

H(Fy)=-Vf*.
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Theorem 17.7. Assume that (N, g, f) is non-compact and satisfies the assumption in Remark 17.8.
Under the same setting in Theorem 17.6, assume that M is compact and F satisfies (A2) and (B2).
Then, for any sequence of times s;, the same statement as Theorem 17.6 holds, where we fix x; := po
for all j.

Remark 17.8. For a complete non-compact Riemannian manifold (N, §), we assume that there is an
isometrically embedding ©: N — R” into some higher dimensional Euclidean space with

IVPA(©)| < D, < 00
for some constants l~)p > 0 for all p > 0. Under this assumption, one can see that (N, §) must have
the bounded geometry by Theorem 23.5 and Gauss equation (71) (and its iterated derivatives).

Remark 17.9. The notion of the convergence of immersions from pointed manifolds is defined in
Section 23 (cf. Definition 23.7). Roughly speaking, it is the immersion version of the Cheeger—Gromov
convergence of pointed Riemannian manifolds.

Remark 17.10. We see that Theorem 17.7 implies Theorem 17.1 in R™. Consider R™ as the Gaussian
soliton with potential function f(z) := 1|x|?. Since 2 = 2V f(z), Definition 17.2 coincides with (34)
in R™. It is trivial that (R™, gs¢) satisfies the assumption in Remark 17.8. We take T' = 1 for simplicity.
Then we have

¥y(a) = =g, flot) =

t(z) = T—tx, gt = st ) _4(T—t)'

Since g; is the trivial Ricci flow, the condition (A1) and (A2) coincides. Furthermore, one can easily
see that in this trivial Ricci flow Perelman’s reduced distance bases at (x, e) is given by

|z — *[?
Ui o, t) := .
o(@1) 4(e —1t)
Hence it is clear
Cp,(po),t — f pointwise on R™ x [0,T")

when Fi(pg) — O ast — T, that is, the condition (B1) implies (B2). Conversely, under the assumption
(B2) we can see that Fi(pg) — O as t — T since

1
It|Ft(pO)|2 = gFt(Po),t(Ov O) — f(ov O) =0
as t — T(< 00). Hence (B1) and (B2) are equivalent in R™, and Theorem 17.7 implies Theorem 17.1.

Example 17.11. Here we consider compact examples of self-similar solutions embedded in compact
gradient shrinking Ricci solitons. Let (N, g, f ) be a compact gradient shrinking Ricci soliton. Then
N itself and a critical point P (0-dimensional submanifold) of f are trivially compact self-similar
solutions, since H = 0 and V fl- = 0. The next examples are given in Kdhler-Ricci solitons. Let
(N, g, f) be a compact gradient shrinking Kahler Ricci soliton. Let M C N be a compact complex
submanifold such that the gradient V f is tangent to M. Then M is a compact self-similar solution,
since H = 0 (by a well-known fact that a complex submanifold in a Kahler manifold is minimal) and
Vf+ =0on M. Actually, Cao [5] and Koiso [27] (for notations and assumptions, see [28]) constructed
examples of compact gradient shrinking Kéhler Ricci solitons. By their construction, each soliton is
the total space of some complex P!-fibration and the gradient of the potential function is tangent to
every P!-fiber. Hence each P'-fiber is a compact self-similar solution with real dimension 2.

Finally, we give some comments for Lagrangian self-similar solutions. For a Lagrangian immersion
F: L — N in a Kéhler manifold N with a Kéhler form w, a 1-form wy on L defined by wy(X) :=
w(H(F), F.X) is called the mean curvature form. In Theorem 2.3.5 in [44], Smoczyk proved that
there exists no compact Lagrangian self-similar solution with exact mean curvature form in C™. In his
proof, it is proved that a compact Lagrangian self-similar solution with exact mean curvature form is
a minimal submanifold in C™. However there exists no compact minimal submanifold in C". Hence
the assertion holds. As an analog of this theorem, we have the following theorem and its proof is given
at the end of Section 20.

Theorem 17.12. Let (N,g, f) be a gradient shrinking Kdhler Ricci soliton and F: L — N be a
compact Lagrangian self-similar solution with exact mean curvature form. Then F: L — N is a
minimal Lagrangian tmmersion.
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Relation to previous literature. Recently there has been some studies in Ricci-mean curvature
flows. One of main streams of the study is to generalize results established for mean curvature flows
in Kahler-Einstein manifolds to Ricci-mean curvature flows along K&ahler-Ricci flows. For example,
some results for Lagrangian mean curvature flows can be generalized (cf. [21, 31]). Another main
stream of the study is to generalize Huisken’s monotonicity formula in R™ to Ricci-mean curvature
flows along Ricci flows. In this direction, Lott considered a mean curvature flow in a gradient Ricci
soliton in Section 5 in [32], and a certain kind of monotonicity formula is obtained in gradient steady
soliton case. He also gave a definition of a self-similar solution for hypersurfaces in a gradient Ricci
soliton. Our definition of a self-similar solution (cf. Definition 17.2) coincides with Lott’s one for
hypersurfaces. In Remark 5 in [32], he pointed out the existence of an analog of a monotonicity
formula in gradient shrinking soliton case. Actually, a monotonicity formula for a mean curvature
flow moving in a gradient shrinking Ricci soliton was also given by Magni, Mantegazza and Tsatis
(cf. Proposition 3.1 in [33]) more directly. In this Part, we reintroduce their monotonicity formula in
Section 20. There is also a generalization of Huisken’s work to a mean curvature flow in a Riemannian
cone manifold (cf. [14]).

Organization of this paper. The rest of this Part is organized as follows. In Section 18, we prove
Theorem 17.6 and 17.7, after reviewing the proof of Theorem 17.1. In this proof, we use lemmas
and propositions proved in the following sections and appendices. In Section 19, we introduce some
general formulas for the first variation of a certain kind of weighted volume functional. In Section 20,
we study some properties of Ricci-mean curvature flows along Ricci flows constructed from gradient
shrinking Ricci solitons, and introduce the monotonicity formula. Furthermore, we prove the estimates
for higher derivatives of the second fundamental forms of a rescaled flow and give an analog of Stone’s
estimate. In Section 21, we give a general treatment of evolution equations for tensors along Ricci-
mean curvature flows. In Section 22, we give an estimate which is used in the proof of Lemma 20.10.
In Section 23, we give a definition of convergence of immersion maps into a Riemannian manifold and
prove some propositions.

18 Proofs of main theorems

In this section, we give proofs of Theorem 17.6 and 17.7. First of all, we review the proof of Theo-
rem 17.1. The key results to prove Theorem 17.1 are the following (i), (ii) and (iii).

(i) The monotonicity formula for the weighted volume functional (cf. Theorem 3.1 and Corollary
3.2 in [23]).

Here the weighted volume functional is defined by

/ _ Lz
e T duyy
M

for a submanifold M in R™. This result corresponds to Proposition 20.5 and 20.6. For a subman-
ifold M (or immersion F': M — N) in a gradient shrinking Ricci soliton (N, g, f), we consider the

weighted volume functional | Y eI du(ﬁ'*g). The monotonicity formula decides the profile of the
limiting submanifold M., if it exists.

(ii) Uniform estimates for all derivatives of second fundamental forms of ]\Zfsj (cf. Proposition 2.3
in [23]).

This result corresponds to Proposition 20.9. It is proved by the parabolic maximum principle for the
evolution equation of |[V¥A4,|? and the argument of degree (it is explained in the proof of Proposi-
tion 20.9). This result implies the sub-convergence of M, to some limiting submanifold M.

(iii) A uniform estimate for the second derivative of the weighted volume functional. It is proved by
Stone’s estimate (cf. Lemma 2.9 in [47]) and the result (ii).

In this Part we prepare an analog of Stone’s estimate in Lemma 20.7, and by combining Lemma 20.7
and Proposition 20.9 we prove Proposition 20.10 which is an analog of the result (iii). This result is
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necessary in the following sense. In general, if we know - 4 F (s) < 0 for some smooth non-negative
function F: [0,00) — [0,00), we can say that F is monotone decreasing and converges to some value
as s — oo. However we can not say that %F(S]‘) — 0 for any sequence s1 < $9 < --+ — oo0. If
we further know that |(§%}' (s)] < C uniformly, then we can say that. In our situation, F(s) is the
weighted volume of M,. This argument is pointed out right before Lemma 3.2.7 in [34].

Proof of Theorem 17.6. First, we prove the existence of a smooth manifold M., and a smooth map
Fo: My — N. Next, we show that this Fiy is a self-shrinker by using the monotonicity formula (55)
in Proposition 20.6.
By Proposition 20.9, for all £ =0,1,2,..., there exist constants Cj > 0 such that
IVFA(F,)| <Cp on M x [~1logT, o).
Since N is compact, by Theorem 23.9, we get a sub-sequence ji, a pointed manifold (Muo,Zoo)
and an immersion map Fs: Mo — N with a complete Riemannian metric F* > g on My, such that

Fy; + (M,zj,) — N converges to Fo: (My,2o0) — N in the sense of Definition 23.7 as k — oo. We
denote F S by Fk for short. Then, there exist an exhaustion {Ux}2, of My with 2o € Uy and a
sequence of diffeomorphisms Uy : Uy — Vi := ¥y (Uy) C M with Up(2) = xj, such that \IIZ(Fkg)
converges in C™ to F:o g uniformly on compact sets in M., and furthermore the sequence of maps
Fy oWy : Up — N converges in C* to F,: My, — N uniformly on compact sets in M.

Let K C My be any compact set. Then we will prove that

/ |H(Fu) + Vo “eFoFs qu(Fr,5) = 0.
g

It is clear that this implies that F: My, — N satisfies
H(Fy) = =V f*r
on Me, where Ly denotes the normal projection with respect to Foo. Its proof is the following.

For K, there exists kg such that K C U for all k > kg. Since Fk oW: Uy — N converges to
Fy: My — N in C* uniformly on K for k > kg, we have

- _ 2 .. ~
/‘H(Fkokllk)_FVfiF'ko\vk ~e_f0(Fk0‘I>k)d,u/((FkO@k)*g)

g

o (41)
—>/ ‘H )+ Vi ‘~e_f°F°°du(F;o§)
g
as k — oo. Since ¥y : Uy — Vi C M is a diffeomorphism, it is clear that
- - 2 B
/ ‘H(Fk oWy) + Vflﬁkowk ~e—fo(FkO‘I’k)d'u((Fk oUL)*g)
K g

- L2
:/ |H () + VR e
Wy (K)

g
~ ~1 - 2
g/ | (R + V5 o
M g
By using the monotonicity formula (55) and Lemma 20.10, one can prove that
~ ~ 2 = ~
[ | = 9t e PR i) - 0 (43)
M g

as k — oo by the argument of contradiction. Actually, assume that there exist a constant 6 > 0 and
a subsequence {¢} C {k} with ¢ — oo such that

. 2
/ [ () + V47 o
M g

~FoFkdp(Fy ) (42)

~FoFkdu(Fy ).

“IeFrdu(Frg) > 6.

Then one can easily see that
. - 2

/ ‘H(Fs) + ViR e
M g

for s € [sg, 80 + %], where we used Lemma 20.10 and C” is the constant appeared in that lemma.

Hence we have that
00 . - 2
/ / |H(F) + V7 e
—logT J M 7

41

_FoF ~ )
y ng:u(Fsg) 2 57

o du(Fg)ds = oo




On the other hand, by the monotonicity formula (55):

o B - - 2 s = ~
L o au(rg) - - / |H(F) + V5] eI du(Fg) <o,
M M g

ds
the weighted volume
| e ;g
M
is monotone decreasing and non-negative, thus it converges to some value
o= lim e*f"pﬁdu(ﬁ';g) < oo0.
M

S§— 00

Hence we have
e’} 5 B 2 o ~ o ~
[ [ @) vite| e au g = —at [ T FduFig) < o
—logT JM g M
where e = —logT. This is a contradiction. Thus, by combining (41)-(43), it follows that
2 L .
[ H ) + 9| P () -
g

Here we completed the proof. O

Next, we give the proof of the non-compact version of the above theorem.

Proof of Theorem 17.7. We will prove that I:"SJ. (po) is a bounded sequence in (N, g). For any t1, to
with 0 <t; <ty < T, we can take {F;(po)}ie[t, ,t,) @S a curve joining Fy, (po) and Fy,(po). Hence we

have
1 2 OF,|?
Eth(Po),tz(Fh (pO)ztl) Sﬁ \/7527—15 R(gt) + E dt

= / VI = H(R(g0) + [H(F,) )t

By the assumption (A2), (T —t)|H(F;)|? is bounded, and it is clear that (T —t)R(g;) = R(go) and it
is also bounded by the assumption in Remark 17.8. Hence we have R(g;) + |H (F})|? < TL for some

C >0 and
C 2 \/ta
2«/t2 o T—t

éth (po) tz(Ff1 (p()) tl)

<7
“o0/ts — 1 /t1
<C VT — 1t
T V-t
By the assumption (B2), by taking the limit as to — T, we have
o f(Ftl(p0)7t1) SC
Since f(Fi(po),t) = fi(Fi(po)) = f(Fs(po)), the above bound means that
f(Fs(po)) < C

on s € [—logT,00). In [7] (cf, Theorem 1.1), Cao and Zhou proved that there exist positive constants

(1 and C5 such that )
Z(T—Cl) <f< 4(r+02)

on N, where 7(q) = dj(qo, q) is the distance function from some fixed point gy in N. Hence we have
d!}(QOa Fs(po)) S 2\/5+ Cla

that is, FS~(p0) moves in a bounded region in N. Hence we can use Theorem 23.9 with a bounded
sequence I (po). Then the remainder part of the proof is completely same as the proof of the case
that IV is compact. O
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19 Monotonicity formulas

In this section, we introduce some general formulas which are useful in the following sections and
appendices. Let M and N be manifolds with dimension m and n respectively, and assume that m <n
and M is compact. We denote the space of all immersion maps from M to N by Jmm(M, N) and the
space of all Riemannian metrics on N by 9Met(N). Consider the following functional:

F: C®(M) x Jmm(M,N) x C°(N)sg x Met(N) = R

F(u, F,p,g) ::/ uwFpdu(F*g).
M

Here u is a smooth function on M and p is a positive smooth function on N. First of all, we remark
some elementary symmetric properties associated with F. Here we denote diffeomorphism groups of
M and N by Diff (M) and Diff (N) respectively.

(44)

Remark 19.1. For ¢ € Diff (M) and ¢ € Diff(N), we have
Flp*u, ™t o Fop,*p,*g) = F(u, F,p,g),
and for a positive constant A > 0 we have
FA™Mu, FA"p, A2g) = F(u, F, p, g).

Let p := (u, F, p, g) be a point in C®°(M) x Jmm(M, N) x C°(N)soxMet(N) and v := (w, V, k, h)
be a tangent vector of C°°(M) x Jmm(M,N) x C°(N)sg x Met(N) at p. Namely, w € C°(M),
V € T(M,F*(TN)), k € C*(N) and h € Sym*(N). Then we consider the first variation of F at p in
the direction v, denoted by &, F(p).

Proposition 19.2. We have
5.7 (0) =~ [ wg(V + VI HF) + 95 Fpdu(Fg)
M

1
+/ uF*(AngrkJrzptrh)du(F*g)
M
—|—/ <w—AF*gu—g(V,F*Vu)
M

1
+utrtr (Hessf — 2h)> Fpdu(F*g),

where we define f by p = (4n7)" e~ for a positive function T = 7(t) (which depends only on t) and
H(F) is the mean curvature vector field of immersion F from M to a Riemannian manifold (N, g).

Remark 19.3. Here, note that there is an ambiguity of a choice of a function 7, but the gradient
and Hessian of f do not depend on the choice of 7.

Notation 19.4. By |, we denote the normal projection with respect to the orthogonal decompo-
sition

F*(TN)=F,(TM)®T*+*M
defined by the immersion F, and by tr-# we denote the normal trace, that is, for a 2-tensor n on N
and a point p € M, (tr*F n)(p) is defined by

n—m

(" n)(p) == Y 0(F(P)) (), v5),

=1
where {v;}7~]" is an orthonormal basis of T, M.

Proof. Let {Fs: M — N}se(—ce) be asmooth 1-parameter family of immersions with
OF,
=V.
9s 4o
Let us := u+ sw, ps := p+ sk and g5 := g + sh. Then p, := (us, Fs, ps, gs) is a curve in C°(M) x
Jmm(M, N) x C°(N)so x Met(N) with py = p and po = v. Then the first variation of F at p in the

Fo=F and
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direction v is calculated as

6U‘F(p) = i

ds ]:(ps):

d
— Fo, du(Frgs),
Is S_O/Mus aps du(Fy gs)

and we have

d
5 SF*Sd F*s
I S_O/Mu oPs dp(F7 gs)

2/ wF’?)du(F*g)+/ ug(V,Vp)du(F*g)Jr/ u F'k dp(F*g) (46)
M M M

d d
+/ uF’?)( du F;g)+/ uF*p( du F*gs>.
M ds | ,—g (F29) M ds|,—g ( )

It is well-known that the first variation of the induced measure du(F*g) is given by

G| (FL9) = (dive FEVT) = g(H (), V)}u(Fg)
On the right hand side of the above equation, we decompose V as V = VI F+VLr ¢ F (TM)oT+ M,
and we take the divergence of F, 1(V ') on a Riemannian manifold (M, F*g).

On the other hand, F*gs is a time-dependent metric on M. Since gs = g + sh, we have F*g, =
F*g 4+ sF*h. Thus, the derivation of F*gs is F*h at s = 0. In such a situation, it is also well-known
that the first variation of the induced measure du(F*g;) of a time-dependent metric on M is given by

d

% s=0
where the trace is taken with respect to a metric F*g on M. By the divergence formula on (M, F*g),
we have

* 1 * *
du(E"gs) = 5 te(F*h)du(EF"g),

/M uFpdive-, F7H (VI F)du(F*g)
_ /M<F*g><F;1<v”>, V(uFp))du(F*g)

_ /M 9(V, F.) Fpdu(F*g) — /N gV ().

Since Vp = —pV f, we have

* * d
/ ug(V,Vp)du(F g)+/ qu<d
M M S

S_Odu<F;g>)

= - /M g(V, F\Nu) Fpdu(F*g) — /M ug(V,H(F)+ V%) Fpdu(F*g).
It is clear that

tr(F*h) = F*(trh) — tr'* h.

d
/ uFkdu(F*g) + / uF’b(
M M ds s=0
1 1
:/ uF™ (k + —ptr h> du(F*g) — / —u Fp(tr7 h)du(F*g).
M 2 M2
Furthermore, one can easily see that
F*(8yp) = Dpeg(F) — g(H(F), Vp) + tr+ (Hess p)
= Apeg(Fp) + Fpg(V [, H(F) + Vf*¥) — Fptr'r (Hess f).

Hence we have

dp(F *gs))
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Hence we have

d
[ arkdura+ [ urp( ] dura)
M M ds =g

1 1
:/ uF™* (Ag,o +k+ -ptr h) du(F*g) — / —u Fp(trt 7 h)du(F*g)
" 2 2
= [ uF@pdntr )
M
:/ uF* (Ag,o +k+ 1ptr h) du(F*g)
M 2
— [ wal(V 1)+ V) (P

+/ <—AF*gu + wtrt (Hess f — ;h)) Fpdu(F*g),
where we used "
| e (D) = [ (Aregu) Fpdu(Fg),
Finally, by combining equations (46)-(48), we get the formula (45). O

By using this general formula (45), we get the following monotonicity formula for Ricci-mean
curvature flows.

Proposition 19.5. Assume that the pair g = (g¢; t € [0,T1)) and F: M x [0,T2) — N is a solution
of Ricci-mean curvature flow with Ty < Ty, that is, these satisfy (33a) and (33b). Further assume
that a smooth positive function p: N x [0,T1) — RT on N and a smooth non-negative function
u: M x[0,T5) = R on M satisfy the following coupled equations:

15)
% = Ay, 00 + R(gt) o (492)
% = AFt*gtUt — Uy trtFe (RiC(gt) + Hess fi), (49b)

where we define f by p = (4n7)"=2eF for a positive function T = 7(t). Then we have, for all
t e (0, Tg),

ut‘H(Ft) + VftLFt

d 2 * *
%}_(Utth,Pt’Qt) = —/ , F} prdu(Ffg:) < 0. (50)
t

M
Proof. Since g; is a solution of the Ricci flow (33a), h = —2Ric(g:) in the equation (45) of Proposi-
tion 19.2. Furthermore, V' = H(F}) in this case, and g(V, F;.Vu;) = 0 since V(= H(F})) is a normal
vector and Fy,Vu, is a tangent vector. Then, the equality (50) is clear by Proposition 19.2. O

Remark 19.6. The equation (49a) is called the conjugate heat equation for the Ricci flow, and the
equation (49b) is a linear heat equation with time-dependent potential tr-#: (Ric(gt) + Hess f;) on M.

Proposition 19.7. Assume that 7(t) =T —t. Let u: M x [0,T) — R be a solution for (49b). Define
v: M x [0,T) = R by u= (4n7)"2 v. Then v satisfies
ov

= = ey — 1F(Ri _9 /
ot Ap+gv —vtr—F(Ric + Hess f 27_), (49b")

and the converse is also true.

Proof. We have

0
8—1; — Apgu + utrtF (Ric + Hess f)
- 7177718
=— n2 UL (4rr) 2 a—: — Ap-gu+ utrtF (Ric + Hess f)
-

. n-m [ Ov Llr(p; 9
=(4n1) ((% — Ap+gvu+vtr—F (Ric + Hess f — 27_))

Thus, the equivalence is clear. O
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Example 19.8. If the ambient space is a Euclidean space, that is, (IV, g) = (R", gs), we can reduce
Huisken’s monotonicity formula from (50). Let M be an m dimensional compact manifold and F': M x
[0,7) — R™ be a mean curvature flow. Fix a point yo € R". Let p: R" x [0,7) — R™ be the standard
backward heat kernel on R™ at (yo,7T), that is, p is defined by

. 2
ply.1) = —— e

(4m(T 1))

3
Of course, p satisfies the backward heat equation (49a) with R = 0. In this case, since f is |y —
yol?/(4(T —t)), we have

Jst n n—m
H = — d tr—(H = .
ess f 5T —1) and tr—(Hess f) ST —1)
Thus one can easily see that u: M x [0,T) — R defined by
u(p,t) = (4n(T — 1)) ="
is the non-negative solution of (49b) with initial condition u(-,0) = (47T)“z". Hence by Theorem 19.5

we have 2

d 1
%]:(tht:ptagst) = —/ Ut‘H(Ft) + VT F pedp(Fy ge).
M

By definitions, we have

F(utth,ptagst):/ Ut Ft*Pth(Ft*gst)
M

_F—yol?

1
[ S g
/M (4r(T— 1) % HUF )

and ? R
F _ t(p) — o
at p € M. Then we get Huisken’s monotonicity formula:

d 1 1Fe—yol?
m e_ 4(T t) d S
dt (An(T— 1) % 1(F gst)

w3

_ 1 inowp (Filp) = G)r |
__/ me (T—1) H(Ft)—‘r2(T—_2) du(Ff gst) < 0.

20 mean curvature flows in gradient shrinking Ricci solitons

In this section, we recall some definitions and properties of gradient shrinking Ricci solitons and self-
similar solutions (cf. Definition 17.2), and prove the monotonicity formula for a Ricci-mean curvature
flow along a Ricci flow constructed from a gradient shrinking Ricci soliton and also prove an analog
of Stone’s estimate.

Recall that if an n-dimensional Riemannian manifold (N, §) and a function f on N satisfies the
equation (35):

—_

Ric(g )—l—Hessf—fg—O

it is called a gradient shrinking Ricci soliton. In this Part we assume that (N, ) is a complete
Riemannian manifold. Then by the result due to Zhang [54], it follows that V f is a complete vector
field on N. As Theorem 20.1 in Hamilton’s paper [20], one can easily see that R(§) + |V |2 — f is a
constant. Hence by adding some constant to f if necessary, we can assume that the potential function
f satisfying (35) also satisfy the equation (36):
R(g) +|Vf? = f=0.

As a special case of a more general result for complete ancient solutions by Chen [8] (cf. Corollary
2.5), we can see that (N, g, f ) must have the nonnegative scalar curvature R(g) > 0. Hence we have

0<|VF?P<f and 0<R(y) </
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Fix a positive time 7' > 0 arbitrary. Let {®;: N — N};c(—oo,1) be the 1-parameter family of
diffeomorphisms with ®, = idy generated by the time-dependent vector field V (t) := #-V f. For
t € (—o0,T), define

g = (T —=0)®;g, fi:=f, pi:=@n(T 1) Fe/u.
Then by the standard calculation, one can prove the following (cf. [40]).

Proposition 20.1. g is the solution of the Ricci flow, % = —2Ric, on the time interval (—oo,T)
with go = Tg, and p and f satisfy the following equations:
dp
5 = “Dep+ Rlg)p (51)
R(g)+ VS - 21— =0, (53)
T—t

Recall that an immersion map F': M — N is called a self-similar solution if it satisfies the equation
(37): }
H(F)=AV[*,

and it is called shrinking when A\ < 0, steady when A = 0 and expanding when A > 0. A self-similar
solution corresponds to a minimal submanifold in a conformal rescaled ambient space. The precise
statement is the following.

Proposition 20.2. Let F': M — N be an immersion map in a gradient shrinking Ricci soliton
(N, g, f). Then the following two conditions are equivalent.

1. F is a self-similar solution with coefficient \.

2)‘f/m§ on N.

2. F' is a minimal immersion with respect to a metric e
Here m is the dimension of M.

Proof. One can easily see that in general if we denote the mean curvature vector field of F' in (N, §)
by H(F) then the mean curvature vector field in the conformal rescaling (N, e2#§) is given by

e 2?(H(F) — mVyt).
Hence, by putting ¢ := )\f/m, the equivalence is clear. O

From a self-shrinker, we can construct a solution of Ricci-mean curvature flow canonically.

Proposition 20.3. Let F:M — Nbea self-shrinker with A = —1. For a fived time T > 0, let ®; and
gi be defined as above, and define Uy := ®; . Then F: M x[0,T) — N defined by F(p,t) := U.(F(p))

satisfies
OF\ "
(815) = H(F),

in the Ricci flow (N, g¢) defined ont € [0,T), that is, F becomes a solution of the Ricci-mean curvature
flow in (N, g¢) up to a time-dependent re-parametrization of M.

Proof. By differentiating the identity ®; o ¥, = idy, we have

1 AN

0w, 1
o “’t*(mvf>'

Hence we can see that
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Since H(F) = —V /L, more precisely H(I:") = —Vftras (note that the notion of the normal projection
depends on an immersion map and an ambient metric), we have

OF Lryg 1 ~ Lryg
() " =(el=))

1 _
—— (V)

Tt
— e (H(F)
Tt
=H(F),
where H(F) is the mean curvature vector field with respect to the metric § and H(F}) is the one with
respect to the metric g;. O

There exists a one to one correspondence between Ricci-mean curvature flows in (N, g;) and nor-
malized mean curvature flows (cf. Definition 17.3) in (N, g).

Proposition 20.4. For a fized time T > 0, let ®; and g; be defined as above. If F: M x[0,T) — N is a
Ricci-mean curvature flow along the Ricci flow (N, g;), then the rescaled flow F': M x[—1logT,00) — N
defined by the equation (40):
F,:=®,0F, with s=— log(T —t)

for s € [~log T, 00) becomes a normalized mean curvature flow in (N, §), that is, it satisfies

oF - =

5 H(F)+V{f.
Conversely, if F: M x [—logT,00) — N is a normalized mean curvature flow in (N, §), then the flow
F: M x[0,T) — N defined by (40) becomes a Ricci-mean curvature flow along the Ricci flow (N, gt).

Proof. By differentiating F', we have
oF . OF
— =V T—1)Pu | — |.

f+( )@y < 8t>
Furthermore, it is clear that R

(T — )0 (H(Fy)) = H(Fy).

Hence, the correspondence between Ricci-mean curvature flows along (N, g;) and normalized mean
curvature flows in (N, §) is clear. O

Here the monotonicity formula for a Ricci-mean curvature flow moving along the Ricci flow (IV, g4)
is almost clear by Proposition 19.5.

Proposition 20.5. For a fixed time T > 0, let g;, fi, and p; be defined as above, and define uy :=

n—m

(4n (T —t)) . IfF: M x[0,T) — N is a Ricci-mean curvature flow along the Ricci flow (N, gt)
and M is compact, then we have the monotonicity formula:
d 2
G [ upvantrrg) =~ [ ulte)« 9| Foaurg) <o, (54)
dt Jar M 9

Proof. By Proposition 20.1, we see that p satisfies the conjugate heat equation (49a). To see that u
satisfies the equation (49b), we use the equivalent equation (49b’). In this case, by Proposition 20.1,

the equation (49b’) becomes
ov

at

the standard heat equation on M, where u and v are related by u = (47 (T —t)) 2z v. Thenv =1

is a trivial solution of (49b'). Hence u; = (47(T — t))™=" becomes a solution of (49b). Thus, by
Proposition 19.5, we have the above monotonicity formula (54). O

= AF*gU,

By Proposition 20.5, we can deduce the following monotonicity formula of the weighted volume
functional for a normalized mean curvature flow, immediately.
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Proposition 20.6. If F: M x [—logT,c0) — N is a normalized mean curvature flow in (N, §, f)
and M is compact, then we have the monotonicity formula:

d o ~ - - 2 -~ ~
7/ e T du(F*g) = —/ ‘H(F)Jrvﬂﬁ e TP du(Frg) <0. (55)
dS M M g

Proof. In this proof, we follow the notations in Proposition 20.4. It is clear that f; o I} = foF, and
Ffg. = (T — t)Frg. Hence we have
e Fype du(Fy gr) =(4n(T — 1)~ % e IoF dp(Fy gy)
=(4m) " Fe oM du(FLg).
Since H(Fy) = (T — t)® H(F;) and Vf = (T — t)<I>t*Vft7 we have
(T — )| H(F) + V™ ‘H +Vf¢st
Thus, by the equality (54), one can easily see that the equality (55) holds. O

To prove the main theorems, we need the following key lemma. Its proof is an analog of the proof
of Stone’s estimate (cf. Lemma 2.9 in [47]). Stone consmiered the weight e ~V7 in the Euclidean case,
where f := |z|%/4. However we consider the weight e~ % here, since —% is a smooth function and we
can apply Proposition 19.2.

Lemma 20.7. Assume that (N, g) has bounded geometry. IfE: Mx [—logT,00) — N is a normalized
mean curvature flow in (N, g, f) and M is compact, then there exists a constant C > 0 such that

/ e~ hoF qu(Fg) < C. (56)
M
uniformly on [—logT, 00).

Proof. In this proof, we follow the notations in Proposition 20.4. As the proof of Proposition 20.6, we
have

/ ~fof, du(F*g) = (4n)% / uy F'py du(F gr),
M M

where 1
ft n—m
Ot '= ———————7 € 2 d = Ar(T —1t)) 2
Pt T —0))? e and  uy = (47 ( )

By Proposition 19.2, we have
d

%/ ug Fi'py dp(FY gt)

[
M

95
+ / u By (5'.? + Ag,pr — R(gt)Pt) du(Fy gt)
M

1
H(F) + 5VI" | Fipedu(Fgr)

ou 1 ) . )
+/ ( 6tt Apygup + uy trtre (2 Hess f; + Rlc(gt))> Fpy du(Fy gy) .

By using gt [Vf|? and |V f|? = L ; — R(g), we have

op  _ n f 1

ot _p<2(T—t) -0 * 2R(9)>'
By using A, f = —R(g) + 37— and IVfI?= ——R( ), we have

o f _n
Agp_p(él(Tt) + ZR(Q) 4(Tt))‘
Hence we have
p

A, ~
ET — R(g9)p

_ n f 1 5
p(4(T—t) TAT—t) 4R(g)> < m(”*ﬁ-
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Furthermore, since u satisfies

ou
8tt Aprg,up + uy tr7 (Hess f; + Ric(g;)) = 0,
we have 5 ) )
81? Aprg,up + uy trtF <2 Hess f; + Ric(gt)) = _§Ut trt# Hess f;.

By using Hess f; = T STt Ric(gt), we have

1 — 1
g trLFe Hess f, = uy <4(nT_mt) +3 tpLr Ric(gt)> .

It is clear that
[Ric(g)[ _ "

- Ric(gr) < (0 — m)[Ric(gi)ly, = (0 —m) =8 < -2

where C” := (n—m) maxy |Ric(g)|5 is a bounded constant since (XN, §) has bounded geometry. Hence
we have

d 1
@i ), Fipydu(Fy gi) < mA](OO_ftOFt)ut Fpr du(F/ gr),

where Cp :=m + 4C’” + 1. Since s = —log(T —t), we have

d —£O~ ko~ m d

&t auFe = @@ -0g [ wFduFe).
Hence we have

d [ der g g L : BN doh o pen

o [ etrarp < [ (co-FoR)e o aurs).

Here we divide M into time—dependent three pieces as follows:
My = Ffl({f < Co}),
My, = F7'({Co < f < 2Co}),
M; s = F7H({2C0 < f}).

On each component, we have

r I —io~ Fk ~ _IoF, Fk ~
/ (CO_fOFs)e zoF du(Fyg) SCO/ e 2 du(F;g),
M, M

Thus we have
e bR du(Frg)

C - By - s
& ( |t - [ b))
4 Nll,s MB,S

On the other hand, by the monotonicity formula (cf. Proposition 20.6), we have
[ e dutizg) <
M
where C’ is the value of the left hand side at the initial time s = —logT. We further define a region

in M by ~ ~
M47s = F‘:l({f S 200}) = Ml,s U MQ,S.

e=f on M, s, we have
f o ~ C 7 o ~ C
e Eo T du(Frg) < e / el du(Fg) < e C' = C).
M
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As on M 5, we have

/ e %o du(Frg) < efoC’ =: Oy, (58)
M4,s
Hence, by the inequality (57), we see that for each s € [—log T, c0) we must have either

d P _ - _

et auEg <o o [ e EPauig <o

dS M Ms o

Since M = M3 U My, and we have the bound (58), we see that for each s € [—log T, 00) we must
have either p

ds Ju

Wl

e~ 2 du(Frg) <0 or / e 5T du(Frg) < Oy + Co.

M
This condition implies that

/ e~ 50F: du(Frg) < max{C; + Cy,C3} =: C,
M
where Cj is the value of the left hand side at the initial time s = —log T O

Remark 20.8. In Section 17, we consider the condition (A2):
limsup(vT — tsup |A(F})],,) < 00,
t—T M
for a Ricci-mean curvature flow F': M x [0,T) — N along the Ricci flow g;. Note that if M is compact
then this condition is equivalent to that there exists a constant Cy > 0 such that

Co
m]\%X|A(Ft)|gt S \/ﬁ on [O,T)

Proposition 20.9. Let (N, g, f) be a gradient shrinking Ricci soliton with bounded geometry. For
a fized time T > 0, let ®; and g; be defined as above, and let F: M x [0,T) — N be a Ricci-mean
curvature flow along the Ricci flow (N, g:). Assume that M is compact and F satisfies the condition
(A2). Let F be the normalized mean curvature flow defined by (40). Then, for all k = 0,1,2,...,
there exist constants Cy, > 0 such that

IVFA(F,)|3 < Cr on M x [~logT, o),
where V is the connection defined by the Levi-Civita connection on (N, §) and the one on (M, F*g).

Proof. First of all, by the definitions of g, = (T' — t)®}§ and F, = ®, o F}, one can easily see that
TRA(E,) = @ VRA(R), [FFA(R)]; = (T~ ) TR AR, (59)
[V*Rm(g)[; = (T — 1) 35 V*Rmn(g,) (60)
for all k =0,1,2,..., where V is the connection defined by the Levi-Civita connection on (N, g) and
the one on (M, Fg), and V is the connection defined by the Levi-Civita connection on (N, g;) and
the one on (M, F*g). In this sense, as Huisken done in [23], we can consider the degree of VFA(F}) is
141k and the degree of VFRm(g;) is 1+ 1k. We/v\v/ill write A(F}) and A(Fy) by A and A respectively,
and also write Rm(g;) and Rm(g) by Rm and Rm respectively, for short. To use the argument of
degree more rigorously, we define a set V,; and a vector space V,; as follows. First, we recall the
notion of #-product here. For tensors T7 and T», we write 17 * T5 to mean a tensor formed by a sum

of terms each one of them obtained by contracting some indices of the pair 77 and T» by using g, F*g
and these inverses, and there is a property that

|T1 * TQ‘ S C|T1||T2|, (61)
where C' > 0 is a constant which depends only on the algebraic structure of 77 *T5. Then, for a,b € N,
we define a set V, 5 as the set of all (time-dependent) tensors T on M which can be expressed as

T = (VFRm*--- % VM'Rm) (VO A x -« VI A) x (X DF)
with I, J,p, k1,..., kr,¢1,...,0; € N satisfying

! 1 L1 d
2<1+2ki)+;(2+2@>=a and Y 4; <b,

i= j=1
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and we define a vector space V, ; as the set of all tensors 7" on M which can be expressed as
T=aiT1+ -+ a, T,
for somer € N, ay...a, e Rand T1,...,T; € V.
For the case k = 0, as noted in Remark 20.8, there exists a constant Cy > 0 such that

Co
Al < on M x1[0,T),
since F' satisfies the condition (A2). Hence we have

Al = VT —1]4] < C.

For the case k > 0, we work by induction on k£ € N. The case k = 0 has already proved above.

For a fixed k > 1, assume that there exist positive constants Cy, C1q, ..., Ck_1 such that
|@z/~l| <C; on M x|[—logT,o0)
for i = 0,1,...,k — 1. We consider the evolution equation of \@k/ﬂQ, and finally we will prove

the bound of |@k/~1|2 by the parabolic maximum principle. Since |V¥A]? = (T — t)*+1|V*AJ? and
9 —(T-t)& 57, we have that

Os
O ~, ~ -~
%'VkA|2=—(k+1)\VkA|2+( )k+2 |Vk14\2

< (T )k+2 |va|2
By Proposition 21.19, there exist tensors E[k] E V%+§k7k, CIk] € Vi 1ppqr and GlK] € Vi1p 4y
such that 5
a\vkm? = A|VFA2 = 2|VFTE A2 4 k] * VFA 4 C[K] * GK],

where A is the Laplacian on (M, F;g;). Let A be the Laplacian on (M, F*§), then we have (T —t)A =
A. Hence we have

(T o t)k+2(A|VkA|2 _ 2|Vk+1A|2) _ A‘@k/ﬂQ o 2|@k+1/ﬂ2.
Since G[k] € Vi1 1, there exist r €N, a1...a, € R and
Glkl,....Glkl, € V%—&-%k,k—l
such that
Glk] = a1Glk]1 + - - - + a . GlK],.

Hence we have
GIF]| < lar|lGEIL |+ - - + [ar[|G[F] |-
By the definition of V11,1, each G[k]s can be expressed as
(VI Rm - % VM Rm) % (VO A % -« V7 A) « (X DF)
with some I, J, p, kl,.. krj,fl, .. éJ eN satisfying

J
1 1

Jj=1

Hence, by using (59 , (60), and (6 ) we have
(T — )7 2% |G[k].|
<C(T —t)3+2* VM Rm| - [V Rm||[VO Al - [V A DF|P
O T B [ R[4 Al [9
for some constant C' > 0. Here note that |DF| = y/m. Since (N, §) has bounded geometry, each

6 kiR\I/Il is bounded. Furthermore, since ¢; < k — 1, each 6 Zj/i is bounded by the assumption of
) gy — ) p
induction. Hence there exists a constant C, > 0 such that

(T — )= 35glk)| < C".
Since E[k] € V%+%k7k, there exist v’ € N, by ...b» € R and
g[k]l,...,g[k]r/ e V%—i—%k,k

52



such that
Elk] = bi&lk]L + - - + b ELK] .

Hence we have
EK]] < [Dal[ETR]L| + -+ - + [bp | |E K]
By the definition of Vi 1y 1, each E€[k]s can be expressed as
(VM Rm * - * VM Rm) (VA A x -+ % VY7 A) % (¥ DF)

with some I, J,p, k1,...,k1,01,...,0; € N satisfying

1 J J

1 1 1 3 1
;<1 + 21%) +;<2 + 2@-) =5+ 5k and ;zj <k.

If max{/y,...,0;} <k —1, we can prove that (T — ¢)272%|£[k],| is bounded by the same argument
as the case of G[kle. If max{¢1,...,¢;} =k, one can easily see that the possible forms of £[k]e are

Ax AxVFA«(¥DF) and RmxVFAx(XDF).
In both cases, we can see by the same argument as the case of G[k], that there exists a constant C>0
such that (T — t)2+2%|€[k].| < C|V*A|. Hence we can see that there exists a constant C” > 0 such
that
(T — 1) F3HE R < C"(1+ VM),
Since C[k] € Vi 14 g41, there exist r” €N, ¢1...¢;r € R and
C[k]h e ,C[k‘]w/ € V%-i—%k,k-i—l
such that
Clk] = c1C[k]1 + -+ - + ¢ C[E]prr.
Hence we have
ICIEI < [erl[CTRL] + - - + |epr| IR

By the definition of Vi 1y 11, each C[k]s can be expressed as

(V¥IRm - - % VM Rm) % (VO A 5 - - - % VY7 A) % (¥ DF)
with some I, J,p, k1,..., k1, 01,...,0; € N satisfying

! 1 T /11 3 1 J
S ) Bl b)do ke m Focnn

i=1 j=1 j=1
If max{/y,...,0;} <k —1, we can prove that (T — t)2+2%|C[k],| is bounded by the same argument
as the case of G[k]s. If max{/¢y,...,£;} =k, one can easily see that the possible forms of C[k], are

Ax AxVFA« (gDF) and Rm * V*A % (QDF),
and we have (T — )2 +2F|C[k],| < C|VFA| as the case of E[k]s. If max{fy,...,¢;} =k + 1, one can
easily see that the possible form of C[k]e is
VA« (kDF),

and we have (T — )3 +2%|C[k],| < C'|V*+1A] for some constant C’ > 0. Hence we can sece that there
exists a constant C"’ > 0 such that

(T — )2+ 2%(ClK]| < C"'(1 4 |VFA| + [VFHLA)).
Hence we have
%kaz <(T - t)k+2%|va‘2
<A|VFAPZ - 2|VFHLAPZ 4 " (1 + |[VFA|) | VFA
+C'C" (1 + |[VEA| 4 |[VFHLA)).
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Since —|VFHLA]2 + C'C™|VFH1A| < w, we have

glﬁk[l'z §A|@kg‘2 _ |@k+1A~|2
S

+ C//|@chl‘2 + (C// + C/C///)|@kﬁ| + c'c” + (Cli//,)2.
By putting Cy := C” + (C" + C'C"") + C'C" + w, we have
O . - o . _ .
g\vuﬁ < AIVFAP? — |[VFHLAR + Cp(1 + |[VFAP). (62)
Hence immediately we have
o -~ - o _ o
%ng < A|VFAP? 4 Cp(1 4 |VFA?). (63)
Note that the inequality (62) also holds for k — 1, that is, we have
9 ~ L ~ . _ . _
g\vk—w? S AVFTTAP — [VFAP 4 Cra (14 [VFHAP), (64)

for some constant Cy_; > 0. Hence by combining the inequality (63) and (64), we have
o - - o o o
%(|V’€A|2 + 2CL| VP A]2) <A(|VF A2 + 20, |[VFTA%)
+ Gy — CH[ T AP (65)
+ QC'kC'k_l(l + |@k71f~1|2).
Since we have
ék — C‘k|€kzi|2 + QCkC_Yk,l(l + |@k_1/~1|2)
=— CL(|VFA]? +2C, | VF1AP)
+ Ck(l + QC’k—l + 2(C’k + C’k_l)|@k71/~1|2)
and |@k_i/~1|2 is bounded by the assumption of induction, one can easily see that there exists a

constant Cj, > 0 such that
g(W’ﬁu? +2Ck|VEF AR — Cp) < A(VFAP + 20, VP 1A2 — Cy)
— C_'k(|6k/~1|2 + 26k|@k_1/~1|2 — ék)
Thus, by putting u := e¥5(|[VFA[]2 4 20| VF-1A|]2 — Cy), we have

0
<
ash = Ap.

Since M is compact, p is bounded at initial time s = —log7. Then, by the parabolic maximum
principle, it follows that y is also bounded on M x [—log T', 00), that is, there exists a constant C, > 0
such that u < C on M X [—log T, c0). Hence we have

4 A2 < e CrCy — 2Ck[VF 1A + Cp < TOCy + G
Thus, by putting Cj, := s Cr + C:’k, we have
IVEA| < C.
Hence the induction argument can be proceeded, and we completed the proof. O

Combining Lemma 20.7 and Proposition 20.9, we can deduce the following uniform bound of the
second derivative of the weighted volume.

Lemma 20.10. Let (N, g, f) be a gradient shrinking Ricci soliton with bounded geometry. For a fized
time T > 0, let ®; and g; be defined as above, and let F: M x [0,T) — N be a Ricci-mean curvature
flow along the Ricci flow (N, g:). Assume that M is compact and F' satisfies the condition (A2). Let
F be the normalized mean curvature flow defined by (40). Then there exists a constant C' > 0 such

that
d2
—foF, A Y
s / Au(Fig ‘

uniformly on [—log T, 00).

- 2 =~ ~
/ [H(E) + Voo | e FoFau(Frg)| < ¢
g
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Proof. As the proof of Proposition 20.6, we have
/ |H(F) + Vb e IoFdu(F2g)
M g
:@m%@—ﬂ%QMH@w+vﬁ*
where u := (47 (T — . Since &£ = (T — t) 2, we have

/ ’H —l—VfLFs ~e

g

2
Fipy du(Ff ),

gt

TP qu(Frg)

2
Fip du(F; )

2

~m 1) [ )+ vite]

d -
(T—t)zﬁ/ ut‘H(Ft)+vft Y| Fipedp(FYge)
1\/[

gt

‘f"Fsdu(F* )
g

w|H(F,) + V"

_ /M(H(FS) + VL

m d 2 * *
+ (4m) > (T — t)2£ / Fipe dp(Fy ge).
M gt

First, we consider the term

e P du(Fr ).

g9

7/ ‘H(Fs)wLVfJ‘Fs 26

(66)

Since |H(F,)| < /m|A(F)| and we know that |A(F,)| < Cy by Proposition 20.9, we can see that

Y <H(E)P + 20H(E)|VF| + [V 2

<C"(1+|VfP)
<C"(1+ foF,)

for some constant C” > 0, where we used 0 < |Vf\2 < f. Hence we have

~ <L 2
_/ﬂH@g+me~e
M

g
<C" [ (14 foE)e PP du(Frg
=o' S)e 1(F5G).

LSBT

Il qu(Frg)

Next we consider the term

m d
amFr -y [

By Proposition 19.2, we have
ut‘H(Ft) + VT

1p |2
u | H(Fy) +Vf !
gt

Fipy du(Fy gt).

2
Fips du(FY g)

dt
Lr
:_/14HGU+Vﬁ
M

gt

Ft%tdﬂ(Ft*g)"i'/ Luy Fip dp(Fy gt),

gt
where we put
2

)
gt

s ::ut’H(Ft) v

0
L ::§ut Ay g, s + attrL(Ric(gt) + Hess f;)
9 2
_ut<8 AFM) ‘H(Ft) VS
t gt
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First, as the above argument, we can see that

—(4m) T (T — )2 /M ug | H(Fy) + VftLFt !

gt

Fip du(Ff g)

(69)
<o [ (14 20 F)e PFrau(Fzg)
M
for some constant C" > 0. Next we consider

o 2
< —AFt*gt>‘H<Ft) +vftLFt

ot 9t
In fact, by the long computation (cf. Lemma 22.1), it follows that there exists a constant C"” > 0
such that
2

(T — t)? <C"'(1+4 foFy). (70)

0

< a AFt*9t> ‘H(Ft) +V fir
ot

By combining (66)-(70), it follows that there exists a constant C' > 0 such that

d _ o
i [y vie

gt

2 .. .
ge‘fOFS du(F7g)

<C [ (14 2o B)e TP du(F7 7).
M
Note that (1 + f e=f = (1+ f2)e_%e_% and (1 + f2)e
(1+ /e 2 <C

2) -4 is a bounded function on N, that is,
" for some constant C’. Thus we have

d . . 2 . - -
[ |rE 4 Vit e TP auizg)
ds M g

<C [ (14 o R)e PP au(Fzg)
M
SC’C"/ e‘g"Fa‘du(ﬁ:g) <CC'C=C,
M
where C' is the constant appeared in (56) of Lemma 20.7. O
Finally, here we give the proof of Theorem 17.12.

Proof of Theorem 17.12. We denote the Kéahler form and the complex structure on (N, g, f) by w and
J respectively. Since F': L — N is a self-similar solution, F' satisfies

H(F)=\Vf*+
for some constant A € R. Then, by the definition of the mean curvature form wyy, for a tangent vector
X on L, we have
wi(X) =w(H(F),F,X) = \(VfH F.X) = \(V/f, F.X),
where we used the Lagrangian condition in the last equality. Since the mean curvature form is exact,
there exists a smooth function 6 on L such that wy = df. Let {e;}?_; be an orthonormal local frame
on L with respect to the metric F*g. Since w and J are parallel, we have

A0 =V ,wp(e;) —wp(Ve,€;)
=AV,w(Vf, Fee;) —wp(Ve,ei)
= — AHess f(F.e;, JFie;) + \w(Vf, Ve, Fre;) — Ao(Vf, Fi(Ve,e€;))
= — AHess f(Fie;, JFve;) + Aw(Vf, H(F)).
Since the ambient is a gradient shrinking Kéhler Ricci soliton, we have
Hess f(Fye;, JFye;) = —Ric(Fye;, JFe;) + %g(F*ei, JF.e;) = 0.

Furthermore, we have
W(Vf,H(F) =w(VfT, H(F)) = w(EN(F* f), H(F)) = —(F*g)(V(F* f), V0).
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Hence 6 satisfies the following linear elliptic equation:

AO+ AN(F*g)(V(E*f), V) = 0.
Since L is compact, by the maximum principle, we obtain that 6 is a constant, and this implies that
H(F)=0. O

21 Evolution equations

In this Section, we give a general treatment of evolution equations for tensors with Ricci-mean cur-
vature flows along Ricci flows. Note that, in this Section, we do not assume that g; is the Ricci flow
constructed by a gradient shrinking Ricci soliton.

Let M and N be manifolds with dimension m and n respectively, and assume that m < n. Let
g = (gt;t € [0,7T1)) be a solution of Ricci flow (33a) and F: M x [0,75) — N be a solution of
Ricci-mean curvature flow (33b) with 75 < Tj. Here we introduce the notion of the covariant time
derivative V; as in [45]. Assume that, for each t € [0,T5), T'(¢) is a smooth section of

By = (% F(TN)) & (& F} (T*N)) @ (@C@ TM)® (81" M)
over M, and its correspondence ¢t — T'(t) is smooth. Then for each t € [0,T5) we define (V,T)(t)
as follows, and it is also a smooth section of E;. Denote T by local coordinates (y*)2_; on N and
(x9)™, on M as

Tocl...aA 11...0C ) )
B1..-Bs Ji--dp”

This is the coefficient of

0 , ,
Q.- Brg... B ... J
Gy @ O g QW O OO ST g 9dal @ @ da
of T. Then the coefficients of (VT')(t) is defined by
(ViT) ! ﬁ1--ﬂBl ° J1---Jp ::a Aﬁlu-BB cj1-~~jD

J1---JD

A
Qp prympay...8...aa i1...i¢
+ZP7§H T B1..-Be
p=1

B
_ é Yo ... i1...0C
ZF%BPH T B1...6...8B ji1---3p?
p=1

where I'g_ is the Christoffel symbol of the Levi-Civita connection of g, on N for each time ¢. Then
one can easily check that this definition does not depend on the choice of local coordinates and defines
a global smooth section of E; over M.

Remark 21.1. One can easily check that V, satisfies Leibniz rule for tensor contractions. For
example, for tensors 57, Tkﬁg, Uag, Vik Wit we have
Vi(SEToUapV W) =V, SETL Uag VW + SEV, T U g VIR W
+ SHTE, NV UngV F Wt
+ SET Uag Vi VIFWI 4 SET) Uy g VIRV, W,
Note that in this Part we define
Rm(X,Y)Z = (vay —VyVx — V[ny])Z

0 0 0 0
Rapns =9 (awam (ay ay> aw) !

Ra, := Rica, = g% Rupys,

and we define
_ Oy

- 02t
that is a coefficient of the tensor DFi(= F..) € I'(M,F{(TN) ® T*M). By the straightforward
computation with the definition of V;, we get the following formulas, Lemma 21.2, 21.3, and 21.4.

Ff = F2(t)
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Lemma 21.2. We have
ViVTE G, — ViViTy

1.0k

=R" 5, H F/T]

11 Zk

0
+ ot F/BV J Zat Jip zl...l...zk,

where F;k 1s the Christoffel symbol of the Levi—Civita connectwn of Fgr on M for each time t.

Lemma 21.3. By the restriction, we consider g;, more precisely g: o Fy, as a section of F'(T*N) ®
Ff(T*N) over M. Then we have
Vtgag = —QRQB.

Lemma 21.4. We have
Vi FY =V, H.
Combining above lemmas, we have the following.

Lemma 21.5. Put g;; = (F}g)ij = gagFi"‘Fjﬁ. Then we have

agij = Vigij = —2((F"Ric);; + g(H, Aij)).

Proof. By the definition of Vy, the first equality % gij = V4g;j is clear. By the remark that V, satisfies
Leibniz rule for tensor contractions and by Lemma 21.3 and 21.4, we have

Vigi; = Vt(gozﬁFiaFjB)
= Vigap FOF] + gapViFOF + gapFOV F)
= —2RogFPFP + gopViHF] + gopF'V,;HP.
Since H is a normal vector field, we have g,3H O‘Fi’B = 0. By differentiating both sides by V;, we have
0= gapV;HF + gogH A,
Here we used A?i = Vij. Since A;; is symmetric, we have

GapViH F) + gag FOV HP = =295 H A7)

Here we completed the proof. O
By using % 9gap = —2R,p and the Koszul formula, one can deduce the following formula immedi-
ately.

Lemma 21.6. We have

)
argﬁ = —¢"(VaRsp + VRas — VsRap).

As an analog of Lemma 21.6, we can prove the following.

Lemma 21.7. We have 9
&Fk = —g" (Vi Ty; + V;Tie — ViTyy),

where we put T;; = (F*Ric);; + g(H, Aij).
Here we introduce the notion of *-product following Hamilton [19].

Notation 21.8. For tensors S and T, we write S * T to mean a tensor formed by a sum of terms
each one of them obtained by contracting some indices of the pair S and T by using ¢ and F*¢ and
these inverse. There is a property of x-product that

1S *T| < C|S||T],
where C' > 0 is a constant which depends only on the algebraic structure of S T
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Definition 21.9. For a,b € N, we define a set V, ; as the set of all (time-dependent) tensors T on M
which can be expressed as
T = (VFRm - VMRm) * (VA% - x V7 A) % (% DF)
with I, J,p, k1, ..., k1, 01,...,¢0; € N satisfying
! 1 Lo 4
and we define a vector space V,; as the set of all tensors 7" on M which can be expressed as
T:a1T1+-'~+arTr
forsomer €N, ay...a, € Rand T1,..., T € V.

Since VDF = A, the following is clear.

Proposition 21.10. Assume that T1 € Vg, b, T2 € Vo, b, and T3 € V4, p,. Then we have
Ty «xTs € Va1+a27b1+b2 and VT3 € Va3+%,b3+l?
whenever Ty x Ty makes sense.

Combining Lemma 21.2, 21.6, 21.7, and Proposition 21.10, the following is clear.

Lemma 21.11. For a time dependent tensor T = (T{ ;) € Vap, we have
ViViT iy = ViViTi iy € Vag s b

Lemma 21.12. For a tensor T = (T ;) € Vap, we have
VjATiaf...ik - Avag‘..ik € Va+%,b+1'

Proof. First of all, we have
VAT 4, =ViV,VPTE

11.“ik

=V, V;(VPTE )+ R%. sF]FSVPTY

ik

k

P Lo 4 pra

+R L’jpv Tuu - E :R isjpv PR )
s=1

where Rij x¢ 15 the Riemannian curvature tensor of F;g; on M. Then, by the Gauss equation:

Ryie; = REB,Y(;F,:FfF;Ff — Angﬂié + Angﬁij € Vi, (71)

we can see that
VAT
As above computations, we have
Vi VT i = VPVT

Zl.nik

i — VRV VPTE € Va+%7b+1'
€ Vat1,-
Hence, by differentiating by V,,, we have
VpVVPTE = VpVPVTE € Va+g,b+1-
. = AV,TY . . Here we completed the proof. O

7 (2

Note that V,VPV,; T2

Lemma 21.13. For a time dependent tensor T = (T}, ;) € Vay there exists a tensor D = D(T) €
Vat1,p such that

VT2 = 2(ViT,T) + D« T.

Proof. We have
vt|T|2 :Vt(gaﬁgiljl .. -g”j’“Ti‘f...ikTﬁ,.jk)
=2V, T, T)+Vg+xT+T +V,((F*g) )« T*T
=2V, T, T) + (Vig+x T + Vi (F*g) 1)+ T) + T.
By Lemma 21.3 and 21.5, we have
Vg, Vi((F*g)™1) € V1.
Thus the statement is clear. O
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Lemma 21.14. For k > 1, by definitions, it is clear that
ng” e VZ,CAO( S V%«F%k},k'
Actually, it is true that
F;V“ e VlkAa S V%+%k’kilo

For k =0, it is clear that

since A is a normal bundle valued 2-tensor.

Proof. By differentiating the equation F*A, = 0, we have
FiVi Ao = — A7 ,Aa € V1.
Hence the statement is true for £k = 1. Assume that for k¥ — 1 the statement is true. Then, for k, the

statement is also true since we have
FpO‘Vi1 Vi Ay = Vil(FIj‘V,;2 Vi As) — A?lpviz Vi Ag.
We completed the proof. O

Lemma 21.15. There exist tensors B = (Bf;) € Vs g and C = (Ch) € Vs 1 such that
Vi AS = AAY; + Bfy + C

Proof. By identies Af; = V,F* and V F}* = V;H* and Lemma 21.2, we have
Vi AY; =V Vi F}*

0 0

_ [ nle] B 14

_vivtFJ{l +Ra'y§ﬁH F FJ_V + atrgA/Fi FJ_"Y — —8tfijF€a
=V.V.H® + R® § B Y ara By aré Iy
=ViViH" + R HOFFG o+ o Uy Fy By — = L

Furthermore, by using Simons’ identity:
ViVeH® =AAYy + (VeR%, 5 + Vo R 5 ) FLF) F) F*
+ R 5(2A) F) F* + 2A;,F] F" + H F) F + A}, F{ F%)
— (ViRP, + VoRY, — VP Ry ) F
+2R,' A%, — RP A%, — R, A%
we have
ViAY =AAY
+ (VeR%. 5 + V4 R% 5 ) FEF ) FOF
+ R 5247 F] FF + 247 F)FF + HOFPF) + AL F]F°)
— (ViR?; + V;R?, — VP R;;)Fy
+ 2R, AR, — RV, A% — RV A

iTpg Jjipi
) 0
5B B
+ R HOFF] + S T3 FF) — S TG E
By putting
B :=(VeR%, s + Vo R ) FF) F) FOF
+ R 5247 F FF + 247 FIFF + HOFPF) + AL F]F)

kil pa « «
0
a F[& Fﬁ a B
R'y&,B i lj-l-afmfv FJ’Y
0
Cij == (ViR + VR’ = VP Rij) — =17,
We have
Vi AS; = AAY; + By + C
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Furthermore, by using Lemma 21.6, 21.7 and Gauss equation (71), one can easily see that
BZ(B%) EV%’O and C:(ij) GV%’I.
Here we completed the proof. O

Proposition 21.16. There exists a tensor € € Vs  such that

0

E|A|2 = A|A? = 2|VA]? + £ x A
Proof. By Lemma 21.13, there exists a tensor D = D(A) € V3 ; such that

By Lemma 21.15, we have
2(Vi A, A) =2(AA7; + Bj + ijFz‘f‘)Az{
=A|A]? —2|VA]? + Bx A.
Here we used F;’Agj = 0. Hence, by putting £ := D + B, we have
%|A|2 = AJAP? —2|VAP? + £ % A,

and, we have that
£e V%,O-

Here we completed the proof. O
Proposition 21.17. We have
O AP < AJAP ~ 2V AP + C1|AJ* + CafRm A + G| VR 4],
for positive constants Cy, Co, C3 which depend only on the dimension of M and N, where Rm is the
Riemannian curvature tensor of (N, gt).
Proof. By Proposition 21.16, we know that
%|A|2 = AJA? —2[VA2 + £ A.
Since £ € Vs 5, the tensor £ can be constructed by
Ax Ax Ax (+*DF), Rm* A* (¥ DF), VRm  (+*DF).
Note that we can not decide 4, j, k from the information that £ € V%,O' However this is not a matter

when we consider the norm of tensors since the norm of DF' is a constant v/m. Hence we see that
there exist positive constants C, Cs, C3 which depend only on the dimensions of M and N such that

|€ % A| < O1]A|* + Co|Rm||A|? + C3|VRm]||A].
Here we completed the proof. O

Proposition 21.18. For all k > 0 there exist tensors Blk] € Va 1), and C[k] € Va1 p 4y such that
vthl - ngA% = AV[I - ngA?j + B[k‘} + C[k‘]pF;
Proof. We work by induction on k € N. For the case k = 0, the statement is true by Lemma 21.15.
Assume that for £ — 1 the statement is true. Since
Vi Ve Al € Vs 11y i1
by defining D as
VchVgQ - ngA% = Vgl VNZQ .. ngA% + D,
we have, by Lemma 21.11, that
De V%Jr%k’k.
By the assumption of the induction for k£ — 1, we have
Vi, ViV, ...V, Af;
=V, (AVy, ...V AZ + Bk — 1] + C[k — 1]PF)
=V, AV, ...V A7+ VB[k — 1]+ VC[k — 1P F + C[k — 1] * A.
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Furthermore by Lemma 21.12, by defining D’ as
Vi, AVy, ... ngA% =AVy, Vg, ... VekA% + 7D,
we have that
D/ c V%_‘_%k,k.
Hence, by putting
Blk] :=VBlk — 1] +Clk—1]*A+D+ 7D

Clk] :==VC[k — 1],
we have
ViV, ... ngA% = AV[I R ngA% + B[k‘} + C[k‘]pF;
and
Here we completed the proof. O

Proposition 21.19. For all k > 0 there exist tensors E[k] € Va 1y 4, Clk] € Va1 44y and GlK] €
V%Jr%k’kfl such that

%\v’w? = A|VFAP2 = 2|VFL A2 4 E[k] « VEA + C[k] * G[K].

Proof. Put Ty, 4 ;5 = Vi, ...V Af.

j Since T' € V%+%k’k, by Lemma 21.13 there exists a tensor
D[k] = D(T) € V3 41y, such that

%m? = V4|T|? = 2(V,T,T) + D[k] = T.

By Proposition 21.18, there exist tensors B[k] € Va1, ;. and C[k] € Va1 ;.4 such that

VT = AT + B[k] + C[k]P F.
Hence we have

2(V,T,T) =2(AT,T) + Bk] * T + C[k]P FOT.,
=A|T] = 2|VT|?* + Blk] * T + C[k]P F'T,.

By Lemma 21.14, we have

Gk == Fy'Ta € Vg tp g1
Hence, by putting £[k] := D[k] + B[k] € V3 1, we have

%\TF = AIT? = 2|VT]* + E[k] + T + C[k] * G[k].
Here we completed the proof. O

22 An estimate in the proof of Lemma 20.10

In this Section, we give a proof for the following estimate which is used in the proof of Lemma 20.10.
It is just a straightforward long computation.

Lemma 22.1. In the situation of Lemma 20.10, there exists a constant C"" > 0 such that

3 2
< B AFt*gt> ‘H(Ft) + Vit

T —t)?
( ) o .

<C"'(14 foFy). (72)

Proof. First of all, we define W, 4 and W, 4 as analogs of V,; and Vg, . For ¢,d € N, we define a set
W..q as the set of all (time-dependent) tensors T on M which can be expressed as
1 r
T = m(*Vf) « (VFIRm # -+ % VMIRm) # (VO A - x V7 A) % (X DF)
with ¢,r, I, J,p, k1,...,kr,01,...,4; € N satisfying

1 ! 1 J 1 1
q+ 2r+ ;:1 (1+ 2k1> +jg_1<2 + 2€]> ¢ and r<d,
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and we define a vector space W, 4 as the set of all tensors 7" on M which can be expressed as
T:a1T1+-~-+avTv
for some v € N, ay...a, € Rand T1,...,T, € W, 4. By the definition, it is clear that V,;, C Wy, 0,
and if 77 € We, 4, and T € W, g, then T1 « T5 € W, 1 ¢y dy+ds -
Note that we consider V* f as a tensor field over M by pulling it back by F;. However we sometimes
omit the symbol oF;. Then we have

1
ViVef =FP’VaVef=—RicSFP + ———
J=EENpVES = —Rieg B+ g
where we used Ricag + Vo Vgf = ﬁgw. Hence we can see that if T' € W, 4 then VI € Wc+%7d.
To prove this lemma, we use the identity

L2
H(F)+Vf ™| = |HF) +20:(HEF),Vf) + V2 — VLR
gt
By Lemma 21.5 and 21.15, we have
ViH® =Vy(g" A))
=2(Ricg, FP'FV + HP AY)AS + g" (AAS; + By + CLEY)
=AH" + B* + g”CZF;,
where we put B := 2(Ricg, FFF7 + HﬁAg)Af‘j + 9B € Vs o. Since H € Vi 4, by Lemma 21.13
there exists a tensor D = D(H) € Vs , such that

Fia € VVL()7 (73)

)
%'H‘Q =2(V.H,H) + D“H,
=2(AH,H) +2B*H,, +D“H,,
=A|H?> - 2|VH|* + 2B“H,, + D“H,,,
where we used F;Ha = 0. Thus we have
o _
<6t - AF*g) |H|?> = —2|VH|* + 2B“H,, + D*H,,

and it is clear that

0

(8t — AF*g) |]7|2 S WQ’O. (74)

Next, we consider V;V® f. Then, by the definition of V;, we have
0

ViV =2 VO f HPV sV f
0

=5 V- Ric%H” +

1
__- g~
2T —t) "
where we used Ricog+V,Vgf = ﬁgag. Furthermore, by using %go‘ﬁ = 2Ric*” and %f =|Vf|?,
one can easily see that

a « 1 «
EV f= 7T7tV I
Thus we have

« 1 « LNe) 1 [e%
ViV = 7— V[ - Ric 6H5+m1{ €W .

Hence we can see that
Vi(gapH VO [) = VigapH V' f 4 gopViH VO [ + gap H*V, VP f € Was
and
A(QaBHaVBf) €Wy

Thus we have

(8815 - AF*g)g(H(FWf) € W, (73)
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Next, one can easily see that
ViV = Vigag V[V f +2VVfVaf € Way

and
AIVf? € Wapo.
Hence we have
0
<8t - AF*g) V> € Was. (76)
Finally, one can easily see that
ViV LT, = Vi(F*9)¥ gapgrs FL VO FVTF) € Wi
and
A‘VftTFt ‘gt S WQ,Q.

Hence we have

0
<8t - AF*g) |V f Tre |§t € Wa . (77)

Hence, by (74)—(77), we have
0 Le
(at - AF*g) ‘H(F) +Vf

By the definition of W, o, there exist v € N, ay...a, € R and T1,...,T, € Wy 2 such that
2

0
(o e

2
S WQ,Q.
g

=aTy + -+ a,7T,.

Hence we have

0 2
(55 - 80 ) [HE 4 97| < a3l + oI

By the definition of W5 5, each T, can be expressed as
1 r

T a V) # (VPRm s VRm) « (VA 55 V9 4) « (S DF)

with some I,J,q,r,p,k1,...,kr,01,...,0; € N satisfying

1 ! 1 To/11
q+2r+;(1+2ki>+;<2+2€j>:2 and 1 <2,

Here note that by Proposition 20.9 and the equation (59) it follows that (T —¢)2T2¢|V*A[ is bounded
for all £ > 0. Furthermore by the equation (60) it is clear that (T — t)**2*|V*Rm| is bounded for all
k > 0. Hence, for T, above, we have

(T = |1 < C(T = )37 |V f["
for some C > 0. Furthermore, we have

Te =

1 " 1 -
Vila = =197l < =/

Thus we have .
(T — T < CFF.

Now each T, is in Wh 2, so r < 2. For r = 0,1, 2, it is clear that fér <1+ f Thus we have proved
that there exists a constant C”"”/ > 0 such that

(T —t)? <§t - AF*Q) |H(F) + Vle|z’ <01+ f).

23 convergence of submanifolds

In this Section, we give a definition of the convergence of immersion maps into a Riemannian manifolds
and prove some propositions.
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Let (N, g) be an n-dimensional Riemannian manifold and F be a real vector bundle over N with
a metric h. Take a compatible connection V over E, that is, for all smooth sections e, f € T'(N, E)
and a vector field X € X(N) we have

X(h(e, f)) = M(Vxe, f) + h(e, Vx f).

Definition 23.1. Let p € N. Let K C N be a compact set and Q2 C N be an open set satisfying
K C Q. Let {&}72, be a sequence of sections of E defined on 2 and £ be a section of E defined on
Q. We say that & converges in CP to £ uniformly on K if for every e > 0 there exists kg = ko(€)
such that for k > ko,

sup sup [V (& — §oo)lgron < €.
0<a<pzek

Furthermore, we say £ converges in C* to £ uniformly on K if £ converges in C? to £ uniformly
on K for every p € N.

Let {Uy}72, be a sequence of open sets in N. We call {Uy}72; an exhaustion of N if Uy, is compact
and Uy C Ugyq for all k, and UPZ U, = N.

Definition 23.2. Let {Uj}7°, be an exhaustion of N. Let {£;}7°; be a sequence of locally defined
sections of F such that each & is defined on Uy. Let £, be a section of E defined on N. We say
that & converges in C*° to £, uniformly on compact sets in N if for any compact set K C N there
exists ko = ko(K) such that K C Uy, for all k > kg and the sequence {§k|Uko}z°:k0 converges in C'*
to {eoluy,, uniformly on K.

Definition 23.3. A sequence {(N, gk, Tx)}72; of complete pointed Riemannian manifolds converges
to a complete pointed Riemannian manifold (N, goo, o) if there exists

(1) an exhaustion {Ux}32, of N with 2 € Uy and
(2) a sequence of diffeomorphisms Wy : Uy — Vi, C Ny, with Ui (20) = xf
such that W} g, converges in C'*° to g, uniformly on compact sets in No.

This notion of convergence is often referred as (smooth) Cheeger—-Gromov convergence, C*°-
convergence or geometric convergence. A basic fact of Cheeger—-Gromov convergence is the following.
For the proof, see [39].

Theorem 23.4. Let {(Ng, gi, xr) 72, be a sequence of n-dimensional complete pointed Riemannian
manifolds. Suppose that

or each integer p > 0, there exists a constant 0 < < oo such tha
(1) for each integer p > 0, th st tant 0 < C, h that
|IVPRm(gx)|g, < Cp forall k> 1

(2) there exists a constant 0 < n < oo such that
inj(zk,gx) >n foral k>1
where Rm(gy) is the Riemannian curvature tensor of (Nk, gr) and inj(xzk, gr) s the injectivity radius

at xy with respect to g. Then, there exist a complete pointed Riemannian manifold (Noo, goo, Too)
and a subsequence {k¢}32, such that the subsequence {(Ng,, gk, Tr,) 72, converges to (Noo, Goo, Too)-

To prove the convergence of submanifolds in a Riemannian manifold, we need the following estimate
for the injectivity radius of a submanifold. This estimate is proved by combining Klingenberg’s lemma
and Hessian comparison theorem of the square of the distance function (cf. Theorem 2.1 in [9]).

Theorem 23.5. Let (N, g) be an n-dimensional complete Riemannian manifold with
[Rm(g)| <C' and inj(N,g) >
for some constants C,n > 0. Let M be a compact manifold and F: M — N be an immersion map
with
|A(F)| <D
with some constant D > 0. Then there exists a constant 6 = 6(C,n, D,n) > 0 such that
inj(M, F*g) > 6.
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The following remark partially overlaps with Remark 17.8.

Remark 23.6. In the remainder of this Section, for a complete Riemannian manifold (N, g), we
assume that we have an isometrically embedding ©: N — (R%, g) into some higher dimensional
Euclidean space with

IVPA(O)| < Dp < o0

for all p > 0. Under this assumption, one can see that (NN, g) must have the bounded geometry
by Theorem 23.5 and Gauss equation (71) (and its iterated derivatives), and note that all compact
Riemannian manifolds always satisfy this condition. For a map F': U — N from an open set U in
some Riemannian manifold (M, h), by composing ©, we have a map ©o F: U — R”, and furthermore
we consider © o F' as a section of the trivial R¥-bundle over U with a fiber metric gs;. We write the
standard flat connection of the trivial R bundle by V. Then V(O o F) is a section of T*M @ R

over U. The Levi—Civita connection on T_]\J and the connection V on RZ induce the connection on
T*M @ RY, and we use the same symbol V to denote this connection.

The following is the definition of the convergence of (pointed) immersions. It is the immersion
map version of the Cheeger—Gromov convergence.

Definition 23.7. Let (N, g) be a complete n-dimensional Riemannian manifold satisfying the assump-
tion in Remark 23.6 (= Remark 17.8). Assume that for each & > 1 we have an m-dimensional pointed
manifold (My, zj) and an immersion map Fy: My — N. Then we say that a sequence of immersion
maps {Fj: M — N }?:1 converges to an immersion map Foo: My — N from an m-dimensional
pointed manifold (M, 2 ) if there exist

(1) an exhaustion {Ug}32, of My with 2o, € Uy and

(2) a sequence of diffeomorphisms Uy : Uy — Vi, C My, with ¥ (z4) = 21 such that the sequence of
maps Fj o Wy : Uy — N converges in C* to Fi: My, — N uniformly on compact sets in M.

It is clear that if {Fj,: (Mg, zr) — N}, converges to Foo: (Moo, Too) — N then {(My, FY g, 1) 152,
converges to (Moo, FX g, Too) in the sense of Cheeger—Gromov convergence. To prove Theorem 23.9,
we need the following Lemma. For the proof, see Corollary 4.6 in [11].

Lemma 23.8. Let M be a manifold, K be a compact set in M and U be an open set in M with
K C U. Assume that we have Riemannian metrics g and g on U, and these two satisfy

IVi(g—9)lg<e on K
Jor some constants €, for all £ > 0, where V is the Levi-Civita connection with respect to g. Let
E — U be a vector bundle over U with a fiber metric h and a compatible connection V, and T be a
section of E over U which satisfies

WeTlgcah <C, on K

for some constants Cy for all £ >0, where V is the connection induced by the Levi—Civita connection
with respect to g and the connection V. Then for each £ > 0 there exists a constant Cy which depends
only on {ey}5_o and {Cp}5_y such that

|VZT|g®h S C[ on K,
where V is the connection induced by the Levi-Civita connection with respect to g and the connection

V.

Theorem 23.9. Let (N,g) be a complete n-dimensional Riemannian manifold satisfying the as-
sumption in Remark 23.6 (= Remark 17.8). Let {(My,z1)}72, be a sequence of compact pointed
m-dimensional manifolds and {Fy: M) — N}, be a sequence of immersions with
[VPA(F)| < D, < 0

for allp > 0. In the case that (N, g) is non-compact, we further assume that {Fi,(zx)}72, is a bounded
sequence in N. Then, there exist a pointed manifold (My, o), an immersion Foo: Moo — N and a
subsequence {ke}32, such that {Fg,: My, — N}32, converges to Fso: Moo — N and (M, FXg) is a
complete Riemannian manifold.
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Proof. First of all, we prove that the sequence {(Mj, F}\g,z1)}72, sub-converges to some complete
pointed Riemannian manifold (Mso, hoo, Zoo). By Remark 23.6 (= Remark 17.8), (IV, g) has bounded
geometry, that is,

[VPRm(g)| < Cp < oo and inj(N,g) >n>0

for some positive constants C,, and 7. Then, by Theorem 23.5, there exists a constant § = 6(Cy, n, Do, n) >
0 such that
inj(Mg, Fiig) > 6 > 0.

We denote the Riemannian curvature tensor of (Mg, Fyg) by Rm(Fjg). Then, by Gauss equation
(71) and its iterated derivatives, we can see that there exist constants C), > 0 such that
IVPRm(F;g)| < Cp < o0,

for all p > 0, where each C'p does not depend on k. Then, by Theorem 23.4, {(My, Fyg,zx)}%2,
sub-converges to some complete pointed Riemannian manifold (My,hso,Zoo). Note that, in the
following in this proof, we continue to use the letter k for indices of subsequences. Since (Mg, F} g, zx)
converge t0 (Moo, hoo, Too ), there exist an exhaustion Uy of My, with zo, € Uy and a sequence of
diffeomorphisms Wy : Uy — U (Uy) C M}, with ¥(zy) = x.

Next, we prove that the sequence of smooth maps Fj, o Wy : Uy — N sub-converge to some smooth
map F.: M., — N uniformly on compact sets in M.,. We denote © o Fj, o ¥y: U, — RE by Fj,
for short. We will use the standard diagonal argument to construct a map F: Mo — N. Take a
sequence of radii Ry < Ry < -+ — 00, and consider balls B; := Bj,_ (o0, Ri) C Moo.

First of all, we work on By. Since Uy, is an exhaustion, there exists k; such that B; C Uy for all
k > ki. Hence we have a sequence of C®-maps Fj, = © o Fj, 0 Uy, : (Ux D)By1 — RE restricted on By
for all k£ > k.

(0): CY%estimate. First, we derive a C°-bound for Fy. If N is compact, then the image O(N) is a
compact set in RY and contained in some ball
Bgst(o’éo) ={ye R* | ylge: < CA(O}
with radius Cy. Since each image Fy(B;) is contained in ©(N), we have
|Filg, <Co on Bi.
It is clear that the constant Cy does not depend on k. If N is non-compact, we need some additional
argument to get a C%-bound. Since |F} gst — hooln.. = |V5(F¥g) — hooln.. — 0 uniformly on By, for
a given € > 0 there exists kf (> k1) such that on B
|Figss — hooln., <€ for k >k,

and this implies that
|Fk(2o0) = Fio(2)]gee < VI+edn, (2o0,2) < V1+eR
for all z € By and k > k. Furthermore, by the assumption for the non-compact case, {Fj(zx)}72; is
a bounded sequence in N. Hence F(2o0) = (O o Fy)(x) is also a bounded sequence in R”, that is,
there exists a constant C) such that |Fi(z0)|g., < Cf. Hence we have
|Filg., < Co+VI+eR = Co
for k > kf. It is clear that Cy does not depend on k. Hence we get a C%-bound.

(1): C'-estimate. Next, we consider a C'-bound for Fj,. One can easily see that VgstFk = DFy,.
Since Fy: (B1, Fygst) — (R, gst) is an isometric immersion, we have a C'-bound

|ngtFk|F):gst®gst = |DFk|F;:gst®gst = m = Cl'

(2): C2-estimate. Next, we derive a C2-bound for Fj. Let V be the connection on (®PT*M) @ RE

(p > 0) over By induced by the metric F} gs; and gs;. Note that V= V.. for p = 0. Since VF, = DF},
we have

@QF]C = A(Fk)y

the second fundamental form of the isometric immersion Fj, = © o Fy, o Uy (B, F;:gst) — (RE, g).
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Hence, by using the composition rule for the second fundamental forms of immersions, we have
V2E(X,Y) =A(F)(X,Y)
=A(©)((Fi 0 ¥i)+ X, (Fj, 0 Vi), Y) + O, (A(Fr) (Ve X, ¥ Y'))
for any tangent vectors X and Y on M. By using the notion of #-product, this identity is written as
V2E, = A(©) * (: D(F), 0 1)) + A(Fy) * DO « (¥ D). (78)
Since |D(Fk 0 Vi)l prg.09 = DYkl pr g, 0rrg = vV and [DOlgg,,, = /n, we have
V2Ful e prsge < CHIA®) g + CHIAEL)

for some constants C’é and C’é’ which do not depend on k. Furthermore, by the assumptions, we have
|A(©)]g0g.. < Do and |A(F})|Frgeg < Do. Hence we have a C*-bound

|@2Fk‘|p* C2D0 + C DO =: OQ.

Fyg®g

Jst®Ggst —
It is clear that Co does not depend on k.

(p): CP-estimate. By differentiating (78), we can get a CP-bound. We only observe a C3-bound.
Note that for any tangent vectors X and Y on M we have

(VF]:gst@)gD(Fk cUN)(X,Y) = A(Fr o U )(X,Y) = A(Fi) (Vg X, Ui Y).
By using the notion of #-product, this identity is written as
2
VF',:gSt(@gD(Fk (e} \I/k) = A(Fk) * (* D\I/k)
Furthermore, note that Vyg,, DO = A(©) and VirgaorsgD¥r = 0. Hence we have

Ao — 2

V3Fy =V 450, A(©) % (% D(F}, 0 Uy,))
£ 2A(0) % D(F}, 0 W) % A(Fy) % (+ DUy
+ Vi gog A(Fy) x DO x (¥ DWy)

+ A(Fy) * A(©) % (¥ DTy,
By the assumptions, norms of all tensors appeared in the above inequality is bounded. Hence we have
a C3-bound

st ®gst — 03

for some constant C which does not depend on k. For higher derivatives, one can prove that there
exists a constant C}, > 0 which does not depend on k such that

st ®Fst < C

by induction.

On the above argument, we have proved that there exist constants C'p (p > 0) which do not depend
on k such that |@ka F ges @t < C’p. Hence by Lemma 23.8 we can prove that there exist constants
Cp (p > 0) which do not depend on k such that

VP F b9 < Cp-
Hence, by The Arzela—Ascoli Theorem, there exists a smooth map F1 w: B1 — RL and Fj, sub-
converges to Fy o, in C* on Bj. Since all images Fy,(B;) are contained in ©O(N), the image I o (B1)
is also contained in ©(N). Furthermore F1 s : B1 — R” has the property that
Fl,oogst - hooa
since |F1*7oogst — hoolp., < IFioogst — F¥ gstlno, + | F gst — hooln., and the right hand side converges to

0 as k — oo on Bj. Thus, especially, Fy o : By — RE is an immersion map.

Next, for the subsequence of F}, which converges to Fj .00, We work on By. Then all the above
argument also work on B and we can show that there exists a smooth immersion map Fg o' By —
O(N) c RY with F2 woJst = hoo and Fy o, = F} o on By and F}, sub-converges to F o, in C™ on Bo.
By iterating this construction and the diagonal argument, finally we get a smooth immersion map

: My — O(N) C RE with F% gy = hoo and Fj, sub-converges to F,, uniformly on compact sets
in MOO in C*, and the map defined by F, := O~ 1o F,: M, — N is the requiring one satisfying
the properties in the statement. O
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Part IV
Lagrangian self-similar solutions in
gradient shrinking Kahler-Ricci solitons

abstract In this Part, we give a lower bound estimate for the diameter of a Lagrangian self-shrinker
in a gradient shrinking Kéhler-Ricci soliton as an analog of a result of A. Futaki, H. Li and X.-D. Li
[15] for a self-shrinker in a Euclidean space. We also prove an analog of a result of H.-D. Cao and H.
Li [6] about the non-existence of compact self-expanders in a Euclidean space.

24 Introduction

A gradient shrinking Kéahler-Ricci soliton is a Kéhler manifold (N,w,g,J) with a smooth function
f N — R satisfying
Ric(g) + Hessy f = g. (79)
By the equation (79), it follows that the (2,0)-part of Hess f is zero. Hence it is clear that the (1,0)-
part of V f is a holomorphic vector field on N. By a simple calculation, it is proved that the gradient
of R(g) + |V f|? — 2f is zero, and we put a constant Cy by
Co = R(g) + |V f|* - 2f, (80)
where R(g) is the scalar curvature of (N,g). It is proved that R(g) > 0 for a complete gradient
shrinking Ricci soliton by an application of Corollary 2.5 in [§].
For an immersion F': L — N, we get a section (Vf)oF € I'(L, F*(TN)), and we usually omit the
symbol oF’, for short.

Definition 24.1. An immersion map F': L — N is called a self-similar solution if it satisfies
H=)\Vf* (81)
for some constant A\ € R, where H is the mean curvature vector field of F' and L denotes the projection

onto the normal bundle of L. It is called a self-shrinker, a steady soliton or a self-expander when A < 0,
A =0 or A > 0, respectively.

For example, a function f(z!,...,2™) = 3(|z'[* 4+ -+ 4 [z™]?) on C™ with the standard Kéhler
structure satisfies the identity (79), and it satisfies V f(z) = x under a natural identification of points
and tangent vectors for all points z € C™ =2 R?™. Hence the equation (81) coincides with H, = Azt
for all points € F(L) C C™ = R?™  and Definition 24.1 can be considered as a generalization of a
self-similar solution in a Euclidean space to in a gradient shrinking Ricci soliton.

There are many results about self-similar solutions in a Euclidean space. By a generalization of
the notion of a self-similar solution in a Euclidean space to in a gradient shrinking Ricci soliton as in
Definition 24.1, we can discuss which results about self-similar solutions in a Euclidean space also hold
in a gradient shrinking Ricci soliton. As an example of such results, it is proved that a part of a result
due to Smoczyk also holds in a gradient shrinking K&hler-Ricci soliton. More precisely, in the proof
of Theorem 2.3.5 in [44], Smoczyk proved that every compact Lagrangian self-similar solution with
exact mean curvature form is a minimal submanifold in C™, and as a generalization of this statement,
it is proved in [53] that every compact Lagrangian self-similar solution with exact mean curvature
form is a minimal submanifold in a gradient shrinking Kéahler-Ricci soliton.

In this Part, we give further two results which are already established when (N, g) is a Euclidean
space. The first result is an analog of Theorem 4.3 of [15] under the Lagrangian assumption.

Theorem 24.2. Let (N,w,g,J) be a 2m-dimensional gradient shrinking Kdhler-Ricci soliton with
potential function f: N — R satisfying the equation (79). Let F: L — N be a compact Lagrangian
self-shrinker with

1 1
H=--Vf".
v/
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Assume that F(L) is not contained in { f =m — <2}, where Cq is a constant defined by (80). Then

we have
T

diam(L, F*g) >

Ve
for constants Ky, Ag > 0 satisfying |Kn| < Ko and |A| < Ag, where Ky is the sectional curvature of
(N, g) and A is the second fundamental form of F'.

)

The second result is an analog of Proposition 5.3 of [6] under the Lagrangian assumption.

Theorem 24.3. Let (N,w,g,J) be a 2m-dimensional gradient shrinking Kdahler-Ricci soliton with
potential function f: N — R satisfying the equation (79). Then we have the following.

e If R(g) > 2m, there exists no compact Lagrangian self-shrinker in N .
e If R(g) < 2m, there exists no compact Lagrangian self-expander in N .
e If R(g) = 2m, every compact Lagrangian self-similar solution in N is a minimal submanifold.

The rest of this Part is organized as follows. In Section 25, we give some characterization of self-
similar solutions in gradient shrinking Ricci solitons. In Section 26, we give a proof of Theorem 24.2
and 24.3.

25 Characterization of self-similar solutions

In this section, we give some characterization of self-similar solutions in gradient shrinking Ricci
solitons and review a result in [53].

The first characterization is given by the variation of the weighted volume as follows. Let (N, g, f)
be a n-dimensional gradient shrinking Ricci soliton with potential function f satisfying (79). For an
m-~dimensional compact manifold L and a constant A € R, we define the weighted volume functional
.7:>\ by

N
L
for each immersion F': L — N, where du(F*g) is the induced measure on L with respect to the metric
F*g.
Proposition 25.1. Let F': L — N be an immersion and A € R be a constant. Then the following
three conditions are equivalent.

1. F is a self-similar solution with H = AV f=.

2Xf/m

2. F' is a minimal immersion with respect to a metric e g on N.

8. F is a critical point of Fy.

The equivalence of (1) and (2) is proved in [53], and the equivalence of (2) and (3) can be easily
proved by the equality

| Mautrg) = [ au(r (@ mg)).

The equivalence of (1) and (3) can be considered as a generalization of Proposition 3.6 in [12].

The second characterization is given by the asymptotic behavior of a Ricci-mean curvature flow,
the coupled equation of the Ricci flow and the mean curvature flow. Let (N,w,g,J) be a compact
2m-~dimensional complete gradient shrinking Kéahler-Ricci soliton with a potential function f: N —
R satisfying (79). Fix a time T" > 0. Then for ¢t € [0,7) we define g, := (T — t)®;g, where
{®:: N = N}ie(—oo,1) is the 1-parameter family of holomorphic automorphisms of (N, .J) with ®&¢ =
idy generated by the time dependent vector field ﬁv f. Then g; is a solution of Kéahler-Ricci
flow, that is, the associated K&hler form wy(-,-) := g+(J-, ) satisfies

0

&Wt = _p(wt)a

70



where p(+,-) := Ric(J+, ) is the Ricci form of w;. Here we review the main result in [53]. Let L be an
m-~dimensional compact manifold and F': L x [0,T) — N be a solution of Ricci-mean curvature flow
along g = (T — t)®} g, that is, F satisfies

0

&Ft = H(Ft),

where H(F}) is the mean curvature vector field of Fi(-) := F(-,t) calculated by g; at each time ¢.
Assume that the initial immersion Fj: L — N is a Lagrangian immersion for the initial Kahler form
w. Then, it follows that Fy: L — N is also a Lagrangian immersion with respect to w; for all ¢ € [0,T")
(c.f. [31]). That is, the Lagrangian condition is preserved under a Ricci-mean curvature flow along a
Kahler-Ricci flow. We further assume that F' develops a singularity of type I, that is, the norm of the
second fundamental form of F; (denoted by A(F})) satisfies
lim sup (VT — ¢t max |[A(F})]) < oo.
t—T L

Then, in [53], it is proved that for any sequence t; — T and any point py € L the family of
pointed immersions Fj: (L,po) — N defined by Fj := &, o Iy, subconverges to a pointed immersion
Fo: (Loo, Poo) — N satisfying

H(Fy) = —%VfL.

This result can be considered as a generalization of Huisken’s result in [23] for a mean curvature flow
in a Euclidean space.

Since each Fj is a Lagrangian immersion in (N,w) and the Lagrangian condition (F fw=0)is a
closed condition, it follows that F..: Lo, — N is a Lagrangian immersion, that is, the Lagrangian
self-shrinker. Hence a Lagrangian self-shrinker is an asymptotic model of a Lagrangian mean curvature
flow with a type I singularity along a K&hler-Ricci flow constructed from a gradient shrinking Kéhler-
Ricci soliton.

Remark 25.2. Actually, the same statement also holds under some additional assumptions even
though N is non-compact and complete, see [53] for detail. The differences of factor 2 or 1/2 between
coefficients appeared in some formula in this Part and those in [53] arise from the difference of factor 2
between the Ricci flow equation drg; = —2Ric(g;) and the Kéhler-Ricci flow equation dpwy = —p(wy).

26 Proofs of Theorem 24.2 and 24.3

First, we give a proof of Theorem 24.2. The proof is an analog of the proof of Theorem 4.3 of [15].
As the first step, we prove that the weighted Laplacian A, defined below has an eigenvalue 1. In the
second step, we use Theorem 1.1 in [15] giving an estimate for the first eigenvalue of the weighted
Laplacian.

Proof of Theorem 24.2. Put a smooth function on L by ¢ := %f o F' and consider the weighted
Laplacian o
L:=A,=A-V¢ -V

which acts on C*°(L), where A and V is the Laplacian and the gradient on (L, F*g). Then we have
1 1= _
L6 =3A(f o F) ~ (F*g)(V(f o F), V(f o F)

A(foF) = {IVSTP

=N =

= (i Hess, f+ g(Vf, H)) — {1V7 TP,

where tr' is the tangential trace, that is, tr' B := trp,(F*B) for a 2-tensor B on N. Since H =
—%VfL, we have

1 [ Lo 1io,mpe 1 2
L) - A= e L= ey
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Since (N, g) is a gradient shrinking Ricci soliton satisfying (79), we have
tr " Hess, f = tr' (g — Ric(g)) = m — tr ' Ric(g).
Furthermore, since F': L — N is a Lagrangian immersion and (N, g, J) is a Kédhler manifold, we have

tr ' Ric(g ZRIC V(Fies, Fre;)

. 1
:5 g Ric(g)(Fie;, Fye;) g Ric(g)(JFye;, JFye;) = 2R(g),
for an orthonormal basis ey, ..., e, on (L, F*g). Hence we have
m 1 9 m 1 m  Cy
= — — — = — — — 2 = _—— — — .
fo=5 - 4R+ 917 = 5 - jCor2n = (- F) -0

Since L(const) = 0, we have

2((5-%) )= ((5-%) <)

¢ # 0. Hence we have proved that 1 is an eigenvalue of the weighted

ﬂfif
2

By the assumption,
Laplacian £ = Ag.
Next, we prove that
Ric(F*g) + Hessp+q¢ > kF™*g, (82)
for a Riemannian manifold (L, F*g), where

1
K= g m(Ko + A2).

Let X be a tangent vector on L and ey, ..., e, be an orthonormal basis on (L, F*g). Then, by the
Gauss equation, we have

Ric(F*g)(X,X) =) Rm(F*g)(X,e;, X,e;)

I

N
Il
—

R‘m(g)(F*Xa F*GZ,F*X’ F*el)

-

©
I
=

> AKX, )] + g(A(X, X), H).
i=1
Furthermore, we have

Hessp+,0(X, X) :%HGSSF*Q(]C o F)(X,X)
:% (Hessg FF.X, F.X) + g(A(X, X),V f)>

1 1
where we used Hessgf =g —Ric and Vf+ = —2H. Since

ZRm )(F. X, Feei, F. X, Fre;) — fRic(g)(F*X, F.X)

1 m
52 9)(F.X,F,e;, F, X, Fe;) — ZRm Y(F.X,JF,e;, F, X, JF,e;)

1
> — 5mKO|X|2 - me0|X\2 —mKo| X |?
and .
_Z |A(X7 ei)|2 > _mA0|X|2v

=1
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we have

Ric(F*¢)(X, X) + Hessp-40(X, X) > <; —m(Ky+ A%)) | X2

Hence the inequality (82) holds.
Thus, by Theorem 1.1 in [15], we have

2
1> sup {45(1 - S)% + Sli} , (83)
s€(0,1) d
where d := diam(L, F,g). Choosing s = 1 in (83), we have
™ ™
d> = .
Sk Vi
Hence the proof is completed. O

Next, we prove Theorem 24.3. The proof is an analog of the proof of Proposition 5.3 of [6].

Proof of Theorem 24.3. Let F: L™ — N?™ be a compact Lagrangian self-similar solution with H =
AV S L for some constant \ € R. Using computations in the proof of Theorem 24.2, we have

A(foF)=tr'Hess,f +g(Vf H)
1 1
=m— §R(9) + X|H|2
if A # 0, where A is the Laplacian on (L, F*g). Hence we have
0= [ atrorin(rg) = [ (m- 3R+ IHE ) aurg),
and the theorem holds immediately. O
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