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Abstract

Urban railway transit is of great significance in the daily lives of Metropolitan residents as a

large amount of residents choose to travel by train. Therefore understanding and analyzing rail-

way traffic is fundamental to urban planning as well as the building of intelligent transportation

system (ITS). With the development of big data technology, a lot of researches have been con-

ducted on analyzing railway traffic through several types of sensors while few of them focus on

traffic analysis with GPS data. Therefore, in this research an intelligent system is presented for

efficiently representing and understanding railway traffic as well as finding out railway traffic

anomalies through big heterogeneous data. The system is validated through the official statistic

data and its feasibility of detecting anomalies is tested on some typical abnormal events.

Keywords: traffic analysis, GPS trajectory, railway network, anomaly detection
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Chapter 1

Introduction

Rail transportation system plays an important role in urban development as it is an energy-

efficient and relatively punctual way for transporting passengers and freights. According to

the survey of Person Trip conducted by Japanese government as well as other countries [4],

railway transportation takes up a significant proportion of travel modes which the citizens of

metropolises choose all over the world. Table 1.1 shows the proportion in some world wide

famous metropolises. Among the selected cities in this table, Tokyo has the maximum ratio

of rail transit which is up to 48%, showing that almost half of the citizens prefer to travel by

train or metro service. Therefore, understanding railway traffic is of great significance to build

intelligent transportation system and smart city.

TABLE 1.1: Traffic mode share in railway of different metropolises (Data source: Land Trans-
port Authority of Singapore [4])

Metropolis Population(Million) Area(km2) Traffic Mode Share in Railway
Beijing 12.3 1368 17%

Hong Kong 7.2 1104 30%
London 8.4 1595 12%

New York 8.4 784 12%
Singapore 5.5 718 21%

Tokyo(23-ward) 9.1 623 48%

A serious issue in railway traffic analysis is the detection of abnormal events. Over the past few

decades, the anomalies result in enormous financial losses to the society. Figure 1.1 demon-

strates the statistic results of traffic disorder cases from 1988 to 2014.

Anomaly of railway transportation can be concluded to two types. On one hand, there are a lot

of regular events which attracts a lot of visitors such as The Sumida River Fireworks Festival

1
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FIGURE 1.1: Graph of annual traffic delay counts from Ministry of Land, Infrastructure, Trans-
port and Tourism (MLIT) (http://www.mlit.go.jp/common/001097991.pdf)

and Comiket. These big events cause the crowdedness in the nearby railway systems. On the

other hand, railway transportation is influenced by natural disasters as well as human accidents,

which may cause delay or suspension of railway transportation service. Figure 1.2 is shows the

annually traffic accident numbers.

FIGURE 1.2: Graph of annual traffic accident counts from MLIT

With the popularization of smartphones and the development of location based services (LBS),

huge amounts of GPS data generated by these LBS applications become available for traffic

analysis. Over the past decades, though a lot of researches have been focused on understanding

human behaviors or detecting anomalies of road network using GPS data, few of them pay



Chapter 1. Introduction 3

attention railway network as analysis of railway traffic using GPS trajectory data is challenging

due to the following factors:

1. Separating railway GPS trajectories with other trajectories is usually a challenging data

preprocessing task.

2. The topology of rail lines is more complex than roads as transferring from one line to

another requires extra walking distance, waiting time and sometimes traveling cost.

3. Citywide Railway traffic have spatial and temporal dependencies which are related to rail

lines and timetable. For example, an accident happens in a rail line may have larger effect

on passengers in the same line with a long distance than passengers in other lines closed

to the accident.

With the given background and motivation above, the purpose of this research is to develop

a system for understanding railway traffic through GPS trajectory, which include the traffic

volume as well as the traffic anomalies. The remaining of this thesis is structured as follows:

firstly, some related works concerning railway traffic analysis, human behavior analysis through

GPS data as well as traffic anomaly analysis are introduced in Chapter 2. Then the methodology

of this research including the framework and some important railway traffic analysis methods

are introduced in Chapter 3. Chapter 4 shows the procedure and results of the experiments and

Chapter 5 concludes the whole paper with the research proposal in the next steps and some

points to be improved in this research.





Chapter 2

Related Works

2.1 Research on Railway Transportation

Research of railway transportation can be categorized into two classes based on their research

objects. On one hand, the train itself has the information like position, velocity, acceleration and

weight acquired by the sensors. These information can be used for detect the status of the train.

Rabatel et al. [33] collects the data from different sensors and extract the anomaly patterns with

data mining technologies. Lu and Schnieder [22] utilize GNSS receiver as well as other sensors

of the train for localization and evaluate the performance by comparing with standards.

On the other hand, railway traffic can be represented by the number of passengers in stations and

trains. With the development of technology, the traffic volume data, which used to be acquired

through questionnaire or ticket count only, can be collected much more precise and convenient

through a lot of sensors. Over the past years, many researches have focused on utilizing tap-

in and tap-out information to analyze railway traffic as it provides the information of origin

and destination (OD) which can be directly used to estimate the traffic volume in each station

Asakura et al. [3], Pelletier et al. [29]. However, since train is separate from the smart card

system, utilizing smart card cannot acquire the route or train information directly. Kusakabe

et al. [19] develop a methodology to use smart card data to extract the exact railway travel

information of passengers including waiting time, timetable information, transfer information

and the service the user choose. Sun et al. [35] proposes an framework using Bayesian inference

method to assign passengers to railway network with OD pairs and cost information.

5
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In addition, there are some sensors that can indirectly reflect railway traffic at real time. Cameras

are the most widely used sensors in stations and trains that can be used to analyze the people

flows Prassler et al. [30] and laser-range scanner is proved to be a valid tool for tracking pedes-

trians in the work of Zhao and Shibasaki [43]. Recently, East Japan Railway(JR East) Company

provide an application for detecting the crowdedness at real time through weight measuring of

each car, marking that detecting traffic volume with these sensors can be applied to people’s

daily life.

2.2 Research on Traffic and Human Behavior Analysis Through

GPS Data

Though there are few research utilizing GPS data to analyze railway traffic, GPS data has been

widely used for analyzing road traffic as well as human behaviors.

An important field of traffic analysis using GPS data is road traffic prediction. The research

concerning traffic prediction can be divided into short-term prediction and long-term prediction

based on the temporal granularity of the data. The long term analysis of railway traffic is more

close to the issues of urban plan and always take other factors into consideration such as the land

use, population and economic status Mitchell and Rapkin [24]. On the other hand, short-term

traffic analysis is conducted through the analysis of traffic variances through some regression or

auto correlation models such as ARIMA Hamed et al. [15]. In recent years, with the develop-

ment of deep learning technology, some deep learning methods such as RNN, LSTM and CNN

are proved to be valid in dealing with sequential data. Zhang et al. [42] propose a grid-based

method for predicting in-flow and out-flow with deep spatial-temporal residential networks.

In addition, some research focuses on analyzing human behavior through GPS data. In these

kinds of research, the models are built by the training samples of each trajectory to find out

the patterns or mutual behaviors of the individuals. Fan et al. [12] propose a machine learning

model to predict the crowd behavior in the citywide level. Song et al. [34] utilize a deep learning

model to predict the location as well as traffic mode of the individuals.
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2.3 Research on Traffic Anomaly

The researches of traffic anomaly mainly focus on the road traffic. As these research methods

and themes can be applied to railway traffic to some extent, they are briefly introduced it in this

section.

The anomaly of road network can also be categorized into traffic congestion and traffic accidents.

There are a lot of researches concerning traffic congestion. Wen et al. [37] utilize the GPS log

data of taxis to statistically analyze traffic congestion changes around the Olympic games in

Beijing. Kaklij [18] propose a system to use some clustering and classification methods to detect

traffic congestion. In recent years,some researches also utilize deep learning methods to analyze

traffic congestion. Ma et al. [23] generalize the congestion problem as a binary classification

problem and predicts traffic congestion on each road link with the energy-based deep model

RNN-RBM.

On the other hand, traffic accident analysis deals with traffic accident data as well as the factors

that are considered to cause the accidents. Abdel-Aty and Radwan [1] models the traffic acci-

dents with different factors by a binomial probability distribution and estimate the parameters

through the accident cases. Chen et al. [8] utilize big GPS data as well as the accident data to

infer the accident risks of the area through a deep network.





Chapter 3

Methodology

3.1 Concept and Framework

The objective of this research is to use GPS data to represent railway traffic and detect the

anomalies of the number of railway passengers. In order to achieve this goal, we firstly general-

ize GPS trajectories and railway information to the data stored in computer with some specific

data structures, then an an intelligent system is proposed by using these big and heterogeneous

data to analyze railway traffic.

The data structures utilized in this research can be defined as follows:

Definition 1 (Trajectory Dataset and Trajectory Data): A trajectory dataset can be rep-

resented by T = {tr1, tr2, ..., tr

n

} where tr

i

refers to a trajectory record for one specific

passenger. A trajectory is made up of several GPS points which can be denoted by l

i

=

(uid, tid, pid, longitude, latitude, timestamp) where uid denotes the user id, tid denotes the

trajectory and pid is the sequence number of the point in this trajectory.

Definition 2 (Railway Network): A railway network can be denoted by a graph G(V,E) where

V is the set of nodes which represent railway stations and E is the set of links which represent

railway segments between railway stations. In this research, the railway link set is also denoted

by L with each link in denoted by L

i

.

Comparing to road network, railway network is sparse and the origin destination (OD) is fixed

to the station points. However, railway network has more information such as rail lines, service

types (local, rapid, express) and transfer information.

9



Chapter 3. Methodology 10

Definition 3 (Projection): In this research, the projection of one GPS point l
i

to the link L

i

can

be denoted by the point p
i

on L

i

where the distance from point l
i

to p

i

is the shortest among all

the points L
i

. Thus the distance from l

i

to L

i

can be calculated by the euclidean or great circle

distance from l

i

to p

i

as is shown in Figure 3.1.

FIGURE 3.1: Distance and projection specification

Definition 4 (Railway Network Distance): In graph theory, the shortest path of two nodes in a

network can be calculated by some graph algorithms such as Dijkstra Algorithm Dijkstra [10].

In this research, since railway network has a lot of semantic information, the shortest path of

two stations is computed through a multi-criteria Dijkstra shortest-path algorithm proposed by

Disser et al. [11] is adapted and utilized for computing the shortest path railway network so as

to take transfer and company information into consideration. The railway network distance of

two GPS points l
i

and l

i

+ 1 is regarded as the network distance of two projected points on the

network which can be calculated based on the shortest past between their nearest stations.

The framework of this system is demonstrated in Figure 3.2. The system has three main mod-

ules. The data preprocessing module matches the trajectories of railway passengers to the rail-

way network and interpolates GPS data into five-minute intervals. The pattern extraction module

utilizes a network kernel density estimation method to calculate the kernel density of passen-

gers on railway network to represent the crowdedness. The anomaly detection module mainly

utilizes machine learning and statistic methods to find out the segments with abnormal traffic

density.
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FIGURE 3.2: System Overview: the intelligent system utilize heterogeneous data to analyze
railway traffic and detect anomalies with three main modules

Three key techniques utilized in this research, which are respectively map matching, network

kernel density estimation and anomaly detection, will be introduced in the remaining of this

chapter.

3.2 Map Matching

3.2.1 Review of Map Matching Methods

Map matching is the problem of matching trajectory points into road networks. In this research,

map matching is the key component in data preprocessing module to acquiring railway infor-

mation like stations and rail line names from trajectories as well as reduce the accuracy error of

GPS.

3.2.1.1 Categories of Traditional Map Matching Methods

Traditional map matching methods are categorized into four classes in the work of Quddus et al.

[32]. Geometric analysis based map matching methods utilize geometry information to match

points into segments or nodes without taking topology into consideration Bernstein and Ko-

rnhauser [5], Greenfeld [13]. The topological based map matching methods take topological

features into consideration and can better discover the spatial patterns of road connectivity and
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region containment Yu [41]. The probability map matching methods Ochieng et al. [26] rep-

resent the errors of each GPS point with probability function and the GPS points are matched

to the road links with the maximum probability. Besides, other advanced approaches such as

Kalman filter and its extensions Yang et al. [40], particle filter Gustafsson et al. [14] and Fuzzy

theories Quddus et al. [31] have been developed. The advanced map matching methods aim at

get a more precise positioning output at the real time.

3.2.1.2 Feasibility of Traditional Map Matching Methods

In this research, as the GPS data is sparse and in low precision while the accessible route in

railway network is limited from origin to destination. It is much more important and feasible to

get the route information than the precise location. Thus the advanced map matching technology

is not suitable for this research. On the other hand, using geometry or topology information

only will cause some problems that the route choice may not be realistic for railway passengers

which is shown in Figure 3.3. In this figure, there is a trajectory contains three GPS points

and there are two candidate route for this trajectory which are respectively R1= lineA, or R2

= LineA,LineB, LineC, LineA. If the GPS points are matched to the nearest points, route

R2 will be chosen as Point2 is closer to LineB than LineA. However, it is obvious that the

trajectory should be matched to R1 as it is less likely for a passenger to transfer twice to the

same line. Thus, the map matching model for GPS trajectory data on railway should have a

higher probability to match the points based on their previous rail lines choice.

FIGURE 3.3: An example of the problem that use only geometry or topology information for
railway map matching. Here Point 2 is closer to Line B than Line A

In order to make map matching more accurate in sparse dataset and solve the problem men-

tioned above, this research utilizes a Hidden Markov Model based map matching method which

chooses the candidate links through the probabilities in section 3.2.2.
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3.2.2 Map Matching with Hidden Markov Model

Recently, Hidden Markov Model (HMM) is proved to be a valid approach for matching sparse

and low precision GPS data Lou et al. [21], Newson and Krumm [25]. In this section, we will

go through the concepts about HMM and the procedures of applying HMM on GPS trajectory.

3.2.2.1 Hidden Markov Model

Given Markov process is a stochastic process in which the outcomes at any stage are determined

by the outcomes of the previous stage, the Hidden Markov Model is a model in which the ob-

served data is organized as a Markov process with hidden states. Thus in HMM, the two basic

assumptions are as follows: on one hand, the observed data at any stage is assumed to be depen-

dent on the hidden state in that stage with an output probability distribution. On the other hand,

the hidden state at one stage is determined by the previous hidden state by a transition proba-

bility. Therefore, given the initial state denoted as P (S1), the transition probability P (S

t

|S
t�1)

for any hidden state S

t

acquiring from the transition matrix as well as the output probability

P (Y

t

|S
t

), the probability distribution of observations over the sequences can be determined.

3.2.2.2 HMM for Map Matching

For trajectory map matching using HMM, the visible output is the trajectory point, while the

hidden state is the road which the trajectory point belongs to. Thus the output probability can

be measured by the distance from the trajectory point to its projection in the railway line and

the transition probability can be measured by the network distance of two adjacent trajectory

points. The most probable route which the trajectory is matched to is the hidden state sequence

with the maximum product values of output probabilities and transition probabilities, which is

usually calculated by Viterbi algorithmViterbi [36].

A brief procedure for railway network map matching is as follows and is shown in Figure 3.4:

1 For each GPS point l
i

in a railway trajectory, loop the railway network to find out the

candidate rail lines L1,L2...L
n

within the searching radius.

2 For each candidate line, Calculate the output probability of l
i

matched to the line.
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3 From the first GPS point to the last GPS point. Calculating the transition probability of

the hidden states between the adjacent GPS points. For each state, the total probability

with the path from the first state to this state is the product of all transition and output

probabilities. Here, since the number of paths might be very large in some cases, to

reduce computation time, the Viterbi algorithm is iterated in each state to find out the best

path.

FIGURE 3.4: A visualization of HMM and Viterbi: in Viterbi algorithm, only the largest prob-
ability of current state will be saved to finding the best path.

3.2.2.3 Output Probability and Transition Probability in Map Matching

Output and transition probability are two fundamental factors to determine the map matching

result. In this work, the definition of these two probabilities are adapted from the work of

Newson and Krumm [25] with the following rules:

1 The output probability should be inversely proportional to the distance between the GPS

point and the potential rail lines it belongs to.

2 The transition probability between two adjacent hidden states should be proportional to

the accessibility of these two rail links.
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In this research, the output probability of a trajectory point l
i

matched to a railway link L

j

is

calculated through a Gaussian distribution as is shown in equation 3.1.

p(l

i

|L
j

) =

8
><

>:

1p
2⇡�

e

�0.5(
dliLj

� )2 when 0 < d

liLj

6 r

0 when d

liLj

> r

(3.1)

Where d

liLj

is the vertical distance from the trajectory point to the railway link and � is the

standard deviation of GPS measurements.

The transit probability from one hidden state s

liLj to the adjacent hidden state s

l(i+1)Lk
is cal-

culated through a normal score with the following conditions:

1 If L
i

and L

k

are in the same railway, the score will be set to 1.

2 if L
i

and L

k

are in different railways, the transfer cost c
i

k will be calculated which is

proportional to the number of transfer times and transfer companies, the length of transfer

distance and the ratio of route distance. d
pipi+1 and euclidean distance d

lili+1 where the

distance is introduced in 3.1.

3.3 Network Kernel Density Estimation

3.3.1 Preliminary

Network kernel density estimation(KDE) is an adaption of standard kernel density estimation

which is used for calculating the density of point events over network space. Network KDE

has been widely used in the analysis of traffic accidentsXie and Yan [39]. In this research, as

GPS data are matched to railway network, trajectories can be regarded as an activity through

the network, thus network kernel density can be utilized to analyze the distribution of the GPS

points.

Definition 1 (Lixel): Lixel is the basic linear unit for density estimation and prediction in our

system. A specific railway segment e
i

in the link set can be divided into several lixels denoted

by {l
i1,l

i2,...,l
in

}. These lixels share the same length except for the last lixel with the remaining

length. In network KDE, all point events are assigned to their nearest lixel and each lixel can be

represented as a tuple of (id, pointcount, density, geometry, lixelcenter) where lixelcenter

is the centroid of each lixel and is used for distance calculation.
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Definition 2 (Distance and Bandwidth): Instead of Euclidean distance, shortest-path distance

is measured in network KDE. The distance d

is

from lixel l
i

to lixel l
s

in network KDE refers to

the short-path length between these two lixelcenters and bandwidth is the maximum searching

distance.

Definition 3 (Kernel Function): Kernel function in network KDE is used for measuring dis-

tance decay effect. In this paper we choose Gaussian kernel function which is defined as:

k(

d

is

r

) =

8
><

>:

1p
2⇡

exp(� d

2
is

2r2 ) when 0 < d

is

6 r

0 when d

is

> r

(3.2)

Where r is the bandwidth.

Definition 4 (Kernel Density Estimator): An estimator is a function for estimating the kernel

density of point events. For network KDE, the estimated density at any point s can be calculated

by the following function:

�(s) =

nX

i=1

1

r

k(

d

is

r

) (3.3)

This value is proportional to the sum of point numbers multiplied by kernel function in all lixels

within the bandwidth of the target lixel.

3.3.2 Estimation Process

Given the definition mentioned above, we calculate network kernel density value within a time

period with the following steps:

1) Create a dataset of trajectory points by iterating each trajectory to find out the points within

the time period.

2) Divide the railway links into lixels and create a network of these lixels.

3) For each point in the dataset, iterate the lixel network to find out its nearest lixel. Count the

numbers of nearest trajectory points in each lixel as the value of pointcount attribute. The lixel

with one or more trajectory points are regarded as source lixels.

4) For each source lixel, calculate the shortest distance form the lixelcenter of source lixel to

the lixelcenter of its neighboring lixels within the bandwidth r.
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5) For each source lixel as well as its neighboring lixels, calculate a density value based on the

numbers of trajectory points, the network distances and Gaussian kernel function.

6) For each lixel within the searching bandwidth of any source lixels, sum the total density

values from different source lixels.

3.4 Anomaly Detection

In this research, the railway traffic density is assumed to focus on some regular observed pat-

terns. The anomalies (or sometimes called outliers) are the observation values which differ from

other observation values thus cannot fit the patterns. The Anomaly detection module aims to

extract the anomalies with kernel density values and explain the factors that cause these anoma-

lies.

In anomaly detection module, the input data can be denoted as a size(t) ⇤ size(m) matrix Y

where t denotes the time span of the dataset while m denotes the total lixel links generated in

network KDE module. Then the output of the anomalies should be a subset of t ⇥ m where

Y

tm

� Y

tmnormal

> � in which � denotes the threshold.

3.4.1 Review of Anomaly Detection

Anomaly detection on graph can be divided by two categories based on the input data format.

The origin-destination (OD) based anomaly detection methods aggregate the traffic flows into

each OD pairs while the link based method calculate traffic volume of each link. In this research,

link based anomaly detection methods are applied in anomaly detection module as network

kernel density is represented by the value in each link.

Patcha and Park [28] summarizes the technologies utilized in anomaly detection which are

respectively statistic based methods, machine-learning-based methods and data-mining-based

methods. In machine-learning-based methods, the author introduces some widely used mod-

els such as PCA, Bayesian network and HMM while in data-mining based methods while the

data-mining-based methods mainly aim at finding the associated patterns and clusters to ex-

tract the outliers. Huang et al. [17] classifies the anomaly detection of network traffic methods

into three representative classes based on the theory and the process which are PCA-based,

sketch-based(prediction-model-based) and wavelet-based methods. The author describes the
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prediction-model-based method as a kind of anomaly detection which utilizes some sequential

prediction models such as ARIMA or seasonal ARIMA to predict the traffic on links and com-

pare it to the ground truth value to find out the anomalies while wavelet-based method regard the

network traffic streams as signals and using signal processing methods to decompose the traffic

streams to different bands to find out the anomaly patterns. Besides, some researches try to use

heterogeneous data sources to extract and explain the outliers. Pan et al. [27] develops an sys-

tem utilizing GPS data to extract anomalies and mining the semantic meanings of the anomalies

through the geo-tagged SNS data.

In this research, two anomaly detection methods are utilized to extract the outliers which are

respectively based on PCA and prediction models. In the remaining of this section we will

introduce these two approaches in details.

3.4.2 PCA Based Anomaly Detection

3.4.2.1 Preliminary

PCA (Principal Component Analysis) is the procedure to project the observation data onto a

lower dimensional linear space (also named as principle axes or principle components) with the

least projection cost Bishop [6].

In PCA, the projection to each principal component is determined by the maximum variance.

For the first principle component, the projection is determined by the maximum variance of the

whole data as is shown in equation.

v1 = arg max kY vk (3.4)

For the kth principle component, it is determined by the maximum variance of the residual,

which is the differences of

v

k

= arg max

�����(Y �
k�1X

1

Y v

i

v

T

i

)

����� (3.5)

After conducting PCA to the dataset, the data will be projected to the new axes as the Figure 3.5

shows:
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FIGURE 3.5: An example of the function of PCA

3.4.2.2 Procedures of Anomaly Detection with PCA

The procedure of applying PCA to network anomaly detection is introduced in the work of

Lakhina et al. [20] which can be divided into the following steps.

1 Decompose the dataset into m principle components (axes).

2 Divide the axes into the components of normal traffic and abnormal traffic based on thresh-

old. The division process goes as follows: First, the process examines the projection on

each principal axis in order. If the projection of an axis contains a value which is larger

than 3� from the mean where � denotes the value of standard deviation, then this compo-

nent as well as the following components are marked as the abnormal components.

3 Inversely transform the projected values to the original dimensions and compare with the

observed value. This step generates a matrix of estimated normal railway traffic matrix

Y

n

.

4 Compare the estimated matrix with the observed data, filter out the data where the differ-

ence is larger than �
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3.4.3 Prediction Model Based Anomaly Detection

Prediction-model-based methods utilize the prediction model to predict new data through the

past observed data. In this research, the time series prediction model Seasonal ARIMA, which

is an enhanced sequence prediction model for data with seasonal features, will be applied to the

dataset for anomaly detection. ARIMA and Seasonal ARIMA as well as their usage on anomaly

detection will be introduced in the remaining part of this section.

3.4.3.1 Preliminary

Auto-regressive integrated moving average (ARIMA) is a regression model wildly used in se-

quential data forecast Box et al. [7]. In ARIMA, the forecast equation is built by three factors,

which are respectively auto-regressive(AR) factor representing the lags of the stationarized se-

ries for prediction, moving average(MA) factor representing the lags of the prediction errors,

and integrated(I) factor representing the rank of the difference to acquire a stable time series.

Thus an ARIMA model can be denoted by ARIMA(p, d, q) where p is the number of auto-

regressive terms, d is the number of difference orders to acquire a stable sequence while q is the

number of prediction errors in the forecast equation.

For a time series of Y1, Y2, .., Yt, ...Yn, for d = 1, the difference y

(1)
t

is calculated by Y

t

� Y

t�1

and when the difference rank is d, then the value of y(d)
t

is calculated by y

(d�1)
t

� y

(d�1)
t�1 .

For a differentiated time series, the equation can be denoted by the following equation:

b
y

d

t

= µ+ �1y
d

t�1 + ...+ �

p

y

d

t�p

� ✓1et�1 � ...� ✓

q

e

t�q

(3.6)

Where µ,� and ✓ are parameters to be estimated and e

t

is the error term which is sampled from

a normal distribution with zero mean.

The identifying of the values of p, d, q follows Box-Jenkins approach Box et al. [7] with several

rules which can be listed as follows:

1 The order of difference in an ARIMA model (d) depends on the autocorrelation result

and the standard deviation values. if the series has a positive value of autocorrelation

out to a high number of lags, then it is more likely that the model needs a higher order
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of difference. When the autocorrelation is zero or negative, then there is no need for a

higher order. The optimal value of order is the order at which the standard deviation of

the sequence is the lowest.

2 The value of p and q should be inferred from the auto-correlation function (ACF) and

partial auto-correlation plots (PACF). ACF can be denoted by the equation

R(r) =

E[(y

t

� µ)(y

t�r

� µ)]

�

2
=

Covariance(y
t

, y

t�r

)

Variance(y
t

)

(3.7)

where r represents the lag, µ is the mean of the sequence while � is the standard deviation

of the sequence. PACF is defined by as the conditional correlation between y

t

and y

t�r

on the values between these lags and can be denoted by the equation

R(r) =

Covariance(y
t

, y

t�r

|y
t�1, yt�2...yt�r+1)

Variance(y
t

|y
t�1, yt�2...yt�r+1)(Variance(y

t�r

|y
t�1, yt�2...yt�r+1))

(3.8)

The rules of determining p and q goes as follows: if the PACF of the differenced series dis-

plays a sharp cutoff then the indicated value of p should be the lag at which the PACF cuts

off, while if the ACF of the differenced series displays a sharp cutoff then the indicated

value of q should be the lag at which the ACF cuts off.

Seasonal ARIMA is an enhanced ARIMA model which takes the periodical information into

consideration. In SARIMA, the model is divided into two parts which represents respectively

the seasonal features and non seasonal features. Given the period of the dataset as s, then

the seasonal ARIMA model can be denoted as ARIMA(p, d, q) ⇥ (P,D,Q)

s

where P,D,Q

denotes the seasonal AR, I, MA factors respectively. Seasonal difference data is similar to the

non-seasonal one, except for that t� 1 should be changed to t� s.

The identifying of seasonal parameters can be listed as follows:

1 The order of seasonal difference D should be set to one if the seasonal pattern of the

dataset is stable, however, the D should be no more than one and the total value of D+ d

should be no more than two.

2 P term should be added If the autocorrelation of the appropriately differenced series is

positive at lag s while the Q term should be added if the autocorrelation of the differenced

series is negative at lag s.
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The evaluation of the order choice can be done by comparing AIC values of the models in

different models. AIC stands for Akaike information criterion, which is a measure of the relative

quality of statistical models Akaike [2] and can be represented by the following equation.

AIC = 2k � 2ln(

ˆ

L) (3.9)

Where k is the number of estimated parameters and ˆ

L is the maximum likelihood value of the

likelihood function for the model. The model with minimum AIC value has the least information

loss thus is better than other models on fitting the data and keeping the simplicity of parameters.

Another important method for evaluating the model is LjungBox Q test. Ljung-Box Q test is

used to measure whether any groups of autocorrelations in a time series are different from zero,

which can be detonated by the equation 3.10

Q(m) = n(n+ 2)

mX

j=1

r

2
j

n� j

(3.10)

where n is the sample size, r
j

is the autocorrelation value at lag j and m is the total number of

lags. Since the models of ARIMA and seasonal ARIMA assume that the errors that the model

fitting data should be identically and independently distributed from each other (also called

white noise), thus the probability of the error distribution should accept the null hypothesis of

Ljung-Box Q test.

In a sequence prediction model there are two types of prediction distinguished by the predic-

tion data which are respectively in-sample prediction and out-of-sample prediction. In-sample

prediction predicts a sub sequence of the total sequence that trains the model while out-sample

prediction predicts the value of the different sequence. For in-sample prediction, the observed

data can be used to correct the predicted data dynamically, which make the prediction much

more precise. Figure 3.6 shows the prediction result of the same sequence with in-sample and

out-of-sample prediction.

The performance of prediction model can be evaluated through Root Mean Square Error(RMSE)

which is denoted by the following equation:

RMSE =

vuut 1

N

NX

i=1

(Y

i

� ˆ

Y

i

)

2 (3.11)

Where ˆ

Y

i

is the predicted value and ˆ

Y

i

is the ground truth data.
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FIGURE 3.6: The comparison of two prediction types. In this figure, the data size for in-sample
prediction is 500 with the prediction size 30, while the data size for out-of sample prediction is

470.

3.4.3.2 Procedures of Anomaly Detection with Prediction Models

When applying the prediction models to anomaly detection. At first the parameters of the model

should be fit by the training dataset. Then the model will be used to predict the subsequent

valuesof the sequence data. The anomaly is detected by determining whether the observed value

is in the prediction interval. The data out of the prediction interval will be regarded as the

anomalies.
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Experiment

4.1 Heterogeneous Data Sources

In this research, data from heterogeneous data sources are collected for analyze railway traffic

which include the railway network, GPS trajectories as well as daily passenger number of each

station which will be introduced in details in the remaining of this section.

4.1.1 Railway Network

Railway network is collected from National Land Numerical Information (NLNI) and adapted

by Kanasugi et.al in the work of Hiroshi et al. [16]. The adaptation includes simplifying railway

network and adding topology information of transfer stations. The data of railway network links

and nodes are stored in the same table of a PostgreSQL database with the spatial extension of

PostGIS. The data dictionaries of railway links and railway stations are respectively shown in

Table 4.2 and 4.2. The total number of links in the table is 13472 with 3281 transfer lines and

the total number of railway stations is 10791.

4.1.2 GPS Trajectories

GPS trajectory data are collected based on a huge volume of raw GPS records from August 1,

2010 to July 31, 2013 provided by a mobile operator and a private company. The total number

of GPS records is about 30 billions. The total data size of the GPS trajectory is 1.5 TB and is

stored as files in a portable HDD and sorted by users.

25
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TABLE 4.1: Data dictionary of railway links

Name Specification
linkid Primary Key, the unique identification of the railway network ta-

ble
comp code The company code of the railway lines. Null for transfer line. ID

is the same as NLNI
comp name The name of railway companies, a combination of two companies

for transfer line
line code The code to identify each railway line, -1 for transfer line
line name The name of railway lines, a combination of two companies for

transfer line
source station code The origin (tail) station of each link, the code is the foreign key

of railway station table
target station code The target (tail) station of each link, the code is the foreign key of

railway station table
length The length of the link
geom The geometry information of railway links

TABLE 4.2: Data dictionary railway stations

Name Specification
station code Primary Key, the unique identification of the railway stations
comp code The company code of the railway stations
line code The code of the railway line the station belongs to

station name The name of the railway station
station group A column crated for storing topology information, the stations in

the same group can be transferred to each other
geom The geometry information of railway stations(points)

In the GPS files, each row represents an GPS trajectory and a preprocssing is conducted by

the the work of Witayangkurn et al. [38] to utilize buffer and speed limitation to classify a

GPS trajectory into one traffic mode among walk, train, bus, car and stay. The accuracy of the

trajectory marked as train is up to 97.72%. The data dictionary of GPS trajectory is shown in

Table 4.3.

4.1.3 Daily Passenger Number of each Station

This data is utilized to validate GPS data and map matching method. The data is acquired from

NLNI in the format of shapefile. In this data, the passenger volume is counted by each station

of different companies. The detailed specification of utilizing this data is introduced in the

appendix.
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TABLE 4.3: Data dictionary of GPS trajectory

Name Specification
user id The code to identify each user

trajectory id The trajectory id of each user
date The date of the trajectory

traffic mode The traffic mode generated by the work of Witayangkurn et al. [38]
trajectory The GPS points of a trajectory

4.1.4 Test Area

In this research, the experiments are conducted among a subset which contains the GPS trajec-

tory data in the whole year of 2012 in great Tokyo area.

The visualization of the railway network, station data, and a sample of GPS points in the test

area is shown in Figure 4.1.

FIGURE 4.1: Visualization of the railway network, station data, and a sample of GPS points

4.2 Experiment of Preprocessing Module

In the module of preprocessing. The data is preprocessed by mainly three steps. Firstly the data

is filtered and pruned to reduce the computation volume and improve data precision. Then the

HMM map matching method is conducted to the data to acquire the railway information as well

as project the points to the rail lines. Finally, the lost data in each trajectory are interpolated to

make the trajectory more completed.

Data Filtering and Pruning As the whole GPS trajectory is too much to analyze and the work of

Witayangkurn et al. [38] shows a high accuracy of identifying railway trajectory. In this exper-

iment, the trajectory data is firstly filtered by the traffic mode to keep only the GPS trajectory

with the mode of train.
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As human movement is consequent. A trajectory of train may include some redundant GPS

data before or after the railway travel. In the experiment, these data are filtered by the estimated

speed and the direction information with the adjacent GPS points.

4.2.1 Map Matching

The map matching code is written in Java with multi-thread to improve the the map matching

speed. The output of map matching model consists of three parts: the route on railway network,

the origin, destination and transfer information and the new GPS location projected to railway

network.

The total success rate of the map matching method is around 97.86% which is near to the es-

timated accuracy of 97.72% in the work of Witayangkurn et al. [38]. Some failures can be

attributed to three main factors:

1 The adjacent GPS points are too far from each other without intermediate points. This

often happens when the origin and destination are near the airport which indicates that the

user travels by air instead of by train.

2 The adjacent GPS points belong to different railway system and there is no optimal route

between it. This often happens when the sequential points belong to Shinkansen as well

as the normal trains. It is also a wrong classification of other traffic modes like cars or

bikes.

3 The topology information is wrong or lost in the railway network. Though the railway

network data has been improved in these years and I have fixed some topology problems

by myself including deleting and adding lines and modify the network, it still need to be

improved in the future.

4.2.2 Data Interpolation

As GPS data suffer from signal loss, in order to acquire more precised trajectory data, data

interpolation is conducted to simulate the lost data.

In this experiment a linear interpolation method through railway network is utilized on the route

data generated from map matching. After interpolation, the time span between two adjacent GPS
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point in all trajectories is kept to around five minutes. Figure 4.2 and 4.3 show an example of map

matching and data interpolation as well as comparison between raw data and the preprocessed

data.

FIGURE 4.2: An example of map matching and data interpolation

FIGURE 4.3: An comparison of the raw data and preprocessed data
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FIGURE 4.4: Regression plot of GPS data and passenger numbers

4.2.3 Evaluation and Statistical Analysis of Map Matching Results

4.2.3.1 Evaluation of Analyzing Railway Traffic Through GPS Data

In the research, as the kernel density estimation and anomaly detection is conducted GPS data,

it is necessary to validate that the GPS data and map matching result can be utilized for traffic

analysis. Here we randomly choosing five days and count the average daily numbers of each

station that is a origin, destination or transfer station in one trajectory. The result is compared

with the daily passenger number from NLNI.

Figure 4.4 shows the regression plot of these two data. The correlation coefficient of these two

data is 0.832, the rank correlation coefficient is 0.908 and both of the p-values are less than 0.01,

which shows that these two data are highly correlated, thus GPS data can be applied to analyzing

railway traffic.

4.2.3.2 Statistical Analysis of Map Matching Results

A brief statistical analysis is conducted on the result of map matching. During 2012, the map

matching extracts 580,207 users that can be regarded as the railway passengers in the data set

and the total trajectory number of railway passengers is around 53.7 million. For each user,
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FIGURE 4.5: Histogram of trajectory number, line number and O-D number per user

the trajectory numbers, line numbers and station numbers are calculated. Figure 4.5 shows

the histograms of the trajectory numbers, route numbers and OD station numbers. From the

plots, it can be concluded that the trajectory numbers of most of the ZDC users are less than

10 and the numbers of lines and OD for each users also tend to be sparse in the whole datasets.

Which indicates that the traffic routes for each railway passenger tend to be fixed in their daily

lives. In addition, the percentage of trajectory on weekdays is 77.1%, which is larger than the

ratio in uniform distribution (71.4%), showing that human behavior of railway transportation

is more frequent in weekdays than in weekends and one possible explanation is that railway

transportation plays an important role in people’s commuting in Tokyo.

4.3 Experiments of Network Kernel Density Estimation

4.3.1 Parameter Settings

In the experiment, since the interval of GPS point is five minutes, network kernel density is cal-

culated every five minutes to make sure that each GPS point of one GPS trajectory is calculated

once in kernel density estimation. After testing some candidates of the parameters, the lixel size

is set to 300 meters while the bandwidth is set to 1000 meters. To smooth the result of kernel

density and simplify the result. the average kernel density of each thirty minutes is calculated in

each day from 6:00 to 23:00.

4.3.2 Visualization and Discussion

Figure 4.6 shows four kernel density maps of central Tokyo which are respectively from 6:00 to

6:30, 9:00 to 9:30, 14:00 to 14:30 and 22:30 to 23:00 from the upper left to the lower right. The

figure indicates that the links with high kernel density values are mainly near the transportation
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junctions, such as Shinjuku, Shibuya and Tokyo, which seem to always have high kernel density

values. However, compare the density map around 6:00 with the map around 9:00, the kernel

density maps obviously describe the movement of the commuters who live in outer Tokyo that

the stations with highly density values transferred from the large stations in outer Tokyo to that

in inner Tokyo.

FIGURE 4.6: Four kernel density maps to visualize the kernel density values at different time

Figure 4.7 compares the line charts of kernel density values in a whole week in two links.

The links chosen in this research is Kanamachi and Ueno, which are respectively represent the

residential area and the transportation junction. As the figure indicates, both of the density

sequences show the periodical patterns and it is clear that the kernel density pattern varies from

weekdays and weekends in both of the stations. However, in residential area, there are no

obvious peaks in weekends and the density value seems to be more fluctuated from time to time

and the total volume decreases drastically, while in transportation junction, the density value is

more stable at weekends and shows a higher volume of traffic in daytime than the weekdays

except for the rush hours. In addition, at weekends, though the seqential patterns are similar on

Saturday and Sunday, the traffic volume on Saturday is larger than Sunday.

In addition, the kernel density value of these two links in a holiday are tested on the golden week
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FIGURE 4.7: Kernel Density of the lixel near Kanamachi and Ueno in a normal week

FIGURE 4.8: Comparison of statistics

and the result is shown in Figure 4.8. The figure indicates that except for May 1st and May 2nd

which are not statutory holidays and the kernel density patterns are more like weekdays, other

days during the golden week share the same sequential patterns with the weekends.

4.4 Anomaly Detection

In this research, the feasibility of the three anomaly detection methods are tested by different

types of anomalies.

4.4.1 Anomaly Data and Training Datasets for Feasibility Test

As the anomaly can be divided by events and accidents on weekdays or weekends (holidays).

In this experiment, several different types of anomalies listed in Table 4.4 are used to test the

anomaly detection methods. As the previous research shows that the feature of kernel density
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TABLE 4.4: A test data set for different kinds of anomalies

Date Station Location Cause Severity Train Dataset(PCA
and Prediction)

2012-08-10 Fri
(whole day)

Tokyo Big Site Comiket Around 200,000
visitors per day

2012-7-20⇠2012-
8-20(weekdays)

2012-04-02
Mon (around
21:05)

Nishi-Nippori Human Ac-
cident

Around 37,000
passengers get
influenced

2012-03-10⇠2012-
04-10(weekdays)

2012-06-19 Tue
(whole day)

Whole Tokyo Typhoon Unknown 2012-06-05⇠2012-
07-05(weekdays)

2012-07-28 Sat
(18:00 ⇠ 20:00)

Near Sumida River Firework
Festival

Around 500,000
visitors per day

2012-06-01⇠2012-
09-01(weekends)

volume varies in weekdays and weekends and holidays share the similar features with weekends,

in this research, the dates are divided into two types by weekdays and weekends for training

anomaly detection models.

Different kinds of datasets are provided for different anomaly detection approaches. For statistic

based approach, the training dataset D(i, t) for each link i and time t can be represented by

d(i, t)

day1, d(i, t)day2, d(i, t)dayn for weekdays and weekends(include holidays) respectively.

For PCA and prediction model based approaches, the training dataset is the whole data of the

adjacent 20 days with the same type.

4.4.2 Anomaly Detection with PCA

4.4.2.1 Parameter Setting and Anomaly Detection Procedures

In PCA, the component number is defined by the explained variance ratio. Figure 4.9 shows the

variance ratio of the test samples.

As is shown in the result, 94.3% of the variance can be explained in the first eight dimensions.

Among these dimensions, the dimensions represent normal traffic and abnormal ones can be

divided through the condition that if in the dimension there are data which meets that , then the

following components are all represent anomalies. Figure 4.10 shows the graphs of the normal

dimension and abnormal one.

After inversely transforming the normally projected data to the original axes, the estimated

data is compared to the raw data and the data with differences more than � is extracted. In

this experiment, the threshold � is defined by 3 ⇥ � where � is the standard deviation of the
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FIGURE 4.9: Variance ratio of each principle component

FIGURE 4.10: Comparison of abnormal and normal principle components (left: abnormal,
right: normal)

differences of each link. Then the index of every anomaly data is acquired by looping over the

whole data to compare their differences with the normal data.

4.4.2.2 Anomaly Detection Results and Discussions

The anomalies can be grouped and visualized by links which is shown in Figure 4.11.

The figure indicates that PCA can find out the anomalies in different datasets. It has a good

performance to detect the big events such as Comiket and firework festival. However, it fails

to detect the anomaly of Typhoon and railway accident, the failure of detecting typhoon may

have the possible explanation on that the anomaly of Typhoon chosen in our dataset has little
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FIGURE 4.11: PCA Anomaly detection results of four datasets

influence on railway traffic (there is nearly no information about railway delay in that day as a

matter of fact) or PCA is difficult to find out the citywide anomalies that last for a long time.

While the failure of detecting a sever railway accident may lie in that the number of passengers is

not large enough or the time span of one kernel density value is too large to analyze an accident.

In addition, the result of anomalies in each dataset shows that PCA tends to simulate the normal

density value with a low peak, thus in some datasets, the peak kernel density values are extracted

in several days even if these peaks seem to be regular ones.

4.4.3 Experiment on Prediction Model Based Anomaly Detection

In this section, we test different parameters on seasonal ARIMA model and build an optimal

model with the result of evaluation. Then the optimal model is utilized for anomaly detection.
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TABLE 4.5: Comparison of Different Models

Parameters AIC RMSE Q test Probability
(0, 1, 0)⇥ (0, 1, 1)34 505.192 0.388 <0.01
(0, 1, 0)⇥ (1, 1, 0)34 606.071 0.424 <0.01
(1, 0, 0)⇥ (0, 1, 1)34 285.137 0.279 0.01
(1, 0, 0)⇥ (1, 1, 1)34 286.982 0.276 0.13
(3, 0, 0)⇥ (0, 1, 1)34 259.267 0.265 0.78
(4, 0, 0)⇥ (0, 1, 1)34 261.247 0.267 0.78

4.4.3.1 Parameter Settings and Model Selection

As is introduced in Chapter 3, seasonal ARIMA model can be represented by ARIMA(p, d, q)⇥

(P,D,Q)

s

. The parameters in these model can be listed as follows:

1 As for each day, there are 34 kernel density values in each link for anomaly detection, so

the period denoted by s for the dataset is 34.

2 The difference order d and D should be set to ensure the stationarization of the sequence.

Here, the d and D can be defined by visualization through the data and the measurement

of stationarization can be realized through the Dickey-Fuller test Dickey and Fuller [9]. In

this experiment, we test three kinds of diffrencing orders, which are respectively one order

difference (0, 1, 0)⇥ (0, 0, 0), one order seasonal difference (0, 0, 0)⇥ (0, 1, 0) as well as

one order difference with one order seasonal difference (0, 1, 0)⇥ (0, 1, 0). The Dickey-

Fuller test result of all three sequences show a p-value less than 0.01, which indicates that

all of the sequences are stationarized.

3 The terms of AR and SAR (p and P ) is identified by PACF and the terms of MA and

SMA (q and Q) is identified by ACF. Figure 4.12 shows the ACF and PACF of the three

sequences. The parameters should be set to the lag where a sharp cutoff happens.

After judging from the figures, different tuples of parameters are tested to build the model, then

the models with different parameters are utilized to predict the kernel density values. In this

experiment, the test sequence data is randomly chosen in some links from the total kernel density

values. The Table 4.5 shows the model performance under the indicators of AIC, RMSE and

Ljung-Box Q test in different parameters. The result shows that ARIMA(3, 0, 0) ⇥ (0, 1, 1)34

model is the optimal model for predicting density values.
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FIGURE 4.12: ACF and PACF of differenced sequences

FIGURE 4.13: Seasonal ARIMA Anomaly detection results of four datasets
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4.4.3.2 Anomaly Detection Results and Discussions

The result of anomaly detection via seasonal ARIMA is demonstrated in Figure 4.13. The

result of anomaly detection with seasonal ARIMA is similar to the PCA result as it detects the

anomalies in Comiket and firework festival as well and fails to extract the patterns representing

a railway accident or typhoon. Comparing to PCA anomaly detection, seasonal ARIMA model

marks more kernel density values as anomalies especially those with a smaller value than the

observed data and is more sensitive to a sharp curve of value change, which can be proved

by the prediction interval during Comiket where the bound of the interval is more closed to the

observation data than the normal value in PCA model. This is because that seasonal ARIMA not

only takes the periodical patterns into consideration but also predict the value using the values

from nearby lags.

4.4.3.3 Causes of Failures: A Further Exploration

In order to make out whether the failure for detecting railway accidents is by chance or not, we

test our model in other human accident cases. Unfortunately, till the submission of this thesis,

we still cannot find out an accident case that can be successfully detected through our model.

The main factor lies in that there is little difference between kernel density value during those

accidents and the normal ones. This may result from a lot of factors. First of all, the kernel

density is represented by an average value of each 30 minutes, which reduces the significance of

the value. Besides, the data volume of GPS data might be not enough for detecting such kinds of

anomalies. Though from the reports we can find that one case of railway accident may influence

30,000 passengers or more, however since railway transportation system is very complicated, the

30,000 passengers may not be gathered in the station where the accident happens but distributed

sparsely among the railway network, which may not be reflected from the traffic volume of one

station or one railway link (the case of an accident is totally different from that of some big

events where people are gathered in some specific stations). In addition, since this research

doesn’t track each car, it cannot distinguish the kernel density of the running car in one link to

the ones that stopped in the same link due to an accident, thus make it difficult to be applied to

the anomaly detection of some short time emergencies.





Chapter 5

Conclusions and Future Work

5.1 Conclusions and Discussions

In this research, a system is proposed to utilize GPS data to analyze railway traffic. The result

of the experiment indicates that the system is valid to analyze railway traffic and is feasible

to detect some of the anomalies. Comparing to other research, the main contribution of this

research is as follows:

• Big and heterogeneous data: this system utilizes heterogeneous data from multiple data

sources which includes the railway network data and GPS trajectories.

• Network based data analysis: this research is conducted through railway network, which

is a more precise description of the real world than grid-based researches.

However, there are some aspects where the researches should be improved, which can be listed

as follows:

1. Timetable is not available in this research while it is very important for railway traffic

analysis.

2. The evaluation of map matching lacks the ground truth data thus the percentage of recall

is not calculated in this research even though it is a very important indicator.

3. In anomaly detection module, only the feasibility of anomaly detection models are tested,

while the detection precision and accuracy is not measured as the ground truth data is not

available.

41
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5.2 Future Work

The future work of this research will focus on two aspects. On one hand, the data generated in

this research such as the origin and destination information, the statistical result of the railway

network as well as the interpolated GPS data will be utilized in the future research such as the

analysis of passengers’ route choices and the subsequent behavior after getting off the train. On

the other hand, the current methods used in this research are required to be improved. Firstly,

the prediction model would be improved to use some machine learning and deep learning tech-

nologies. Besides, the pattern of the anomalies will be extracted to further understand the the

abnormal situations.



Appendix A

Additional Specification for Data

Preprocessing

A.1 Tools developed for this research

Manual interpretation tool: In this research, as there are some trajectories that are failed to

mark as railway passengers, to identify these points, a simple browser tool is created to visualize

a trajectory on AWS server. The URL is http://s3-ap-northeast-1.amazonaws.

com/xiageodata/showPts.html.

API for real-time GPS map matching: Since the code of map matching and kernel density

estimation is written in Java while the code for some data preprocessing and anomaly detection

is written in Python. Here an API is created for map matching GPS data with the trajectory

inputs. This server application is built by Java with the application of Glassfish. The URL

format of this API is as follows:

https://hostname:portname/test_gf_war_exploded/ipuc?track={track_

input}

An request With the parameters of GPS trajectory returns a matched trajectory and the railway

information.

These tools will be improved in the future works too.

43
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FIGURE A.1: Visualization of the number of passengers in Ueno. The table indicate that the
number of passengers is calculated only once for the lines in the same company.

A.2 Matching Data from NLNI to our data set

This work is conducted for evaluating GPS points and map matching result with the passenger

number data received from NLNI. As NLNI and our railway data set have different naming

and code system, it is difficult to match these two data set by the attributes. To overcome this

problem, spatial join method is used to get the nearest railway station point in our data set for

each station data of NLNI. In Tokyo area, the number of station points is 1828, and the spatial

matching accuracy is around 92.7%. The failure lies in that some stations are too close to each

other to distinguish.

In NLNI data, the number of each station of the same company is calculated once, which means

that the passenger number of some stations in some stations are marked with with zero if there

are more than one line transferred in this station. As is shown in Figure. Besides, in Japan, some

rail lines have the system of direct service and sometimes several companies share the same

ticket gate, thus in some stations the passenger number calculated only once even in different

companies.

Here to solve this problem. The topology information of the station is utilized to group the

same station of different companies. For both data from NLNI and GPS trajectory, the statistical

analysis is conducted on a station group level.
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