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1. Introduction 

The discovery of high-Tc oxide superconductors 1 has been attract­

ing great interest in the study of correlations among two-dimensional 

electrons2 •3 •4 •5 The two-dimensional Hubbard model is the simplest one 

for theoretical studies. We will consider it in this Thesis expecting that it 

already contains the essence of the strong correlation of electrons. Tn spite 

of its simplicity, we know little about the nature of the electrons described 

by the Hubbard model except for the half-filled case where the system is 

an antiferromagnetic insulator. In this case charge fluctuations are com­

pletely suppressed at low-energy excitations and the system is effectively 

described only by spin degrees of freedom (the Heisenberg hamiltonian); 

spin and charge degrees of freedom are separated completely. In other 

words the system is renormalized into the strong-coupling limit for non­

zero values of interaction where the charge density is frozen but the spin 

can move by exchange processes without changing the charge density. In 

contrast it is very difficult to discuss the cases for general fillings. For 

other dimensions we can say something conclusive in the limit of low­

electron density; the system is the Luttinger liquid6 corresponding to 

the strong-coupling limit in lD and the Fermi liquid7 corresponding to 

the weak-coupling limit in 3D. In 2D the existence of a subtlety even in 

the limit of low electron density was pointed out by Anderson 8
•
9

•
10

•
1 1 

•
12 

and he concluded that the system was the Luttinger liquid. In the Fermi­

liquid ground state the momentum distribution function, n(k), has ajump 

at k = kp; n(kF- O)- n(kp + 0) = Zk" (0 < Zk" < 1). Here Zk" is the 

quasi-particle weight at the Fermi energy. In the Luttinger-liquid ground 

state Zk" vanishes where an elementary excitation is not described by 

an electron but a spinon (collective spin excitation) and a holon ( collec-



tive charge excitation). There occurs the spin-charge separation. Such a 

possibility in 2D deserves a serious consideration. 

The central issue of this Thesis is to study whether the ground state 

of Lhe two-dimensional electron system described by the Hubbard model 

in the limit of low-electron density is the Luttinger liquid or the Fermi 

liquid. We investigate it based on the t-matrix approximation, which is to 

be jusLified, within the conventional many-body theory. The strategy is 

as follows. First we obtain the analytic expression for the t-matrix. Then 

we establish the analyticity of the t-matrix and thus that of the electron 

self-energy. With the help of this analyticity we determine the energy 

dependence of the real part of the self-energy through the direct calcu­

laLion of the imaginary part of the self-energy by the Kramers-Kronig 

relation. The real part determines the quasi-particle weight at the Fermi 

energy which serves as a criterion to distinguish the Fermi liquid from 

the Luttinger liquid. 

2 

The organization of this Thesis is as follows. 

We will review the Fermi- and Luttinger-liquid concepts briefly in 

the next chapter and the Anderson's scenario in the following chapter. 

In Chap.4 we will carry out a perturbative analysis in terms of the inter­

action first and then show that the t-matrix approximation, the particle­

particle ladder approximation up to infinite order in the interaction, can 

be formulated as the low-density expansion even in 2D. Then we will 

study the analytic properties of the t-matrix in detail and determine 

the quasi-particle weight at the Fermi energy in this approximation in 

Chap.5. Higher order contributions in the low-density expansion based 

on the t-matrix approximation will be examined in Chap.6. In Chap.7 

we will extend the t-matrix approximation to the case of an attractive 

interaction. A summary will be given in the final chapter. 

3 



2. Fermi Liquid and Luttinger Liquid 

In this chapter we briefly review the concepts of the Fermi liquid 

corresponding to the weak-coupling limit and the Luttinger liquid corre­

sponding to the strong-coupling limit. 

The Fermi-liquid state has a finite overlap with the non-interacting 

state. In the non-interacting state the single-particle Green's function is 

given by 
Go(k,c) =1/[c + J.lo- fk + i·sgn(fk -Ito)] 

=1/[c- (k + i·sgn((k)], 
(1) 

where fk is the band energy, the energy, c, is measured from the chemical 

potential, J.lo = fkF> which defines the Fermi momentum, kp, and (k := 

fk - fkp. For interacting electrons the Green's function is modified by 

the self-energy, E(k,c), (sgn[ImE(k,c)] = -sgn(c)) and given by 

G(k,c:) =1/[c + J.t- fk- E(k,c)] 

=1/[c- (k- E(k,c)], 
(2) 

where c is measured from the renormalized chemical potential, J.l = J.lo + 
E(kp,c: = 0) , and E(k,c) = E(k,c)- E(kp,€ = 0). It should be noted 

that ImE(k,e) = ImE(k,c) because E(kp,€ = 0) is a real energy shift. 

The Fermi surface is defined by 

(3) 

for non-interacting electrons and 

J.t- fk- E(k,c: = o) = o (4) 

for interacting electrons. The Luttinger sum rule says that the total 

number of electrons, which is invariant under the introduction of an in­

teraction, is given by a number of momentum states enclosed by the 

4 

Fermi surface. For the case with spherical symmetry the Fermi momen­

tum for non-interacting electrons, kp, also defines the one for interacting 

electrons; the volume enclosed by the spherical Fermi surface is invariant 

under the introduction of the interaction so that kp is invariant. In this 

case the shift in the chemical potential is cancelled by the contribution 

from anomalous diagrams13 where the same state appears as both a par­

ticle and a hole. In the absence of the spherical symmetry, for example, 

in the case of electrons with s-wave interaction in an anisotropic band, 

the Fermi momentum depends on the direction in the momentum space, 

!1, and the Fermi surface deforms by the introduction of the interaction; 

(5) 

where k~(fl) and kp(fl) are the Fermi momentum with and without 

interaction, respectively. In this case the cancellation between the shift 

in the chemical potential and the contribution from anomalous diagrams 

are broken in general. Even in this case the volume enclosed by the Fermi 

surface is conserved under the introduction of the interaction. 

The full Green's function for low energies near the Fermi surface is 

divided into two parts, the contributions from the singular function of 

the quasi-particle pole, Gqp(k, c), and the non-singular function of the 

incoherent part, G;nc(k, c:); 

G(k,c:) = Gqp(k,c:) + G;nc(k,c) (6) 

where 

c (k ) - zk 
QP '€ - c• +. (C•) €-,k J·sgn 'k 

(7) 

and 
a -zk = [1- &ReE(k,c-+ 0)] I (8) 

5 



With ~k = vj,(k-kF) andvj, = ZkF[fJEkjfJk(k-->kF)+fJ'f.jfJk(k-->kF,e--> 

0)]. Here Zk is the quasi-particle weight and the measure of the overlap 

between the interacting and the non-interacting states. zk appears in 

the momentum distribution function given by 

J
oo+;o de 

n(k) = ---cG(k,e). 
-oo+iO 211"1 

(9) 

For non-interacting electrons 

n(k) = O[kF- k] (10) 

as shown in Fig.l. For interacting electrons 

J
oo+iO de 

n(k<kF)=Zk+ -
2 

.Ginc(k,e) 
-oo+iO 1fl 

(11) 

and 

J
oo+iD de 

n(k > kF) = -
2 

.Ginc(k,e). 
-oo+iO 'lrl 

(12) 

Thus 

n(kF- 0)- n(kF + 0) = Zkp· (13) 

In the Fermi-liquid state zkF is finite (0 < zkp < 1) where n(k) has a 

jump at k = kF of Zkp as depicted in Fig.2. The non-interacting electrons 

corresponds to ZkF = 1. In the Luttinger-liquid state (ever realized only 

m 1D) ZkF vanishes (Zkp = 0) where n(k) is continuous at k = kF 

as depicted in Fig.3. ZkF = 0 means that an electron is no longer a 

good excitation of the Luttinger liquid once an interaction is introduced. 

Tn known 1D case an elementary excitation is a spinon (collective spin 

excitation) and a holon (collective charge excitation). By tak ing these 

excitations as a basis, the zeroth-order fixed-point hamiltonian for 1D 

Hubbard model is given by 

(14) 

6 

where b!q and b!q are the bosonized representations of the collective spin 

and charge excitations with velocities v, and Vc, respectively. Here occurs 

the spin-charge separation. Not only in the Fermi-liquid state but also in 

the Luttinger-liquid state the Luttinger sum rule holds. Reflecting this 

fact the derivative of n(k) diverges at k = kF in the Luttinger liquid 

state. 

The long-distance and long-time physics in the Luttinger-liquid state 

is governed by spinons and holons which have gap less linear dispersions. 14
•
15 

The behavior of the thermodynamic quantities in the Luttinger-liquid 

state can not be distinguished from that in the Fermi-liquid state; the 

compressibility, K, the susceptibility, x, and the specific heat, "f, are given 

as follows 
1 1 

K ()( -, X()( -, 'Y ()( - + -. 
Vc v, Vc v, 

(15) 

The difference is seen in the correlation functions; for example, the elec­

tron Green's function, G(r, t) =< 4(r, t)c.,(O, 0) >, the charge density 

correlation function, N(r, t) =< n(r, t)n(O, 0) >, with n(r, t) = n1(r, t) + 
n 1 (r, t), and the spin density correlation function, S(r, t) =< S,(r, t)S,(O, 0) >, 
with S,(r,t) = ~[ny(r,t)-n 1 (r,t)]. Both spinons and holons lead to the 

anomalous power-law behavior of the correlation functions as follows 

G(r, 0) ~ r-~ cos(kFr) (16) 

with 
(ac + 4)

2 
( )2 17 = ; C>c = 2Zc D , 

16ac 
(17) 

N(r,O) ~ const. + A0r-
2 + A2r-"• cos(2kFr) + A4r-"• cos(4kFr) (18) 

with 
(19) 

7 



and 

S(r,O) ~ const. + Abr-2 + A;r-a• cos(2kpr) 

where Zc(D) is given by 

with 

Zc(k)-JD dk' cosk' R(sink-sink')Zc(k')=1 
-D 

j oo dw 
R(x) = -oo 

2
1T exp(-iwx)[1 + exp(]wl)r 1 

(20) 

(21) 

(22) 

and D being the holon Fermi level fixed by the electron density. Here 

the 4kp-oscillation comes from the contribution of holons and the 2kp­

oscillation involves both spinons and holons. Related to the anomalous 

power-law behavior of the electron Green's function, G(r, 0), where an 

electron is a composite of a spinon and a holon, the momentum distribu­

tion function is given by 

n(k) = n(kF)- const. ·Jk- kp] 8 
• sgn(k- kp) (23) 

with 
0- 1 (ac- 4)2 
-I]- = 16ac (24) 

The scaling relations as Eq. (19), Eq. (24) and 

4iC 
Dec = 2')' _ X, (25) 

where iC, .:Y and X are normalized to be unity for the non-interacting state, 

hold universally in the Luttinger-liquid state. 

The Landau interaction function, /kk•, which represents the change 

in the energy of the quasi-particle k by injecting a quasi-particle k' into 

the system, is given microscopically by 

(26) 

8 

where f';;k' = lim..,-o[limq-ofH•,u•(q,w)] and fkk•,u•(q,w) is the in­

teraction vertex defined in Fig.4. While it is finite in the Fermi-liquid 

state, f kk' is marginally finite on the Fermi surface in the Luttinger­

liquid state where rkk' diverges so that zk vanishes. In terms of /H· the 

quasi-particle energy is given by 

(27) 

where fmk' is 1 for a particle state and -1 for a hole state. 

In 1D Luttinger-liquid state Zk, = 0 is the consequence of the un­

renormalizable phase shift on the Fermi surface due to the fact that the 

injection of a particle in the system deforms the entire Hilbert space. 

Thus the overlap between the interacting and the non-interacting states 

vanishes. This is also ascribed to the fact that a particle moving in the 

system from one boundary to the other necessarily meets all the other 

particles. It results in the finite phase shift even at the Fermi energy 

representing the absence of a freely moving quasi-particle. An electron 

motion causes so strong backflow, which can be represented by a gauge 

field, that the electron is screened out. This phase shift or gauge field 

modifies the statistics of the original particle. It is realized as a change 

in the boundary condition in 1D; for example, the two electron ground 

state of the Hubbard model with infinite strength of the interaction for 

opposite spins is that of the hard-core boson where the corresponding 

boundary condition gives an extra phase shift and changes the statistics; 

the statistical transmutation. 16
•
17 

9 



3. Anderson's Argument 8
•
9

•
10

•
11

·12 

Anderson presented two types of scenario leading to the spin-charge 

separated non-Fermi liquid state. 

(I) large Coulomb interaction 

In the effective low-energy theory in the lower Hubbard band for a 

large Coulomb interaction projecting out the upper Hubbard band, the 

Hilbert space is so changed that the one-to-one correspondence between 

the quasi-particle state and the free particle state, which is the basic 

assumption of the Fermi liquid theory, will be broken. This argument is 

intended for general dimensions. In this context he also regards the t- J 

model 2•3•
4

•5 defined in the Hilbert space with no double occupancy of a 

lattice site as the model where this scenario is realized. 

(II) low-dimensionality 

In 2D the hard-core nature in momentum space resulting from the 

singular forward scattering will lead to the tomographic Luttinger-liquid 

state where the Luttinger-liquid concept, which holds in 1D, still holds 

in each radial direction in momentum space. 

10 

Anderson tried to extend the Luttinger-liquid concept to the case of 

higher dimensions. The essential point of his argument is the infrared 

catastrophe, which is realized in the Kondo and the x-ray edge problems 

and so on, as recognized by the orthogonality theorem 

1 osc 2 
<lJia(V)]>Ita(O)>ocexp[- 2(----;;:-) InN]. (28) 

Here < >Ita(V)]>Ita(O) > is the overlap integral between the N-particle 

ground states in the presence and absence of the potential, V, which 

causes the scattering phase shift, osc. Namely ]Wa(V) > is orthogonal 

to ]>Ita(O) >due to the fact that every momentum state suffers the phase 

shift because the recoil is prohibited. It should be noted that once the 

recoil is allowed this infrared singularity disappears.18 while the above 

infrared catastrophe theorem is established for potential scattering prob­

lems, Anderson applied this theorem to the interacting problem. He 

regarded the quasi-particle weight as an overlap integral; 

{h =<Wa(N + 1)icl.,wa(N)> (29) 

where >Ita(N) is theN-particle ground state. For lD Hubbard model with 

infinite strength of interaction, where every momentum state suffers 1r /2 

phase shift due to the hard-core nature (incompressibility) in momentum 

space, the orthogonality theorem predicts 

which leads to the vanishing quasi-particle weight in the thermodynamic 

limit and reproduces the known result of the exponent of the momentum 

distribution function. For 2D Hubbard model he defines the scattering 

phase shift in a finite system as 

osc(Q,w) w- xo(Q) 
x1(Q)- xo(Q) 

11 

(31) 



where Q and w are the total momentum and energy of two particles, 

respectively, x 1 ( Q) is the energy eigenvalue for non-interacting particles 

next to x0 (Q) which is the threshold energy for excitations and w is the 

energy eigenvalue for x0 ( Q) < w < x1 ( Q) in the presence of the interaction. 

He estimated w in the ladder approximation at low electron density and 

obtained a fractional scattering phase shift on the Fermi surface 

(32) 

where a is the lattice spacing. In this case the orthogonality theorem 

predicts 
Osc 2 2 

zkF ex: exp[-(-) lnL I 
7T 

(33) 

which vanishes in the thermodynamic limit. This non-vanishing phase 

shift leads to the divergence in the Landau interaction function for the 

particles with same momentum 

(34) 

Anderson derived this result by calculating the change in the energy of 

the k T particle by the scattering from the k' 1 particle. The change was 

estimated by explicitly employing the scattering wave function with the 

finite scattering phase shift under the assumption that the recoil of parti­

cles is prohibited by the restriction in momentum space. He argues that, 

if we want to capture this singularity diagrammatically within the or­

dinary many-body theory, the contributions from anomalous diagrams13 

are important, because the vanishing phase shift at the Fermi energy 

is the consequence of the cancellation between the shift in the chemi­

ca.! potential and the anomalous contributions. This hard-core nature in 

momentum space prevents an T -spin electron from occupying a. k-state 

12 

if the state is already occupied by a 1-spin electron. This exclusion is 

not demanded by the Pauli principle so that he concluded that the par­

ticles obey another fractional statistics; the statistical transmutation. (It 

should be noted that we know from the study of anyons19 that the statis­

tics in 2D is not represented solely by the boundary condition in contrast 

to 1D case because the change in the phase of the wave function by an 

interchange of particles, which does not necessarily involve the boundary, 

is path-dependent. Even in this case the gauge field description holds.) 

In this case the Hilbert space for interacting electrons is totally different 

from that for free fermions. Thus he concludes that Z kF = 0. Moreover 

he argues that the hard-core nature breaks the Luttinger sum rule which 

holds under the condition where the double occupancy in momentum 

space is allowed. 

In Anderson's argument the recoil of particles is excluded so that the 

Friedel sum rule holds 
.6-n = Osc 

7T 
(35) 

where the change in number of particles below the Fermi energy, .6-n, is 

determined solely by the phase shift at the Fermi energy. 

In the presence of such a singularity, at the level of the zeroth-order 

fixed-point hamiltonian, only the scattering of the particles with the same 

momentum is relevant and all the other scattering channels are irrelevant. 

Thus the fixed point hamiltonian 

(36) 

has the same form as H; D in which the spin-charge separation occurs 

in each radial direction in momentum space; the fixed-point state is the 

tomographic Luttinger-liquid state. 

13 



The above argument explicitly employing the scattering phase shift, 

65 c, is intended for 1D and 2D cases, because 6sc vanishes at the Fermi 

energy in 3D. But Anderson regards the hard-core nature in momentum 

space as a manifestation of the existence of the Hubbard gap which exists 

regardless of the dimensionality for a large Coulomb interaction; i.e., he 

regards the 1D and 2D cases to be always strong-coupling clue to the low 

dimensionality. In this case the Hubbard gap prevents the continuous 

transformation from the non-interacting state to that with the gap. The 

essential concept is the projective effect in the Hilbert space. In the 

effective low-energy theory in the lower Hubbard band projecting out the 

upper Hubbard band, the Hilbert space is so changed that the one-to­

one correspondence between the quasi-particle state and the free-particle 

state, which is the basic assumption of the Fermi-liquid theory, will be 

broken. 

Anderson's arguments are only suggestive and not conclusive, so we 

have to check the following two points; (i) whether the scattering phase 

shift can be non-zero at the Fermi energy and if it is non-zero whether 

the Fermi-liquid description fails, (ii) whether the Hubbard gap exists 

and if it exists whether the Fermi-liquid description fails. 

14 

Let us make heuristic arguments on the dimensionality. In the renor­

malized theory on the Fermi surface, in 1D and 2D the scattering con­

serves the direction in momentum space, i.e., the allowed scattering chan­

nels are restricted only in the forward and exchange scatterings, while in 

3D the direction in momentum space is variable even under the restriction 

of the conservation of energy and momentum . On the other hand, while 

in 1D a particle which passes through the system from one boundary to 

the other has to meet all the other particles, in 2D and 3D such a particle 

meets only a fraction of other particles. The arguments in momentum 

and coordinate spaces give us mutually contradictory insights in 2D; the 

former leads to the Luttinger liquid and the latter to the Fermi liquid 

and thus the 2D case is marginal. Next, concerning the spin-charge sep­

aration, let us consider the Hilbert space without double occupancy of a 

lattice site. In 1D the motion of a hole never disturbs the spin configura­

tion of the squeezed Heisenberg chain which takes only the sites, where 

a spin exists, into account and spins can move by exchange processes so 

that the spin and charge excitations are independent. It is a naive expla­

nation of the spin-charge separation. In 2D and 3D the motion of a hole 

disturbs the spin configuration and thus it is expected that an elementary 

excitation involves both spin and charge degrees of freedom and then is 

electron-like. 

15 



4. Perturbative Analysis 

In this chapter we study the electron self-energy of the Hubbard 

model by the perturbation in the interaction. 

4.1. Model 

The Hubbard model we study is 

H = -t L ctuciu + U L n;rn;J, 
<i,j>,u 

(37) 

where ctu and Cju are the creation and annihilation operators of an elec­

tron with spin a, re~pectively, n;u = ctuc;u, tis a hopping matrix element 

between the nearest sites i and jon the square lattice, and U is the on-site 

interaction. We are mainly interested in the case of a repulsive interac­

tion, U > 0, at absolute zero, T = 0, and we will mention the case of an 

attractive interaction in Chap.7. 

In this Thesis the electron density is assumed to be low, and then 

the energy dispersion measured from the Fermi energy is given by 

(k = (1.:2 
- k} )/2m, (38) 

where m = (2t)- 1 with the lattice spacing being taken as unity. For this 

parabolic dispersion the density of states, N(O), is given by an energy­

independent constant in 2D; N(O) = m/2rr:. In this case particle-particle 

and particle-hole correlation functions of non-interacting electrons, which 

are important theoretical ingredients in the perturbation theory, can be 

obtained analytically, as are given in the following sections. This dis­

persion has a high energy cut-off, kc, of the order of the inverse lattice 

spacing. 

16 

4.2. Particle-Particle Correlation Function 

The particle-particle (p-p) correlation function with momentum q 

and energy iw1 is defined in Fig.5 and given by 

K(q, iw1) = TL L G(k + i,it:n)G(-k + i,-it:n + iwi) 
ien k 

where En = (2n + 1)rr:T, WI = 2/rr:T and J(() is the Fermi distribution 

function and 
. 1 

G(k, len) = -. --,, 
l£n- \,k 

(40) 

is the thermal Green's function for the non-interacting system. At abso­

lute zero Eq. (39) with iw1 = z is written as 

K(q,z) = ( L - L L ) 1 
(k+q/2 + (-k+q/2 - z 

lkl<k, k({k+q/2<0) k({-k+q/2<0) 

- _1_ [1k,kdk 2rr:m 
- (2rr:) 2 

0 k2 + m(xo- z) 

21kk'dk'12~¢ m ] 
-

0 0 k'2 -m(x0 -z)+q2 j4-k'qcos¢' 
(41) 

where x0 = 2(q;2 = (q- 2kF )(q + 2kF )/4m, and ¢ is the angle between 

q and k' = q/2 ± k and we have introduced the cut-off momentum kc. 

By noting 

1h __ d,...¢_ 

0 cos¢-w 
2rr: 

(42) 

which is valid for any complex number w if the square root is defined 

to have positive real part, we can perform the integration in Eq. (41) 

17 



analytically and the result is given as20 

(43) 

where Xc = E.ko+q/2 + E.-kdq/2 = (k~ - k} + q2 /4)/m, and X± = f.kp + 

(q±kp = q(q ± 2kp)/2m. In the case z = x + i7) (x is real and 1) is 

infinitesimally small positive number), we write J( as the sum of J(' + 

if(", where ](' and J(' are the real and imaginary parts, respectively, 

is obtained as shown in Appendix A for various regions of parameters 

as indicated in Fig.6. In Figs.7(a,b) we show the three-dimensional plot 

of K'(q, x) and K"(q, x). Besides the logarithmic singularity at x = 0 

for q = 0, K'(q, x) diverges logarithmically to minus infinity at the upper 

bound of the continuum spectrum (x = xc) (This is not seen in Figs.7(a,b) 

since Xc/lxol ~ (kcfkp )2 = 25 in the present numerical calculation.) and 

K'(q,x) at the lower bound (x = x0 ) diverges plus or minus infinity 

depending on whether q > 2kp or q < 2kp (equivalently x > 0 or x < 0). 

The x-dependences of ]('(q,x) and K"(q,x) for several choices of q are 

shown in Figs.S(a ~ d). 

It is instructive to give here the derivation of the imaginary part of 

the particle-particle correlation function to illustrate the significance of 

the dimensionality. The imaginary part is given by 

J('(q,x)=1Tm( L 
k(€±k+q/2>0) 

L )o[k;+k;-r2(q,x)] (44) 
k(€±k+q/2<0) 

where r 2
( q, x) = m(x- x0 ) and the integration on the circle, k~ + k; = r 2 , 

is masked by the Pauli principle so that we obtain 

" m ]( = -0 
81T 
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(45) 

where 0 is the angle for the portion of the circle which contributes to 

the integration and 0 = 0 for x < xo and Xc < x, 0 = 27r·sgn(x) for 

x0 < x < x_ and x+ < x < Xc, and 0 = 4sin- 1 [mx/qJm(x- xo)] for 

x_ < x < x+. It should be noted that the contribution from x ~ xo is 

singular: 0 = 0 for r2 < O(x < x0 ) and 101 = 21r for r 2 > O(x > xo), i.e. , 

](" jumps at x = x0 in 2D. The jump of ](" leads to the logarithmic 

divergence of ](' there which is related to J(' by the Kramers-Kronig 

relation. (In 1D J(' diverges at x = xo.) This singular behavior is 

observed except for q = 2kp as seen from Fig. 9 because 101 = 21r is 

obtained however small the radius of the circle, k~ + k; = r 2, is. 

The particle-particle correlation function in d-dimension, J(d(Q, z), 

at T = 0 are also obtained analytically as follows 

m 1 ..fo- kc 1 .,fo ·=a_-_:(:-,-k'-p _+-'q'-;-/2:7) K1(q z)- --{ln---- n-
, - 21r .,fo .,fo + kc .,fo + (kp + q/2) 

for 1D and 

m mz (kp + q/2) 2 -a 
](3(q,z) =21T2 {(kc- kp) + 2q In (kp- q/2)2- a 

ln ..fo- (kp- q/2)} 
..fo + (kp- q/2) 

(46) 

..fo ..fo - kc ] .,fo - (k F + q /2) I -'c..fo;=a _-_,( k,.:-p_-__,q"-;,/2;:7) J} 
+-2-[In _..fo_a_+_k_·c - n ..fo + (kp + q/2) - n ..fo + (kp- q/2) 

(47) 

for 3D with a= (kp + qf2)(kp- q/2) + mz. 
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4.3. Particle-Hole Correlation Function 

Next we study the particle-hole (p-h) correlation function P(q, iw1) 

defined in Fig.10 and given by 

= :L Ic~k-q/2l- Ic~k+q/2l 
k ~k-q/2 - ~k+q/2 + iw, · 

(48) 

At T=O Eq. (48) can be analytically evaluated independently of the 

cut-off momentum, kc, as first derived by Stern21 

P(q, z) =- m [1- ~ { V a~- k} + V a:_- k} }] 
271" q 

= _ m [
1 

_ J"( x-+---z')'( x-_-_ ___,.z l + v"( x_+_+ ____ z )'( x-_-+~z l I 
27r q2 jm 

(49) 

where a± = qj2±mzjq. In the case z = x + i7), P = P' + iP" is obtained 

as shown in Appendix B for various regions of parameters as indicated 

in Fig.11. Here X± is the same as in Fig.6. In Figs.12(a,b) we show the 

three-dimensional plot of P'(q,x) and P"(q,x) and they are shown in 

Figs.13(a ~d) as a function of x for several choices of q. In contrast to 

K(q, x + i7)), there are no divergent singularities in P(q, x + i7)). 

The particle-hole correlation function in d-dimensions, Pd(q, z), at 

T = 0 are also obtained analytically as follows 

-m 1 a++ kp a + kp 
P1(q,z) =--(In---+ In----) (50) 

21r q a+ - kp a_ - kp 

for 10 and 

for 30. (P3 was first derived by Lindhard. 22 ) 
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4.4. Second Order Perturbation in U 

In this and next sections we will study the perturbative contributions 

in second and third orders in U. Hereafter in the perturbative analysis 

we will omit the contribution of the diagrams as shown in Fig. 14 because 

they reduce to only the shift in the chemical potential and we never need 

the explicit value of the chemical potential. 

In second order there exists only one process to the self-energy cor­

rection, which can be given either by the p-p correlation function, J(, 

(Fig.15(a)) or the p-h correlation function, P, (Fig.15(b)). On the other 

hand the processes in third order consist of two new types of processes; 

one is given by J( (Fig.16(a)) and the other by P (Fig.16(b)). We will 

examine these processes in detail in the following. 

The electron self-energy in the second order of U, defined as I:2 (k, z), 

is expressed in terms of J( and its imaginary part in the case of z=t:+i1) 

is given as follows 

ImL:2(k,t: + i7)) = -U2 L r dximK(q, X+ it))ImG(-k + q,x- f-it)). 
q lo 7r 

(52) 

The integration with respect to the angle between k and q, ¢/, is per­

formed by noting that K(q, x+itJ) does not depend on the angle 

ImL: 2(k,t: +it))=--? dx qdqlmK(q,x + it))lmG(q2
, k; x- t:), u21• 1"" 

271"- 0 0 
(53) 

where 
{2-K d¢' 

ImG(q2,k;x -t:) = Jo ~ImG(-k + q,x- t:- it)) 

= -2mlm[(l-q~)(l-q:.)r 112 , (54) 

with Q± =k±Jk}+2m(x-t:). In r.h.s. of Eq. (53) there exist singular 

contributions for t: ~ 0 and k ~ kp from both q ~ 0 (backward scatter-
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ing (b)) and q ~ 2kF (forward scattering (f)). The former process is 

schematically represented in Fig.l7(b ), where the initial state with the 

electron just above the Fermi surface (Fig.l7(a)) is scattered with large 

momentum transfer together with the creation of the particle-hole pair. 

(Since q is the center of mass momentum, the terminology backward is 

somewhat different from the usual one, where the momentum transfer is 

nearly 2kF.) This process results in 

ImE2,b(k,t: + il)) ex: -E2 In lk+fkF ~ O(X2)1 (55) 

where k± = k- kF ± mE/kF, EF = k}/2m and O(X2) = O((E/EF)2, 

E/EF(k/kF-1), (k/kF-1)2).0n the other hand the latter process depicted 

in Fig.l7(c) yields 

(56) 

These can be understood as follows by noting x~O; for q~O we see 

!mf(cx:xfq and ImGcx:Re[l/yfq2 -q~]~Re[l/yfq2-k~], while for q~ 
2kF ImK ex: Re[xjqJqo-q] ~ Re[xfqy'2kF-q] and ImGcx: Re[l/vfq+ -q] ~ 

Re[l/ J2kF -q+L] where Qo =2Jk}+mx. The fact that ImE2(kF,£ + 

il)) ex: E2 ln(IEI/EF) has been derived previously.23,24,25 

It should be noted here that in lD the breakdown of the Fermi liq­

uid already manifests itself in second-order perturbation, which leads to 

lmE2 ex: lEI, i.e., ReE2 ex: In lEI by the Kramers-Kronig relation resulting 

in the vanishing ZkF, by a similar calculation as in 2D. 
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The same conclusion should be obtained if E2 is estimated by use of 

P; i.e., 

U21-' 1"" -ImE2(k,E + il)) = --2 dx qdqimP(q,x + ii))ImG(q2, k; x +E). 
271" 0 0 

(57) 

In this way of estimation, singular contributions are extracted from re­

gions q ~ 0 (Fig.17(d)) and q ~ 2kF (Fig.l7(e)); when x ~ 0 we note 

ImP ex: xfq and ImG ex: Re[l/ Jq2 -q~] ~ Re[l/ Jq2 -k~J for q ~ 0, and 

ImP ex: Re[xfqvqo::.q] ~ Re[xfqy'2kF-q] and ImG ex: Re[l/Jq+-q] ~ 

Re[l/J2kF-q+L] for q~2kF. 

The Landau interaction function, !kk•, which is given by Eq. (26) 

regarding U2 K(q = k+k',w = E+E') as rkk•,u•(q,w) and neglecting the 

renorma]ization, Zko is ill-behaving for Z = Xo because of the divergence 

of J( there in 2D. 
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4.5. Third Order Perturbation in U 

In third order of U the process given in Fig.16(a) results in 

u3
1
. 

1
00 _ 

lml.;~P(k,E + il)) = -
2 

dx qdqJmJ(2 (q,x + i1))lmG(q2
, k; x- E). 

271" 0 0 

(58) 

By noting that Jm/( 2 = 2ImKReJ(, singular contributions due to back­

ward and forward scattering are estimated as 

ImE~;b(k,E + il)) ex e
2

[ln lk+fkp ~ O(X2 )I]
2

, (59) 

pp ( • ) 2 1 I kc 
ImE 3,/ k,E + 11) ex E In IL/kF + O(X2 )I n kp · (60) 

The ext'ra factor, In lk+/kF + O(X2 )1, from q~O in Eq. (59) comes from 

the processes as shown in Fig.17(f) and is due to the q = 0 nesting 

to lead to the logarithmic behavior of the static (x = 0) part of Ref(; 

ReK(q, :c = 0) ex In~- On the other hand, for q ~ 2kp the static part of 

Ref( is a constant; ReK(q, x =0) = f; In i;: leading to Eq. (60). 

The third order contribution given by the process of Fig.16(b) is 

u3
1

-. 
1

00 _ 

ImE~h(k,£+i1J) = - 2 dx qdqimP2(q,x+ii))ImG(q2 ,k;x+E). 
271" 0 0 

(61) 

The singular contributions E~~ from q ~ 0 and E~~ from q ~ 2kp are 

obtained similarly as 

(62) 

It should be noted that in this p-h channel there is no extra logarithmic 

singularity, neither In kpfk+ nor In kc/kF, present in the p-p channel. 

This is clue to the fact that because of the absence of the nesting the static 

part of ReP is a constant both for q~O and q~2kp; ReP(q, x= 0) = -f;. 
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From Eqs.(59), (60) and (62) we note two important features; the 

first is that a special care has to be paid to the backward scattering from 

the p·p channel, and the second is that the forward scattering in the 

p-p channel dominates over the p-h channel by the factor IRe/( /ReP I= 

In i;:; i.e., in the low-density limit (kF--> 0) the p-p channel yields the 

main contributions to ImE(k,e+il)). (The factor, In i;:, results from the 

difference between the available momentum space in the p·p channel and 

that in the p-h channel.) 

Hence we will concentrate on the contributions from the p-p channel 

in the study of higher order terms in U, which are systematically treated 

in the t-matrix approximation; the p-p ladder approximation. This is a 

low-density expansion in terms of 1/ln(kc/kF ). This will be studied in 

the next chapter. 

Based on the preceding discussions it is deduced that, except for 

the backward-scattering process in the p·p channel, only In lei-singularity 

results from the higher-order processes in lmE(kp,E+i1J) in the present 

case of the 2D electron gas. These features are in contrast to the case of 

the 1D electrons, where there exists contributions from both p-p and p·h 

channels of the order (In leI t in the ( n+l )·th order processes in U because 

of the perfect nesting.6 In this sense the structure of the perturbational 

series in 2D is distinct from that in 1D. The low-density expansion is not 

defined in lD but in 2D. 
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5. t-matrix Approximation 

We consider the t-matrix 
-U 

T(q,z) = 1 + UK(q,z)' (63) 

where K(q,z) is the p-p correlation function studied in Sec.4.2. It is 

established in ChapA that the t-matrix approximation, the p-p lad­

der approximation, takes account of the lowest-order contribution in 

1/ ln(kc/kF) for the electron self-energy. We first examine the analyt­

ical properties of T(q, z). 

5.1. Poles and Analyticity oft-matrix 

The poles of the I-matrix are given by 
1 

K(q,z) = -v· (64) 

If z moves on all Riemann planes, which correspond to different branches 

of square root in Eq. (43), Eq. (64) has three solutions of z for given q. 

Not all of these solutions are in the physical Riemann plane. By taking 

the exponential of both sides of Eq. (64) and taking square to remove the 

square root, we get the algebraic equation of the third degree of z as 

aoz3 + a1z2 + a2z + a3 = 0. (65) 

Here each coefficient is given by 

ao = 4(a -1), (66) 

k2 q2 
a1 = -4((a- 3)xo +(a- 2)...!:. +a-], 

m 2m 
(67) 

(68) 

(69) 
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where 
-2 a= exp(N(O)U). (70) 

From Eq. (65)-Eq. (69) it is seen that there exist two poles in the physical 

Riemann plane in general; one on the negative real axis for q < 2kp, 

which was found by Engelbrecht and Randeria,26 and the other above 

the upper bound of the spectrum, which Anderson called the anti bound 

state of particles,8 •9 corresponding to the upper Hubbard band27
• There 

are no other physical poles on the real axis in the energy plane. Thus the 

!-matrix is analytic except on the real axis. This conclusion is consistent 

with the observation of Engelbrecht and Randeria; 26 the poles of the !­

matrix for interacting particles in the finite system given by J(- 1 = -U 

have one-to-one correspondence28 to those for non-interacting particles 

given by J(- 1 = 0 and thus the analyticity of the t-matrix is guaranteed. 

We will discuss the poles and the analyticity in more detail later in Chap.7 

in comparison with the case of an attractive interaction. 
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5.2. Phase Angle 

Here we note that the phase angle for the forward scattering channel 

has a subtle feature. Following Anderson,10 we define the phase angle {J 

by 
tanfJ(Q w) = ImT(Q,w+iiJ) 

' ReT(Q,w+i!)) 
(71) 

where Q = 2/.:p + q. In Ref.lO Anderson stressed the difference between 

the phase angle, fJ, and the scattering phase shift, bsc- However, Engel­

brecht and Randeria29 have recently shown the equivalence of the two in 

the t-matrix approximation. (See Appendix C.) Thus Anderson's non­

vanishing phase shift at the Fermi energy should be recognized in the 

calculation of the phase angle. In Ref. 30 Engelbrecht and Randeria de­

nied the possibility of the non-vanishing phase angle on the Fermi surface 

by examing b(q=O,w). However, we have found the non-vanishing phase 

angle even on the Fermi surface with the complete expression of b(q,w) 

for all q and w. This is due to the fact that the phase angle for the for­

ward scattering, fJ( q ...... 0, w ...... 0), strongly depends on the way how both 

q and w approach zero. If q is fixed to 0 and w ...... +0, we get {J <X ../Was 

has been obtained by Engelbrecht and Randeria.26 However, if q and w 

move on the line w = x_(Q) in Fig.6, 

'If 1 
tan b(Q,x_(Q)) = 2 (N(O)U)-1 + ln(kc/kF). sgn(w) (72) 

as w ...... 0. 31 In general b(q ...... O,w ...... 0) is finite for x0 (Q) < w::::; x_(Q). 

Anderson's finite scattering phase shift9 was obtained by examing 

bsc(Q,w) w- xo(Q) 
x1(Q)- x0 (Q) (73) 

in a finite system for a fixed Q and x0 (Q) < w < x1 ( Q) < x_ ( Q) where 

x1 (Q) is the energy eigenvalue for non-interacting particles next to xo(Q) 
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which is the threshold energy and w is the energy eigenvalue determined 

in the ladder approximation. As we will show below, this finite phase 

angle does not destroy the Fermi-liquid properties in the present t-matrix 

approximation. 

In Fig.18 we show the phase angle for a fixed momentum as a function 

of energy. The phase angle 1r for xP < w < x 0 signals the existence of the 

bound state. Precisely speaking, it is a two-hole antibound state. 
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5.3. Electron Self-energy 

The self-energy of electrons in the t-matrix approximation is given 

by the processes shown in Fig.l9, 

E(k,it:n) = TL L G(q- k,iw1- it:n)T(q,iwf). (74) 
iw1 q 

It is rewritten after analytic continuation as 

. 1oo dx E(k,t: + 117) =- L - [n(x)G(q- k,x- £- iry) lmT(q,x + iry) 
q -00 7f 

- f(x)T(q,x + £ + iry) ImG(q- k, x + iry)] 
(75) 

where n(x) and f(x) are the Bose and the Fermi distribution functions, 

respectively. Here we have used the fact that the t-matrix is analytic in 

the upper plane. From this expression it can be seen that the self-energy 

is also analytic in the upper half plane of energy. Thus the real and the 

imaginary parts satisfy the Kramers-Kronig relation: 

. 1"" dx P ReE(k,t: + I!J) = --- ImE(k,x + iry). 
-oo 7f X- € 

(76) 

At T = 0 the self-energy is given by 

1° dx 
E(k,£ + iry) = L -oo-;;:- [G(q- k,x- £- iry) ImT(q,x + iry) 

q (77) 

+T(q,x + £ + iry) ImG(q- k,x + iry)]. 

It is rewritten as 

E(k,£ + iry) = L [O((q-k) 10 dx - 0( -(q-k) roo dxl 
q -oo 7r Jo 7r (78) 

X G(q- k,x- £- iry) lmT(q,x + iry). 

The first and second terms correspond to the hole-hole and the particle­

particle ladder processes, respectively. 
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5.4. Imaginary Part of Self-energy 

At T = 0 the imaginary part of the self energy is given by 

ImE(k,£ + iry) =- L r dximT(q,x + iry)ImG(-k + q,x- £- il)) lo 7r 
q 

1 r"" r = = -
2

7r2 Jo qdq Jo dximT(q, x + iry)ImG(q2
, k; x- t:). 

(79) 

The contribution from the continuum part, i.e., 

I T( 
. ) U2 K"(q,x+iry) 

m q,x + I!J = 2 2 (1 + UK'(q,x + iry)) + (UK"(q,x + iry)) 

with K 11 (q,x + iry) # 0, is obtained as27 

where 

u· = u 
1 + N(O)U ln(kc/kF) 

(80) 

(81) 

(82) 

(83) 

and £±/£F = lk±/kF+O(X2 )1- Here the low-energy behavior of ImG 

and the numerator of ImT; i.e., J(' are the same as discussed for the 

case of U2 and the denominator of ImT is estimated at x = 0 to be 

(1 + N(O)Uln(kc/q)) 2 • In the r.h.s. of Eq. (81) the first term from q~O 

is suppressed by the denominator and only the second term from q~2kF 

survives.27 This suppression is the Cooper effect,32 which leads to the 

superconductivity for an attractive interaction, due to the q = 0 nesting. 
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The pole of T( q, x + il)) below the lower bound for q < 2k F is given 

by 
x2 

Xp ~ x0 - a--0
-, 

Xc- Xo 
(84) 

where a is defined in Eq. (70). Since Xp < 0, this pole contributes to 

Im~ only when € < 0. The contribution from the pole, Im~pole. can be 

obtained from Eq. (79) by noting 

and 

lmTpole(q,x + il)) = -U1ro(l + UJ((q,x)), 

1r0(x- xp) 

~~~r 

1
8/(1 mU 1 
8x x=x, :::: 4;;:-lxo - Xpl. 

When € _, -0 and k-> kF, we obtain 

where €c = k~/2m. 
If the momentum is fixed at k = kF, 

(85) 

(86) 

(87) 

(88) 

This is the result obtained by Engelbrecht and Randeria. 26 On the other 

hand if we take € _, 0 and k _, kF with the condition k_ = 0, we obtain 

Ct€2 
ImEpoie(k,€) ex--. 

€c 
(89) 

Even in the latter case the contribution from the pole is smaller by the 

logarithmic factor than that from the continuum, Eq. (82). Thus we 

conclude that the leading contribution to the imaginary part of the self­

energy is of the order of c2 ln IL/kF+O(X2 )1. 
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5.5. Real Part of Self-energy 

In the preceding sections we have shown that the t-matrix and hence 

the self-energy are analytic in the upper half-plane, and the imaginary 

part of the self-energy behaves as c2 ln ILl, (k_ = k- kF- mc/kF), for 

small c:. From these fact it follows by use of the Kramers-Kronig relation, 

Eq. (76), that the real part of the self-energy should be 

ReE(k,€) = c0 + c1€ + c2c2 + .. . 
+ c~c2 sgn(k_) + ... , (90) 

with c0 , c1 , .•• being constants. The term c2sgn(k_) corresponds to 

the c2 1n IJcl term in the imaginary part. Therefore, the renormalization 

factor zkF is finite, i.e., the system is the Fermi liquid. Since the effective 

interaction, u·, is finite even in the limit of u _, oo, zk is always finite. 

In 2D the Fermi surface is well-defined with zkF "' 0 where the quasi­

particle is also well-defined and the spin-charge separation is absent. (In 

lD the Fermi surface is defined even for the Luttinger liquid with ZkF = 0 

where the electron is not a good elementary excitation due to the spin­

charge separation.) 
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It is instructive here to consider the energy of the system in order to 

ensure that the contribution of the pole leads only to the minor correction 

to the Fermi liquid description. The change in the ground state energy 

(see Appendix D), besides the positive energy shift due to the chemical 

potential shift, by the introduction of the interaction is given by33 

so that the contribution of positive 6(q,w) raises the energy. For w < 0 

6(q,w) is always positive both for scattering and antibound states and 

the energy raises by the repulsive interaction. The positive phase angle, 

6(q,w) = 1r for Xp < w < xo, naturally explains that it is an antibound 

state of holes. 
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5.6. Landau Interaction Function 

The Landau interaction function, /H•, which is given by Eq. (26) 

regarding T(q = k+k',w =£+£')as rkk•,.-•(q,w) and neglecting the 

renormalization, Zk. is ill-behaving for z = x_ because of the finite K" 

even on the Fermi surface, while the divergence in !H• for z = xo is 

removed. It should be noted, however, that this singularity is already 

present for the case of U2 • The important fact is that the anomaly in 

fkk• itself does not directly mean the anomaly in the physical quantities 

in higher dimensions; for example, the quasi-particle energy is determined 

as Eq. (27) by the integration of JH• and the measure for the anomalous 

fkk• tends to zero in the thermodynamic limit. By the same reason in our 

calculation of the self-energy the anomalous phase shift does not destroy 

the Fermi-liquid description but only leads to the logarithmic correction. 
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5.7. Upper Hubbard Band and Luttinger Fermi Surface 

In the t-matrix approximation the upper Hubbard band emerges for 

large U(» t). For w ~ U, K(q,w) ~ -(1- 2n)fw and thus T(q,w) ~ 

-U /[1- U(1- 2n)/w] where n is the density of electrons per spin. The 

resulting self-energy for c: ~ U is given by 

Un 
E(k,c:) ~ 1- U(1- 2n)/c:· (92) 

With this self-energy the pole of the Green's function determined by 

c:- ~k- E(k,c:) = 0 is located around 

with the spectral weight 

c: ~ U(1- n) 

zk~ _n __ 
1-n 

(93) 

(91) 

Since the lower Hubbard band spreads over the energy range, -C:c-2C:F < 
c: < 2cc + C:F, where C:F = k}/2m and C:c = k~/2m, for C:c « U there 

exists a gap between the lower and the upper Hubbard bands. Even in 

the presence of the gap the Luttinger sum rule holds, because the shift 

rule for the chemical potential, J.l = J.Lo + E(kF, c: = 0), which guarantees 

the sum rule, is valid for any strength of U. The Luttinger sum rule 

is regarded as non-perturbative result and should be satisfied for any 

interacting systems including 1D cases. 

llere we will compare the present result with tlutt obtained in the 

Hubbard approximation 34 which is regarded as the particle-particle lad­

der approximation on a lattice site. (See Appendix E.) The resulting 

self-energy is given by 

Un 
E(k,c:) = 1- U(1- n)/c:· 
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(95) 

There is an important and interesting difference in the factor (1 - 2n) 

and (1 - n) in the denominators of Eq. (92) and Eq. (95); in the t­

matrix approximation the Pauli principle for free fermions is fully taken 

into account and in the Hubbard approximation the correlation between 

opposite spins on a lattice site is taken into account within a static ap­

proximation neglecting a motion of particles. In this case the pole of the 

upper Hubbard band is located around 

c = u (96) 

with the spectral weight 

(97) 

Note that in the Hubbard approximation the gap exists regardless of the 

magnitude of U. While it scales as U(1- n) in the t-matrix approxi­

mation, the energy of the upper Hubbard band is independent of n in 

the Hubbard approximation. The spectral weight for the upper Hubbard 

band is so small in the present low-density regime that the violation of 

the Luttinger sum rule in the Hubbard approximation is invisible, but 

near half-filling the sum rule is broken due to the large spectral weight 

of the upper Hubbard band; Zk ~ 1/2. The resulting Fermi surface 

with broken Luttinger sum rule is a higher dimensional analogue of the 

holon Fermi surface in 1D concerning only charge degrees of freedom . In 

the Hubbard approximation the available Hilbert space is smaller than 

that in the t-matrix approximation, because the dynamics of particles is 

absent in the former and the recoil of particles is taken into account in 

the latter. In other words the broken Luttinger sum rule is regarded 

as the defect of the IT ubbard approximation where the self-energy is 

momentum-independent, while the momentum conservation is fully taken 

into account in the t-matrix approximation. 
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We have to consider whether the existence of the upper Hubbard 

band in the I-matrix approximation signals the breakdown of the Fermi 

liquid as claimed by Anderson. 8•9•12 The answer is already given previ­

ously because the results in the preceding sections are independent of the 

strength of U. In 2D the two-particle anti bound state which leads to the 

upper Hubbard band exists for all values of U and the spectral function 

for each momentum state has the same analytic structure. The Hubbard 

splitting is irrelevant to break the quasi-particle state in both above ap­

proximations where the spectral weight is finite at the chemical potential 

in the lower Hubbard band. In the Hubbard approximation, however, the 

Luttinger sum rule is broken, though the quasi-particle state is present 

except for the half-filled case where the chemical potential exists in the 

Hubbard gap and the spectral weight there vanishes. 
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5.8. Cut-off Momentum 

We have introduced the cut-off momentum, kc, in the previous dis­

cussions. It is related to the original Hubbard model by the relation 

(98) 

with a being the lattice constant. The difference in the shape of the Bril­

louin zone (square in the Hubbard model and spherical in the present 

approximation) and the dispersion (the cosine in the Hubbard model and 

the parabola in the present continuum approximation) is not essential for 

the existence of the two-hole antibound state and the two-particle anti­

bound state. In this context the finiteness of the band width is essential. 

With this cut-off momentum the effective interaction, u•, is given by Eq. 

(83) so that our theory surveys the weak-coupling region after all. 
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5.9. Shift in Chemical Potential 

The determination of the chemical potential is a complicated matter. 

It has a great importance when we consider the ground state energy 

itself. But in the calculation of the Green's function we are interested 

in the excitation above the ground state and it is avoided because the 

excitation energy is measured from the chemical potential. The violation 

of the cancellation between the shift in the chemical potential and the 

contributions of the anomalous diagrams13 signals the difference in the 

Fermi surface between the perturbed and the unperturbed ground states 

but tells nothing about the properties of excitations above the ground 

state. 

The shift in the chemical potential is related not only to the phase 

angle at the chemical potential but also to the one for every other energies. 

It is seen by the formula (see Appendix D) to determine the chemical 

potential33 

a "1"" b(q,w) No(!-'o) = No(r•) + [) L.., dwn(w)--
1-' q -oo 7r 

(99) 

where No(Jl) is the total number of free fermions with the chemical po­

tential 1-'· Here the effect of recoil is taken into account in contrast to 

the case of the Friedel sum rule, Eq. (35), where the recoil is excluded. 

Similarly ZkF is not determined solely by the phase shift at the Fermi 

energy as Eq. (33) due to the recoil. 
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5.10. Anisotropy in Band 

We consider the effect of a weak anisotropy in the band. As noted in 

Chap.2 the anisotropic Fermi surface is deformed by the present s-wave 

interaction, but we neglect the contribution of anomalous diagrams. Here 

we examine the property of the excitation by calculating its life-time, i.e., 

the imaginary part of the self-energy. The imaginary part in Eq. (79) is 

given in another way by 27 

ImE(k,c:+i1J)=- L ImT(q,c:+~k-q+i!)) 
q( -•<{k-q <0) 

(100) 

for c: > 0. In Eq. (100) any momentum dependence of T(q,x + i!)) and 

G(k,c: + i!)) is not assumed, while Eq. (79) is obtained for the isotropic 

band where T(q, x + i!)) is independent of the direction of q. Eq. (100) 

is divided into three parts, h,h,IJ, 

- 1 lq' l"'o lq' l"'o ImE(kp(!1),c: + i!)) = - 22[ qdq da + qdq da 
7r 0 0 Qt O't 

+ 12kF qdq ro da]· ImT(q,c: + ~k-q + i1)) (101) 
q2 lo 

=I1+h+h. 

Here q1 = c:fvp, Q2 = 2kp- c:fvp, cos ao = qf2kp and cos a1 = qf2kp + 

c:fvpq for the isotropic band as shown in Fig. 20. It can be shown that 

no singular contributions result from / 1 and h because the integration 

region of the radial direction is small; q1, 2kp- q2 <X c:. In this context 

the contribution from the pole of the t-matrix, which is a consequence of 

the low-dimensionality and independent of the band shape,27 results in a 

minor correction as shown in Sec.4.4 because it is contained in h for c: < 0. 

This also holds for anisotropic cases. Thus the singular contribution 

comes from the integration near q ~ q2 in h. The contribution from 
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q ~ q1 in h is suppressed by the Cooper effect, which is caused by the 

q = 0 nesting and independent of the shape of the Fermi surface, as 

discussed in Sec.4.4. These reasons why we pay our attention only to the 

contribution from q ~ Q2 in h also hold for anisotropic bands. Next we 

examine the low-energy property of ImT(q,w + i7)). For q1 < q < q2 , J(' 

is a weak function of q and w 

]('~mIn~ 
211' q 

(102) 

and then J(' strongly depends on q and w 

(103) 

for w < vpfl.q where fl.q = 2kp- q. The expression of J(', Eq. (103), 

represents the masking effect due to the Pauli principle as clarified in 

Sec.3.2. For anisotropic bands J(' is estimated in the same manner 

J(' ex 0 ex wfvp(o.) . 
..jvp(o.)fl.q 

(104) 

In this region J(' in the denominator of ImT is negligible in comparison 

with J(' because ln(kcfq) » 1. Thus we have to evaluate the following 

integral to discuss the singular contribution to ImE 

!2 ex [1 +-In __ c_-r2 do. d(fl.q) £ vp a. . mU k 1"0 lq, j ( ) 
211' kp(O) ,. 1 •fvp(<>) ..jvp(o.)fl.q 

For the isotropic case 

thus 

l <>o £jvp 
do. = o.o - o.1 ex ~ 

cr1 yVFwQ 
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(105) 

(106) 

(107) 

For cases with weak anisotropy, though we should take the angular de­

pendence of vp(o.) into account, such a contribution never changes the 

energy dependence of I mE. 

(The effect of a weak anisotropy in the band on the imaginary part of 

the self-energy in U2 is estimated by Fujimoto35 and found not to modify 

the energy dependence £
2 In 14) 
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6. Self-consistent t-matrix Approximation 

We h<tve shown in Chap.4 that the t-matrix approximation is justified 

as the lowest-order contribution in the low-density expansion. In this 

chapter we consider a higher order contribution in the self-consistent t­

matrix approximation. The main interest in this chapter is to clarify 

whether the contribution of the anomalous diagram 13 is important to 

determine the property of the quasi-particle. 

It should be noted that the t-matrix approximation breaks a con­

servation law and the Ward identity does not hold. Here we consider 

the self-consistent t-matrix approximation as a conserving approxima­

tion where the Ward identity holds. In this approximation we first define 

a generating functional, <T>[G), in terms of the full Green's function, G, as 

shown in Fig.21. Then the self-energy functional, E[G), is determined by 

the following self-consistent equation 

f:[GJ = 6~ 
oG' 

which is diagrammatically shown in Fig.22. 

(108) 

In the following we will examine the self-energy perturbatively with 

respect to the number of the t-matrixes which automatically corresponds 

to the density expansion in 1/ ln(kc/ kp ). If we perform the expansion for 

one of the full Green's function in Fig.22 

- G G 
G = ---- ~ -- ~ G + GEG 

1- EG 1- EG (109) 

and retain the free part, G, for all the other Green's functions, we ob­

t<tin two types of diagrams for the self-energy as shown in Fig.23 where 

anomalous diagrams are contained. 
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We will examine the imaginary part of the self-energy. The contri­

bution of Fig.23(a) is given by 

Im(E-E)(k,o + i7J) 

=- L 1' dxim[GEG(-k + q,x- €- i7J))lmT(q,:t: + il)). 
0 7r 

q (llO) 

At low energy GEG is renormalized as GEG ~ (ZkF - l)G. Thus we 

obtain 

Im(E-E)(k,o + i7J) 

~ -(ZkF- 1) L 1' dximG( -k + q,x- €- i1))ImT(q,x + il)). 
0 7r 

q (lll) 

Eq.(ll1) is the same as Eq .(79) except the factor (ZkF - 1). The contri­

bution of Fig.23(b) is reduced to the one shown in Fig.24 by the renor­

malization, GEG ~ (Zkp - 1)G. The contribution from the continuum 

of the t-matrix is given as 

lm(E-E)cont(k,€ + il)) 
~ -(ZkF- l)U*2 L 1' dximK(q,x + i1))ImG( -k + q, x- €- il)), 

q 0 7r 

(ll2) 

by the same renormalization of the interaction as Eq.(83), u• = U /(1 + 
N(O)U ln(kc/kF )). The energy dependence is the same as that for U2 and 

only the coefficient is modified. The contribution from the pole of the 

t-matrix is given as 

Im(E-E)pole(k,€ + il)) 
~ zkp -

1 L 1' dximT;ole(q,x + ii))ImG(-k + q,x- €- il)), u 0 7r 

q (ll3) 
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where we have used the fact TpoteKTpole = -T;ote/U noting that 1 + 
U J( = 0 at the pole. Eq.(113) is estimated by using the fact 

and thus 

q- qo 
Tpole CX: • 

q- qp + 17) 

p 
ReTpole ex: (q- qo)-­

q- qp 

ImTpole ex: (q- qo)8(q- qp) 

(114) 

(115) 

where qP and q0 are given by x = Xp(qp) and x = x0 (q0 ), respectively. 

Noting that ImT;ole ex: ReTpoteimTpole and 

we obtain 

p 
-8(x) ex: 8'(x), 
X 

Im(f:- E) ex:/ dO J dQ(Q + ~: 2 j2c5'(Q) 

ex:/ dO j dQ(Q +t:2)8(Q) 

ex: 0 2 J' dO ex: 0 5/2, 

(116) 

(117) 

where Q = q- qP, qP- qo ex: 1:
2 and J' dO ex: ~: 1 12 by the delta function in 

Eq.(113). Thus the energy dependence is unchanged from Eq.(87) and 

only the coefficient is modified. 

From the above perturbative analysis of the density expansion the 

resulting energy dependence of the self-energy is the same as that for the 

I-matrix and only the coefficient is modified. At the same time the chem­

ical potential is also renormalized. The shift in the chemical potential is 

determined order by order in 1/ ln(k./kF) if necessary but we can avoid 

this task when we are interested only in excitations above the chemical 

potential as mentioned previously. 
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The existence of the Hubbard gap should be reexamined in the self­

consistent t-matrix approximation. We can conclude from the perturba­

tive analysis that there is no Hubbard splitting and the spectral weight 

is continuous. For example, the Green's function with n I-matrixes de­

picted in Fig.25 has its spectral weight in the lower Hubbard band for 

-I:F- n(t:c + t:p) < € < l:c + n(t:c + t:F) by noting that G(k,t:) and 

T(q,x) have their spectral weight for -t:F < 1: < l:c and -2t:F < x < 2~:., 
respectively, where t:F = k}/2m and l:c = k~/2m. Thus the Hubbard 

splitting is absent in the self-consistent t-matrix approximation where in­

finite number oft-matrixes are involved. The existence of the Hubbard 

gap in the t-matrix approximation is due to the approximation which 

lacks the self-consistency. 

The I-I ubbard gap exists only for a particular circumstance; for the 

half-filled case. In this case the spectral weight at the chemical poten­

tial vanishes and thus the quasi-particle with gapless excitat ion of Fermi 

liquid type is absent. 
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7. Case of Attractive Interaction 

In this section we consider the poles of the t-matrix in the case of 

attractive interaction (U < 0). There exists three characteristic regions 

depending on the value of U. 

The first is the case of weak interaction, 0 > U > -Uc1, where 

Uc] 1 = I<'(2kp,x=O) = N(O)ln kc (118) 
kp 

as shown in Fig.8( c). In this region there is a pair of poles with finite 

imaginary parts of opposite signs for q < Qc(U) = 2.j(k~- k})/(cr- 1) 

which is a monotonically increasing function of lUI; 0 :<::: qc(U) :<::: 2kp for 

0 2: U 2: -Ucl· (cr is given in Eq. (70).) The existence of the pole in 

the upper half plane implies the instability of the Fermi surface against 

the formation of the Cooper pairs. Between Qc and 2kp there are no 

poles in the physical plane, i.e., all poles are on the other Riemann plane 

which can only be reached through the branch cut connecting x+ and 

x_. When q = 2kp one pole appears at x = 0 and this pole moves on the 

real axis as q increases. This pole is the two-particle bound state found 

by Schmitt-Rink, Varma and Ruckenstein36 and the energy of this pole 

is determined as open circles in Fig.8( d). 

If -UcJ >U>-Uc2, where 

I I 1.;2 

Uc?. =max{J((q=O,x<xo)}=N(O)ln c (119) 
2kp.jk~- k} 

as shown in Fig.8(a), there appears another critical value, q~; for q < q~ 
there is a pair of complex poles, which merges on the real axis at q = q~. 
For q~ < q < 2kp two poles are on the negative real axis as seen in 

Fig.8(b). One of these poles moves to x = 0 at q = 2kp and disappears 

for q > 2kp, while the other continues to exist for q > 2kp (Fig.8(d)). 
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If the attractive interaction is sufficiently strong such that lUI > Uc2, 

which corresponds lUI » t in the original Hubbard model on the lattice, 

q~ tends to zero; i.e., for q < 2kp there are two real poles (Fig.8(a)), one 

of which disappears for q > 2kp (Fig.8(d)). 

The q-dcpcndences of the location of the poles for choices of mU = 
-3.0, -5.0 and -7.0 are shown in Figs.26(a ~c). The U dependences 

of the poles for q = 0 and q = 1.5kp are shown in Figs.27(a and b). In 

these figures we have chosen as kcfkp = 5.0 so that -mUc1 = -3.9 and 

-mUc2 = -6.7. 

If there is no pole for q < 2kp, the instability will occur at the 

chemical potential; the Cooper instability, and the pole for q > 2kp will 

play no crucial role in the ground state. 

In the case where a pair of poles appear in the negative real axis, we 

can identify the lower one as the bound state of particles and the other 

one as the antibound state of holes. The chemical potential should be 

shifted to the pole with lower energy below the continuum. Therefore, 

in this case the Fermi surface is unstable due to the bose condensation 

of particle pairs, which may be interpreted as the formation of real-space 

pairs. 

So we observe the crossover between the Cooper pair for weak cou­

pling and the real-space pair for strong coupling. 

It is instructive to illustrate the analyticity of the t-matrix by the 

consideration of the finite system. 26 •
28 The poles of the t-matrix in the 

finite system arc given by I<-1 = -U and determined graphically as dots 

shown in Fig. 28. For repulsive interaction (U > 0) each poles below 

the chemical potential corresponds to the two-hole scatteringfantibound 

state and one above the chemical potential corresponds to the two-particle 

scattering/ antibound state, and all poles have one-to-one correspondence 
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to those for non-interacting holes/particles given by J(-l = 0. For attrac­

tive interaction (U < 0) two poles, open circles in Fig. 28, at the chemical 

potential are always missing in the thermodynamic limit where the bot­

tom of J( at the chemical potential tends to infinity. In the case of weak 

attractive interaction the missing two poles leave the real axis of energy 

and appear as a pair of complex-conjugate poles. In the case of suffi­

ciently strong interaction two new poles appear; one for the two-particle 

bound state and the other for the two-hole antibound state. 

We also found an interesting relationship between positive and neg­

ative U. As indicated in Chap.5 the t-matrix T(q,x) (0 ~ q < 2kp) has 

an isolated pole on the real axis below the lower bound of the continuum 

if the interaction is repulsive (U > 0). The existence of this pole has 

been noted by Engelbrecht and Randeria. 26 This pole is the indication 

that the energy to create a pair of holes is increased by the repulsive 

interaction of electrons. Therefore, the existence of the pole does not 

mean the instability of the Fermi surface. On the other hand, if the in­

teraction is attractive and strong enough (U < -Uc1 ), T(q, x) has two 

real poles. One of these poles tends to minus infinity as U -> -oo, while 

the other one remains constant and continuously changes to the pole for 

the repulsive case as l/U becomes -0 to +0. The former pole may be 

interpreted as the bound state of the particles in the case of attractive 

force, and make the Fermi surface unstable, while the latter pole will be 

interpreted as the anti bound state of the holes in both cases of attractive 

and repulsive interactions. 
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8. Summary and Discussions 

The ground state of the two-dimensional Hubbard model 

in the limit of low electron density is studied in the t-matrix 

approximation which is shown to be defined as the low-density 

expansion by examining the perturbative contributions with re­

spect to the interaction. 

The analytical expression of the t-matrix is obtained and 

there exists a singularity in the forward scattering strongly de­

pending on both energy and momentum. The singularity re­

sults in the finite phase angle of the t-matrix even at the Fermi 

energy. 

For repulsive interactions the quasi-particle weight at the 

Fermi energy is examined analytically and found to be finite in 

spite of the presence of the singular forward scattering so that 

the Fermi liquid description holds and the spin-charge separa­

tion predicted by Anderson is absent. Higher order contribu­

tions of the low-density expansion are also examined. 

For attractive interactions the crossover between the Cooper 

pair for weak coupling and the real-space pair for strong cou­

pling is observed in the pole of the t-matrix. 
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In the following we discuss our results in more detail. 

First the structure of the perturbational series is investigated by the 

explicit evaluation of second-order and third-order contributions in U 

to the imaginary part of the self-energy function, E(k,c:+iry). In sec­

ond order of U we obtain ImE(kp, £ + iry) ex c: 2 ln lc:l as has been noted 

previously23
•
24 •25 To this singularity both forward ( q ~ 2kp) and back­

ward (q ~ 0) scatterings in the particle-particle (p-p) channel with center­

of-mass momentum, q, contribute. The same process can also be regarded 

as a particle-hole (p-h) channel, in which case both regions of q ~ 2kp 

and q ~ 0 of the p-h correlation function with the center-of-mass mo­

mentum of particle and hole, q, result in this singular contribution. In 

third order of U, there exist two distinct processes consisting of either 

p-p or p-h channels, where the forward scattering in the p-p channel and 

both q ~ 2kp and q ~ 0 in the p-h channel result in the same singu­

larity c: 2 ln lc:l. On the other hand the backward scattering in the p-p 

channel yields more singular contributions of the order c: 2 (ln lei? clue to 

the q = 0 nesting. Because of this stronger singularity clue to the back­

ward scattering in the p-p channel on one hand and the fact that the 

contribution to c: 2 ln lc:l from the forward scattering in the p-p channel 

is larger than those from the p-h channel by ln(kcfkp), kc being the 

cut-off momentum, on the other hand, the multiple scattering processes 

involving the p-p channel have to be taken into account in the first place. 

Among them the particle-particle ladder approximation corresponds to 

the lowest order contribution in 1/ ln(kc/ kp ). This is precisely the t­

matrix approximation, on which our further studies are based. In this 

t-matrix approximation we found that the total contribution from the 

backward scattering suppresses the logarithmic singularity and that only 

the forward scattering process contributes to c: 2 ln lei in ImE(kp,c:+iry)_27 
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The suppression of the backward scattering, the Cooper effect,32 has the 

same origin as the superconductivity for an attractive interaction. 

In order to understand the nature of electron liquid near the Fermi 

energy based on this knowledge of ImE(k,c:+iry) we have to clarify the 

analytical property of E(k, z) (Imz> 0) which is governed by that of the 

t-matrix, T(q, z). By deriving the analytical expression of the p-p corre­

lation function the location of all possible poles of the t-matrix has been 

clarified; the t-matrix is analytic except on the real axis in the complex 

energy plane, so that E(k,c:+iry) is also analytic there. From this ana­

lyticity ReE(k,c:+iry) is related to ImE(k,c:+iry) by the I<ramers-I<ronig 

relation. Thus from the result of ImE(kp,c:+iry) ex c: 2 lnlc:l it is con­

cluded that the quasi-particle weight on the Fermi surface determined by 

ReE(kp,c:+iry) is finite for any strength of U; i.e., the electrons described 

by the Hubbard model are Fermi liquid. So the spin-charge separation 

proposed by Anclerson8•9 •10 •11 •12 is absent in the present t-matrix approx­

imation. The same conclusion is reached by Engelbrecht and Randeria26 

by a slightly different argument; ImE(kp,c:+iry) ex c:2 ln lc:l based on the 

results of second order perturbation and the analyticity of the t-matrix 

by noting the one-to-one correspondence of two-particle scattering state 

in the presence and absence of interaction. 

Besides the contribution of the scattering state, the bound state 

of the t-matrix, which is due to the low-dimensionality and found by 

Engelbrecht and Rancleria/6 contributes to ImE(k, c:+iry). Dut it results 

in a minor correction; ImE(kp,c:+iry)exO(-c:)lc:l 512
, and thus the above 

conclusion is unchanged. Precisely speaking, the bound state is a two­

hole antibouncl state and the energy is raised by the formation of the 

antibound state so that it has nothing to do with the instability of the 

Fermi surface. 
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On the other hand the high-energy anti bound state of particles al­

ways exists regardless of the dimensionality for finite energy bands. For 

sufficiently large U this antibound state forms the upper Hubbard band in 

the t-matrix approximation and there exists the Hubbard gap. Though 

Anderson8 •9 •12 stressed the possible importance of the existence of the 

Hubbard gap concerning the analyticity of the t-matrix and self-energy, 

we have found no signal of the breakdown of the Fermi liquid description. 

At first sight the formation of the upper Hubbard band might seem to 

break the Luttinger sum rule as in the Hubbard approximation, it does 

not because the conservation of momentum holds in the t-matrix approx­

imation while the momentum-independence of the self-energy breaks it 

in the Hubbard approximation. It should be noted, however, that the 

existence of the I-T ubbard gap is due to the lack of the self-consistency in 

the t-matrix approximation; in the self-consistent t-matrix approximation 

there exists no Hubbard gap however large the interaction is. 

In the present study the extreme subtlety of the forward scattering 

has been indicated; the phase angle, 8(2kF+q,w ), of the t-matrix strongly 

depends on energy and momentum and can have a finite value at the 

Fermi energy if w-+ 0 by keeping wfvFq = 1. This subtlety caused an con­

flicting argument between Anderson10 and Engelbrecht and Randeria30 

but it is resolved by our result of the phase angle for all energy and mo­

mentum. Anderson8•9•ll,l 2 argued that this non-vanishing phase angle 

destroys the Fermi liquid description due to the infrared orthogonality 

catastrophe, but it does not and leads only to the logarithmic correction 

to it by the phase space reason; the calculation of the self-energy involves 

this singularity but its measure vanishes in the integration. 

Anderson's tomographic Luttinger liquid8•9 •10 ·ll,JZ is not realized in 

2D. The relevant interaction channel is not restricted to the singular 
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forward scattering. The effect of recoil, i.e., the existence of the available 

pha~e space for scatterings, is significant and differnt from the cases of 

the potential scattering problems and the lD interacting systems. Thus 

the analogy of the infrared catastrophe theorem is not applicable to the 

2D case. 

The Fermi-liquid behavior obtained in the t-matrix approximation 

is unchanged if we consider higher-order terms in 1/ ln(kc/ kF) in the 

self-consistent t-matrix approximation where anomalous diagrams, whose 

importance Anderson10•12 pointed out, are taken into account. 

The breakdown of the Landau's Fermi-liquid theory37 might orig­

inate from the construction of the effective interaction vertex which is 

treated as an input parameter in the Landau theory. In this context the 

effect of the spin fluctuation is significant and has a possibility to lead 

to the superconducting ground state. In this case the effective interac­

tion is attractive and the Cooper effect32 destroys the Fermi liquid state, 

while it suppresses the backward scattering for repulsive interaction. (See 

Appendix F.) 

In the renormalization group treatment38 •
39

•
40 in lD the discreteness 

of the Fermi surface (right and left points) has a great significance where 

both the Cooper channel and the zero-sound channel have the same sin­

gular contributions with opposite sign and cancel each other and this 

cancellation results in the marginal effective interaction which leads to 

the Luttinger-liquid fixed point. In 2D (circle) and 3D (sphere) the Fermi 

surface consists of continuous momentum states where only the Cooper 

channel has a singular contribution which leads to a Fermi-liquid/non­

Fermi-liquid fixed point for a repulsive/attractive interaction. 

In our approach the double occupation of a lattice site is always al­

lowed so that the available Hilbert space for interacting electrons is the 
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same as that for free fermions. Moreover the resulting effective interac­

tion, U*, corresponds to the weak-coupling limit when the bare interac­

tion, U, is finite in the low-electron density region. Therefore the concept 

of the projected Hilbert space corresponding to the strong-coupling limit 

does not seem to be involved in our perturbational treatment. If the 

Hilbert space is modified, the quasi-particle might be st ill well-defined 

because it is governed by the low-energy sector but the Luttinger sum 

rule would be broken because it concerns the entire Hilbert space. In this 

context a non-Fermi liquid state has been reported in the study of the 

t- J model41 •42 where the double occupation is excluded and the Hilbert 

space is totally different from that of free fermions. 

The spin-charge separated Luttinger-liquid state proposed by Ander­

son8·9·11•12 is not realized in the Hubbard model but the possibility of its 

realization in real materials still remains. 
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Appendix A : Particle-Particle Correlation Function in 2D 

(I) for x < xo 

1 m 4(xo-x)(xc-x) 
J( =-In )]2' 

47T [-x + .j(x+- x)(x_ - x 

](" = 0, 

(II) for xo < x < x_ 

1 m 4(x- xo)(xc- x) 
J( = - In -;-~.:=r;=='=~'F==~;; 

47T [-x + .j(x+- x)(x_ x)j2 

m 4[x + .j(x+- x)(x_- x)J2(xc- x) 
= 47T In (q2 /m)2(x- xo) , 

m 
](

11 = 4 sgn(x), 

(III) for x_ < x < x+, 

1 m I 4(xc- x) 
J( = 47T n q2jm 

]( 11 - m sin-1 x 
- 27T .j(x- xo)(q2 Jm) 

[
m m . -1 

= 4- 271' Sin 
(x+- x)(x- x_)] ( ) sgn x , 

(x- xo)q2 /m 

(IV) for x+ < X < Xc 

m 4(x- xo)(xc- x) 
](' = -In )]? , 

47T [x + .j(x- x+)(x- x_ -

](" = ~. 
4 

(V) for x > Xc 

m 4(x- xo)(x- Xc) 
]('=-In ]2 ' 

471' [x + .j(x- x+)(x- x_) 

](" = 0. 
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Appendix B : Particle-Hole Correlation Function in 2D 

(I) for x < -X+ 

P' = _ m [1 _ J(x+- x)(.L- x)- J(x+ + x)(x_ + x)] 
2~ q2 jm ' 

P" =0, 

(II) for -x+ < x < -/x-/ 

P' = _ m [1 _ J(x+- x)(x_- x)] 
2~ q2 jm ' 

P" = m J(x+ + x)(-x_- x) 
2~ q2 jm ' 

(III) for x_ < x < -x_ 

P'= _m 
2~' 

P" = m -J(x+- x)(-x_ + x) + J(x+ + x)( -x_- x) 
~ ~~ ' 

(IV) for -x_ < x < x_ 

P' = _ m [1 _ J(x+- x)(x_- x) + J(x+ + x)(x + x)], 
2~ q2jm 

P" = 0, 

(V) for /x-1 < x < x+ 

P' = _ m [1 _ J(x+ + x)(x_ + x)] 
2~ ~/m ' 

P" = _ m J(x+- x)(-x_ + x) 
2~ q2 fm 

(VT) for x+ < x 

P' = _ m [l _ -J(x+- x)(x_- x) + y'(x+ + x)(x_ + x)] 
2~ q2jm ' 

P" = 0. 
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Appendix C : Equivalence of 8sc(Q,w) and o(Q,w) 

We prove the equivalence of Osc(Q,w) and 8(Q,w) in the t-matrix 

approximation after Engelbrecht and Randeria. 29 Hereafter we fix Q and 

omit it. (For simplicity we take Q ~ 2kp so that we do not have to con­

sider the contribution from the two-hole antibound state in the following 

discussion.) We define the scattering phase shift in a finite system as 

where w~o) is the energy eigenvalue for non-interacting particles deter­

mined by J(- 1 (w~0)) = 0 and w; is the energy eigenvalue for w~o) <w; < 
w~~~ in the t-matrix approximation determined by J(-l (w;) = -U. The 

phase angle of the t-matrix is defined by 

T(w+i1J) = /T(w+i1J)/ exp[io(w)]. 

The t-matrix for complex energy variable, z, in a finite system is obtained 

as 
(0) 

T(z) = wrr(-_w~ ) 
i • 

with W being a real constant, because the zeros and poles of the t-matrix 

are given by J(- 1 (w~0)) = 0 and J(- 1 (w;) = -U, respectively. By using 

the definition of 6sc(w;), T(z) is rewritten as 

(0) (0) 
T(z) = W exp(I: ln[1- 6sc(w;) wi+l - W; ]). 

. 7r Z-Wj . 
Next we expand the logarithm and take the thermodynamic limit to 

obtain 

1"" dw' 6sc(w') 
T(z) = Wexp[- ---] 

1r z- w' xo 
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where x 0 is the threshold energy for two-particle excitations. Finally we 

set z --+ w + i1) to obtain 

. 100 
dw' osc(w') T(w+I1J) = Wexp[-P ---Jexp[io50 (w)] 

zo 7r w- w' 

so that we conclude osc(w) = o(w). 
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Appendix D : Thermodynamic Potential in t-matrix Approxi­

mation 

The thermodynamic potential, n, in the t-matrix approximation, 

which is the sum of the processes as shown in Fig. 21 with the bare 

Green's function, is given byl3 

Wf Q 

where no is the thermodynamic potential for free elctrons. By introduc­

ing the phase angle, 

we obtain 

o(q,w) = -arg[l + UK(q,w + i17)], 

J
oo o(q,w) 

n- no=- 2:::: -oo dwn(w)-7r­
q 

with n(w) being the bose distribution function. 
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Appendix E : Hubbard approximation 

We formulate the Hubbard approximation,34 which is usually intro­

duced as a dccoupling in the equation of motion for the Green's function, 

at T = 0 diagrammatically as the particle-particle ladder approximation 

in the coordinate space. 43 Let us introduce the Green's function on a site 

for an j-spin electron 
1 

Gr(o) = o- E(o) 

in terms of the self-energy on the site, E(o ). For a single site the inter­

action channel is limited to only the particle-particle ladder process. In 

the IT ubbard approximation the dynamics of particles is neglected at the 

single site level so that the resulting self-energy is expressed diagrammat­

ically as shown in Fig. 29 and given by 

J dw U 
E(o) = 27ri 1+ U K(w) a<j(w- e) 

where 

K(w) = j ~;;a<j(o')a<j(w- o'). 

Here the Green's function for free particles are given probabilisticaJly as 

and 

1 
a<j(o) = --. 

e+t'7 

Go( ) 1- n n 
1 0 =--+-­

€ + i7) €- i7) 

with n being the number of the 1-spin electron per site. Thus 

so that 

1-n 
K(w)=---. 

w+t'7 

E(o)- Un 
- 1- U(1- n)/(e + i7))' 
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For the single site problem the Green's function is obtained as 

1- n n 
G1(o) = --. + . 

w+t7) w- U +t7) 

as expected solely by the reason of probability. Finally the intersite hop­

ping is taken into account and the resulting Green 's function is given 

by 
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Appendix F : Beyond t-matrix Approximation 

In this appendix we examine higher-order contributions in the low­

density expansion beyond the t-matrix approximation. We examine the 

effective interaction vertex in the particle-hole channel or in the particle­

particle channel. 

F.l. Particle-Hole Channel 

First we consider the interaction vertex in the particle-hole channel, 

which is a basic ingredient in the Fermi liquid theory, regarding the t­

matrix as the irreducible vertex. 

At low energy we can replace the t-matrix by the effective interaction 

constant, u•, as introduced in Eq. (112). Thus here it is sufficient to 

consider the contribution of the diagram shown in Fig.30. The divergence 

of this vertex determined by 

1- U*P(q = O,w = 0) = 0, 

corresponds to the ferromagnetic instability. But this condition is not 

satisfied if the low density expansion is well-defined when u• N(O) « 1. 

Thus within this theory the ferromagnetic instability is absent.44 

F.2. Particle-Particle Channel 

Next we consider the effective interaction vertex, r, constructed by 

the particle-particle (p-p) ladder processes with respect to the p-p irre­

ducible vertex, f 0
, which contains no p-p pair propagators as shown in 

Fig.31 
ro 

f=---
1 + J<fO' 

If we take the bare interaction, U, as f 0 , the t-matrix approximation 

results. Next order terms in 1/ln(kc/kF) of f 0 are given by the processes 
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as shown in Fig.32 containing one p-h pair propagator. The resulting 

effective interactions in the Cooper channel are given by 

r~k' = U- U2 P(k + k',w = 0) = U + U2 N(O) 

for anti-parallel spins and 

r~k' = U2 P(k- k',w = 0) = -U2 N(O) 

for parallel spins. The difference in the sign of the U2-terms comes from 

the fermion loop factor. Then r~k' is repulsive for anti-parallel spins 

and attractive for parallel spins. The superconducting instability of rkk' 

occurs in the triplet channel. But the instability is reached only after 

summing up infinite order terms in ljln(kc/kF) and rkk' is a partial 

summation of a particular process, thus it can not be concluded whether 

the instability occurs. 

Though our theory at low density does not require U to be small, 

it looks like the weak-coupling ferromagnetic spin nuctuation theory.4 5 

Our result is consistent with that obtained by Kotliar and Liu46
; they 

studied the superconducting instabilities in large U limit of a generalized 

Hubbard model with large spin degeneracy and found a p-wave instability 

at low density. 

F.3. Landau Theory vs Kohn-Luttinger Mechanism 

The Landau's Fermi-liquid theory37 starts from an non-singular ver­

tex of repulsive interaction without explicitly constructing the vertex on 

the Fermi surface which is an input parameter of the theory. Anderson12 

stressed that the breakdown of the Fermi-liquid theory originates from 

the construction of the vertex. For repulsive input parameters the renor­

malization group analysis in 2D38 •39 assures that the Fermi-liquid fixed 
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point is stable. But unfortunately we have no reliable method to cal­

culate the input parameters. If any of imput parameters are attractive, 

the Fermi-liquid fixed point is excluded; one of such examples is the 

Kohn-Luttinger mechanism47 of superconductivity where the input pa­

rameters are constructed perturbatively and another example is the spin 

fluctuation theory. 45 It should be noted that the input parameters are 

determined not only by low-energy processes but also by high-energy 

processes through renormalization transformations. In this context the 

plasmon mechanism of superconductivity48 •49 for the electron gas has 

great importance. 
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Figure Captions 

Fig. 1. Momentum distribution function of non-interacting fermions. 

Fig. 2. Momentum distribution function of Fermi liquids. 

Fig. 3. Momentum distribution function of Luttinger liquids. 

Fig. 4. Interaction Vertex. 

Fig. 5. Particle-particle correlation function K(q, iw1). 

Fig. 6. Characteristic energies for the particle-particle correlation func­
tion K(q, x), xo and X±, as a function of momentum q. 

Fig. 7. Real (a) and imaginary (b) parts of the particle-particle correla­
tion function K(q,x) as a function of momentum q and energy 
X. 

Fig. 8. Particle-particle correlation function K(q, x) as a function of en­
ergy x for fixed momentum q. [q = O(a),kp(b),2kp(c),3kp(d)J 
(The horizontal lines represent some typical interactions, -u-1. 
The dotted horizontal lines in (a) and (c) represent the critical 
values, -Uc21 and -U;;j 1

, respectively, for attractive interac­
tions. The dot represents the two-particle/hole antibound state 
corresponding to the repulsive/attractive interaction . For at­
tractive interactions the open circle represents the two-particle 
bound state.) 

Fig. 9. Contribution from x ~ x0 to J('(q,x) for q < 2kp (a) and 
q > 2kp (b). 

Fig. 10. Particle-hole correlation funct ion P(q, iw1). 

Fig. 11. Characteristic energies for the particle-hole correlation function 
P(q, x), ±x±, as a function of momentum q. 

Fig. 12. Real (a) and imaginary (b) parts of the particle-hole correlation 
function P(q,x) as a function of momentum q and energy x. 

Fig. 13. Particle-hole correlation function P(q, x) a~ a function of energy 
x for fixed momentum q. [q = 0.2kp(a), kp(b), 2kp(c), 3kF(d)J 

Fig. 14. Diagrams resulting on ly in the shift in the chemical potential. 

Fig. 15. Self-energy corrections in second order of U in terms of the 
particle-particle correlation function (a) and the particle-hole 
correlation function (b). 
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Fig. 16. Self-energy corrections in third order of U in the particle-particle 
channel (a) and the particle-hole channel (b). 

Fig. 17. Initial state (a) and intermediate scattering states in the second 
(b,c,d,e) and the third (f) order processes in U where the black 
and open dots represent electrons and holes, respectively, and 
the circle represents the Fermi surface. 

Fig. 18. Phase angle as a function of energy for Q = 1.9kp (a) and 
Q = 2.1kp (b). 

Fig. 19. Self-energy corrections, E(k, iEn) (a), in terms of the t-matrix, 
T(q,iwr) (b). 

Fig. 20. Integration region for lmE(kp(n),E + i1)). 

Fig. 21. Generating functional for the self-consistent t-matrix approxi­
mation where the bold line represents G. 

Fig. 22. Self-energy in the self-consistent t-matrix approximation where 
the bold line represents G. 

Fig. 23. Self-energy expansion for the self-energy in the self-consistent 
t-matrix approximation. 

Fig. 24 . Self-energy expansion for the self-energy in the self-consistent 
t-matrix approximation deduced from Fig.23(b). 

Fig. 25 . Higher order self-energy expansion for the self-energy in the self­
consistent t-matrix approximation. 

Fig. 26. Poles of the t-matrix in the case of negative U as a function of 
q for choices of mU = -3.0 (a), -5.0 (b) and -7.0 (c) with 
kc/kF = 5.0 so that -mUc1 = -3.9 and -mUc2 = -6.7. 

Fig. 27. Poles of the t-matrix as a function of negative U for q = 0 (a) 
and q = 1.5kp (b) with kc/kF = 5.0 so that -mUc1 = -3.9 and 
-mUc2 = -6.7. 

Fig. 28. Graphical solutions for the poles of the t-matrix given by J( = 
-u- 1 where the vertical broken lines represent the poles for 
non-interacting particles given by J(- 1 = 0. 

Fig. 29. Self-energy process in Hubbard approximation. 

Fig. 30. Particle-hole ladder process based on the t-matrix. 

Fig. 31. Particle-particle ladder process. 

Fig. 32. Particle-particle irreducible vertex consisting of bubble or ladder 
process. 
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